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Preface

This book includes the proceedings of the International Joint Conferences on
Computer, Information, and Systems Sciences, and Engineering (CISSE 2011). The
proceedings are a set of rigorously reviewed world-class manuscripts presenting
the state of international practice in Innovative Algorithms and Techniques in
Automation, Industrial Electronics, and Telecommunications.

CISSE 2011 is a high-caliber research for research conferences that were
conducted online. CISSE 2011 received 260 paper submissions and the final
program included 107 accepted papers from more than 80 countries, representing
the six continents. Each paper received at least two reviews, and authors were
required to address review comments prior to presentation and publication.

Conducting CISSE 2011 online presented a number of unique advantages, as
follows:

e All communications among the authors, reviewers, and conference organizing
committee were done online, which permitted a short 6-week period from the
paper submission deadline to the beginning of the conference.

e PowerPoint presentations, final paper manuscripts were available to registrants
for 3 weeks prior to the start of the conference.

e The conference platform allowed live presentations by several presenters from
different locations, with the audio, and PowerPoint transmitted to attendees
throughout the Internet, even on dial-up connections. Attendees were able to ask
both audio and written questions in a chat room format, and presenters could
mark up their slides as they deemed fit.

e The live audio presentations were also recorded and distributed to participants
along with the powerpoint presentations and paper manuscripts within the
conference DVD.



vi Preface

The conference organizers and we are confident that you will find the papers
included in this volume interesting and useful. We believe that technology will
continue to infuse education thus enriching the educational experience of both
students and teachers.

Bridgeport, CT, December 2011 Khaled Elleithy
Tarek Sobh



Acknowledgments

The 2011 International Joint Conferences on Computer, Information, and Systems
Sciences, and Engineering (CISSE 2011) and the resulting proceedings could not
have been organized without the assistance of a large number of individuals.
CISSE was founded by Professors Tarek Sobh and Khaled Elleithy in 2005, and
they set up mechanisms that put it into action. Andrew Rosca wrote the software
that allowed conference management, and interaction between the authors and
reviewers online. Mr. Tudor Rosca managed the online conference presentation
system and was instrumental in ensuring that the event met the highest profes-
sional standards. We also want to acknowledge the roles played by Sarosh Patel
and Ms. Susan Kristie, our technical, and administrative support team.

The technical co-sponsorship provided by the Institute of Electrical and Electronics
Engineers (IEEE) and the University of Bridgeport is gratefully appreciated.
We would like to express our thanks to Prof. Toshio Fukuda, Chair of the International
Advisory Committee and the members of Technical Program Committees.

The excellent contributions of the authors made this world-class document
possible. Each paper received two to four reviews. The reviewers worked tirelessly
under a tight schedule and their important work is gratefully appreciated.
In particular, we want to acknowledge the contributions of the following indivi-
duals: Ashraf Abdelwahed, Khald Aboalayon, Munther Abualkibash, Tamer
Abu-Khalil. Sumaya Abusaleh, Ahmad Abushakra, Mohannad Abuzneid, Naser
Alajmi, Ibrahim Alkore Alshalabi, Muder Almi’ani, Anas Al-okaily, Aziz Alotaibi,
Amer Al-Rahayfeh, Mohammad Rauji, Tariq Alshugran, Fahad Alswaina, Aladdin
Alzubi, Mohamed Ben Haj Frej, Ying-ju Chen, Richard Colon, Khaled Elleithy, Ali
El-Rashidi, Ahmed ElSayed, Mohammed Ali Eltaher, Eugene Gerety, Manan
Joshi, Zakareya Lasefr, Youming Li, Ramadhan Mstafa, Ammar Odeh, Abdul
Razaque, Andriy Shpylchyn, and Ajay Shrestha.

Bridgeport, CT, January 2012 Khaled Elleithy
Tarek Sobh

vii



Contents

1 Change Rate Concepts and their Realization in the MM &S:
A Computer Program for Modeling and Simulation
of Dynamic Systems . . . ........ ... ... ... ... ... .. ... ...
Nguyen Van Sinh

2 A Software Architecture for Inventory Management System . . .
Taner Arsan, Emrah Bagkan, Emrah Ar and Zeki Bozkusg

3 Libraries Opt for More Online Sources. . . ................
Zeenath Reza Khan and Sreejith Balasubramanian

4 Emerging Threats, Risk and Attacks in Distributed Systems:
Cloud Computing . . . ........ ... .. .. .. .. ..
Isabel Del C. Leguias Ayala, Manuel Vega and
Miguel Vargas-Lombardo

5 Cognitive Antenna System for Sustainable Adaptive
Radio Interfaces. . . .. ... ... .. ... ... ... ... ... .. ...
Ligia Cremene and Nicolae Crisan

6 Introducing the Concept of Information Pixels and the
Storing Information Pixels Addresses Method
as an Efficient Model for Document Storage . ..............
Mohammad A. ALGhalayini

7 Introducing the Concept of Back-Inking as an Efficient Model
for Document Retrieval (Image Reconstruction). . . . .........
Mohammad A. ALGhalayini


http://dx.doi.org/10.1007/978-1-4614-3535-8_1
http://dx.doi.org/10.1007/978-1-4614-3535-8_1
http://dx.doi.org/10.1007/978-1-4614-3535-8_1
http://dx.doi.org/10.1007/978-1-4614-3535-8_1
http://dx.doi.org/10.1007/978-1-4614-3535-8_2
http://dx.doi.org/10.1007/978-1-4614-3535-8_2
http://dx.doi.org/10.1007/978-1-4614-3535-8_3
http://dx.doi.org/10.1007/978-1-4614-3535-8_3
http://dx.doi.org/10.1007/978-1-4614-3535-8_4
http://dx.doi.org/10.1007/978-1-4614-3535-8_4
http://dx.doi.org/10.1007/978-1-4614-3535-8_4
http://dx.doi.org/10.1007/978-1-4614-3535-8_5
http://dx.doi.org/10.1007/978-1-4614-3535-8_5
http://dx.doi.org/10.1007/978-1-4614-3535-8_5
http://dx.doi.org/10.1007/978-1-4614-3535-8_6
http://dx.doi.org/10.1007/978-1-4614-3535-8_6
http://dx.doi.org/10.1007/978-1-4614-3535-8_6
http://dx.doi.org/10.1007/978-1-4614-3535-8_6
http://dx.doi.org/10.1007/978-1-4614-3535-8_7
http://dx.doi.org/10.1007/978-1-4614-3535-8_7
http://dx.doi.org/10.1007/978-1-4614-3535-8_7

10

11

12

13

14

15

16

17

18

Contents

Automating the Transformation From a Prototype
to a Method of Assembly . ............................ 99
Yuval Cohen, Gonen Singer, Maya Golan and Dina Goren-Bar

Collaborative and Non-Collaborative Dynamic Path Prediction
Algorithm for Mobile Agents Collision Detection

with Dynamic Obstacles in 3D Space. . . .................. 107
Elmir Babovic

Website Analysis of Top 100 Most Valuable Companies
inRomania. . . ...... ... .. .. .. ... .. .. . . .. 121
Lavinia D. Rusu and Liciniu A. Kovics

Comparison of PI and Fractional PI Controllers
on a Hydraulic Canal Using Pareto Fronts . ............... 135
Y. Chang

Remote Sensing Investigation of Red Mud Catastrophe

and Results of Image Processing Assessment . . . ... ......... 149
J. Berke, V. Kozma-Bognér, P. Burai, L. D. Kovits,

T. Tomor and T. Németh

802.11e QoS Performance Evaluation . .. ................. 157
Yunus Simsek and Hetal Jasani

Evaluation of Different Designs to Represent Missing
Information in SQL Databases . . ....................... 173
Erki Eessaar and Elari Saal

Mobile English Learning System: A Conceptual Framework

for Malaysian Primary School. . . . ... ... ................ 189
Saipunidzam Mahamad, Fatimah Annor Ahmad Rashid,

Mohammad Noor Ibrahim and Rozana Kasbon

Dynamic Cache Miss-Rate Reduction . . .................. 199
Mazen AbuZaher, Bayan Alayoubi, Basma Alefeshat
and Abdelwadood Mesleh

Agent Simulation Group on the Robocup 3D Realization
of Basic Motions. . . . ........... ... 205
Min Zhou, Jia Wu, Hao Zheng, Xiaoming Liu and Renhao Zhou

Key Generations Model for Mobile Cryptosystems. . . ... ... .. 215
Rushdi Hamamreh


http://dx.doi.org/10.1007/978-1-4614-3535-8_8
http://dx.doi.org/10.1007/978-1-4614-3535-8_8
http://dx.doi.org/10.1007/978-1-4614-3535-8_8
http://dx.doi.org/10.1007/978-1-4614-3535-8_9
http://dx.doi.org/10.1007/978-1-4614-3535-8_9
http://dx.doi.org/10.1007/978-1-4614-3535-8_9
http://dx.doi.org/10.1007/978-1-4614-3535-8_9
http://dx.doi.org/10.1007/978-1-4614-3535-8_10
http://dx.doi.org/10.1007/978-1-4614-3535-8_10
http://dx.doi.org/10.1007/978-1-4614-3535-8_10
http://dx.doi.org/10.1007/978-1-4614-3535-8_11
http://dx.doi.org/10.1007/978-1-4614-3535-8_11
http://dx.doi.org/10.1007/978-1-4614-3535-8_11
http://dx.doi.org/10.1007/978-1-4614-3535-8_12
http://dx.doi.org/10.1007/978-1-4614-3535-8_12
http://dx.doi.org/10.1007/978-1-4614-3535-8_12
http://dx.doi.org/10.1007/978-1-4614-3535-8_13
http://dx.doi.org/10.1007/978-1-4614-3535-8_13
http://dx.doi.org/10.1007/978-1-4614-3535-8_14
http://dx.doi.org/10.1007/978-1-4614-3535-8_14
http://dx.doi.org/10.1007/978-1-4614-3535-8_14
http://dx.doi.org/10.1007/978-1-4614-3535-8_15
http://dx.doi.org/10.1007/978-1-4614-3535-8_15
http://dx.doi.org/10.1007/978-1-4614-3535-8_15
http://dx.doi.org/10.1007/978-1-4614-3535-8_16
http://dx.doi.org/10.1007/978-1-4614-3535-8_16
http://dx.doi.org/10.1007/978-1-4614-3535-8_17
http://dx.doi.org/10.1007/978-1-4614-3535-8_17
http://dx.doi.org/10.1007/978-1-4614-3535-8_17
http://dx.doi.org/10.1007/978-1-4614-3535-8_18
http://dx.doi.org/10.1007/978-1-4614-3535-8_18

Contents

19

20

21

22

23

24

25

26

27

28

29

Development of Stakeholder Oriented Corporate Information
Security Objectives. . . ... ... ... ... ... ... ... ... .....
Margareth Stoll

Stakeholder Oriented Information Security Reporting . . . ... ..
Margareth Stoll

Experimenting with Watchdog Implementation on a Real-Life
Ad hoc Network: Monitoring Selfish Behavior. .. ... ... ... ..
Tirthankar Ghosh and Tian Hou

Power Consumption Evaluation for Cooperative Localization
Services . . . ... ...
Patrick Seeling

A Modified Banker’s Algorithm . .......................
Youming Li

Courses Enrollment Pattern Analysis . ...................
Nur Fatihah Abdul Rahim, Shakirah Mohd Taib
and Saipunidzam Mahamad

Integration of Safety and Smartness Using Cloud Services:
An Insight to Future. . . .. ....... ... .. ... ... ... .......
Neha Tekriwal, Madhumita and P. Venkata Krishna

A Versioning Subsystem of Metamodeling System . . . .. ... ...
Riinno Sgirka

Difficulties in Understanding Object Oriented
Programming Concepts. . . ... .........................
Soly Mathew Biju

Real-Time System for Monitoring and Analyzing
Electrocardiogram on Cell Phone . . ... ... ... ... ... .....
O. Muiioz-Ramos, O. Starostenko, V. Alarcon-Aquino

and C. Cruz-Perez

Research of Camera Track Based on Image Matching. . . . . . ..
Yuan Wang

xi


http://dx.doi.org/10.1007/978-1-4614-3535-8_19
http://dx.doi.org/10.1007/978-1-4614-3535-8_19
http://dx.doi.org/10.1007/978-1-4614-3535-8_19
http://dx.doi.org/10.1007/978-1-4614-3535-8_20
http://dx.doi.org/10.1007/978-1-4614-3535-8_20
http://dx.doi.org/10.1007/978-1-4614-3535-8_21
http://dx.doi.org/10.1007/978-1-4614-3535-8_21
http://dx.doi.org/10.1007/978-1-4614-3535-8_21
http://dx.doi.org/10.1007/978-1-4614-3535-8_22
http://dx.doi.org/10.1007/978-1-4614-3535-8_22
http://dx.doi.org/10.1007/978-1-4614-3535-8_22
http://dx.doi.org/10.1007/978-1-4614-3535-8_23
http://dx.doi.org/10.1007/978-1-4614-3535-8_23
http://dx.doi.org/10.1007/978-1-4614-3535-8_24
http://dx.doi.org/10.1007/978-1-4614-3535-8_24
http://dx.doi.org/10.1007/978-1-4614-3535-8_25
http://dx.doi.org/10.1007/978-1-4614-3535-8_25
http://dx.doi.org/10.1007/978-1-4614-3535-8_25
http://dx.doi.org/10.1007/978-1-4614-3535-8_26
http://dx.doi.org/10.1007/978-1-4614-3535-8_26
http://dx.doi.org/10.1007/978-1-4614-3535-8_27
http://dx.doi.org/10.1007/978-1-4614-3535-8_27
http://dx.doi.org/10.1007/978-1-4614-3535-8_27
http://dx.doi.org/10.1007/978-1-4614-3535-8_28
http://dx.doi.org/10.1007/978-1-4614-3535-8_28
http://dx.doi.org/10.1007/978-1-4614-3535-8_28
http://dx.doi.org/10.1007/978-1-4614-3535-8_29
http://dx.doi.org/10.1007/978-1-4614-3535-8_29

Xii

30

31

32

33

34

35

36

37

38

39

40

Contents

Curriculum Design Change of the Industrial Engineering

BA Program. ... .......... . ... 349
Eszter Bogdany, Agnes Balogh, Gabriella Cerhati,

Tibor Csizmadia and Réka Poldk-Weldon

Comparing Two Methods of Sound Spatialization:

Vector-Based Amplitude Panning (VBAP)

Versus Linear Panning (LP) . . . ....... ... ... ........... 359
Jonathan Cofino, Armando Barreto and Malek Adjouadi

Contrast Enhancement in Image Pre-Compensation
for Computer Users with Visual Aberrations. . .. ........... 371
Jian Huang, Armando Barreto, Malek Adjouadi and Miguel Alonso

Interaction with 3D Environments Using

Multi-Touch Screens. . . . ... ... ... ... ... ... ... ..... 381
Francisco Ortego, Naphtali Rishe, Armando Barreto

and Melek Adjouadi

TCP with Extended Window Scaling. . .. ................. 393
Michal OlSovsky and Margaréta KotoCova

Offering SaaS as SOA Services . . .. ..................... 405
Ali Bou Nassif and Miriam A. M. Capretz

Using Conceptual Mini Games for Learning: The Case
of “The Numbers’ Race” (TNR) Application. . ............. 415
C. T. Panagiotakopoulos and M. E. Sarris

Visual Cryptography Based on Optical Image Projection. . . . . . 431
Rita Palivonaite, Algiment Aleksa and Minvydas Ragulskis

A New Service Offered by Digital Radio for Vehicle Drivers ... 443
Cabani Adnane and Mouzna Joseph

Separation of Concerns in Extensible Control Systems. . . ... .. 451
Martin Rytter and Bo Ngrregaard Jgrgensen

Illicit Image Detection: An MRF Model Based

Stochastic Approach . . .......... ... ... ... . ... . ..... 467
Mofakharul Islam, Paul Watters, John Yearwood,

Mazher Hussain and Lubaba A. Swarna


http://dx.doi.org/10.1007/978-1-4614-3535-8_30
http://dx.doi.org/10.1007/978-1-4614-3535-8_30
http://dx.doi.org/10.1007/978-1-4614-3535-8_30
http://dx.doi.org/10.1007/978-1-4614-3535-8_31
http://dx.doi.org/10.1007/978-1-4614-3535-8_31
http://dx.doi.org/10.1007/978-1-4614-3535-8_31
http://dx.doi.org/10.1007/978-1-4614-3535-8_31
http://dx.doi.org/10.1007/978-1-4614-3535-8_32
http://dx.doi.org/10.1007/978-1-4614-3535-8_32
http://dx.doi.org/10.1007/978-1-4614-3535-8_32
http://dx.doi.org/10.1007/978-1-4614-3535-8_33
http://dx.doi.org/10.1007/978-1-4614-3535-8_33
http://dx.doi.org/10.1007/978-1-4614-3535-8_33
http://dx.doi.org/10.1007/978-1-4614-3535-8_34
http://dx.doi.org/10.1007/978-1-4614-3535-8_34
http://dx.doi.org/10.1007/978-1-4614-3535-8_35
http://dx.doi.org/10.1007/978-1-4614-3535-8_35
http://dx.doi.org/10.1007/978-1-4614-3535-8_36
http://dx.doi.org/10.1007/978-1-4614-3535-8_36
http://dx.doi.org/10.1007/978-1-4614-3535-8_36
http://dx.doi.org/10.1007/978-1-4614-3535-8_36
http://dx.doi.org/10.1007/978-1-4614-3535-8_36
http://dx.doi.org/10.1007/978-1-4614-3535-8_37
http://dx.doi.org/10.1007/978-1-4614-3535-8_37
http://dx.doi.org/10.1007/978-1-4614-3535-8_38
http://dx.doi.org/10.1007/978-1-4614-3535-8_38
http://dx.doi.org/10.1007/978-1-4614-3535-8_39
http://dx.doi.org/10.1007/978-1-4614-3535-8_39
http://dx.doi.org/10.1007/978-1-4614-3535-8_40
http://dx.doi.org/10.1007/978-1-4614-3535-8_40
http://dx.doi.org/10.1007/978-1-4614-3535-8_40

Contents

41

42

43

44

45

46

47

48

49

50

Illicit Image Detection Using Erotic Pose Estimation

Based on Kinematic Constraints . . . ... ..................
Mofakharul Islam, Paul Watters, John Yearwood,

Mazher Hussain and Lubaba A. Swarna

Energy Efficient Public Key Cryptography in Wireless

Sensor Networks. . . ....... ... ... ... ... ... ... ... .....
Vladimir Cervenka, Dan Komosny, Lukas Malina

and Lubomir Mraz

Implementation of VLSB Stegnography Using Modular
Distance Technique. . . ... ........ ... ... ... ... .........
Sahib Khan and Muhammad Haroon Yousaf

A Graphic User Interface for H-Infinity Static Output
Feedback Controller Design . . .........................
J. Gadewadikar, K. Horvat and O. Kuljaca

Active Contour Texture Segmentation in Modulus
Wavelet Feature Spaces . . ............................
Ashoka Jayawardena and Paul Kwan

A Framework for Verification of Fuzzy Rule Bases
Representing Clinical Guidelines. . . ... ..................
M. Esposito and D. Maisto

Communication Impact on Project Oriented Teaching
in Technology Supported Education . ... .................
Martin Misut and Katarina Pribilova

A Failure Modes and Effects Analysis of Mobile
Health Monitoring Systems. . . . ........................
Marcello Cinque, Antonio Coronato and Alessandro Testa

SemFus: Semantic Fusion Framework Based on JDL. . . . ... ..
Havva Alizadeh Noughabi, Mohsen Kahani and Behshid Behkamal

Development of GUI Based Test and Measurement Facilities
for Studying Properties of MOS Devices in Clean

Room Environment. . . . . ...... .. ... ... ... ... . ... ..
Shaibal Saha and Supratic Chakraborty

Xiii


http://dx.doi.org/10.1007/978-1-4614-3535-8_41
http://dx.doi.org/10.1007/978-1-4614-3535-8_41
http://dx.doi.org/10.1007/978-1-4614-3535-8_41
http://dx.doi.org/10.1007/978-1-4614-3535-8_42
http://dx.doi.org/10.1007/978-1-4614-3535-8_42
http://dx.doi.org/10.1007/978-1-4614-3535-8_42
http://dx.doi.org/10.1007/978-1-4614-3535-8_43
http://dx.doi.org/10.1007/978-1-4614-3535-8_43
http://dx.doi.org/10.1007/978-1-4614-3535-8_43
http://dx.doi.org/10.1007/978-1-4614-3535-8_44
http://dx.doi.org/10.1007/978-1-4614-3535-8_44
http://dx.doi.org/10.1007/978-1-4614-3535-8_44
http://dx.doi.org/10.1007/978-1-4614-3535-8_45
http://dx.doi.org/10.1007/978-1-4614-3535-8_45
http://dx.doi.org/10.1007/978-1-4614-3535-8_45
http://dx.doi.org/10.1007/978-1-4614-3535-8_46
http://dx.doi.org/10.1007/978-1-4614-3535-8_46
http://dx.doi.org/10.1007/978-1-4614-3535-8_46
http://dx.doi.org/10.1007/978-1-4614-3535-8_47
http://dx.doi.org/10.1007/978-1-4614-3535-8_47
http://dx.doi.org/10.1007/978-1-4614-3535-8_47
http://dx.doi.org/10.1007/978-1-4614-3535-8_48
http://dx.doi.org/10.1007/978-1-4614-3535-8_48
http://dx.doi.org/10.1007/978-1-4614-3535-8_48
http://dx.doi.org/10.1007/978-1-4614-3535-8_49
http://dx.doi.org/10.1007/978-1-4614-3535-8_49
http://dx.doi.org/10.1007/978-1-4614-3535-8_50
http://dx.doi.org/10.1007/978-1-4614-3535-8_50
http://dx.doi.org/10.1007/978-1-4614-3535-8_50
http://dx.doi.org/10.1007/978-1-4614-3535-8_50

Xiv

51

52

53

54

55

56

57

58

59

60

61

Contents

Prediction of Failure Risk Through Logical Decision Trees
in Web Service Compositions . .. ....................... 609
Byron Portilla-Rosero, Jaime A. Guzman and Giner Alor-Herndndez

SEC-TEEN: A Secure Routing Protocol for Enhanced

Efficiency in Wireless Sensor Networks . . . . ....... ... .. .. 621
Alkore Alshalabi Ibrahim, Abu Khalil Tamer

and Abuzneid Abdelshakour

An Integration of UML-B and Object-Z in Software
Development Process . . ............ ... ... .. .. .. ... ... 633
Mehrnaz Najafi and Hassan Haghighi

Algorithm for Dynamic Traffic Rerouting and Congestion
Prevention in IP Networks . . .. ....... ... ... ... ... ..... 649
Martin Hruby, Margaréta Kotocova and Michal OlSovsky

Fovea Window for Wavelet-Based Compression. . . .. ........ 661
J. C. Galan-Hernandez, V. Alarcon-Aquino, O. Starostenko
and J. M. Ramirez-Cortes

Energy Aware Data Compressionin WSN. . .. ..... ... ... .. 673
Roshanak Izadian and Mohammad Taghi Manzuri

Energy Consumption Text and Image Data
Compressionin WSNs . ...... .. ... ... ... .. ... ....... 683
Roshanak Izadian and Mohammad Taghi Manzuri

New QoS Framework for Mobile Ad hoc Networks Based
on the Extension of Existing QoS Models. . . ... ............ 697
Peter Magula and Margaréta Kotocova

Method for Data Collection and Integration into
3D Architectural Model .. ........ ... ... ... .. ... ...... 707
L. Kurik, V. Sinivee, M. Lints and U. Kallavus

Statistical Analysis to Export an Equation in Order to Determine
Heat of Combustion in Blends of Diesel Fuel with Biodiesel . . . . 719
C. G. Tsanaktsidis, V. M. Basileiadis, K. G. Spinthoropoulos,

S. G. Christidis and A. E. Garefalakis

The Retail Banking Adverse Selection:
RCBS Calculator Solution. . . . ......................... 729
M. Hedvicakova, I. Soukal and J. Nemecek


http://dx.doi.org/10.1007/978-1-4614-3535-8_51
http://dx.doi.org/10.1007/978-1-4614-3535-8_51
http://dx.doi.org/10.1007/978-1-4614-3535-8_51
http://dx.doi.org/10.1007/978-1-4614-3535-8_52
http://dx.doi.org/10.1007/978-1-4614-3535-8_52
http://dx.doi.org/10.1007/978-1-4614-3535-8_52
http://dx.doi.org/10.1007/978-1-4614-3535-8_53
http://dx.doi.org/10.1007/978-1-4614-3535-8_53
http://dx.doi.org/10.1007/978-1-4614-3535-8_53
http://dx.doi.org/10.1007/978-1-4614-3535-8_54
http://dx.doi.org/10.1007/978-1-4614-3535-8_54
http://dx.doi.org/10.1007/978-1-4614-3535-8_54
http://dx.doi.org/10.1007/978-1-4614-3535-8_55
http://dx.doi.org/10.1007/978-1-4614-3535-8_55
http://dx.doi.org/10.1007/978-1-4614-3535-8_56
http://dx.doi.org/10.1007/978-1-4614-3535-8_56
http://dx.doi.org/10.1007/978-1-4614-3535-8_57
http://dx.doi.org/10.1007/978-1-4614-3535-8_57
http://dx.doi.org/10.1007/978-1-4614-3535-8_57
http://dx.doi.org/10.1007/978-1-4614-3535-8_58
http://dx.doi.org/10.1007/978-1-4614-3535-8_58
http://dx.doi.org/10.1007/978-1-4614-3535-8_58
http://dx.doi.org/10.1007/978-1-4614-3535-8_59
http://dx.doi.org/10.1007/978-1-4614-3535-8_59
http://dx.doi.org/10.1007/978-1-4614-3535-8_59
http://dx.doi.org/10.1007/978-1-4614-3535-8_60
http://dx.doi.org/10.1007/978-1-4614-3535-8_60
http://dx.doi.org/10.1007/978-1-4614-3535-8_60
http://dx.doi.org/10.1007/978-1-4614-3535-8_61
http://dx.doi.org/10.1007/978-1-4614-3535-8_61
http://dx.doi.org/10.1007/978-1-4614-3535-8_61

Contents

62

63

64

65

66

67

68

69

70

71

72

73

Project Management in Public Administration Sector ... ... ..
M. Hedvicakova

Access Point Checking to Improve Security in Wireless
Infrastructure Networks . . .. ... ... ... ... ... ... .....
Ammar Odeh and Miad Faezipour

Comparison of Fractional PI Controller with Classical
PI using Pareto Optimal Fronts . .. ... ... ... ...........
O. J. Moraka

A Pattern-Based Approach for Representing Condition-Action
Clinical Rulesinto DSSs . . . . ... ... ... ... ... ... ... .....
A. Minutolo, M. Esposito and G. De Pietro

Authorization of Proxy Digital Signature
in Workflow Systems . . ............ .. ... ... .. ... ...
Samir Fazlagic and Narcis Behlilovic

Semi-Agile Approach to Software Development Process. . . . . ..
Deniss Kumlander

The Influence of Student Body-Talk Reaction in Formulating
Effective Teaching Strategy. . . . ........................
Ahmad Sofian Shminan and Runhe Huang

Interactive Mind Map Desktop Widget: A Proposed Concept. . .
Tan Wei Xuan, Shakirah Mohd Taib and Saipunidzam Mahamad

An Algorithm for Replication in Distributed Databases . . . . . ..
Adrian Runceanu and Marian Popescu

General Dispatching of Lignite Mining Pit. . . . . ... ... ... ..
Constantin Cercel and Florin Grofu

Towards Improving the Statscan™ X-Ray Image Quality
through Sliding-Mode Control of the C-Arm . . .............
M. Esmail, M. Tsoeu and L. John

Mechanical Energy Conversion to Electromagnetic Energy

for Magnetic Fluids: Theoretical Fundaments

and Applications. . . . ....... .. .. .. . .
Aurel-George Popescu and Adrian Runceanu

XV

829


http://dx.doi.org/10.1007/978-1-4614-3535-8_62
http://dx.doi.org/10.1007/978-1-4614-3535-8_62
http://dx.doi.org/10.1007/978-1-4614-3535-8_63
http://dx.doi.org/10.1007/978-1-4614-3535-8_63
http://dx.doi.org/10.1007/978-1-4614-3535-8_63
http://dx.doi.org/10.1007/978-1-4614-3535-8_64
http://dx.doi.org/10.1007/978-1-4614-3535-8_64
http://dx.doi.org/10.1007/978-1-4614-3535-8_64
http://dx.doi.org/10.1007/978-1-4614-3535-8_65
http://dx.doi.org/10.1007/978-1-4614-3535-8_65
http://dx.doi.org/10.1007/978-1-4614-3535-8_65
http://dx.doi.org/10.1007/978-1-4614-3535-8_66
http://dx.doi.org/10.1007/978-1-4614-3535-8_66
http://dx.doi.org/10.1007/978-1-4614-3535-8_66
http://dx.doi.org/10.1007/978-1-4614-3535-8_67
http://dx.doi.org/10.1007/978-1-4614-3535-8_67
http://dx.doi.org/10.1007/978-1-4614-3535-8_68
http://dx.doi.org/10.1007/978-1-4614-3535-8_68
http://dx.doi.org/10.1007/978-1-4614-3535-8_68
http://dx.doi.org/10.1007/978-1-4614-3535-8_69
http://dx.doi.org/10.1007/978-1-4614-3535-8_69
http://dx.doi.org/10.1007/978-1-4614-3535-8_70
http://dx.doi.org/10.1007/978-1-4614-3535-8_70
http://dx.doi.org/10.1007/978-1-4614-3535-8_71
http://dx.doi.org/10.1007/978-1-4614-3535-8_71
http://dx.doi.org/10.1007/978-1-4614-3535-8_72
http://dx.doi.org/10.1007/978-1-4614-3535-8_72
http://dx.doi.org/10.1007/978-1-4614-3535-8_72
http://dx.doi.org/10.1007/978-1-4614-3535-8_72
http://dx.doi.org/10.1007/978-1-4614-3535-8_73
http://dx.doi.org/10.1007/978-1-4614-3535-8_73
http://dx.doi.org/10.1007/978-1-4614-3535-8_73
http://dx.doi.org/10.1007/978-1-4614-3535-8_73

XVi

74

75

76

77

78

79

80

81

82

83

Initial Steps Towards Distributed Implementation

of M-Urgency . . ... ...

Shivsubramani Krishnamoorthy, Arun Balasubramanian
and Ashok K. Agrawala

Optimal Selection of Components in Fault Detection Based

on Principal Component Analysis . . ... ...............

Patricia Helen Khwambala

E-Learning Environment Identification System:

Error Injection and Patterns Dynamics. . . . ............

Deniss Kumlander

Energy Consumption by Deploying a Reactive Multi-Agent

System Inside Wireless Sensor Networks . . . .. ..........

Alcides Montoya and Demetrio Ovalle

Network Intrusion Detection System Based on SOA

(NIDS-SOA): Enhancing Interoperability Between IDS . . . .

Wagner Elvio de Loiola Costa, Denivaldo Lopes,
Zair Abdelouahab and Bruno Froz

Lyrebird: A Learning Object Repository Based

on a Domain Taxonomy Model . . . . ... ...............

Ingrid Durley Torres, Jaime Alberto Guzman Luna
and Jovani Alberto Jimenez Builes

Design Process and Building Simulation . ..............

Heitor da Costa Silva, Clarissa SartoriZiebell,
Lennart Bertram Po6hls and Mariana Moura Bagnati

Behavioral Models with Alternative Alphabets. . ... ... ...

Mohammed Lafi and Jackson Carvalho

Watermark Singular-Values Encryption and Embedding

in the Frequency Domain . . . ... ....................

Chady El Moucary and Bachar El Hassan

Business Intelligence Made Simple . ... ...............

Vasso Stylianou, Andreas Savva and Spyros Spyrou

Contents


http://dx.doi.org/10.1007/978-1-4614-3535-8_74
http://dx.doi.org/10.1007/978-1-4614-3535-8_74
http://dx.doi.org/10.1007/978-1-4614-3535-8_74
http://dx.doi.org/10.1007/978-1-4614-3535-8_75
http://dx.doi.org/10.1007/978-1-4614-3535-8_75
http://dx.doi.org/10.1007/978-1-4614-3535-8_75
http://dx.doi.org/10.1007/978-1-4614-3535-8_76
http://dx.doi.org/10.1007/978-1-4614-3535-8_76
http://dx.doi.org/10.1007/978-1-4614-3535-8_76
http://dx.doi.org/10.1007/978-1-4614-3535-8_77
http://dx.doi.org/10.1007/978-1-4614-3535-8_77
http://dx.doi.org/10.1007/978-1-4614-3535-8_77
http://dx.doi.org/10.1007/978-1-4614-3535-8_78
http://dx.doi.org/10.1007/978-1-4614-3535-8_78
http://dx.doi.org/10.1007/978-1-4614-3535-8_78
http://dx.doi.org/10.1007/978-1-4614-3535-8_79
http://dx.doi.org/10.1007/978-1-4614-3535-8_79
http://dx.doi.org/10.1007/978-1-4614-3535-8_79
http://dx.doi.org/10.1007/978-1-4614-3535-8_80
http://dx.doi.org/10.1007/978-1-4614-3535-8_80
http://dx.doi.org/10.1007/978-1-4614-3535-8_81
http://dx.doi.org/10.1007/978-1-4614-3535-8_81
http://dx.doi.org/10.1007/978-1-4614-3535-8_82
http://dx.doi.org/10.1007/978-1-4614-3535-8_82
http://dx.doi.org/10.1007/978-1-4614-3535-8_82
http://dx.doi.org/10.1007/978-1-4614-3535-8_83
http://dx.doi.org/10.1007/978-1-4614-3535-8_83

Contents

84

85

86

87

88

89

90

91

92

93

A Process Model for Supporting the Management of Distance
Learning Courses Through an Agile Approach . ...........
Amélia Acdcia M. Batista, Zair Abdelouahab,

Denivaldo Lopes and Pedro Santos Neto

Numerical Modeling of Electromagnetic Induction Heating
Process Using an Inductor with Constant Step

Between Turns. . .. ........ ... . .. .. ...
Mihaela Novac, Ovidiu Novac, Mircea Gordan

and Cornelia Gordan

Satisficing-Based Approach to Resolve Feature
Interactions in Control Systems. . . ... ..................
Jan Corfixen Sgrensen and Bo Ngrregaard Jgrgensen

Properties Evaluation of an Approach Based
on Probability-Possibility Transformation . . . . ... .... ... ..
M. Pota, M. Esposito and G. De Pietro

Functional Verification of Class Invariants in CleanJava . . . . .
Carmen Avila and Yoonsik Cheon

Normalization Rules of the Object-Oriented Data Model . . . . .
Vojtéch Merunka and Jakub Tima

Location Based Overlapping Mobility
Aware Network Model . . . ....... ... ... ... ... ... .....
Abdul Razaque, Aziz Alotaibi and Khaled Elliethy

Expert System for Evaluating Learning Management Systems
Based on Traceability . . . . ...........................
E. Valdez-Silva, P. Y. Reyes, M. A. Alvarez, J. Rojas

and V. Menendez-Dominguez

How Variability Helps to Make Components More
Flexible and Reusable. . . . .. .........................
Yusuf Altunel and Abdiil Halim Zaim

Computing and Automation in the AEC Industry: Early Steps
Towards a Mass Customized Architecture. . ... ... ........
Neander Silva, Diogo Santos and Ecilamar Lima

Xvii


http://dx.doi.org/10.1007/978-1-4614-3535-8_84
http://dx.doi.org/10.1007/978-1-4614-3535-8_84
http://dx.doi.org/10.1007/978-1-4614-3535-8_84
http://dx.doi.org/10.1007/978-1-4614-3535-8_85
http://dx.doi.org/10.1007/978-1-4614-3535-8_85
http://dx.doi.org/10.1007/978-1-4614-3535-8_85
http://dx.doi.org/10.1007/978-1-4614-3535-8_85
http://dx.doi.org/10.1007/978-1-4614-3535-8_86
http://dx.doi.org/10.1007/978-1-4614-3535-8_86
http://dx.doi.org/10.1007/978-1-4614-3535-8_86
http://dx.doi.org/10.1007/978-1-4614-3535-8_87
http://dx.doi.org/10.1007/978-1-4614-3535-8_87
http://dx.doi.org/10.1007/978-1-4614-3535-8_87
http://dx.doi.org/10.1007/978-1-4614-3535-8_88
http://dx.doi.org/10.1007/978-1-4614-3535-8_88
http://dx.doi.org/10.1007/978-1-4614-3535-8_89
http://dx.doi.org/10.1007/978-1-4614-3535-8_89
http://dx.doi.org/10.1007/978-1-4614-3535-8_90
http://dx.doi.org/10.1007/978-1-4614-3535-8_90
http://dx.doi.org/10.1007/978-1-4614-3535-8_90
http://dx.doi.org/10.1007/978-1-4614-3535-8_91
http://dx.doi.org/10.1007/978-1-4614-3535-8_91
http://dx.doi.org/10.1007/978-1-4614-3535-8_91
http://dx.doi.org/10.1007/978-1-4614-3535-8_92
http://dx.doi.org/10.1007/978-1-4614-3535-8_92
http://dx.doi.org/10.1007/978-1-4614-3535-8_92
http://dx.doi.org/10.1007/978-1-4614-3535-8_93
http://dx.doi.org/10.1007/978-1-4614-3535-8_93
http://dx.doi.org/10.1007/978-1-4614-3535-8_93

Xviii

94

95

96

97

98

99

100

101

Three Dimensional SPMD Matrix—Matrix Multiplication
Algorithm and a Stacked Many-Core

Processor Architecture . . ... ......... ... .. ... .. .....

Ahmed S. Zekri

Face: Fractal Analysis in Cell Engineering ..............

K. P. Lam, D. J. Collins and J. B. Richardson

A First Implementation of the Delay Based

Routing Protocol. . . .. ..... ... .. .. .. .. .. .. .. ... ...

Eric Gamess, Daniel Gamez and Paul Marrero

Different Aspects of Data Stream Clustering . . . ..........

Madjid Khalilian, Norwati Mustapha, Md Nasir Sulaiman
and Ali Mamat

Teaching Computer Ethics Via Current News Articles. . . . . .

Reva Freedman

Designing and Integrating a New Model of Semi-Online

Vehicle’s Fines Control System . . .. ...................

Anas Al-okaily, Qassim Bani Hani, Laiali Almazaydeh,
Omar Abuzaghleh and Zenon Chaczko

State Diagnosis of a Lignite Deposit by Monitoring

its Surface Temperature with a Thermovision Camera . . . ..

Alina Dinca

A Framework Intelligent Mobile for Diagnosis Contact

Lenses by Applying Case Based Reasoning . . ............

Eljilani Mohammed

Contents


http://dx.doi.org/10.1007/978-1-4614-3535-8_94
http://dx.doi.org/10.1007/978-1-4614-3535-8_94
http://dx.doi.org/10.1007/978-1-4614-3535-8_94
http://dx.doi.org/10.1007/978-1-4614-3535-8_94
http://dx.doi.org/10.1007/978-1-4614-3535-8_95
http://dx.doi.org/10.1007/978-1-4614-3535-8_95
http://dx.doi.org/10.1007/978-1-4614-3535-8_96
http://dx.doi.org/10.1007/978-1-4614-3535-8_96
http://dx.doi.org/10.1007/978-1-4614-3535-8_96
http://dx.doi.org/10.1007/978-1-4614-3535-8_97
http://dx.doi.org/10.1007/978-1-4614-3535-8_97
http://dx.doi.org/10.1007/978-1-4614-3535-8_98
http://dx.doi.org/10.1007/978-1-4614-3535-8_98
http://dx.doi.org/10.1007/978-1-4614-3535-8_99
http://dx.doi.org/10.1007/978-1-4614-3535-8_99
http://dx.doi.org/10.1007/978-1-4614-3535-8_99
http://dx.doi.org/10.1007/978-1-4614-3535-8_100
http://dx.doi.org/10.1007/978-1-4614-3535-8_100
http://dx.doi.org/10.1007/978-1-4614-3535-8_100
http://dx.doi.org/10.1007/978-1-4614-3535-8_101
http://dx.doi.org/10.1007/978-1-4614-3535-8_101
http://dx.doi.org/10.1007/978-1-4614-3535-8_101

Chapter 1

Change Rate Concepts and their
Realization in the MM &S: A Computer
Program for Modeling and Simulation
of Dynamic Systems

Nguyen Van Sinh

Abstract The concept of “four element groups” means that all elements of a
dynamic system can be divided into four groups: (1) constant elements, (2) state
elements, (3) intermediate elements, (4) listed elements. This concept is realized in
my MM&S-computer program with two facts. The first one is that four above
mentioned element groups are correspondingly assigned four symbols: circle,
square, rhombus, circle with three signs (these signs signal how we should handle
this listed element at time point where its value has not been declared). These
symbols are used to draw simulation scheme of interaction of the system elements.
The concept of “change rate” means that every state element has a change rate as
its attribute. Other elements of the system affect current state element by affecting
its change rate. The current state element affects other elements of the system with
its value. This concept is realized in my MM&S-computer program with the fact,
that the links connect the state elements directly. In case if a state element has a
incoming link, we understand that the change rate of this state element is being
affected. Once change rate is an attribute of the state element, the value of the state
element can be automatically used for the calculation of change rate. Realization
of these above concepts make the simulation scheme of a dynamic system more
clear and simple. This paper gives the reasoning for these concepts and also
describes the model formats, model calculation in MM&S-computer program.
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1.1 Introduction

Dynamic systems have been studied since long time ago [1-6]. The system ele-
ments have also been classified [1, 6, 7 ]. However the modeling and simulation
software have been based on the black-box concept with inputs and outputs. An
example is the widely used STELLA software of the ISEE SYSTEMS [8] (for-
merly High Performance Systems Corporation) [7]. The simulation diagram that is
based on this black-box concept can not provide a good visualization of the system
structure: even a real state element of the system must be presented here as a
black-box with input and output; one can not recognize from the simulation dia-
gram, whether an element is a constant or intermediate one, because they have the
same symbol (a circle).

In a dynamic system we can find elements of different “mathematical nature”.
Some elements do not change their value forever or at least during the time we
observe the system. Some elements change their value but we can determine their
value at any time by measuring, weighting, counting,..., though it is sometime
very difficult. Some elements change their value and their value at a time can only
be calculated from the value of the other elements. And finally, some elements
change their value over time but their value are given at all or some time points of
the time period when we observe the system (the values of the element are listed).
Based on these facts a concept of “four element groups” can be formulated which
means that all elements of a dynamic system can be divided into four groups:

. Constant elements,

. State elements,

. Intermediate elements,
. Listed elements.

AW N =

Each state element changes its value over the time. The change rate of a state
element can be negative or positve at a time. Not all the state elements have inflow
and outflow. Instead, inflow and outflow are only typical for state elements of
mechanical nature, the state elements of biological nature can grow. Based on
these facts a concept of “change rate” can be formulated which means that every
state element has a change rate as its attribute. Other elements of the system affect
current state element by affecting its change rate and the current state element
affects other elements of the system with its value.

These two concepts make the basis for the new design of the MM&S—a
computer program for modeling and simulation of dynamic systems. The program
is free available at the website of the Institute of Ecology and Biological Resources
[9]. Further in this paper is the introduction to the new version of MM&S com-
puter program as an explanation of how these above two concepts have been
implemented.
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Fig. 1.1 Interface of the
MM&S
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1.2 Materials and Methods

Delphi XE Professional Workstation ESD (item number: 2010111885211109) of
the Embarcadero company [10] has been used to create MM&S computer
program.

Four child windows have been designed for handling different tasks:

. Child window with text editor for processing text model;

. Child window with paint box for drawing and viewing simulation graphs;

3. Child window with paint box for processing simulation diagram and integrated
model;

4. Child window with table grid for displaying results of simulation calculation.

N =

All these child windows are managed by a multiple document interface—the
main window (Fig. 1.1).

To visualize the system structure on the simulation diagram, four images have
been used in MM&S to represent elements of the four above mentioned element
groups: a square for state elements, a rhombus for intermediate elements, a circle
for constant elements and a circle with three plus/minus signs inside for listed
elements (Fig. 1.2). This is the implementation of the first concept (the “four
element groups” concept) in simulation diagram. From the simulation diagram we
can recognize the element group of a certain element through its symbol.

The links in the simulation diagram show the interactions between system
elements. The state elements don’t have input and output, and incoming links of a
state element specify the elements that affect its change rate. This means that the
expression for calculating of the change rate of this state element has to include



Fig. 1.2 The simulation
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these affecting elements. The outgoing links of a state element specify the ele-
ments that are affected by this state element. This is the implementation of the
second concept (the “change rate” concept) in simulation diagram.

1.3 User Interface of MM&S
1.3.1 Declared file formats of MM&S
MM&S declared following file formats:

1. The Text model format: the extension is ‘.ptm’; the symbol is:

2. The Simulation graph format: the extension is ‘.stm’; the symbol is:

3. The Simulation diagram format: the extension is ‘.vec’; the symbol is:

4. The Table format: the extension is ‘.tbl’, the symbol is

Once the MM&S program has been installed with using installation file, double
clicking on a file name of one of this file types in Windows Explorer of Microsoft
Corporation will cause MM&S starting with opening the file.
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1.3.2 Buttons of MM&S and their functions

In MM&S we have two toolbars: one on the main window and the other on the
simulation diagram child window. The functions of the most important buttons are
as following:

Open button: display an open dialog box for choosing a file for its opening.
B
Save button: display an save dialog box for choosing a file for its opening.

—_—

Track bar: change the graph drawing speed (if graph child window is active).

.

Graph button: start the graph drawing procedure.

0 $|

Up-down bar: change the size of the graph (if graph child window is active), or
change the size of simulation scheme (if simulation scheme child window is
active), or change the cell size of the table (if the table child window is active).

=]

Symbol buttons: choose symbol to draw state element, intermediate element, listed
element, constant element in the simulation scheme.

@,
Link button: start drawing a link.
by

Delete button: start deleting an element in the simulation scheme.

i

Check button: start checking the integrated model of the current simulation
scheme.
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&

Run button: run a text model in a saved file (if clicking on this symbol on the
toolbar of the main window) or run the integrated model of the simulation scheme
(if clicking on this symbol on the toolbar of the currently active simulation scheme
child window.

eX

Export button: to export the integrated model of the simulation scheme to a file
(*.ptm).

=
Switching button: to switch between displaying full element name and variable
name.

1.3.3 Text Model Child Window

To create a new text model child window, from the main menu we choose ‘Text
model/New window’. In this child window we can enter or open a model of text
format and edit it. In a model each element is represented by a variable.

The format of a text model in MM&S (see Fig. 1.1: the left bottom child
window) is as following:

— The first three lines are dedicated to declaring the time frame of the model: the
time when the simulation starts, the time when the simulation ends, and the
duration of a simulation step. Each line starts with brackets and one star inside,
then the key words (STARTTIME, ENDTIME, and TIMESTEP), equal sign,
and the time values.

— The next part of the model begins with a keyword ‘CONSTANT_ELEMENTS’.
It signals that all constant elements of the model will be declared here. Every
constant element is declared in one line: starting with brackets and one star
inside, the variable name of the constant element, equal sign, and the value of
the constant element at the end.

— The third part of the model begins with a keyword ‘LISTED_ELEMENTS’. All
listed elements are declared in this part. Every listed element is declared in one
line: starting with brackets and one star inside that are followed by the variable
name of the listed element, equal sign, forward slash and three plus/minus signs,
and the declaration of the values of the listed element. Each value declaration
begins with one forward slash sign that is followed by the time value, equal sign,
and then the value of the listed element. The three plus/minus signs signal the
neccessity of calculation of missing values based on the available ones for the
time interval before the first available value (the first sign), for the time interval
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between the first and the last available values (the second sign), and for the time
interval after the last available value (the third sign). A plus sign means that the
missing values should be calculated, the minus sign means that the value of zero
should be assigned to the missing values in current interval.

— The fourth part of the model begins with a keyword ‘INTERMEDI-
ATE_ELEMENTS’. All intermediate elements are declared in this part. Every
intermediate element is declared in one line: starting with brackets and one star
inside that are followed by the variable name of the intermediate element, equal
sign, and the expression for calculating the intermediate variable at the end.

— The last part of the model begins with a keyword ‘STATE_ELEMENTS’. In
this part every state element and its change rate are declared in two lines. The
state element is declared in the first line: starting with brackets and one star
inside, then the variable name of the state element, equal sign, and the initial
value of the state element at the end. The second line is used for declaration of
the change rate: starting with brackets and two stars inside, the name of the
change rate (normally built by combining prefix ‘changerate_’ and the variable
name of the state element), equal sign, and the expression for calculating the
change rate at the end.

Following is the text model of Biomass-Litter dynamics:

[*ISTARTTIME = 0

[*JENDTIME = 18

[*]TIMESTEP = 1

CONSTANT_ELEMENTS

[*]decompositionrate = 0.01

LISTED_ELEMENTS

[*]falloffrate =/+++/3 = 1/7 = 2/9 = 6/12 = 3/16 = 2
[*]growthrate =/+++/2 = 2/4 = 5/8 = 3/12 = 1/15 =4
INTERMEDIATE_ELEMENTS

[*]falloffamount = biomass*falloffrate/100
[*Ireductionoflitter = litter*decompositionrate
[*]biomassincrease = biomass*growthrate/100
STATE_ELEMENTS

[*]litter = 5

[**]changerate_litter = falloffamount-reductionoflitter
[*]biomass = 1000

[**]changerate_biomass = biomassincrease-falloffamount

As we see, the format of text model has clearly shown the implementation of
the “four element groups” and of the “change rate” concepts.

The text model should be saved to a file with extension ‘.ptm’. We can run the
text model from a file by clicking on the run button of the main window toolbar or
by choosing submenu item ‘Conduct/Run a model’.
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Fig. 1.3 Dialog box for [ X

constant element in
simulation diagram Element name: IDecomposition rat

Variable name: Idecomposil:iomate
Vahe:  [0.01 Order S

Elements to be affected:
reductionoflitter[Reduction of litter]

1.3.4 Simulation Diagram Child Window

This child window has its own toolbar with buttons for drawing simulation dia-
gram (see Fig. 1.2). To draw an element symbol we click on the button with that
symbol and then click on the place in the child window where we want to put it. To
draw a link between two elements we click the left mouse button on the affecting
element and keep the left mouse button down while moving the mouse to the
affected element, then release the left mouse button. The start of a link is marked
with a blue circle and its end is marked with a red arrow. To move an element or
an end of a link, click on it and hold the left mouse button down while moving the
mouse. To delete an element symbol, we click on the delete button then click on
element we want to delete. To delete a link, we click on delete button then then
click on the begin or the end of the link.

To enter the model into the simulation diagram, we double click on the symbols
of system elements: in the appeared dialog boxes we type in the element names,
variable names, values and expressions for calculating variables and change rates
(Figs. 1.3, 1.4, 1.5, 1.6).

The simulation diagram should be saved to a file with extension ‘.vec’. To
check the completeness of the simulation scheme we click on the check button.
Once the simulation diagram is complete, we can run the model from the simu-
lation diagram by clicking run button on the toolbar of the simulation diagram
child window, or we can export the model from the simulation diagram to a text
model file by clicking export button.
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Fig' 14 Dialog box for Information on listed element i x|
listed element in simulation e
diagram Element name: I owth rate

Variable name: [srowthrate Order |7
The values of listed element_Copy columa] Delete column] Insert cohume] (s |

0 1 2 3 [4 [s [
Time 4 8 12 15
2 5 3 1 4
~Calculation of missing values—— :
% Before the sted time & A Paste from clpboard
W In the fisted time interval B3 Copy all to the clipboard
7 [After the Eisted time interval Number of listed value: |s -
Elements to be affected:
biomassincrease[Biomass Increase]

_ Close |

Fig. 1.5 Dialog box for x
intermediate element in
Element “all off amount|
simulation diagram i
Variable name: falloffamount Order|?
- o S

|b1;mass-fanoﬁxm-'1oo

,i*l-l"' Iaﬂlor]mr Abs -
If |Ther|EIse e [ >| = zcc‘os
o|1]2]3]4 6[72[8]|3| = s 5
Affected by: Elements to be affected
falloffrate[Fall off rate] litter[Litter]
biomass[Biomass] biomass[Biomass]

1.3.5 Simulation Graph Child Window

In MM&S we can simulate changes of the elements of a system by drawing time
graph or phase graph (Figs. 1.7, 1.8). After simulation calculation we can draw
graphs. To do this we can choose ‘Conduct/Draw a graph’ menu item or click on
the graph button on the toolbar of the main window.

Several computer graphic techniques have been used in MM&S to enhance
visualization: we can better trace the changes of system elements by changing the
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Fig. 1.6 Dialog box for state
element in simulation
diagram

Fig. 1.7 Phase graph of
biomass-litter dynamics

Fig. 1.8 Time graph of
biomass and litter

Information on state element x|

N. V. Sinh
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|.-]-|- ! ar|mr] Abs =
if |ThenlEtse| (| ) | <[> Arccos
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falloffamount[Fall off amount] falloffamount[Fall off amount]

_Glose_|
=101 x|

itter(423.3209) =

1
7.45(;0.987.5000 biomass(1136.6079) +

4] | -'_[i
=i0lx

W i = R

0 ~Calculation steps- 18

=
— <O>fitter: 5.000<->423.321
<1>biomass: 987 500<->1136.608
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Fig. 1.9, Dialog box for £
draw1qg graph and sensitivity Time graph | Phase graph _Sensitivity analysis |
analysis
List of parameters Selected parameter
litter = decompositionrate
biomass o 0.001
o
W T

T Sm(;mb\;_::ﬁ' anal?;st:‘o
| oK || Cancel |

graph scale (with using up-down bar), by changing the graph drawing speed (with
using track bar), or by pausing the graph drawing process (by clicking on the graph
area while the graph is being drawn in slower mode).

By setting range for the initial value of a state element or for the value of a
constant element (Fig. 1.9) before drawing graph, we can make analysis on sen-
sitivity of other system elements to the changes of these elements. The software
will conduct simulation calculation for all the changing range of the constant
element or of the initial value of the state element that is used for sensitivity
analysis and draw graph after each calculation. The effect of changing graphs
shows us the sensitivity of the system elements to the changes of the element that
has been chosen to make sensitivity analysis. While doing the sensitivity analysis
we can also pause drawing graph or draw graph in a slower mode to have a closer
look on the changes of the system elements.

The graph can be saved in the picture format (*.bmp) or in the stream format
(*.stm). When the graph has been saved in the stream format, we can open it in
MM&S and draw in slower mode, pause drawing graph or change the size of the
graph, without simulation calculation (standalone simulation graph).

1.3.6 Table Child Window

After conducting simulation calculations, MM&S automatically post all the results
in a new table child window (Fig. 1.10). The table can be saved to a file with
extension ‘*.tbl’.

In the first fixed row we can see the number of the column. The names of the
variables are displayed in the second fixed row. The third fixed row is used for
displaying the values of constant elements, or the initial values of state elements,
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or the expressions for calculating the values of the intermediate elements or of the
change rates of state elements. The initial values of system elements are calculated
if needed and displayed in the fourth fixed row.

The first column of the table contains the number of the calculation steps. The
other columns contain the results of simulation calculation.

We can copy the table and past to other word processing software, or save the
table in a text file by choosing menu ‘Table/Save in text file’, or save the table in a
Excel file by choosing menu ‘Table/Save in excel file’.

1.4 Conclusions

By using four symbols to represent elements of the four element groups (a square
for state elements, a thombus for intermediate elements, a circle with three plus/
minus signs inside for listed elements, and a circle for constant elements) MM&S
enhances very much the visualization of the system structure. From the simulation
diagram we can recognize the “mathematical nature” of each system element.

Change rate as an attribute of a state element in MM&S replaces the input and
output of the softwares that have been designed based on the black box concept. In
MM&S the links connect the state elements directly. In case if a state element has
an incoming link, we understand that the change rate of this state element is being
affected.

MM&S allows two formats of models: text model and model incorporated in
the simulation diagram.

The graphic techniques (slower drawing of graph, pausing drawing of graph,
pausing sensitivity analysis, or enlarging graph) allow user to better trace the
change of system elements while drawing graphs or doing sensibility analysis.



1

Change Rate Concepts 13

Standalone simulation graph makes the results of the simulation more portable.

The results can be saved in text or excel formats what makes it easy to report the
modeling and simulation results.
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Chapter 2
A Software Architecture for Inventory
Management System

Taner Arsan, Emrah Baskan, Emrah Ar and Zeki Bozkus

Abstract Inventory Management is one of the basic problems in almost every
company. Before computer age and integration, paper tables and paperwork solu-
tions were being used as inventory management tools. These we very far from being
a solution, took so much time, even needed employees just for this section of
organization. There was no an efficient solution available in the many companies
during these days. Every process was based on paperwork, human fault rate was
high, the process and the tracing the inventory losses were not possible, and there
was no efficient logging systems. After the computer age, every process is started to
be integrated into electronic environment. And now we have qualified technology
to implement new solutions to these problems. Software based systems bring the
advantages of having the most efficient control with less effort and employees.
These developments provide new solutions for also inventory management systems
in this context. In this paper, a new solution for Inventory Management System
(IMS) is designed and implemented. Most importantly, this system is designed for
Kadir Has University and used as Inventory Management System.

2.1 Introduction

Inventory Management is one of the basic problems for a company. It may cause a
lot of paperwork, if there is no automated system available. Implementing such a
system is possible but there are a lot of preliminary works such as determination of
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the requirements, system structure decision—software requirements, barcode
system selection and determination of the software tools.

2.1.1 Determination of the Requirements

Inventory Management System (IMS) is generally used by IT Office/Department
or Accounting Office of a company or a university. Therefore, searching the basic
needs for implementation is the first step of IMS design. Several meetings with IT
Office and Accounting Office are arranged. Accounting Office needs detailed
reporting tools, detailed categorization and declaration of specifications on each
item, purchasing and billing info. The Information Technologies Office needs
another module except the requirements of Accounting Office. The module is
about the interior maintenance and exterior product service flow. For interior
maintenance flow, there will be a section. This section will be available for all
users. Basically, a maintenance request will be created by the users, and the IT
Office will respond to these requests. Finally, it is necessary to consider the end
user’s needs that are also important part of the IMS software design. This leaded us
to use barcode based system.

2.1.2 Software Requirements

After gathering all the requirements and information, we achieve next state which
is quite important for the project. If the decision is not well organized, it may cause
re-organization and programming the algorithms at the beginning.

At the beginning, first thing to decide is the general structure. We decide to
build the system browser based. The system is going to be used by a large number
of users, so it should have been designed to be reachable for every single user,
instead of having a desktop application for every user. Also if we consider that
Kadir Has University already has a similar system—Information Management
System, it would be easy to integrate. By using the user database of the existing
systems, the login parameters are ready to use for IMS. So, we would provide the
portability. The next step is to decide the language to implement.

There are several parameters to decide in realization period. First is the com-
patibility, and then came the time which is related with ease of implementation. In
the light of these redirections, we decided to use PHP as the language to code the
system. It is compatible with the other software and hardware, and it is easy to
integrate everything. PHP is an open source environment and there are a large
range of resources to get help. Information Management System is already
developed by using PHP. We also decide to use AJAX to obtain a faster system. In
AJAX, only the needed data is being requested from the server, this method speeds
up the loading time. While thinking how to code with PHP, we decide to use
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Model View Controller based structure. This structure separates the visual design.
We also use Code Igniter Framework for decreasing the amount of code lines. It
gives ability to program faster with less effort. Code Igniter also support MVC
structure. So we decide to PHP, MySQL and APACHE trio. We used MySQL as
database. It is the best fit for PHP and it has the open source advantages. We can
also show the comments of ORACLE as a reference to our right choice [1]. We
used innodb engine, because it is transaction based, which is necessary for the
project. To get the user data, we have to communicate with the database of
University, which is programmed by ORACLE. We need to have the login
information to have a fully integrated system, and also several details such as
e-mail addresses and so on.

2.1.3 Barcode System

A barcode is an optical machine readable representation of data, which shows
certain data on certain products. There are different types of barcodes, some of them
have to be world wide unique and need license. We chose “code39” because first of
all, code39 doesnot need license, have the possibility to print for unlimited prod-
ucts, supports full ASCII, number, letter and special character usage (capacity of 26
capital letters, 10 numbers, 7 special characters). And also it was the easiest to read
and was the best fit for the barcode generators for PHP. As the barcode generator,
we found one compatible with PHP. It is using PHP’s GD Graphics Library. We got
the script and modified it to be able to print serial barcodes. It prints barcodes in
increasing order (in multiple prints) on the screen, and sends to the printer. The
script is distributed under GNU License. And the hardware part of the system is out
of a label printer and a barcode scanner. Barcode scanner is a USB connected
model. It scans the barcode, writes to the field where the cursor is, and presses enter.
This function eases the usage.So the only extra hardware to be used by the staff will
be a barcode scanner after the system is implemented to the enterprise.

2.1.4 Software Tools

2.14.1 PHP

As a derivation of Perl, PHP, is a server side, user interactive, programming
language, works nearly in on all platforms. We can say that it is a general purpose
scripting language. It can be embedded into html. It can use various databases such
as MySQL, SQL, Oracle, MS SQL etc. Also contains many server interfaces. Open
source is one of the best specifications of PHP. Among several frameworks, the
most popular one is zen [2].
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Fig. 2.1 Internal structure of
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2.1.4.2 JavaScript

JavaScript is a scripting language used to enable programmatic access to
computational objects within a host environment. Generally used to implement
dynamic web sites. For more information http://en.wikipedia.org/wiki/JavaScript.

2.1.4.3 Asynchronous Javascript and XML

Asynchronous Javascript and XML (AJAX) is being used to build applications
which are using JavaScript and XMLHttpRequest. It is mostly used in avoiding to
load the whole page, just to load the needed part. By using XMLhttpRequest, it is
possible to do more than one independent process.

2.1.4.4 Model-View—Controller

Model-View—Controller (MVC) is a software architecture which provides to
implement the visual, data and processing code parts independent. For example the
Model unit is a collection of classes in communication with the other parts. It is the
process unit, processes the task ordered by the Control Unit. View unit is the place
to deal with the presentation of the data to the end user. It can get the data from
both Model and Controller unit. Also it can send interactive data to both units.
Controller part is the main part of the structure. If we want to concretize the
architecture, C is the brain, M is the nerves and V is the move. Internal structure of
MCYV Architecture is given in Fig. 2.1.
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2.1.4.5 Code Igniter Framework

Codelgniter is a framework with a small footprint, requires nearly zero configu-
ration, does not require the use of command line and provides to use large scale of
libraries. Codelgniter also provided us object oriented programming [3].

2.1.4.6 Oracle

Oracle RDBMS is a relational database management system. It is one of the
strongest software in this section and also one of the largest IT companies on the
world.

2.1.4.7 MySQL

MySQL is the most popular open source database software. It is easy to use, fast
and reliable. Also it is a good match with PHP [4].

2.1.4.8 phpMyAdmin

It is a software, coded with PHP. The main function of this software is to manage
MySQL database through Internet. It can create databases, add/edit/delete tables,
run SQL queries, manage user authorization and manage field keys are some of the
features [5].

2.1.4.9 InnoDB

Innodb is a standard database engine in all the packages disributed by MySQL.
The main difference of this engine is it is compatible with ACID, and the important
ones for our project, it is transaction based and supports foreign key [6].
2.1.4.10 Apache

Apache is a GNU licenced open source web server program. It can run on platforms

such as Unix, Linux, Solaris, Mac OS X, Microsoft Windows. Even the usage of
Apache decreases, still it is the most popular web server program on web [7].
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2.2 Implementation

In this section, there is a closer look to implementation steps, work flow and
software architecture. All the data and process flow will get clear. Even it does not
seem so complex on the interface level, there are many process running behind to
provide efficient function of the system [8].

2.2.1 Database Design

The most important component of the system is the database design. It can be
easily realized, if we consider the amount and the scale of the inventories. To have
a strong and flexible system, the design must be well studied.

After some studies including investigation, workflow scenarios, traces and
design, we obtain the following tables.

Attributes
Categories

ci Sessions
Content

Debits
Inventory
Inventory Attribute Values
Jobs

9. Locations

10. Providers

11. Services

12. Service Records
13. Tech Users

PN B LD

We start with categories and locations tables. We needed the ability of listing
unlimited category and location of items and setting unlimited hierarchy. So we
started to search for sufficient algorithms. The research resulted with Nested Sets.
Nested Sets is a model used to represent a set of data organized into a hierarchy is
useful in a computer database management context. One way hierarchical data has
been commonly represented within a database is with the Adjacency List Model,
which takes a set of data nodes and recursively attributes parent nodes with their
respective child nodes. The Nested Set Model takes the Adjacency List Model a
step further by modeling subordination. This is done by assigning each node a
beginning and ending node hierarchy number based on the total amount of data in
the hierarchical tree.

Two important structures of the system is the database and the Graphic User
Interface (GUI). In between, JavaScript and PHP provides the connection and
interaction. GUI is located in the view section. With XHTML and CSS, the visual
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Fig. 2.2 Basic directory codelgniter framework

part is generated. Javascript updates the HTML by the data sent by other layers and
connects the GUI with working PHP structure. We used an Admin Panel called
“CompleteLiquid admin control panel”. It was suitable for our MVC structure.
With CSS and other related modifications, we could arrange it to our system. In the
controller layer, dataflow decision codes take place which are Javascript and PHP.
And in the Model section, PHP logic base code is placed.

All codes are produced with Codelgniter framework. The basic directory of the
framework can be shown in Fig. 2.2, and a general look of IMS architecture is
given in Fig. 2.3.

2.2.2 Modules

IMS is designed as several modules, separated by their specific roles and functions.
In this part, the function of each module will be explained step by step. There are
six modules in the system.

1. Definitions/Setup

2. Inventory Management

3. Service Management

4. Maintenance Management



22 T. Arsan et al.

Fig. 2.3 General IMS Users
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5. Debit Management
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2.2.2.1 Definitions/Setup

This module is the most importent part of the system. Because if the definition of

the enterprise is not implemented correctly to the system, it wont work efficiently.

To have a successfull, operational system, introducing the enterprise to the system

is a must. And this is the first step of implementing the system to the enterprise.
In this module, there are four sections, which are mentioned below.

User Setup

Location Hierarchy
Categorization

Suppliers and Maintainers

(a) User Setup

In User Setup Menu, System Admin can create, edit or delete a user from the
system.The table below is the user creation form. System admin can choose the
role of the user from the picklist on the bottom.

(b) Location Hierarchy



2 A Software Architecture 23

The Location Hierarchy section is the place where you set the ownership
hierarchy of the enterprise. System Admin can create one sub unit under another
by choosing a unit.

(c) Categorization

In this section, a categorization of the inventories in the enterprise is being
created. First step is the main categorization. The second step is related titles, and
the last one is the specific keyword. User can add subcategories under each cat-
egory after choosing it.

(d) Suppliers and Maintainers

In this section, System Admin can define inventory suppliers and the main-
tainers of each supplier. To define a maintainer, user can choose related supplier,
and add maintainers under it.

2.2.2.2 Inventory Management

This Module is the center for all processes about incoming inventories. Module
has two sections:

e New Registry
e Instant Registry

(a) New Registry

If the inventory is ready to record, this is the section to use. First step is to print
a new barcode for the new inventory. The system pops out an alert. After this alert,
there comes the next page, where the user has a button to print to confirm the
barcode by scanning it into the field.

After confirming the barcode, the next page is an information form. There are
Category, Supplier, barcode number (auto entered), serial number, price, receipt
date and extra info fields to be filled. Then, the next step is the product specifi-
cations part. The first part has the title group of related inventory category. The
user can switch between titles and choose related specifications from the second
list. Then the chosen specifications are added to the last field as related keywords
of the inventory. And after clicking the button, the entry is on the database, and in
ready state for other actions on the system.

(b) Instant Registry

This section allows user to print several barcodes when the inventory is not
ready to record. For example, it may not be possible to bring label printer
everywhere. So the user can print as much as needed, the system creates empty
fields in the database to be filled in inventory registration process. When these
barcodes are scanned, register page comes to complete the register, and the normal
registry flow continues.
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User

Technical
User

Fig. 2.4 Use case diagram of IMS

2.2.2.3 Service Management

Interior maintenance may not be sufficient, or may cause warranty problems, when
inventories have technical problems. In this situation, they may need to be fixed by
authorized maintainers. This module is for management of exterior maintenance.

There are three search fields in this section with Barcode No, Serial No
parameters to reach the inventory or User Name parameter to reach the inventories
of a specific user. After reaching the inventory, the window below comes to take
action.

The user can view the service history of the inventory, and open a new service
record to send the inventory to service. There is a pick list to select the service firm,
and an info box to write a brief explanation. Then, another “close service record”
link appears on the inventory information table.

When the inventory is returned from the service firm, user reaches the table
below to close the record. User can write the information, process done to the text
field and closes the service record, which will be seen in service history from that
moment. Also user can use the “User Name” search box to reach a specific user,
and list the inventories on users debit. Then, the same program flow can be used to
take action.
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2.2.2.4 Maintenance Management

This module is for interior inventory maintenance flow. There are two sections:
first is to create new maintenance request for device users, the other is maintenance
task listing for related worker.

The user will fill the required fields and then the request will be an active task
for maintenance staff and will drop in their task table that they have on their
interface if a staff member is assigned to the task. Otherwise, the task will drop
into task pool. Then staff deals with the problem, and closes the task after writing
info about actions taken. If the problem gets fixed before maintenance arrive, the
user also can close the task.

2.2.2.5 Debit Management

This module sets the relationship between users and inventories. Basically, assign
an inventory to a user, and performs other operations based on debiting.

2.2.2.6 Deposit Management

This module manages the barrowed items. Assign the inventories to desired
person. There is also a chance to list deposited inventories in this module. It is a
manner of tracking.

2.2.3 Users

Users have an authority hierarchy according to their section, and they are only
allowed to use related modules except system admin. System admin has the
authority to use every module in the system. In order to prevent improper use, the
system logs every act, every edit. Although users can only use their modules, they
can also use some other features of the system. There are three user types and use
case diagram of the IMS is shown in Fig. 2.4:

1. System Admin

2. Technical Users, Accounting: Has authority on Inventory Management,
Deposit Management, Debit Management, Service Management and also
reporting features.

3. Basic Users: Basic users are only able to report their debit inventories and
request service for them.
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2.2.4 Login
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The first step is “login” to the system. There are two login alternatives. First one is
the system management, the other one is the end users. The login data is gathered
from University database, so the users can login the system with their existing
username and password.

Complete software architecture of IMS software is given in Fig. 2.5.
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2.3 Conclusions

In the light of software engineering methods, we gather requirements, analyze and
figure out the workflow, design methods and structures, construct scenarios, make
tests, code the software, debug the faults and bugs, and finally we obtain a new
IMS software. Our first aim is to develop the IMS software that is able to meet the
requirements gathered. During the development process, there are many feed-
backs, leaded us to re-design.

The software has the ability to track, to keep history, to give detailed reporting
for each inventory. Also modules of the software manage the services and oper-
ations for inventories and users. Briefly, we could satisfy the user’s requirements.
It is also a scalable and a flexible solution. No matter how fast business’s growing,
proposed software can adapt to meet or exceed the requirements.

A new, functionally content rich software architecture model of an IMS is
developed, presented, implemented and discussed. This level of implementation
detail does not commonly appear in the literature. We believe this is a significant
contribution.
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Chapter 3
Libraries Opt for More Online Sources

Zeenath Reza Khan and Sreejith Balasubramanian

Abstract A decade into the twenty-first century and the frenzy to stay in the fore-
front of discovering and adopting new technologies globally, in offices, malls and
houses has no signs of declining. Education field is no different. With the rapid
convergence of the information age and the boom in technology usage, informa-
tion technology has taken a firm place in classrooms across borders. With this
demand, the demand for academic text, publications, and other sources at students’
finger tips is at a record high (American Library Association, 2011). As the
demand for online sources increase, so do the sources themselves, or do they? This
study looks closely at nearly 20 different tertiary education institutions and
determines if, at all, the online sources have increased as perceived.

3.1 Introduction

Technology is a part and parcel of education in this century. E-learning, or part-
there-of, is the new trend in and out of classrooms. Educators and academic
institutions are trying more and more to introduce various technology-based
components in their pedagogy in order to successfully reach students and help
them learn. From using blended-learning tools such as Black Board, to using
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Podcasts and so on, tertiary educators have tried to move away from traditional
teaching techniques to automate their teaching tools, teaching environments and
resources. So why not libraries?

Libraries have always played a central role in facilitating teaching and learning
for both students and teachers. Books, periodicals, research papers, journal articles
and catalogues have been the basis of research and education over centuries.

This study looks closely at nearly 20 academic institutions, their traditional
versus online sources, and tries to establish a rate of increase. As this is part of a
research grant study titled Implications of increased online-sources and readily-
available e-technology on students’ attitudes towards e-cheating in the UAE from
2008 to 2010. The result of this research is expected to lead authors to a sub-
sequent study into the impact, if any, of ‘increased online resources’ to students’
attitude towards e-cheating. However, that is beyond the parameters of this paper,
and so this study will aim to establish whether there is a marked increase in online
sources over the years among various academic institutions.

3.2 Libraries and Literacy

It is believed that libraries, in their most basic form of simple collections of
knowledge that has been written down, has existed as far back as civilization itself
[1]. Historical findings of written knowledge date back to over 5000 BC in the
form of parchments, papyrus and such [1].

Because learning and literacy go hand-in-hand, it is believed that literacy
necessitates the establishment of a library [2-5]. Some contenders initially
believed libraries to play only a supporting role to education; however, a stronger
position eventually surfaced that positioned libraries as learning centers, with
education an essential part of their mission [6]. “The American Library Associ-
ation’s official position on the role of libraries in the area of literacy encourages
library involvement and places no limitation on how libraries should be involved
in literacy education” [6]. Thereby, during the 1970s and 1980s, “many academic
libraries in the United Kingdom, Canada, the United States, Germany, Scandinavia
and Australia started ...programs of user education, bibliographic instruction, or
reader education” [7] that have continued well into the twenty-first century.

3.2.1 Why Libraries?

In 2002, the Education Commissioner of Massachusetts, United States of America,
David P. Driscoll noted that ‘a Simmons College study released in October 2000
found a strong link between school libraries and student achievement’ [8—16].

A recent study published by United Kingdom’s National Literacy trust suggests
that students ‘who use their local public library are twice as likely to be above
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average readers’ compared to their counterparts [17]. Another study conducted by
Haruki Nagata, Akira Toda and Paivi Kytomaki states that “using the library for
its materials or research purposes has a direct connection to students’ achievement
of educational outcomes” [18]. Evidently, studies show statistically that “in some
subjects, students who read more, measured in terms of borrowing books and
accessing electronic resources, achieve better grades” [19]. Needless to say,
libraries have been proven to play a central role in the academic lives of students.

3.2.2 Going Online

To fulfill reader demands and aid in literacy, libraries are adopting newer tech-
nologies, better modes of reaching their readers. Over the past decade that has
meant getting their readings to become electronic. There is a strong trend of
libraries ‘embracing digital collections, though most libraries will continue to offer
both print and digital collections for many years to come’ [20]. This is further
highlighted by Jagdish Arora in his study that “the libraries will not become digital
libraries [completely], but will rather acquire access to ever growing digital col-
lections on behalf of their users” [21]. Although for most libraries, electronic
sources are a small percentage of the items made available to readers, they do
represent the fastest-growing media today [22]. This is primarily because more and
more people are becoming Internet users everyday across the globe. With powerful
search engines such as Google, GoogleBooks and so on, readers want everything
at their fingertips. Study by Carol Tanopir has found that about 75 % of most
Internet users ‘say they are library users and 60 % of library users are Internet
users’ [20]. “Coincided with availability of software, hardware and networking
technology, the advent of world wide web, its ever increasing usage and highly
evolved browsers have paved the way for creation of digital libraries” [21].

According to Tanopir,

“Libraries prefer digital collections for many reasons, including, but not limited to,
the following: digital journals can be linked from and to indexing and abstracting
databases; access can be from the user’s home, office, or dormitory whether or not the
physical library is open; the library can get usage statistics that are not available for print
collections; and digital collections save space and are relatively easy to maintain.” [20].

As mentioned by references [20] and [23], going online, and using digital
sources rather than print also help reduce costs for libraries in terms of processing
and space costs which is a great incentive for libraries.

3.3 Gap in the Study

During the course of this study, authors have found ample research that mention
how important libraries are to learning and literacy; the kinds of policies that are in
place to help libraries cater to enhancing the literacy levels of their communities;
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of how and why libraries are going from traditional print sources to electronic
media.

But very few, if any, studies have been found that statistically prove that there
indeed is an increase in online sources for students in terms of library databases,
library membership to other online sources and so on.

Particularly in the United Arab Emirates, a considerably new nation founded in
late 1971, its boom in the technology and education sector has been taking place at
a tremendous rate in the last decade or so. ‘The UAE ranked the 1st of all the Arab
states in the 2009-2010 Networked Readiness Index (NRI) study issued by the
World Economic Forum, and 23rd among all 133 countries assessed’ [25]. The
World Summit on Information Society that was held in Geneva in [24] also
reported the UAE as first among the Arab states in terms of the individual indi-
cators analyzed such as ‘Internet user rates’ and ‘International internet bandwidth
capacity’ [25]. In the last decade, over twenty new academic institutions opened
their doors to students from across the globe. Yet, authors have found no research
that has been reported that highlights the growing trends of libraries increasing
their online sources in the country.

3.4 Looking Closely at Some Academic Libraries in the UAE

To gather substantial information that may help answer the research question,
‘have online sources increased in libraries and at what rate over the last five
years’, a primary research was conducted to identify the increased online resources
in libraries of universities in UAE.

Over 25 academic institutions were approached, of whom, 3 rejected partici-
pation on the grounds that they were not allowed to take part in any outside
research studies, and 2 rejected participation because they were fairly new and had
not yet established a proper physical library, much less an online presence. The
remaining 20 institutions—that represented both accredited and non accredited
colleges, institutions, universities, and affiliated, non-affiliated and direct cam-
puses—participated under the condition of strict confidentiality due to severe
competition in the market.

A survey tool was developed that was completely anonymous in nature, and
focused on each institution’s collection of both traditional library resources such as
text books, journals and catalogues, versus online resources such as online dat-
abases, e-readings material online resource materials for subjects (all either own
collection or attained through membership), irrespective of syllabi taught or
courses offered. The survey was designed to collect data for a period of five years.
However, as the results were drawn in, authors had to minimize the time period to
three years, as a large portion of the institutions had either not been around that
long, or not had a substantial presence in the market long enough to show a
significant difference in library collections.
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Tabled3.1 Summery of 20 academic institutions in the UAE recording their average collection
of resources in the libraries over a period of three years from 200822010

Traditional Average 0 Average Average Total Percentage
Library collection collection collection increase from
resources (2008) (2009) (2010) 200842010
Text books 10009 6 10689 6 12008 0
[§ [§ 680 0 1319 ) 16.65
Journals 1412 0 1678 6 1999 0
0 0 266 0 321 0 29.36
Catalogues 250 o 892 6 1001 0
0 0 642 0 109 0 75.02
Online 0 0 0 0 0 0
Library
resources
Online 4000 6 15000 0 24897 0
Databases
0 0 11000 0 9897 0 83.93
E-reading 900 6 6700 6 10000 0
materials
[§ [§ 5800 [§ 3300 0 91.00
Online 334 6 2700 0 6384 0
resources
for
subjects
[§ [ 2366 [§ 3684 ) 94.77

Authors approached libraries to fill in the online survey that was made available
on an online-survey tool and a link presented along with a participation infor-
mation sheet.

Before analyzing the results, the authors made assumptions based on the
hypothesis that:

e the increase in online databases will outweigh all other resources both tradi-
tional and digital

e rate of increase for traditional resources will be slower than digital

e there is a significant increase in the online resources in universities across UAE.

3.5 Libraries and Online Resources in the UAE

The survey that was completed in five months produced the results illustrated in
Table 3.1.

When comparing the results of the traditional versus the online sources, the
graphs below illustrate that both types of resources have increased over the past
three years. As Fig. 3.1 shows, most academic institutions upped their collections
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of text books by approximately 16 % in three years, whereas, journal collections in
print were increased by 29 % and catalogues by 75 %. As Fig. 3.2 demonstrates,
online databases that include direct collection of sources and access to databases
through membership to journals, conference papers, catalogues and such increased
by 83 % in three years, while e-reading materials’ collection increased by 91 %
and online resources for subjects increased by about 95 %. While the actual
average amounts remain maximum for textbooks and online databases at about
12,000 books and 25,000 online databases respectively in 2010, the study shows a
smaller percentage of increase in these two categories, although it was expected
that these would be the two categories that would have the highest percentage of
increase, particularly online databases.

The rate of increase in collection of digital resources when compared to tra-
ditional resources is high. Where the rate of increase for traditional resources range
from 16 %—a maximum of 75 % increase, the online source collection increase
ranges from 83 % to about 95 % increase over the three years studied.

This finding supports the assumption made that the rate of increase for tradi-
tional resources is slower than the rate of increase for digital resources. This
ultimately proves the hypothesis that overall online sources have increased in
majority of the academic institutions.
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3.6 Conclusion

Libraries have always been pushed to the forefront of knowledge gathering,
acquirement and to lend themselves to social literacy since the beginning of civ-
ilization. It is no wonder then that as the information age reaches a feverish high a
decade into the twenty-first century, libraries are frantically trying to keep up with
the various media preferred and used by readers.

The authors had set out to find some statistical evidence to answer the research
question: have online sources increased in libraries and at what rate? 1t is
believed that given the limited scope of this paper, the results do shed evidence to
answer the question in the positive. Despite the limitation of permission, nature of
confidentiality and sensitivity of the study due to a perceived existence of fierce
competitive market, the data collected clearly shows an overwhelming increase in
academic libraries’ collection of digital or online collections when compared to the
traditional print resources and at a rate much higher than the rate of increase of
traditional resources.

3.7 Continual Study

As the original purpose of the study was to add to the research grant topic, the
findings will now be used as a factor, ‘increased online sources’, to see if the
increase in online sources in academic institutions have any impact on students’
attitude towards e-cheating. “Both the increase in the amount of information
available and the improvement in its accessibility have had a huge impact on
academics’ information behavior” [25]. This will further be proved or disproved
by the authors through a follow up study.
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Chapter 4
Emerging Threats, Risk and Attacks
in Distributed Systems: Cloud Computing

Isabel Del C. Leguias Ayala, Manuel Vega
and Miguel Vargas-Lombardo

Abstract Nowadays Cloud Computing provides anew paradigm to organizations,
offering advantages, not only for its speed but also for the opportunity of save costs
when implementing new applications, by just paying for the resources you use.
This article identifies the threats, risks and attacks, also identifies their causes, in
addition, proposed solutions from the National Institute of Standards Organization
and Technology (NIST) and Cloud Security Alliance (CSA) are also mentioned
here.

4.1 Introduction

There has been a boom in organizations adopting Cloud Computing as a way to
expand and replace their ICT infrastructure in recent years. Cloud Computing [1]
consists of three main service models, such as, software, platform and infra-
structure that provides services through the Internet, where the user only pays for
the used resources, providing multiple advantages, such as: reliability, availability,
cost savings, flexibility and portability. As any technology, the infrastructure,
software and services offered by a cloud are exposed to risks, vulnerabilities and
threats; its security is responsibility of both, the service provider and the customer.
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4.2 Cloud Computing

For [2], Cloud Computing has been defined as a model that allows users to quickly
access a set of shared computing resources (e.g., networks, servers, storage and
services) as on-demand service through the Internet or other computer network,
it requires a minimum administrative effort or services provider interaction.
According to [2], it is a paradigm of distributed computing on a large scale, driven
by economies of scale, to a set of virtualized and dynamically-scalable, computing
resources, managed computing power, platforms and services that are offered on
demand to customers through the Internet. Cloud Computing to consists of the
following characteristics [3-6]:

e On-demand self-service: Services can be requested directly by the customer or user
by means of Internet, for example, the user pays only for the time of using the service.

e Broad network access: Services are located in the cloud and are accessible from
any desktop or mobile equipment with Internet access. For example, Smart-
phone, laptops, personal computers or PDAs.

e Resources polling: Services in the cloud can be used by multiples users under a
model of multi-tenancy at different places.

e Rapid elasticity: The quantity and quality of the services offered by the cloud
can increase or decrease rapidly depending on the user needs.

e Measured service: It checks and optimizes automatically the use of resources by
using a measuring capability suitable for the type of service (for example,
storage, processing, bandwidth and active user accounts). Thus allow to control,
monitor and report on resources and help to maintain transparency of the used
resources for both, the service provider and the user.

4.2.1 Cloud Service Models

The service providers generally focus on a cloud type according to the function-
ality of service that they offer: infrastructure, platform or software [7]. However,
there are no restrictions to offer several types of services at the same time. The
following are the service models of the Cloud Computing [4, 8, 9]:

e Software As Service (SaaS): Applications are hosted and offered online via
Internet by means of web browsers to provide a traditional desktop. Customers
have control only over the applications supplied the service provider, the later is
responsible of manage and maintain the applications, data and the underlying
infrastructure. For example, Google Docs, Sales force CRM, SAP Business by
Design, Zero Nines y Lotus Live.

e Platform as a Service (PaaS): The platform is provided as a service, which
generally offers a virtualization environment, allowing developers to write their
applications according to the specifications of a particular platform without
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having to worry about the hardware. Developers deploy and run applications in
the platform without controlling the underlying infrastructure. Examples of this
type of service are Forge.com, Google App Engine, and Windows Azure.
Infrastructure As Service (IaaS): This service model provides customers with
computing resources as a service. Clients can obtain resources such as, servers,
applications and network computers that are administered on-demand by the service
provider, over this resource, clients can deploy applications including the operating
system. In this service model, security is managed by the client. For example,
Amazon Web Services, VMware, OpenCloud, EMC2 and Cleversafe.org.

4.2.2 Classification of the Cloud

The NIST defines four deployment models for Cloud Computing that are the
following [9]:

Public Cloud: In this type deployment model, multiple clients can quickly access
shared computing resources offered by single service provider; and only pay for the
operating resources. Although it presents indisputable advantages there are latent
security threats, such as regulatory compliance and quality of service (QoS). Some
public cloud examples are, Amazon Cloud, Google Apps, and Windows Azure.
Private Cloud: Computing resources are managed and controlled by a private
company. Often the data center is deployed and managed by internal staff or the
service provider. Its main advantage is that the security, regulatory compliance
and quality of service is carried out by the cloud owner. An example of a private
cloud is the one owned by eBay.

Community Cloud: The infrastructure used in this deployment model is shared
by several organizations and is supported by a specific community that share
interests (for example mission, security requirements, policy or compliance
considerations). Example Alexandros Marinos [10] Digital Ecosystem.

Hybrid Cloud: It is a combination of clouds (public, private or community)
which are separated as entities but at the same time are united by standardized or
proprietary technologies that allow the portability of applications and data.
Example Bursting Cloud.

4.2.3 Virtualization

Virtualization is a software based technology widely used in Cloud Computing,
which employs hardware and/or software simulation in order to run multiple
operating systems and applications on top of a shared hardware architecture [11, 12].
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The environment produced by this simulation is known as virtual machine (VM).
There are different forms of virtualization which are classified according to the
computing architecture layer. As an example there is the application virtualization
where the simulated environment allows an application to use a virtual implemen-
tation of the application programming interface (API) letting the application to be
executed on different platforms without changes in the application itself.

Full virtualization is another form of virtualization, where operating systems
run on top of virtual hardware without being aware of the virtualization envi-
ronment, in separate virtual machines called guest operating systems. Guest
operating systems located in a single host are administered by the hypervisor, also
known as virtual machine monitor (VMM), used to control the flow of instructions
between the guest operating system and the physical hardware. For example.

Paravirtualization [13] is a virtualization technique where guest operating
systems are aware of being executed on a virtual environment. This leads to the
modification of the operating system kernel which now requires to replace
non-virtualizables instructions with “hypercalls” which communicate with the
hypervisor in a direct way.

4.3 Cloud Computing Threats

According to the study “Top Threats to Cloud Computing v1.0” made in 2010 by
CSA, an international organization that drives the use of best practices for Cloud
Computing security, there are seven major security threats that affect Cloud
Computing infrastructure. Below are the seven threats contained in this report [14, 15]:

e Abuse and Nefarious Use of Cloud Computing: This type of threats concern

mostly IaaS and PaaS Cloud Computing service models when they have a
registration process that allow to anonymously activate this service, for example
a malicious user that has a valid credit card can access the service, which may
result in propagation of spammers, malware and other illegal activity by cyber
criminals who could use the cloud as a means of operations. Example, IaaS
services used by Zeus Botnet, and other malicious programs for command and
control functions.
To mitigate this threats CSA recommends the following: implementing a stricter
registration process, close credit card fraud monitoring, same as traffic from
possible illegal activities by users, check and confirm public blacklists to
determine traffic from/to such IP ranges.

e Insecure Interfaces and APIs: Service providers usually offer a set of interfaces
and APIs to their users that allows them to control and interact with their
resources. This allows customers to handle and monitor Cloud services executed
through APIs. Thus security will strongly depend on how it has been imple-
mented on the API itself. Examples of this type of threat are: uncontrolled or
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anonymous access, reuse of tokens, and authentication without encryption.

It is recommended to ask and analyze the security model of the cloud provider
interface, also ensure that authentication and access controls are implemented
using safe data encryption methods.

e Malicious Insiders: In every organization, malicious insiders should be con-

sidered one of the most important threats, because they can access data and
applications in your organization. In cloud environments this is no different to
organizations, because security incidents may also occur carried out by dissat-
isfied employees or accidents by mistake or ignorance too. In most cases, the
service provider manages active accounts and the customer is in charge of
requesting activation and deletion of user accounts, this may cause a security
hole when the client reports late or does not report at all about changes in
organization’s staff to the service provider for the necessary updating in active
accounts. Incidents produced by this type of threat impact negatively on the
organization’s image and the assets of the company. Service providers must
instruct their customers on methods to control these internal threats.
As a mitigation measure, according to the CSA, legal terms of reliability and
non-disclosure agreements should be specified in employment contracts. Prob-
lems that may exist in the notification processes should also be checked and
identified.

e Shared Technology Issues: These threats affect IaaS models, due to the design of
the physical components used to provide this model (CPU, GPU, storage, net-
works, etc.) that were not designed for shared application architecture. In some
cases a virtualization hypervisor can access the physical resources of its host,
causing security incidents.

To prevent such incidents, it is recommended to establish a defense in depth
strategy concerning mainly, on computing resources, storage and network. Also
good security practices should be used to properly manage resources, SO no
activity from a IaaS customer interfere with some other customer activity. For
example, an exploit or a malware in a virtual machine, capable of access
resources of the host platform, may access more than one customer infrastruc-
ture.

CSA recommends the use of best practices for installation and configuration of
hardware and its virtualization. Close supervision of environments including
frequent vulnerability scans and configuration audits in order to detect any
unwanted changes or malicious activity. Adequate service level agreements with
service providers to include patching of applications that require it and vul-
nerabilities fixes.

e Data Loss: There are many ways in which information can be compromised. For
example, an unauthorized data deletion or change without a proper backup
policy in place, causing a loss of data. In the cloud, the risk of compromise data
increases, thanks to an increased number of interactions between them caused
by the architecture itself. This can cause losses to the organization image,
economic mishaps and legal issues due to information leakage, or violation of
security and privacy regulations, etc. For example, misuse of encryption keys,
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inadequate authentication and/or authorization and weak audit.

The suggested recommendations to mitigate these threats are: APIs to imple-
ment a robust access control, using encryption to protect data traffic. Analyze
that data is protected during design time, as during runtime. Provide effective
mechanisms for key generation, storage, and destruction of information. Define
policies to establish procedures for the destruction of persistent media before
throwing it out, as well as make the respective security data backups.

e Account or Service Hijacking: In the cloud, if attackers accomplish to get
credentials of an user, can access activities and transactions, as well as
manipulate data, send and return forged information or redirects customers to
malicious sites.

It is recommended to enforce policies to prohibit credential sharing between
users and services. Implement authentication techniques whenever possible.
Analyze sessions looking for illegal activity.

e Unknown Risk Profile: One of the main advantages of cloud infrastructure is to

minimize the amount of software and hardware that organizations have to buy
and maintain, letting them to focus on the business. While this results in cost
savings, this should not be a reason for implementing a weak security due to a
poor knowledge of the infrastructure in use.
The technical information of the platform should be studied and taken into
account to define the security strategies to implement in a cloud. For example,
define with whom share the infrastructure, as well as information from unau-
thorized access attempts is very important when deciding on security strategies.
Against this threat, CSA recommends to demand service providers to disclose
infrastructure details and to disclose applicable logs and data when a security
incident occurs. Also, demand alerts on security incidents including relevant
details for customers.

4.4 Cloud Risks

The large amount of data and the critical information stored in clouds are attractive
targets for hackers. As a platform that offers different types of services, cloud char-
acteristics are unique and require a risk assessment in some areas regarded as critical,
which are: data integrity, recovery and privacy, evaluation of legal issues in regard to
e-discovery, policies and standards enforcement, as well as audits [14, 16, 17]:

Garther depicts seven specific security concerns that customers should address
with service providers before selecting any cloud provider (Fig. 1):

e Privileged user access: Management or processing of confidential information
outside the organization brings a level of inherent risks, because these external
services do not frequently carry out physical, logical, and personal controls,
which require knowing who manages or has privileges on the data.
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Fig. 4.1 Risk of cloud
computing

User access privileges
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e Policy compliance: Definitely, customers are responsible for the data security
and integrity, even if it is stored outside the organization and managed by a
service provider.

e As well as traditional organizations perform external audits to guarantee secu-
rity, it is also necessary for cloud service providers to adopt these types of best
practices.

e Data localization: Since Cloud Computing uses virtualization technologies on
resources located locally and overseas. Clients should make sure with service
providers who has jurisdiction and what regulations authority has over the data
storage and processing, by making agreements for the data treatment, including
contractual obligations to comply with privacy regulations of jurisdictions
required by clients.

e Data isolation: In a Cloud data is generally placed in a shared environment
alongside to data from other clients. Cloud providers should use effective
encryption methods to guarantee data isolation between clients; they also should
be liable for ensuring this isolation.

e Data recovery: Service providers should have security policies with data
recovery methods in case of disasters. Cloud providers must have the ability to
restore data completely in a maximum pre-established amount of time. Garther
recommends replicating data across multiple infrastructures to avoid vulnera-
bilities in the event of a major failure.

e Investigative support: Malicious or illegal activities can be almost impossible to
detect due to record activity from multiple clients in a single log or if it is
deployed through a series of hosts and data centers. It is recommended that the
service provider manage incident logs and data centrally, but appropriately
segregated.

e Long-term viability: Ideally, adoption of cloud computing will gradually grow
in the coming years, providing better availability and quality of service. How-
ever, due to unpredictable market changes a service provider is likely to be
acquired by a bigger service provider. Customers need to make sure they will
have the ability of.
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4.4.1 Other Cloud Risks

e Failures in provider’s security: In the field of cloud computing, service provider’s
security is very important, since they control hardware and hypervisors used to
store data and run applications [14, 18].

e Attacks by other customers: In a Cloud Computing context, offered services are
shared among customers. If client segregation breaks down, a client can access
data from another or interfere in their applications.

e Auvailability and reliability issues: Data centers used in cloud computing are
usually more reliable than enterprise data centers, but sometimes interruptions
occur. Additionally, Internet is critical to cloud’s reliability and availability.

e Perimeter security model broken: Many organizations use a perimeter security
model with a robust security in the organization’s network. This model has been
weakening through years, especially by outsourcing and a highly mobile
workforce. Security models for situations where critical applications and data
are stored outside the security perimeter of the organization should be used.

e Integrating provider and customer security systems: Over decades, organizations
have tried to develop a unified guide as well as other components for their
security architecture, for example, automated provisioning, incident detection
and response, etc. Service providers must integrate with these systems to avoid
manual uncoordinated responses as in bad old days.

4.5 Attacks in Cloud Computing

Nowadays, many companies are migrating to Cloud Computing, this fact is
perfectly known by cybercriminals, who have found a new target for their attacks
in this increasing used technology.

4.5.1 Attack Vectors

Cloud infrastructure, based on virtual machines that share resources between
multiple clients and guest virtual machines, gives rise to new threats. An important
threat to cloud infrastructure is the possibility of a malicious code that can be
executed from a virtual machine and affect other hypervisor or guest virtual
machine [15].

Advanced administration features included in hypervisors, like the ability of
live virtual machine migration, increase hypervisor’s code length and complexity,
thus their space of attack is also increased. Some of the attack vectors that these
cybercriminals use are the following [19]:
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e Denial of service attack (DoS): Several security professionals point out that
cloud services are vulnerable to these attacks because these services are shared
by many users letting this type of attack to impact on a large number of users
and cause more damage. The multi-tenant infrastructure used in cloud
computing has more specific threats associated to DoS attacks, like [20]: Shared
resources consumption, where attacks prevent other users to make use of system
resources as execution time, memory, storage and network interfaces, can result
in a denial of service. Regarding virtual machine and hypervisor exploitation,
where vulnerabilities in the virtualization environment or in the host OS can be
exploited by an attacker to caused is ruption or instability to the system. For
example, the devastating DoS attack suffered by Twitter in 2009.

e Side Channel Attacks: With this type of attack a malicious virtual machine is
placed near a cloud server and then used to launch a side channel attack.

o Authentication attacks: Authentication is considered a sensitive point in both
hosted and virtual services, because of its inherent weakness. There are different
forms to authenticate users known as authentication factors. For example, users
can be authenticated based on what the user knows, has or is. The main targets
of cybercriminals are the mechanisms and methods used to ensure authentica-
tion processes.

e Man in the middle attacks: It is an attack type where the attacker is placed
between two users (the sender and receiver) and intercept and modify messages
without users to realize.

The same way in [20]:

1 Social networking attacks: The social networking sites have brought a higher
risk of social engineering attacks. Cloud Computing is being targeted due to the
high amount of information handled by its customers (organization and users).
Attackers setup their identity to gain the trust and use online information to
verify staff relationships and roles and prepare their attacks. An example of
these attacks is the social engineering attack, which is performed against a user
through the people he or she know and the social networks subscribed by the
user.

2 Attack on mobile devices: The use of smart phone has been increasing in the
latest years, same as the use of Cloud Computing, which is not only limited to
laptops or desktop PCs, it also allows connectivity with mobile devices. Attacks,
on mobile devices are also raising since they present similar vulnerabilities as
traditional devices such as desktop PCs and laptops.

3 Service provider data control [21]: Treatment and handling of applications and
data must consider their legal implications, which are complex and not well
understood in most cases. Service level agreements must include measures to
avoid possible lack of control and transparency when data is stored by third
parties. Other concerns that also need to be considered are: due diligence, audit,
economic data analysis and the availability effective cost.
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e There are also other types of attacks which are [22]:

1 Wrapping Attack: This is a technique where a cyber criminal deceives parties in
a communication during the translation of the SOAP message in the Transport
Layer Service (TLS). The message body is duplicated and sent to the server as a
legitimate user. The authentication of the message is then verified BY its
signature value (which is also duplicated) and the message integrity is checked
done. As a result, the cyber criminal is able to penetrate the cloud and may
execute malicious code to break the normal operation of servers in the cloud.

2 Malware-injection attack: In a malware injection attack, the attacker intends to
inject malicious services or code so later these forged services appear listed as
valid to users to run from the cloud. If the attacker succeeds, then the service
will be subject to ev as dropping. This attack can be achieved through data
modifications in an ingenious way to change functionality or causing dead
locks, which make a legitimate user to wait for the end of a job that was not
generated by the user. Here the attacker makes the first step by implementing a
malicious service, so it runs in laaS or SaaS cloud of servers. This type of attack
is also known as a meta-data spoofing attack.

3 Flooding attack: When an attacker has been authorized to make an application in
the cloud, then he or she can easily create false data and setup these requests to the
server. When processing such requests, a chain reaction is started compromising
each cloud server one by one. The first compromised server checks the authenticity
of the requested jobs, which consume CPU cycles and memory, resulting in ser-
vices to stall and the off loading of services to another server, then the next server is
compromised in the same way. The attacker is successful in flooding the cloud
system when these requests propagate uncontrolled through the IaaS.

4 Data Stealing: This attack is more traditional and common in respect to the
violation of a user account. The user account and password have been stolen by
any means. As a result, the sub sequent theft of confidential data or destruction
of data can obstruct the storage integrity and security the cloud.

5 Accountability Check: The payment method in cloud systems is based on resource
consumption. When a client use cloud services, the usage duration, the amount of
data transfer over the network and the CPU cycles per user are recorded and taken
into account for billing purposes. Thus when an attacker has compromised the
cloud with a forged service or malicious code, then the legitimate owner of the
account is billed for resource consumption not originally intended by him or her. In
many cases clients are not aware of the attack until they detect the real cause of the
additional CPU usage, and after being billed for such usage.

4.6 Trust in Cloud Computing

When an organization decides to use Cloud Computing services it must trust
control of security issues to a provider. The following four aspects of security must
be shared with and in some cases controlled by service providers [3, 23]:
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e Internal access: The data processed or stored out side the organization’s security
control boundary, raise organization’s risk levels. Threats to information secu-
rity are known by most organizations and the same also apply to services Cloud,
meaning that internal threats go beyond those that can carry current employees,
and should include external personnel such as contractors, organization affiliates
or other parties who also have permission to access networks and operating
systems within the company. Incidents may include different types of fraudor
deception, as well as cause resource damage and theft of confidential infor-
mation. The moving of information and applications done in the cloud by the
service provider brings security risks to sensitive information managed by the
provider and to its customers.

Compound Service: Services in the Cloud can be made through various layers and
other cloud services. For example, a SaaS provider can build its services using the
structure of another IaaS or PaaS service provider. Service providers that use third
parties or outsources ome service should raise concerns, including control measures
over third parties, defined responsibilities between parties, as well as a defined way to
escalate problems that may occur. A customer to fully trust a service provider needs to
know the agreements with third parties before reaching an agreement with a service
provider; it is also required to maintain without the terms of these arrangements
changes or to notify in advance of any anticipated changes. The responsibilities and
performance guarantees can be a serious problem for composite services.
Visibility: The transfer of services to the cloud passes control to the service
provider to ensure the data and applications to running on the systems of the
organization. Administration, procedures as well as technical controls must be
adjusted according to ones used in the organization’s internal systems to avoid
creating security holes. Service providers area verse to give details of the
security and privacy because that information can be used as a means of attack.
There must also be agreements between the parties to ensure that policies and
procedures are applied throughout the system lifecycle. Agreement should have
a procedure for customers to gain visibility on provider’s security controls and
processes and its performance over time.

Risk management: As mentioned earlier, cloud services are not in the direct
control of the customer who really owns the information stored and/or processed
by the cloud. This scenario brings complexity to proper risk management and
assessment, which cannot be based on the total knowledge of the security
controls employed by service providers and the measures of it effectiveness,
thus level of trust should be based on other factors.

4.7 Case Study

The National Authority for Governmental Innovation (AIG) [24] is the entity
responsible for the modernization of the Panamanian State. Among its objectives,
there is the improvement of the entire system of Information and Communication
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technology (ICT), in order to solve problems such as licensing, acquisition of new
systems and applications, quality of service, as well as the reduction of operational
costs. Among its projects of expansion, it has created a platform of computer services
that will support the Panamanian governmental entities through the project called
“NubeComputacional”, which infrastructure is already operational.

Since 2010 AIG initiated the migration of services and systems of Panamanian
entities towards the cloud service. Some of these services are informatics portals,
emails, public accountancy and other applications considered of critical importance. It
also has contingency services to ensure the provision of services without interruption.

Currently there are State entities that use the governmental cloud. At the same
time, these entities can acquire storage services and cloud data backup, allowing
the reduction of operational costs and hardware maintenance.

One of the issues of special interest for the governmental entities using the
cloud service, is the security of the sensitive information they handle, as well as
the legal frame that regulates them, taking into account the threats from criminal
attacks or political motivations [25]: there are articles that punish informatics
crimes in the Panamanian Penal Code. Other inconveniences are the threats that
are faced when using the cloud: The high consumption of resources by the users,
and the great amount of requests to the service, make the service expand to the
point of needing to outsource to external service providers that are outside the
defined security policies and lastly the inappropriate definition of the contracts
with the service providers, as well as the lack of follow up of these contracts.

Recently the creation of “CSIRT Panamd” [26] was approved, as entity in
charge of providing answers to security incidents in such a way that the necessary
actions are taken for the prevention, treatment, identification and resolution against
security attacks. In this way, it will offer information to improve the security of the
information and telecommunication systems of the governmental sector.

Taking into consideration the characteristics of this project, besides the laws
mentioned previously, it’s necessary to elaborate an strategic plan that considers
the security and privacy of the information that it administers, before migrating
from their traditional systems to the cloud. It must begin by migrating to the cloud
the information that is not considered of sensible or critical importance, consid-
ering procedures that allow the incorporation of their operations in a gradual
manner to the cloud, because of the complexity of the information that it handles
problems could arise and the creation of new methods of evaluating and risks is
imperative. This means that risks are to be determined and if it’s necessary to
redefine the requirements in case they don’t adapt to their needs. The human factor
and the regulatory frame should also be taken into consideration.

In the case of the computational cloud of the Panamanian State, we consider
necessary that the following considerations are met [27]:

e The governmental cloud service should be structured in such a way as to prevent
the shutdown of the entire service from an attack on a single part of the system, as
well as various internet providers that guarantee the quality of communication.
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e Define the levels of service necessary as a part of the requirements, whether it be
as a means of evaluating parameters as availability, answer time, etc. These
evaluations will allow measuring the performance of the services the cloud
provides. In addition to identifying the controls and adequate them in such a way
that the minimum performance level is met.

e Check the existent policies and procedure in terms of security and evaluate how
these can help improve the different cloud service models.

e Have a Security Operations Center (SOC) that monitors the cloud where the alerts
and other indicators are checked in case they are activated by incoming threats.

e Have a security staff that is prepared and capable of looking after the proper
functionality and safety of the system.

e Make backup and data recovery plans in the event of a security incident.

e Perform backup and recovery tests periodically to ensure that segregation and
controls are effective.

o Incase that the Panamanian State decides to allow private companies to use to cloud,
these companies have to be regulated by the law pertaining State contracting.

e Ensure that the main requirements of security, strength and legal framework are
specified into the services requirement levels and written down at the moment
the contract, with the provider of services of the governmental cloud, is defined.

e Guarantees that apply access controls of the personnel/provider of the cloud that
allows a logical segregation of responsibilities.

e Perform training and education of security awareness for all the public
employees at least once a year. A new personnel must be instructed in security
awareness during their integration process and before they access the operating
environment of the cloud.

e Identify and clearly define roles and user privileges.

e To have identity federations and Web Single Sign On.

e Implement strong access controls to the users in the cloud. Likewise to guar-
antee the authorized access to information management in the cloud.

4.8 Conclusion

Due to the rapid growth that Cloud Computing is taking is the important for organi-
zations and customers to know its infrastructure and capability as well as its main
inconveniences. One of the main disadvantages, is presented by its complex way to
implement security procedures and methods. Data localization raises important legal
considerations due to the involvement of different jurisdictions and regulations.
Another aspect is enforcing compliance with security policies and rules, which require
service providers and clients to establish clear policies and procedures of how to handle
services and the protection provided to sensitive datastorage, as well as what the
actions to take in the event of incident or attack that may affect cloud services will be.
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The service provider must make use of strong access control mechanisms granting
users with the minimum required privileges needed by them.

The Panamanian government has just started its migration to cloud services.

To migrate to a governmental cloud is necessary to create a juridical or legal
framework that should regulate thus the use and contracting of the cloud with the
providers of services, as the security that both the infrastructure and the protection of
the critical information that handles the government must have.
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Chapter 5
Cognitive Antenna System for Sustainable
Adaptive Radio Interfaces

Ligia Cremene and Nicolae Crisan

Abstract Communication systems are usually implemented on a heterogeneous
infrastructure and must operate in environments with accelerated dynamics.
Adaptation is thus a key feature of such a system. Long-term, sustainable, adaptive
solutions did not receive much attention in the design phase of wireless commu-
nication systems. With the advent of LTE, which was designed as a highly flexible
radio interface—created to evolve—there is room for disruptive solutions to be put
in place. A new approach for the receiver is proposed, where the antenna takes an
active role in characterising and eventually learning the operation environment.
The proposed solution—a Cognitive Antenna System (CAS), is based on two main
mechanisms that we called antenna vision (AV) and signal fishing (SF). In the core
cognitive cycle ‘observe-decide-act’ we aim to improve the ‘observe’ part, which
critically influences the whole decision process. The SF and AV mechanisms bring
a set of advantages: higher received SNR, no additional noise, higher AoA esti-
mation accuracy.
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5.1 Introduction

One of the main challenges for wireless communication systems is to implement
spectrum efficient radio interfaces, which can compensate for impairments of the
radio channel and smartly surf a dynamic environment, while maintaining a low
degree of complexity in signal processing.

The proposed new approaches and techniques should not try to improve the
existing physical layer through incremental changes but should cover the design of
comprehensive models and architectures that can cope with the challenges and
opportunities of radio communication systems of future generation.

Our approach is that of a long-term, sustainable, dynamic adaptation for
wireless receiver chains. The antenna is seen as a pivotal element in determining
and assessing quality of a wireless communication link. Actually, the user-per-
ceived network or equipment quality relies, ultimately, on antenna performance.
Moreover, until recently, the antenna influence on channel measurements was
considered a bias, whereas now it can be used to a benefit by integrating it into the
channel analysis [1, 2]. The antenna should take an active role in characterizing
and eventually learning the operation environment by first ensuring high accuracy
and reliability in observing the environment.

The antenna, the actual RF delivery and reception enabler, has evolved at a
much lower pace than baseband processing techniques. Smart antennas have been
proved to significantly improve system performance in terms of capacity and
reliability, for various communication systems.

Multiple independently tilting beams may now be supported for different
information/signals on the same antenna array. This enables different operators or
different access technologies to be combined onto a single antenna array, while
maintaining some network design/planning independence.

On the other hand one can observe a delay in broad adoption of truly innovative
techniques such as the adaptive antennas [3]. Even if effective solutions for
adaptive antennas exist for more then a decade, they are not yet implemented on a
large scale. Limited reconfigurable solutions were introduced: Cross-polarized
antennas, multi-band antennas, and the adjustable tilt antennas (multi-tilt, VET
(Variable Electric Tilt) and RET (Remote Electrical Tilt)).

Therefore a rethink in terms of adaptation and sustainable evolution of tele-
communications systems and equipments seems necessary. This may involve a
constant correlation between the mathematical idealization, the physical
phenomenon, and the latest technology solutions.

In the mean time, the first release of LTE (Long-Term Evolution) as defined by
the 3GPP, was issued [4]. LTE was designed as a highly flexible radio interface
[5, 6] created to evolve. The first release of LTE provides a new flat radio-network
architecture designed to simplify operation and to reduce cost. It brings together
the most robust, reliable and capacity enhancing technologies like FDD, TDD,
OFDM, MIMQO, etc. The adaptation is to be achieved by numerous parameters that
would ensure high flexibility.
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Support for multi-antenna transmission was an integral part of LTE from the
first release, and the channel quality measurements for link adaptation and
scheduling are designed to cater for this [7]. The presence of at least downlink-
receive diversity is assumed. More advanced multi-antenna schemes also are
supported by LTE, including transmit diversity, spatial multiplexing (including
single-user and multi-user multiple-input multiple-output (MIMO), with up to four
antennas, and beamforming. In the uplink, both open-and closed-loop transmit-
antenna selection are supported as optional features [7].

In this paper we present the conceptual model and preliminary simulations of a
CAS. The CAS relies on the mechanisms of signal-fishing (SF)—proposed by the
authors in [2], and antenna vision (AV)—recently developed. A CAS improves the
reliability of the wireless link by performing radio scene analysis and responding
to changes in the RF signal environment.

Cognitive systems may exhibit a reactive or proactive behavior based on
environment features, external stimuli, user requirements, operational constraints
and capabilities. The CAS exhibits a proactive behavior as the antenna array takes
an active role in characterizing the radio scene.

Antenna vision is used as a tool for radio scene analysis and provides a signal-
space representation. Such representations of the signal space at the receiver
enable observation of significant behaviour features of the incoming signals.
Antenna-based spatial characterization of the channel fading enables the detection
of signal maxima in the antenna environment—SF.

The paper is structured as follows: Section 5.2 presents the CAS conceptual
model. The two core mechanisms—SF and antenna vision—are described in
Sect. 5.3. Section 5.4 presents and discusses the simulation results. The conclu-
sions are presented in Sect. 5.5.

5.2 Cognitive Antenna System Model

The core functionality of a Cognitive Radio is based on the ‘observe-decide-act’
cycle [8]. A CAS also implements this cycle and is nor completely autonomous,
nor completely controlled by a cognitive Tx-Rx equipment. We see cognition
implemented in a distributed manner across the receiver processing chain (cross-
layered).

The model in Fig. 5.1 capture the main functionalities of a CAS and highlights
the proposed mechanisms of SF and antenna vision. Cognition mechanisms like
perception (sensing), learning and reasoning, knowledge and representation
models, all feed the decision making process and finally the action.

A primary processing part, meant for short-term adaptation, is located at the
antenna array and controller level. The antenna array performs both the ‘observe’
and ‘act’ parts based on its sensing and actuating capabilities. The antenna is
actually a self-structuring array with sensorial and actuatorial memories. The
antenna vision mechanism is based at this level.
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Fig. 5.1 Cognitive antenna conceptual model

Antenna vision is used as a tool for radio scene analysis and provides a rep-
resentation of the signal space. Such representations of the signal space at the
receiver enable observation of significant behaviour features of the incoming
signals.

The learning and reasoning part is intimately linked to the knowledge and
representation part. Mapping of the radio scene and learning self-structuring
routines need to access and update knowledge and representation models such as
long-term imagistic memory, radio scene maps, channel models, array self-
structuring patterns.

The design of the decision making part needs special attention in the respect of
maintaining a low complexity, especially that there are lots of computational
intelligence tools available: metaheuristics, evolutionary computing multicriteria
optimization. The signal-fishing mechanism is mainly based at this level.

SF addresses fading mitigation in adaptive multiple antenna receivers. It
exploits the spatial component information of the channel in order to detect and
exploit the channel signal maxima. This spatial method is meant to maximize the
SNR by spatial decorrelation of the incoming fronts.

The next section describes the SF and AV mechanisms.
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5.3 The CAS Signal-fishing and Antenna Vision Mechanisms

SF is a new method of detecting and exploiting the signal maxima of the channel
thus improving the received SNR.

The concept of antenna-based SF based on the associated concept of short-
range, short-term fading characterization was proposed by the authors in [2]. The
latter turns the selective channel problem into a flat fading problem, thus enabling
the receiver signal processing part to perform better. By estimating or measuring
the angle of arrival, phase shift, and amplitude of the incoming signal a short-term,
short-range fading characterization is obtained. It is the antenna array that has the
main role here. SF is an antenna-based spatial fading characterization method
enabling the detection of signal maxima in the antenna environment.

An implementation of the proposed signal-fishing concept [9] using a genetic
algorithm optimizer for antenna element positioning shows that the maximum
signal levels of the channel can be detected and used to increase the mean received
signal power. The channel fading effects are mitigated starting at the antenna level,
an approach that does not introduce additional noise like current baseband
processing techniques.

The antenna is described as an M x N rectangular array with element spacing
d, = d, = /2 or //4) (Fig. 5.2).

Only two elements in the array are active at a given time. In order to search for
the best positions of the active elements an evolutionary optimizer is used. This
spatial method is meant to maximize the SNR by spatial decorrelation of the
incoming fronts.

Activating the appropriate two array-elements results in the maximization of
received signals R,; and R,;:
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f’l[,

R, (a,b) = Zp(0i7900)fi exp[j((a — 1)(Bdcos 0;)) +j(b — 1)(Bdy sin 6;)]

i=1

np

Ro(c,d) = Z p(0:,90°)f: exp[j((c — 1)(Bdy cos 0;)) + j(d — 1) (pd, sin0;)]

where

p—the antenna element factor

fi = Ifil exp (jo,) is the complex value associated to wavefront i.

a, b, ¢, and d are the coordinates of the activated receive elements R,; and R,»

f is the phase constant

0; is the angle of arrival (AoA) of the ith front.

The SF mechanism needs to find the maximum of the mean received signal
power

P = Ih,l* + Iyl

where h;; and h,, are the diagonal channel matrix coefficients.

An array controller translates the coordinates a, b, ¢, d into a binary signal
suited for on/off element switching. The Packet Error Rate (PER) value is used as a
trigger for the evolutionary search of the array element coordinates a, b, ¢ and
d. The angles of arrival are estimated based on the available R,, matrix, using
state-of-the-art AoA estimation methods (e.g. ESPRIT, MUSIC) [10, 11, 12].

Maximum signal levels of the channel can be detected and used during oper-
ation, to increase the mean received signal power. No additional noise is
introduced.

Conducting radio scene analysis includes analyzing the signal space in terms of
space, time, frequency, code and location. Antenna vision is used as a tool for
radio scene analysis and provides a signal space representation. Such representa-
tions of the signal space around the antenna enable observation of significant
behaviour features of the incoming signals. The proposal of a visual method for
radio scene characterization (antenna vision) opens the way to using new com-
putational intelligence tools in array signal processing.

5.4 Simulation Results

The results represent a sub-set of more extensive simulations and illustrate the
improvement in (i) AoA estimation accuracy, (ii) generation/representation of the
signal space, and (iii) signal maxima detection and exploitation.

Figure 5.3 captures the estimated pseudospectrum using the standard MUSIC
algorithm on a uniform linear array (ULA). The angles of arrival are:
AoA = [—40 —36 —24 24 36 40].
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Figure 5.4 capture the estimated pseudospectrum using the MUSIC algorithm
together with the signal-fishing mechanism. A significant improvement in accu-
racy can be noticed by comparing the two pseudospectra (Figs. 5.3, 5.4).

Figure 5.5 illustrates the array signal-space generated by the antenna vision
mechanism. It can be noticed that certain array elements are better positioned in
order to detect and use the signal maxima.

Figure 5.6 illustrates the signal maxima detection based on an evolutionary
search of the radio scene. The solution pair is marked by the red dots (global
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Fig. 5.5 The signal space
view provided by the
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Fig. 5.6 Signal maxima
detection based on the signal-
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maxima) and the blue stars indicate local maxima. The solution indicates the best
coordinates (a, b) for receive element R,; and (c, d) for R,,. The corresponding

activated array elements are shown in Fig. 5.7.

The gain of the signal-fishing mechanism compared to that of a fixed array
(32 x 32) lies between 7 and 25 dB depending on the angles of arrival and on the

search method.
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5.5 Conclusions

The premises for sustainable adaptive wireless receivers are set based on: (i) a
systemic approach of the wireless receiver chain and (ii) the central role of the
antenna in characterizing the transmission environment (radio scene). Maximum
signal levels of the channel can be detected and used during operation by exploring
the signal space provided through antenna vision mechanisms. Channel fading
effects are mitigated starting at the antenna level—an approach that does not
introduce additional noise like current baseband processing techniques.

The SF and antenna vision mechanisms bring a set of advantages: higher
received SNR, no additional noise, higher AoA estimation accuracy. Thus the
‘observe’ part of the ‘observe-decide-act’ cycle is improved.

Future challenges in developing the CAS are: to develop the learning part of our
antenna-based approach, extend the adaptive platform by correlating adaptive
mechanisms from various levels of the processing chain, use other computational
intelligence tools for radio scene characterization and learning.
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Chapter 6

Introducing the Concept of Information
Pixels and the Storing Information Pixels
Addresses Method as an Efficient Model
for Document Storage

Mohammad A. ALGhalayini

Abstract Today, many institutions and organizations are facing serious problem
due to the tremendously increasing size of documents, and this problem is further
triggering the storage and retrieval problems due to the continuously growing
space and efficiency requirements. This problem is becoming more complex with
time and the increase in the size and number of documents in an organization.
Therefore, there is a growing demand to address this problem. This demand and
challenge can be met by developing a technique to enable specialized document
imaging people to use when there is a need for storing documents images. Various
techniques were developed and reported in the literature by different investigators.
These techniques attempt to solve this problem to some extent but, most of the
existing techniques still face the efficiency problem, in the case, the number and
size of documents increase rapidly. The efficiency is further affected in the existing
techniques when documents in a system are reorganized and then stored again. To
handle these problems, we need special and efficient storage techniques for this
type of information storage (IS) systems [1-7]. In this paper, we present an effi-
cient storage technique for electronic documents. The proposed technique uses the
Information Pixels concept to make the technique more efficient for certain image
formats. In addition, we shall see how Storing Information Pixels Addresses
(SIPA) method is an efficient method for document storage and as a result makes
the document image storage relatively efficient for most image formats [8—12].
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6.1 Introduction

In previous research paper,’ we have analyzed and concluded that pdf image
format is one of the best types to store scanned documents. Our next step was to
divide the KSU? document into segments and store only the segment that contains
the necessary information, namely, the body of the document. This excludes the
header and footers, date and logo. This has proved to be efficient with respect to
storage and saves at least 25 % storage space.” In this research paper, we move a
step further. We analyze the body segment of the document [13-15].

This is done by considering segment (5) of the KSU documents. In this seg-
ment, it is true with almost all documents that the shades are in black and white
and there is no need for images to be stored neither as color images nor with higher
memory usage, as is explained in previous papers.

The challenge is about how we can further reduce the storage size of the
document. We should come up with a way that scrutinizes the document to a
greater extent. This could be done by evaluating whether or not it is possible to
make use of the fact that the whole document can be considered as an image, and
since the information is in black, then the question should examine if we can store
only the part of the segment that is black.

6.2 Analyzing the KSU Document Full Body Segment
in Finer Detail

We segmented the KSU Document sheet into several segments depending on vital
data which we actually need to store. These segments can be classified based on its
content. Figure 6.1 below shows the segmentation pattern.

It is the body of the document that contains the necessary information. As
explained previously, it is necessary to analyze this part in a way by which we can
incidentally reduce the size of the document by considering the segment as an
image.

An image can be considered to consist of various shades. If the images are
black and white, then the image can be considered as a gray scale image that

' Mohammad A. ALGhalayini and Abad Shah, “Introducing The (POSSDI) Process The
Process of Optimizing the Selection of The Scanned Document Images”; CISSE 2006, The
Second International Joint Conferences on Computer, Information, and Systems Sciences, and
Engineering (CISSE 06).

2 More about King Saud University available at: http://www.ksu.edu.sa.

3 Mohammad A. ALGhalayini and ELQasem ALNemah, “An Efficient Storage and Retrieval
Technique for Documents Using Symantec Document Segmentation (SDS) Approach”; CISSE
2007, The Third International Joint Conferences on Computer, Information, and Systems
Sciences, and Engineering (CISSE 07).
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consists of (256) shades. When we further try to simplify this concept, we
understand that the documents have written information and therefore can just be
considered as black and white. The images are now considered at the pixel level.
The advantages of considering these images at the pixel level are:

The pixel is the building block of an image and therefore every image can be
observed in minute detail based on the pixel values.

It is the pixel values that the computer uses to store images. The number of bits
used to represent pixel values can be manipulated and hence the size of the
image.

The spatial dimensions of a pixel can be predefined. The smaller the pixel, the
better the resolution and the larger the pixel, the lesser the resolution. In addi-
tion, smaller pixels in an image with specific dimensions mean more number of
pixels and therefore more storage space. Larger pixels in an image mean lesser
number of pixels and less storage space; therefore, storage space and image
quality is a tradeoff.

One of the best application softwares that can be used to check and simulate our

proposed concept on images is MATLAB. We are going to use MATLAB to
analyze the outcome of our logic on these images.
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6.3 Introducing Storing Information Pixels Addresses
Method

6.3.1 Concept of Pixel Based Segmentation

A typical KSU sheet is shown in Fig. 6.1. We make note of a few facts: The
information written in the KSU sheet is in black. It does not contain any images.
We observe that when the images are stored in any format, there is lots of space
used up by the white portion of the sheet, which, apparently, stores no information
and may also lead to an increase in memory usage.

This portion is not of any importance to us; therefore, we need a way to only
store the information, that is, nothing but the information pixels which in turn is
the black portion in the image. We shall call each black pixel an information
pixel.

The concept of Storing Information Pixels Addresses (SIPA) will help save
memory space. This can be done by taking into account only the pixels that are
black in color which are the information pixels. It is important to consider the
image as an ensemble of black and white shades of 256 types. This is obtained
from the fact that every pixel is represented by 8 unsigned bits in MATLAB. We
have to observe the image on a grayscale.

Another point to be made note of is that MATLAB does not interpret images
based on colors. It does so based on the intensity of pixels. If the intensity of the
pixel is zero, then it is black. If the intensity of a pixel is 255 which is the
maximum value of an 8-bit pixel, it is white. We use this concept for identifying
colors in MATLAB using pixel intensities.

The MATLAB program below is for a jpeg format image. This program is used
to store the addresses of information pixels.

% Provides information of the image

Imfinfo ('C:\Users\ALGhalayini \Desktop\sample.jpg’);

% Start counter to keep a tab of the time

Tic;

% Read the image in MATLAB

RGBimage=imread (‘C:\Users\ALGhalayini \Desktop\sample.jpg’,’jpg’)
% Convert it to gray format

GRAYimage=rgb2gray (RGBimage);

% Display the image

Figure (6.1);

Imshow (GRAYimage);

% Find the dimensions of the image

[m n]=size (GRAYimage);

total_pixels=m * n ;

% Store address of information pixels in Arrayl and Array2
K=1;
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for I=1 : m

forj=I :n

if GRAYimage (1, j) < 128
Arrayl (1, k)=I; Array2 (1, k)=j;
K=k + I;

end

end

end

YForm N X 2 array that stores the address of information pixels
Array=[Arrayl’ Array2'];

% End of time counter

Toc;

First, we execute the imfinfo command and make sure that the image format we
are using is compatible with MATLAB. The image is then read into MATLAB
using the imread command.

This command reads the image as a RGB image. The RGB color model
is additive in nature. That is, when R, G and B light beams are added together,
their light spectra add to make the final color’s spectrum. Zero intensity for each
component gives the darkest color (no light-considered black), and full intensity of
each gives a white; the quality of this white depends on the nature of the primary
light sources. When the intensities for all the components are the same, the result is
a shade of gray, darker or lighter depending on the intensity. When the intensities
are different, the result is a colorized. Since our image is black and white, we can
use an image model that uses equal intensities of the 3 primary colors to produce
shades between black and white. This is called the grayscale format.

6.3.2 Thresholding and Image Enhancement

Thresholding is the simplest form of image segmentation. It is a form of scaling
the intensities in the image. It can be done on grayscale images.

During the thresholding process, individual pixels in an image are marked as
“object” pixels if their value is greater than some threshold value (assuming an
object to be brighter than the background) and as “background” pixels otherwise.
Typically, an object pixel is given a value of “1” while a background pixel is
given a value of “0.” Finally, a binary image is created by coloring each pixel
white or black, depending on a pixel’s label. Since the grayscale image has values
from 0 to 255, we can consider the threshold value to be 127, halfway between the
highest and lowest intensities. In this scale, pixel values above 127 are considered
white and below 127 are considered black. This process of thresholding also
enhances the image because it removes unwanted gray shades in the image formed
during scanning.
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Table 6.1 Images with

N . No. Image type Type meaning

specific formats using - -

MATLARB 1 BMP Windows bitmap
2 CUR Cursor file
3 GIF Graphics interchange format
4 HDF4 Hierarchical data format
5 ICO Icon file
6 JPEG Joint photographic experts group
7 PBM Portable bitmap
8 PCX Windows paintbrush
9 PGM Portable graymap
10 PNG Portable network graphics
11 PPM Portable pixmap
12 RAS Sun raster
13 TIFF Tagged image file format
14 XWD X Window dump

Let m be the number of pixels row wise and »n is the number of pixels column
wise. MATLAB has the ability to handle images with specific formats. These
formats are presented in Table 6.1.

The execution time is recorded in MATLAB for each format. The code for
JPEG format is displayed above. Observe that there should be only small differ-
ences in the code. It is in the part where the image is read. MATLAB must be
given information about the type of format of the image it is supposed to read. This
can be accomplished by replacing the filename in the imread command.

6.4 Applying Storing Information Pixels Addresses
Method on the Whole KSU A4 Document Images

6.4.1 Program Algorithm

The program algorithm shown below is for the Whole KSU A4 document sheet.
1. clear all; close all; clc;

e In this line, clear all: clears the memory and hence does not store values of
variables used in any of the previous commands.

e Close all: closes the execution of the previous commands.

e Clc: Clears the screen.

2. The image is then converted from RGB format to Gray scale format.

3. The number of rows is taken to be m and the number of columns is taken to be n.
4. The total number of pixels is m*n.

5.forI=1:m
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forj=1:n

if GRAYimage (I, j) < 128
Arrayl (1, k)=i; Array2 (1, k)=j;
K=k + I;

end

end

end

The for-loops help check row-wise, and then column-wise, the value of the
pixel. If the value of the pixel is less than 128, it is an information pixel (is
black) and its address is stored in an array. Both the row and column addresses
are stored. The arrays, Arrayl and Array2 are of type double.

6. Arrayl and Array?2 are together combined to form Array that is a 2-dimensional
array. The first column of the array represents the row address and the second
column of the array represents the column address corresponding to each
information pixel.

7. Tic and Toc are commands that are used to record the time taken for the whole
execution.

6.4.2 Execution Results and Analysis

Table 6.2 represents the result of the analysis applied on the Whole KSU A4 page.
It also shows the computed result using MATLAB. It is executed for four image
format types:

* Jpeg
e Tif
e Bmp
o Gif

The result for these four formats is tabulated. The first column in Table 6.2
indicates the image formats on which the MATLAB program have been executed.
The second column indicates the pixels per inch (resolution). For every image
type, we execute the code for four different pixel densities 75, 100, 150, and 200.
The pixel densities vary from less resolution with merely intelligible information
to more resolution with better clarity. Third column shows the size of the original
image in kilobytes corresponding to the image format in column 1 and pixel
density in column 2. The fourth column shows the time in seconds taken to
complete the execution. This process includes reading the image, locating and
storing the address of information pixels. The fifth column indicates the total
number of information pixels. The sixth column indicates the array dimension. The
seventh column indicates the size of the resulting array. As indicated in the sixth
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column, the array has two dimensions, one that represents the row address and the
other that represents the column address.

Example: If an array has the element [1790, 34], it means that the 1790th row
and 34th column is an information pixel. Since the number of pixels either row
wise or column wise for even the least pixel density is greater than 255, the pixel
addresses have to be represented with numbers greater than 255 at times and is
therefore not of type integer whose range is from O to 255 but is of type double
which indicates double precision and can go up to 65536. The size of the array is
calculated by using the formula:

Size = ¢ x 2 x8/(1024) ........ Formula (6-1)

¢ indicates the array dimension. Since each pixel is associated with a row and
column pixel address, each of which are of type double, there are 2 integers of type
double associated with every address. Every pixel address has a size of 2 * 8§
bytes because each number in the array is of type double which is 8 bytes. It has to
be multiplied by the length of the array to get the whole array size. This is then
divided by 1024 to get the size in KB. The eighth column gives the ratio of original
image size to array size. If the value in this column is greater than 1, it means that
the size of the array is smaller than the size of the image and using the concept of
information pixels turns out to be successful. If the value is less than 1, it means
that the size of the array is greater than the size of the image and the method fails
in compressing the image further. The last column indicates the average per-
centage of compression for a specific format that averages over all pixel densities.
The ratio of array to image compression is given by:

Ratio = Array Size/Image Size = 100
A few important observations that can be made from the table are:

o As the pixel density increases, the storage size of the image increases as a result
of more pixels in the image.

e As the number of pixels and storage size increases, the execution time increases
because the computational complexity increases.*

e The number of elements in the array used to store addresses of information
pixels increases with increase in number of pixels or increase in dpi. This is
because, as the dpi increases, pixels become smaller and represents smaller
portions of the image.

For the JPEG image format, we observe that the applying SIPA method does
not turn out to be successful. The average compression is 0.73 which means that

* Even though time of execution time is shown in the table, we do not focus much on it since
time may be affected by other factors like processor speed, RAM size, network reliability,
Graphics memory size, etc.



72 M. A. ALGhalayini

the size of the array is 1/0.73 times the size of the image, that is, the size of the
array is larger than the size of the image. Therefore, using SIPA method for JPEG
image formats is not a good idea. Also, we can see that as the dpi increases, the
compression ratio gets smaller. For 75 dpi, the array is 1/0.687 times the original
image while for 200 dpi, the array is 1/0.592 times the original image. This shows
that the inefficiency of this technique increases with increase in pixel density.

For the BMP image format, we observe that applying SIPA method of storing
only information pixels is highly efficient. The average compression is 22.53
which means that the size of the array is just about 1/22.53 times the size of the
original image, that is, the size of the array is very small compared to the size of
the image. Therefore, using this scheme for BMP image formats is a good idea.
Also, we can see that as the dpi increases, the compression ratio decreases. For 75
dpi, the compression ratio is 28.687 while for 200 dpi, the compression ratio is
17.864. This says that the efficiency of this technique decreases with increase in
pixel density.

For the GIF image format, we observe that applying SIPA method does turns
out to be good. The average compression ratio is 1.23 which means that the size of
the array is about 1/1.23 times the size of the original image, that is, the array size
is a little smaller than the image size. Therefore, using this scheme for GIF image
formats is acceptable. Also, we can see that as the dpi increases, the compression
ratio decreases. For 75 dpi, the compression ratio is 1.555 while for 200 dpi, the
array to image size ratio is 1.004. This says that the efficiency of this technique
decreases with increase in pixel density.

For the TIF image formats, we observe that applying SIPA method is very
successful. The average compression is 6.14 which means that the size of the array
is about 1/6.14 the size of the original image, that is, the size of the array is smaller
than the size of the image. Therefore, using this scheme for TIF is a good idea.
Also, we can see that as the dpi increases, the compression ratio decreases. For 75
dpi, the compression ratio is 9.467 while for 200 dpi, the compression ratio is
4.348. This says that the efficiency of this technique decreases with increase in
pixel density.

From Table 6.2, we observe that irrespective of the image format, the array size
for a specific dpi is almost the same.

This can be explained rationally as follows. When we work on images pixel
wise in MATLAB, the location of information pixels in different image formats
does not change. Therefore, the number of information pixels remains almost the
same taking into consideration the fact that for a specific dpi, the pixel dimension
is the same. The proof to this statement can be observed from the table. For
example, for 75 dpi, the array dimension is 3728 for the JPEG, 3570 for both the
BMP and the TIF, and it is 5928 in the GIF.
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Table 6.3‘ Computed size of dpi Median array dimension Array size (in KB)
the array for all image
formats for specific dpi 75 3,649 57.01

100 7,635 119.29

150 21,741 339.70

200 41,381 646.57

6.5 Generalizing the Concept of Storing Information Pixels
Addresses over all Image Formats

The disparity of the number of information pixels in GIF image can be attributed
to the fact that GIF images are structured in a different way when compared to the
other three image formats.

The images in other image formats have an R, G and B scale whereas GIF has
only one dimension. We can now consider the median value as the number of
information pixels in any image format in general. We are taking the median and
not the average because we can avoid the disparity in values caused by the GIF
image. The median can be calculated as follows.

Consider the values in ascending order:

3,728, 3,570, 3,570, 5,928

The middle value is the median. If the number of elements during the calcu-
lation of the mean is even, then we consider the average of the two middle values.
Here the mean is therefore 3649. Similarly, we can calculate the mean for 100, 150
and 200 dpi.

We now plot a table to compute the size of the array for all image formats for
specific dpi (Table 6.3).

We can now use this generalization of array sizes to all image formats. We now
plot a table for the rest of the considered image formats (Table 6.4).

For the EXE image format, we observe that applying SIPA method turns out to
be successful for dpi 75, 100, 150, and 200. The average compression ratio is 4.22,
that is, size of the array is about (1/4.22) times the size of the original image, that
is, the size of the array is smaller than the size of the image. Therefore, using this
scheme for EXE images is a good idea. Also, we can see that as the dpi increases,
the compression ratio decreases. For 75 dpi, the array to image size ratio is 8.7
while for 200 dpi, the array to image size ratio is 1.46. This says that the technique
is acceptable when used for 200 dpi. As discussed in (Chap. 2), 150 dpi has an
acceptable image quality and therefore this method can be applied on EXE image
formats with 150 dpi for which it is successful.

For the FPX image format, we observe that applying SIPA method is efficient
for all dpi except the 200. The average compression is about 1.66 which means
that the size of the array is 1/1.66 times the size of the original image, that is, the
array size is smaller than the image size. Therefore, using this scheme for FPX
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Table 6.4 The rest of the considered image formats
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Image dpi Image Array Compression Average
format size (in KB) size (in KB) ratio compression
ratio
.exe 75 496 57.01 8.70 422
100 544 119.2 4.56
150 736 339.7 2.17
200 944 646.5 1.46
Apx 75 160 57.01 2.81 1.66
100 208 119.2 1.74
150 384 339.7 1.13
200 608 646.5 0.94
.htm 75 192 57.01 3.37 2.08
100 256 119.2 2.15
150 528 339.7 1.55
200 800 646.5 1.24
.max 75 144 57.01 2.53 1.49
100 192 119.2 1.61
150 336 339.7 0.99
200 544 646.5 0.84
.pdf 75 96 57.01 1.68 1.11
100 144 119.2 1.21
150 288 339.7 0.85
200 464 646.5 0.72
.png 75 512 57.01 8.98 5.73
100 640 119.2 5.37
150 152 339.7 4.47
200 264 646.5 4.08
tif class f 75 32 57.01 0.56 0.29
100 32 119.2 0.27
150 64 339.7 0.19
200 96 646.5 0.15
tif group 4 75 32 57.01 0.56 0.29
100 32 119.2 0.27
150 64 339.7 0.19
200 96 646.5 0.15
tif lzw 75 528 57.01 9.26 6.06
100 704 119.29 5.90
150 161 339.70 4.76
200 280 646.57 4.33
tif uncomp 75 160 57.01 28.06 22.28
100 288 119.2 24.14
150 648 339.7 19.08
200 115 646.5 17.84
dex 75 131 57.0 23.01 14.44
100 150 119.2 12.61
150 387 339.7 11.40
200 694 646.5 10.74

(continued)
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Table 6.4 (continued)

Image dpi Image Array Compression Average
format size (in KB) size (in KB) ratio compression
ratio
pex 75 13 57.0 23.01 14.44
100 15 119.2 12.61
150 38 339.7 11.40
200 69 646.5 10.74

images is acceptable. Also, we can see that as the dpi increases, the compression
ratio gets smaller. For 75 dpi, the array to image size ratio is 1.74 while for 200
dpi, the array to image size ratio is 0.94.

For the HTM image format, we observe that applying SIPA method turns out to
be successful for all dpi. The average compression is 2.08 which means that the
size of the array is about 1/2.08 times the size of the original image, that is, the size
of the array is about half of the size of the image. Therefore, using this scheme for
HTM images is a good idea. Also, we can see that as the dpi increases, the
compression ratio reduces. For 75 dpi, the array to image size ratio is 3.37 while
for 200 dpi, the array to image size ratio is 1.24. This says that the technique is
efficient when used for 75, 100, 150, and 200 dpi.

For the MAX image format, we observe that applying SIPA method is efficient
only for 75 and 100 dpi. The average compression is about 1.49 which means that
the size of the array is 1/1.49 times the size of the original image, that is, the array
size is smaller than the image size; however, using this scheme for MAX images is
not a good idea since images with resolution 75 and 100 dpi are unacceptable due
to their quality and it is only for those dpi that this method is successful. Also, we
can see that as the dpi increases, the compression ratio gets smaller. For 75 dpi, the
array to image size ratio is 2.53 while for 200 dpi, the array to image size ratio is
0.84.

Although we previously stated that the PDF image format is preferred due to its
relatively small size and better image quality, we observe that applying SIPA
method is not very efficient but it is just acceptable. The average compression is
1.11 which means that the size of the array is about 1/1.11 times the size of the
original image, that is, the size of the array is little smaller than the size of the
image. Also, we can see that as the dpi increases, the compression ratio reduces.
For 75 dpi, the array to image size ratio is 1.68 while for 200 dpi, the array to
image size ratio is 0.72.

For the PNG image format, we observe that applying SIPA method is efficient.
The average compression is 5.73 which means that the size of the array is about 1/
5.73 times the size of the original image, that is, the size of the array is smaller
than the size of the image. Also, we can see that as the dpi increases, the com-
pression ratio reduces. For 75 dpi, the array to image size ratio is 8.98 while for
200 dpi, the array to image size ratio is 4.08.
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For the TIF CLASS F and the TIF GROUP 4 image formats, we observe that
the SIPA method is not efficient. The average compression is 0.29 which means
that the size of the array is about 1/0.29 times the size of the original image, that is,
the size of the array is larger than the size of the image. Also, we can see that as the
dpi increases, the compression ratio reduces. For 75 dpi, the array to image size
ratio is 0.56 while for 200 dpi, the array to image size ratio is 0.15.

For the TIF LZW image format, we observe that applying SIPA method is
efficient. The average compression is 6.06 which means that the size of the array is
about 1/6.06 times the size of the original image, that is, the size of the array is larger
than the size of the image. Also, we can see that as the dpi increases, the compression
ratio reduces. For 75 dpi, the array to image size ratio is 9.26 while for 200 dpi, the
array to image size ratio is 4.33.

For the TIF UNCOMPRESSED image format, we observe that applying SIPA
method is efficient. The average compression is 22.28 which means that the size of
the array is about 1/22.28 times the size of the original image, that is, the size of
the array is larger than the size of the image. Also, we can see that as the dpi
increases, the compression ratio reduces. For 75 dpi, the array to image size ratio is
28.06 while for 200 dpi, the array to image size ratio is 17.84.

For the DCX, and the PCX image formats, we observe that the SIPA method is
efficient. The average compression is 14.44 which means that the size of the array
is about 1/14.44 times the size of the original image, that is, the size of the array is
larger than the size of the image. Also, we can see that as the dpi increases, the
compression ratio reduces. For 75 dpi, the array to image size ratio is 23.01 while
for 200 dpi, the array to image size ratio is 10.74.

TIFF MULTI-PAGE CLASS F and TIFF MULTI-PAGE CLASS 4 have the
have the same compression ratio and properties as TIFF CLASS F and TIFF
CLASS 4 respectively. TIFF MULTI-PAGE LZW and TIFF MULTI-PAGE have
the have the same compression ratio and properties as TIFF LZW. TIFF MULTI-
PAGE UNCOMPRESSED has the same compression ratio and properties as TIFF
UNCOMPRESSED.

6.6 Applying the Storing Information Pixels Addresses
Method on the Full Body Segment

The only change in this program when compared to the previous program is the
consideration of addresses for the information pixels only from the full body
segment. In this paper, the concept of segmentation helps reduce memory occupied
by information pixels because only segment (5) is considered and the information
pixels in the other segments are ignored. This way, the total number of information
pixels in the whole image reduces and hence the memory required for its storage.
For this to be executed, we need to define the pixel boundaries for segment (5).
This can be explained as follows: Length of the A4 sheet: 29.7 cm. Width of the
A4 sheet is 21 cm.
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6.7 Defining Pixel Boundaries for the Full Body Segment

The information pixels in segment (5) start 7.7 cm from the top of the sheet. Let
‘m’ represent the address of row pixels. Since the resolution of the image is 150
dpi and 1 cm = 0.39370078 inches, the start address of m is:

7.7 % 150 % 0.39370078 = 454.

The information pixels of segment (5) end 5 cm above the bottom of the sheet,
which is 24.7 cm from the top of the sheet. Since the resolution of the image is 150
dpi and 1 cm = 0.39370078 inches, the end address of m is:

24.7 * 150 = 0.39370078 = 1459.

Let n represent the address of the column pixels. The information pixels in
segment (5) start 2 cm to the right of the left end of the A4 sheet. Since the
resolution of the image is 150 dpi and 1 cm = 0.39370078 inches, the start
address of n is:

2 % 150 x 0.39370078 = 118.

The information pixels in segment (5) end 2 cm to the left of the right end of
the A4 sheet, which is 19 cm to the right of the left end of the sheet. Since the
resolution of the image is 150 dpi and 1 cm = 0.39370078, the end address of n is

19 * 150 * 0.39370078 = 1122.

Table 6.5 shows the starting and ending row and column pixels for different dpi
as computed above.

6.7.1 Program Algorithm

A typical program for a JPEG image with 150 dpi that works only on the body of
the KSU sheet is shown below.

clear all; close all; clc;

tic;

RGBimage=imread( ‘C:\Users\ALGhalayini\Desktop\algha\a4 size\jpg\full page
256 colors 8bit 150.jpg’,’jpg’);
GRAYimage=rgb2gray (RGBimage);

Figure (1);

Imshow (GRAYimage (454:1459,118:1122));
M=length (GRAYimage);

N=length (GRAYimage (1, :));
total_pixels=m x n;

k=1;

for I=454 : 1459

for j=118 : 1122
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Table 6.5 The starting and ending row and column pixels for different dpi

dpi Starting row Ending row Starting column Ending column
75 227 729 59 561

100 303 972 79 748

150 454 1459 118 1122

200 606 1944 157 1496

if GRAYimage (I, j) < 128

Arrayl(1, k)=I; Array2 (1,k)=j;

K=k + I;

end

end

end

Array=[Arrayl’ Array2'];

toc

We observe that the program is different from that of the JPEG 150 dpi A4 image
size program in the ‘for’ loop. The snippet is shown below:
for =454 : 1459

for j=118 : 1122

if GRAYimage (I, j) < 128

Arrayl (1, k)=I; Array2 (1, k)=j;

K=k + I;

end

end

end

The concept of selecting the starting and ending row and column which is
nothing but the range of values of i and j is explained in Table 6.5. We now record
the observations from these executions and display them in a table as below.

6.7.2 Execution Results and Analysis

Table 6.6 represents the result of the analysis applied on the Full Body Segment. It
also shows that the technique of storing the information pixels addresses (SIPA) is
successful for the bmp, the gif, and the tif image formats. We observe that
Table 6.6 is very similar to Table 6.2. The only difference is that we consider the
whole A4 KSU scanned document page and search for information pixels in
Table 6.2 while we consider only the Full Body Segment of the A4 KSU scanned
document page and search for information pixels in Table 6.6. Column 3 in
Table 6.6 is the image size. Column 7 in Table 6.6 indicates the size of the array
formed by storing information pixels contained in the body of the KSU document
page while column 7 in Table 6.2 indicates the size of the array formed by storing
information pixels contained in the whole KSU document page. By intuition, we
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Table 6.7 Calculation of the median array dimension and the array size

dpi Median array dimension Array size (in KB)
75 1,691.75 26.43

100 3,544.13 55.38

150 9,678.00 151.22

200 17,855.63 278.99

know that the size of the array used for storing information pixels addresses of the
whole KSU document page should be larger than the size of the array used for
storing information pixels of the Body Segment of KSU document page. This
intuition is verified when we see that values in column 7 in Table 6.6 are lesser
than corresponding values in Table 6.2.

6.8 Generalization the Concept of Storing Information
Pixels Addresses over all Image Formats

We now use Formula (1) to calculate the median array dimension and the array
size and generalize it for all image formats as we did previously for the A4 size
image formats (Table 6.7).

We now use the generalized array sizes for different dpi for all image types as
explained previously for the A4 size image formats.

We recall that for all image formats and all dpi, whenever the compression ratio
is less than 1, It implies that the array sizes formed by pixel based segmentation
are larger than the image itself and therefore applying the SIPA technique is
unsuccessful.

Table 6.8 shows that applying SIPA technique is successful for all considered
image formats except the TIF Class F and TIF Class 4. It also shows the array to
image average percentage for various image formats when scanned over the Full
Body Segment only. TIFF MULTI-PAGE CLASS F and TIFF MULTI-PAGE
CLASS 4 has the properties of TIFF CLASS F or TIFF CLASS 4.

TIFF MULTI-PAGE LZW and TIFF MULTI-PAGE has properties of TIFF
LZW. TIFF MULTI-PAGE UNCOMPRESSED has properties of TIFF
UNCOMPRESSED.

From Tables 6.2 and 6.6 shown above, we note few important observations:

e As seen from the table, the time elapsed for all the cases for execution of the A4
image size is more than the time elapsed for execution of full body segments.

e It is also observed that as the dpi increases, the time elapsed during the exe-
cution of the Full Body Segment is comparatively lesser than the time elapsed
during the execution of A4 size image of the same dpi. This can be explained
from the fact that the MATLAB code needs to run over lesser number of pixels
during the execution of the Full Body Segment than the A4 size image.
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Table 6.8 The applying SIPA technique
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Image format  dpi Image size Array size ~ Compression ratio  Average comp.ratio
.exe 75 46 26.43 17.55 8.53
10 51 55.38 9.25
15 64 151.2 4.23
20 86 278.9 3.10
Ipx 75 12 26.43 4.54 2.72
10 15 55.38 2.82
15 28 151.2 1.90
20 45 278.9 1.63
.htm 75 16 26.43 6.05 3.73
10 20 55.38 3.76
15 40 151.2 2.65
20 68 278.9 2.47
.max 75 11 26.43 4.24 2.58
10 16 55.38 2.89
15 24 151.2 1.59
20 44 278.9 1.61
.pdf 75 72 26.43 2.72 1.84
100 108 55.38 1.95
150 216 151.22 143
200 348 278.99 1.25
.png 75 336 26.43 12.71 9.67
100 512 55.38 9.25
150 976 151.22 6.45
200 286 278.99 10.27
tif class f 75 16 26.43 0.61 0.46
100 32 55.38 0.58
150 48 151.22 0.32
200 96 278.99 0.34
tif group 4 75 16 26.43 0.61 0.48
100 32 55.38 0.58
150 48 151.22 0.32
200 112 278.99 0.40
tiflzw 75 304 26.43 11.50 9.36
100 496 55.38 8.96
150 992 151.22 6.56
200 291 278.99 10.44
tif uncompressed 75 992 26.43 37.53 29.97
100 174 55.38 31.49
150 392 151.22 25.92
200 696 278.99 24.95
dcx 75 152 26.43 28.45 23.76
100 116 55.38 21.09
150 230 151.22 15.24
200 844 278.99 30.28
pex 75 152 26.43 28.45 23.76
100 116 55.38 21.09
150 230 151.22 15.24
200 844 278.99 30.28
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Table 6.9 Applying SIPA method
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Image dpi Original  Array size Memory saved Percentage of  Average
format image size (in KB) using SIPA memory saved  percentage of
(in KB) using SIPA (%) memory saved
using SIPA (%)
jpeg 75 80.00  58.25 21.75 27.19 —22.95
100 112.00 120.60 —8.60 —7.68
150  240.00 341.38 —101.38 —42.24
200  384.00 649.18 —265.18 —69.06
bmp 75 1600.00  55.77 1544.23 96.51 95.40
100 2880.00 117.98 2762.02 95.90
150 6480.00 338.02 6141.98 94.78
200 11504.00 643.97 10860.03 94.40
gif 75 14400  92.62 51.38 35.68 16.00
100 240.00 185.51 54.49 2271
150  496.00 470.18 25.82 5.21
200  864.00 860.40 3.60 0.42
tif 75  528.00  55.77 472.23 89.44 82.19
100 704.00 117.98 586.02 83.24
150 1616.00 338.02 1277.98 79.08
200 2800.00 643.97 2156.03 77.00
.exe 75 496 57.01 438.99 88.51 62.98
100 544 119.29 42471 78.07
150 736 339.70 396.30 53.85
200 944 646.57 297.43 31.51
Ipx 75 160 57.01 102.99 64.37 28.05
100 208 119.29 88.71 42.65
150 384 339.70 44.30 11.54
200 608 646.57 —38.57 —6.34
.htm 75 192 57.01 134.99 70.31 44.64
100 256 119.29 136.71 53.40
150 528 339.70 188.30 35.66
200 800 646.57 153.43 19.18
.max 75 144 57.01 86.99 60.41 19.58
100 192 119.29 72.71 37.87
150 336 339.70 —3.70 —1.10
200 544 646.57 —102.57 —18.86
.pdf 75 96 57.01 38.99 40.61 0.12
100 144 119.29 24.71 17.16
150 288 339.70 —51.70 —17.95
200 464 646.57 —182.57 —39.35
.png 75 512 57.01 454.99 88.86 80.85
100 640 119.29 520.71 81.36
150 1520 339.70 1180.30 77.65
200 2640 646.57 1993.43 75.51
tif class f 75 32 57.01 —25.01 —78.16 —338.81
100 32 119.29 —87.29 —272.78
150 64 339.70 —275.70 —430.78
200 96 646.57 —550.57 —573.51

(continued)
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Table 6.9 (continued)

Image dpi Original  Array size Memory saved Percentage of  Average
format image size (in KB)  using SIPA memory saved percentage of
(in KB) using SIPA (%) memory saved
using SIPA (%)
tif group 4 75 32 57.01 —25.01 —78.16 —338.81
100 32 119.29 —87.29 —272.78
150 64 339.70 —275.70 —430.78
200 96 646.57 —550.57 —573.51
tif lzw 75 528 57.01 470.99 89.20 82.04
100 704 119.29 584.71 83.06
150 1616 339.70 1276.30 78.98
200 2800 646.57 2153.43 76.91
tifuncompressea 75 1600 57.01 1542.99 96.44 95.36
100 2880 119.29 2760.71 95.86
150 6480 339.70 6140.30 94.76
200 11536 646.57 10889.43 94.40
dex 75 1312 57.01 1254.99 95.65 92.41
100 1504 119.29 1384.71 92.07
150 3872 339.70 3532.30 91.23
200 6944 646.57 6297.43 90.69
pex 75 1312 57.01 1254.99 95.65 92.41
100 1504 119.29 1384.71 92.07
150 3872 339.70 3532.30 91.23
200 6944 646.57 6297.43 90.69

Applying SIPA method on different image formats with different dpi proved to
be efficient for most formats and yielded a considerable memory savings (if we
ignored the execution time of the storage process)” which is an important issue to
us.

Table 6.9 shows the amount and percentage of memory saved by using SIPA
model on different Image formats of the Whole KSU A4 Document scanned
Images.

In Table 6.9 whenever the value of the memory saved is negative it implies that
applying SIPA method is inefficient and whenever it is positive applying SIPA
method is efficient. Although the memory saving percentage turned out to be
negative for certain dpi the average saving could be positive which means
applying SIPA method can be used for those other dpi where there is a consid-
erable memory saving.

5 Even though time of execution is calculated and shown in paper tables, we do not focus much
on it since time is affected by other factors like processor speed, RAM size, network reliability,
etc.
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Table 6.10 The amount and percentage of memory saved by using SIPA method

Image format dpi Original  Array size Memory saved Percentage of  Average
image size (in KB)  using SIPA memory saved percentage
(in KB) using SIPA (%) of memory saved
using SIPA (%)
jpeg 75 60 53.96 6.04 10.07 —46.33
100 84 111.79 —27.79 —33.08
150 180 303.24 —123.24 —68.47
200 288 558.22 —270.22 —93.83
bmp 75 992 51.77 940.23 94.78 93.18
100 1744 109.72 1634.28 93.71
150 3904 301.63 3602.37 92.27
200 6944 557.76 6386.24 91.97
gif 75 96 61.38 34.62 36.06 11.97
100 144 124.80 19.20 13.33
150 304 318.13 —14.13 —4.65
200 592 573.37 18.63 3.15
tif 75 304 51.77 252.23 82.97 77.82
100 496 109.72 386.28 77.88
150 992 301.63 690.37 69.59
200 2912 557.76 2354.24 80.85
.exe 75 464 26.43 437.57 94.30 81.89
100 512 55.38 456.62 89.18
150 640 151.22 488.78 76.37
200 864 278.99 585.01 67.71
Ipx 75 120 26.43 93.57 71.97 57.20
100 156 55.38 100.62 64.50
150 288 151.22 136.78 47.49
200 456 278.99 177.01 38.82
.htm 75 160 26.43 133.57 83.48 69.62
100 208 55.38 152.62 73.38
150 400 151.22 248.78 62.20
200 688 278.99 409.01 59.45
.max 75 112 26.43 85.57 76.40 54.13
100 160 55.38 104.62 65.39
150 240 151.22 88.78 36.99
200 448 278.99 169.01 37.72
.pdf 5 72 26.43 45.57 63.29 40.46
100 108 55.38 52.62 48.73
150 216 151.22 64.78 29.9
200 348 278.99 69.01 19.83
.png 75 336 26.43 309.57 92.13 89.02
100 512 55.38 456.62 89.18
150 976 151.22 824.78 84.51
200 2864 278.99 2585.01 90.26
tif class 75 16 26.43 —10.43 —65.21 —135.98
100 32 55.38 —23.38 —73.05
150 48 151.22 —103.22 —215.04
200 96 278.99 —182.99 —190.62

(continued)
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Table 6.10 (continued)

Image format dpi Original  Array size Memory saved Percentage of  Average
image size (in KB) using SIPA memory saved percentage
(in KB) using SIPA (%) of memory saved
using SIPA (%)
tif group 4 75 16 26.43 —10.43 —65.21 —125.60
100 32 55.38 —23.38 —73.05
150 48 151.22 —103.22 —215.04
200 112 278.99 —166.99 —149.10
Tif lzw 75 304 26.43 277.57 91.30 88.83
100 496 55.38 440.62 88.84
150 992 151.22 840.78 84.76
200 2912 278.99 2633.01 90.42
tif 75 992 26.43 965.57 97.34 96.57
uncompressed 100 1744 55.38 1688.62 96.82
150 3920 151.22 3768.78 96.14
200 6960 278.99 6681.01 95.99
dex 75 752 26.43 725.57 96.48 95.47
100 1168 55.38 1112.62 95.26
150 2304 151.22 2152.78 93.44
200 8448 278.99 8169.01 96.70
pex 75 752 26.43 725.57 96.48 95.47
100 1168 55.38 1112.62 95.26
150 2304 151.22 2152.78 93.44
200 8448 278.99 8169.01 96.70

In general we can see that with most image formats applying SIPA method
turned out to be highly efficient with the Whole KSU Document page as well as
with the Full Body Segment as shown in Table 6.10.

Table 6.10 shows the amount and percentage of memory saved by using SIPA
method on different Image formats of the Full Body Segment scanned Images.

6.9 Conclusion

Our goal in this research paper was to introduce Information Pixels and the
concept of Storing Information Pixels Addresses (SIPA) and show practically that
it is an efficient model for document storage for most image formats.

We observed that the stored images for most image formats are better in size if
they are compared to their original sizes, which yielded in a considerable amount
of memory savings.

e The time taken to store an image in a specific format with lesser dpi is less than
the time taken to store an image in the same format with larger dpi. Hence, this
is a time/complexity-quality tradeoff.
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e Applying SIPA method on Full Body Segment images of a specific format and
dpi take lesser time to be executed than its A4 size image counterpart.

Considering the above two factors, the complexity and time of image storage
increases as we move from 75 to 200 dpi. It takes lesser time to store a Full Body
Segment scanned image than the Whole A4 Document scanned image.

We can therefore conclude that using 150 dpi Full Body Segment scanned
images produces an optimum result because:

e Storage of images with 150 dpi do not take as much time as images with 200
dpi;

e Storage of an image with 150 dpi is not as complex as an image with 200 dpi
because the number of information pixels are lesser in images with 150 dpi and
hence lesser the size of the array of addresses.

e The quality of images is certainly better than images with 75, 100.
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Chapter 7

Introducing the Concept of Back-Inking
as an Efficient Model for Document
Retrieval (Image Reconstruction)

Mohammad A. ALGhalayini

Abstract Today, many institutions and organizations are facing serious problem
due to the tremendously increasing size of documents, and this problem is further
triggering the storage and retrieval problems due to the continuously growing
space and efficiency requirements. This problem is becoming more complex with
time and the increase in the size and number of documents in an organization.
Therefore, there is a growing demand to address this problem. This demand and
challenge can be met by developing a technique to enable specialized document
imaging people to use when there is a need for storing and retrieving documents
images. Various techniques were developed and reported in the literature by dif-
ferent investigators. These techniques attempt to solve this problem to some extent
but, most of the existing techniques still face the efficiency problem, in the case,
the number and size of documents increase rapidly. The efficiency is further
affected in the existing techniques when documents in a system are reorganized
and then stored again. To handle these problems, we need special and efficient
retrieval techniques for this type of information retrieval (IR) systems. In this
paper, we present an efficient retrieval technique for electronic documents. The
proposed technique uses the Back-Inking concept to make the technique more
efficient for certain image formats. The use of this approach is a continuation of the
SIPA approach which was presented in an earlier paper as an efficient method for
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document storage of the documents and as a result makes the image retrieval
relatively efficient.

7.1 Introduction

By using SIPA technique, we learned how we can store the addresses of infor-
mation pixels and how it helps in minimizing the storage size of the image
components. We also analyzed the time consumed to convert an image from its
respective format into an array of addresses [1-6].

It is important to understand the practical significance of this analysis. By
converting an image into our format, we are saving the image not as an array with
pixel intensity values but as an array with the addresses of information pixels. The
time taken to convert the image into such an array is in reality the time taken to
save the image in our format. Analogously, if retrieving the image saved in our
format is the purpose, in reality we will be converting the array of addresses of
information pixels into an image. The time taken to open the image saved in our
format must be equivalent to converting the array into an image. In this research
paper, we retrieve the image from the array of addresses by applying a technique
that we shall call “Back-Inking” [7-15].

7.2 Back-Inking Algorithm

As the name implies, in this technique, we work backwards and replace an
information pixel to where the address in the array points to. The addresses of
information pixels are stored in the array. Every row in the array is made up of two
elements. The first element is a pointer that points to the row and the second
element is a pointer that points to a column. Together, they work as a 2-dimen-
sional pointer pointing to the original location of the information pixel in an image
[16, 17].

The algorithm places a black pixel at the address pointed by the array and the
remaining pixels are white.

The Back-Inking Algorithm does the following:

e An array of size (m x n) is formed with all values in it being 256. This
represents an image with all pixels white. Let us call it image R. Here m and n
are the numbers of rows and columns (the coordinates) in the original image
respectively.

e The algorithm reads the first row in the array of addresses. It contains two
elements.

e It points to the row in image R corresponding to the first element among the two
values read.

e It then points to the column in image R corresponding to the second element
among the two values read.
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e This pixel formed by the row-column intersection of addresses is replaced with
the value 0.

e The algorithm next reads the second row in the array of addresses and points to
the pixel corresponding to that address in image R. This pixel value is replaced
by 0.

e The process repeats till the algorithm reads all rows in the array of addresses and
replaces the pixels in image R corresponding to those addresses by 0.

Example: Let us simulate this algorithm for a BMP image with 150 pixels per
inch.

Step 1: Create an array of size (1327 x 1004) with each value in it being 256.
This image is called R.

This represents an image with intensity 256 all through. Hence the image is
white. This is an initialization process. We replace white pixels with black ones
according to the address stored in the array.

Step 2: The first element in the array of addresses corresponding to this image
is read.

We have seen in previous research paper' that the array of addresses that
corresponds to a BMP image of 150 pixels per inch has a size of (43,266 x 2). Let
us call this array Arrayl. The first row of the array is read, that is, Array1l (1,1) and
Arrayl (1,2).

Arrayl (1,1) = 1; Array (1,2) = 241;

Step 3: The algorithm points to the first row in image R.

This is because it points to the row in image R corresponding to the first
element read, that is, Arrayl (1,1) = 1.

Step 4: It then points to the 241st column in image R.

This is because it points to the column in image R corresponding to the second
element read, that is, Arrayl (1,2) = 241.

Step 5: The pixel formed by the row-column intersection in step 3 and in step 4
is replaced by a 0.

Intensity O corresponds to black. We have now replaced a black pixel at
location (1,241).

Step 6: The same process repeats for each row of Arrayl and hence all
addresses present in Array| are replaced by a 0 in image R, that is, a black pixel in
image R. We shall call this the “Back-Inking Process”.

7.3 MATLAB Simulation of Back-Inking Algorithm:

Previously, we stored the image in the form of an array of addresses using
MATLAB. We will now simulate the conversion of array of addresses into an
image in MATLAB.

' ALGhalayini [18].
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A snippet of the code that is used for reconstruction of the image is shown
below.

% Start counter to keep a tab of the time

tic;

% Reconstructed array

Rearray = uint8 (255 * ones (m, n));

for 1 = I:lgth

rearray (Array (I, 1), Array (1, 2)) = 0;

end

figure 2

imshow (rearray)

% End of time counter

toc;

(1) Here tic and foc commands are used to keep a tab of the time. They return the
time taken to convert the array of addresses into an image.
(2) Rearray = uint8 (255 * ones (m, n));

We initialize the reconstructed image (called rearray) with all intensity values
255.

Here

M—Number of rows in the image;

N—Number of columns in the image;

ones (m, n) will create an array of size (m x n) with all values in it being 1.

255%ones (m, n) will multiply each value in the array ones (m, n) by 255. Hence
each value in the array is now initialized to 255.

uint 8 is a function used to convert numbers from any data type to the type-
uint 8. This is because images are supposed to be in the form uint 8 in MATLAB.
uint8 has a range (0-255) which matches the intensity range in 8-bit grayscale
images.

Q) forl=1:lIgth

rearray (Array (I, 1), Array(L,2)) = 0;

end

This part of the program is used to replace each pixel in the image rearray with
an intensity value 0. The address of the pixel is pointed by the array of addresses
(called Array).

Here Igth = number of rows in the array.

The for loop:

forl=1:Igth

end

executes the statement within the loop #lgth number of times and in each
iteration, the value of [ is incremented by 1. The start value of / is 1 and its stop
value is #Igth.

The statement within the for loop is:
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Rearray (Array (1, 1), Array (1, 2)) = 0

As explained in the example above, the initial value in the for loop is Array
(1, 1) =1 and Array (1, 2) = 241.

Here, rearray (Array (I, 1), Array (1, 2)), i.e., rearray (1, 241) = 0;

For each iteration in the for loop, successive values of addresses stored in Array
are read and the corresponding values in rearray are replaced by 0. Since the for
loop ends at / = Igth, the last iteration is executed till the last element in Array is
read and a 0 is replaced in its corresponding location in the image.

(4) Imshow (rearray) is used to display the reconstructed image.

The same snippet of code can be used for all image formats with different dpi
and for both full body segments of the scanned document image and the whole A4
scanned document image types.

For the same dpi, since the size of the full body image is smaller than that of an
A4 size image; the number of information pixels in a full body image is lesser, the
size of its corresponding array of addresses is smaller and hence it will take lesser
time to be reconstructed into an image when compared to its A4 counterpart.
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Fig. 7.2 Shows the
reconstructed Image after
applying the Back-Inking
method the full body segment
(.tif) format image scanned
with (150) dpi
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7.4 MATLAB Codes and Reconstructed Images

Now we are ready to see the MATLAB codes and reconstructed images for the
examined image types for different image resolutions for both the whole KSU A4

document and for the Full Body Segment images.

The code below is the code for reconstructing (Back-Inking) the whole A4

Document (.gif) format image scanned with (150) dpi.

clear all; close all; clc;

tic;

RGBimage = imread (‘C\Users\ALGhalayini_rn\
adsize\gif\full page 256 colors 8bit 150.gif, ‘gif’);

GRAYimage = RGBimage;

figure I

imshow (GRAYimage);
m = length (GRAYimage);

n = length (GRAYimage (1, :));

total_pixels = m * n;
k=1;
fori=1:m




7 Introducing the Concept of Back-Inking 95

Table 7.1 Shows the reconstruction time and the average viewable mark® of the reconstructed
images for different resolutions of the whole KSU document images

No Image format  Image resolution Image reconstruction Image evaluation points
type (DPI) time (S) (10)
1 GIF 75 1.8223 6.2
2 100 1.6245 6.9
3 150 7.8764 8.9
4 200 23.4180 9.7
5 BMP 75 0.8154 7.8
6 100 1.7831 8.6
7 150 8.4214 9.2
8 200 24.2599 9.6
9 JPG 75 1.4210 5.9
10 100 3.6006 7.1
11 150 14.6970 8.6
12 200 59.8907 9.1
13 TIF 75 0.7510 6.3
14 100 1.5989 7.9
15 150 7.7328 8.9
16 200 19.2055 9.6

% The reconstructed images were reviewed and evaluated by 10 different viewers for a mark out
of 10

forj=1:n

if GRAYimage (i, j) < 128

Arrayl (1, k) = i; Array2 (1, k) = j;

k=k+ I;

end

end

end

Array = [Arrayl’ Array2’];

Toc

The code below is the code for reconstructing (Back-Inking) the Full Body (.tif)
format image scanned with (150) dpi (Figs. 7.1 and 7.2; Tables 7.1 and 7.2).

clear all; close all; clc;

tic,

RGBimage = imread (‘C:\Users\ALGhalayini_rn\

Full\tif\full page 256 colors 8bit 150.tif*, ‘tif’);

GRAYimage = rgb2gray (RGBimage);

figure 1;

imshow (GRAYimage (454 : 1459, 118 : 1122));

m = length (GRAYimage);

n = length (GRAYimage (1, :));

total_pixels = m * n;

k=1;
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Table 7.2 Shows the reconstruction time and the average viewable mark of the reconstructed
images for different resolutions of the full body segment images

No Image format  Image resolution Image reconstruction time Image evaluation

(type) (DPI) (Seconds) points(10)
1 GIF 75 0.6415 5.1
2 100 1.4724 6.8
3 150 6.1677 9.0
4 200 12.8715 9.7
5 BMP 75 0.7326 4.1
6 100 1.4580 59
7 150 6.1659 8.1
8 200 12.6825 9.1
9 JPG 75 0.7860 6.4
10 100 1.7775 7.1
11 150 6.8940 8.9
12 200 12.8280 9.8
13 TIF 75 0.6282 6.3
14 100 1.4001 7.1
15 150 6.1385 8.5
16 200 12.9299 9.2

for i =454 : 1459

forj=118: 1122

if GRAYimage (i, j) < 128

Arrayl (1, k) = i; Array2 (1, k) = J;
k=k+ 1;

end

end

end

Array = [Arrayl’ Array2’];

Toc

7.5 Conclusion

Our goal in this research paper was to introduce the concept of Back-Inking which
is the procedure to retrieve the stored addresses of the Information pixels from the
array and plot black pixels back into the white page to reconstruct the whole image
back, then display it to the user in a relatively short time.

We observe that the reconstructed images for all formats are better in quality, in
that, as the dpi increases, the sharpness of the image increases. But as the dpi
increases the time to reconstruct the image also increases.

Through applying this method, we came up with the following conclusions:
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e The time taken to retrieve an image in a specific format with lesser dpi is less
than the time taken to retrieve an image in the same format with larger dpi.
Hence, this is a time/complexity-quality tradeoff.

e Full body images of a specific format and dpi take lesser time to be executed
than its A4 size image counterpart.

Considering the above 2 factors, the complexity and time of image retrieval
increases as we move from 75 to 200 dpi. It takes lesser time to retrieve a full body
segment scanned image than an A4 scanned image.

We can therefore conclude that using 150 dpi full body segment scanned
images produces an optimum result because:

e Retrieval of images with 150 dpi do not take as much time as images with 200
dpi;

e Retrieval of an image with 150 dpi is not as complex as an image with 200 dpi
because the number of information pixels are lesser in images with 150 dpi and
hence lesser the size of the array of addresses.

e The quality of images is certainly better than images with 75,100
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Chapter 8
Automating the Transformation From
a Prototype to a Method of Assembly

Yuval Cohen, Gonen Singer, Maya Golan and Dina Goren-Bar

Abstract This paper describes a new technique that utilizes the typical
documentation of complex products to automate the development of the assembly
method to be used for production. The technique describes a structured process
that gets (as its input) the standard bill of materials (BOM) with specified addi-
tional data, and develops a detailed sequential method of assembly operation as its
output. This sequential assembly method could be then further automated. The
paper also discusses the gap between typical assembly instructions and structured
sequential specifications necessary for automating the planning of the assembly
method.

8.1 Introduction

This paper deals with an environment of complex assembly of small to medium lots
or batches. It strives to bridge the gap between the standard documentation gener-
ated at the product development stage, and the sequence of operations used for
executing the assembly. The standard documentation includes the bill of materials
(BOM) and the assembly instructions. After reviewing hundreds of assembly
instructions the authors realized that they usually leave large flexibility to the
assembly worker as to their execution. A typical documentation includes series of
illustrated assembly instruction cards called route cards (see Fig. 8.1) [1, 2]. One or
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Fig. 8.1 Typical assembly
route card

Center
support

|- Locknut
Y on top

After connecting the two wheels on both
sides of the two stand bases, choose a base
and attach it to the center support using
1/3 4/3 bolts and 1/3 locknuts. Make sure
that the stand base is on TOP of the center
support as illustrated.

Repeat with the other stand base.

more route cards are generated for each node of the BOM tree [3]. These cards
usually include the required tools, materials and fastener items (such as the types of
nuts and bolts).

Traditionally, there are two very different ways to describe the assembly
structure: (1) BOM tree [4, 5] (often called product structure tree) and (2)
precedence diagram [6, 7]. Typical examples of these two models are illustrated in
Fig. 8.2. In Fig. 8.2a the numbers are sub-assembly numbers and the numbers in
brackets are quantities. In Fig. 8.2b the numbers denote tasks.

Cohen and Goren-Bar [3] had examined hundreds of instances and found
consistent matching between Route cards and the nodes of the BOM tree. The rule
found was that a route card can always be associated with a BOM tree node, while
the node could be associated with one to several route cards. On the other hand, the
activities described within each route card could be easily arranged as a prece-
dence diagram. The upper level describes the product structure, and the detailed
level describes the activities using a precedence diagram. Thus, our model is a
development on top of this hierarchy of two levels and requires a straight
sequence. For example, it requires the tree-nodes to be re-arranged in a line. For
example, re-arranging the tree of Fig. 8.2a in a line may give a sequence of: 6-5-4-
3-2-1, or 5-6-2-4-3-1, or 4-3-5-6-2-1, etc.

The rest of the paper is built as follows: Sect. 8.2 describes the relational tables
required to generate the method prototype, Sect. 8.3 describes the BOM extension
for assembly sequences, Sect. 8.4 discusses the method prototype, Sect. 8.5
describes how time standards could be generated from the assembly method
prototype, and Sect. 8.6 concludes the paper.
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Fig. 8.2 a An example of
product structure tree (BOM 1D
tree) b An example of a |

precedence diagram |
2(2) [ |

5(5) 6(5)

8.2 The Relational Tables and Sequencing

While assembly processes are done in a sequence the information in Fig. 8.2 does
not specify a sequence. It also does not provide the tooling required for each
assembly operation, and does not specify in detail the method used for the
assembly. In short, there is certain additional information that could benefit the
user if it would be added to the BOM.

Tables usually help in organizing information and minimizing its repetition. For
minimizing repetitions tables in data bases. Therefore we identify the following
necessary tables that would assist in extending the BOM tree:

Tables 8.1, 8.2, 8.3, 8.4, 8.5, 8.6 do not require the sequence of operations for
their construction. Therefore Tables 8.1 through 8.6 could be constructed in the
given order, but there are many other orders that may work as well. Table 8.7 on
the other hand, requires not only the sequence, but also the information from the
other six tables. So it will always be the last table to be built. Table 8.7 is already a
sequence of assembly operations: so that each stage contains only two assembled
parts: the initial sub-assembly and the adjoined part or subassembly. Effective
sequencing could be done in one of several ways mentioned briefly in Sect. 8.4.
However, we may point out that part of the rough-cut sequence could be found by
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Table 8.1 Tool type table
Tool type number Tool name Setup time Volume Weight Operation type

simply adopting the sequence of route cards or the general steps found in the
assembly instructions.

The Tables 8.1, 8.2, 8.3, 8.4, 8.5, 8.6, 8.7 contain the information required to
generate standard time estimates for the assembly process. For example, Table 8.1
lists the set-up time, and the volume and weight that enable assessment of tool
handling time. Table 8.2 adds the information regarding the tool location for
assessing the time it takes to approach the tool.

8.3 The Bill of Materials (BOM) Extension

This sub-section defines a new annotation scheme for an extended BOM. First we
introduce the brackets form to describe the assembly operation. Brackets will be
used to define the assembly of two parts. For example, (1, 2) describes the
assembly of part 1 and part 2. Now, suppose this sub-assembly of parts 1 and 2 is
assembled with part 3. This would be written as [3, (1, 2)]. Since one part is joined
at each step, for n parts there are always n-1 brackets. This is true regardless of the
assembly order. In addition to the order, the type of operation and the type of tool
are of interest for each assembly operation. Therefore we suggest adding operation
number and tool number for each bracket. The suggested concept is depicted in
Fig. 8.3.

In Fig. 8.3 sub-assembly 8 starts its construction by joining parts 5 and 7 using
operation 12 and tool 5. The assembly continues by joining part 6 to the subas-
sembly using operation 8 and tool 3. There is a one to one correspondence between
each pair of brackets in Fig. 8.3 and the rows of Table 8.6 (assembly operations).
However, the scheme of brackets order also reflects the sequence of assembly.

8.4 The Method Prototype

The same product could be assembled in many different sequences of operations.
However, determining a single sequence is necessary for organizing and stan-
dardizing the assembly process, for training the workers, and for adjusting the
facility to the assembly process. Even assembly instructions are too general and
could be carried out in many different ways. This becomes more apparent once we
realize that assembly instructions are just a sequence of precedence diagrams of
the type portrayed in Fig. 8.2b.

A sequence of mini tasks that appear in Fig. 8.2b generates a “method proto-
type” and is necessary for further automation, standardization and generating
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Table 8.2 Tools table

Table 8.3 Fastening parts
table

Table 8.4 Part type table

Table 8.5 Single part table

Table 8.6 Operations/tasks

table

Table 8.7 Sub assemblies
table

Fig. 8.3 Example of
extended BOM tree

Tool number Tool type number Location

Fasten.
time

Fastener
type #

Tool name Setup time Volume Weight

Part type Volume Weight
number

Fastener type 1 Fastener type 2

Part serial number Part type number Location

Operation Operation type Tool number Fastening Typical
number type # Duration

Sub assembly Initial Sub Joining Part Joining Sub Operation

number assembly  type # assembly  number
11=(9,10) 94
1(1)
9=(2, 8)4,2| 10=(3,4)¢,
2(2)
|30 | |40

8=(6, (5, T)125)s3
—

5(5) 6(5) 7(5)
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standard times. A simplified example for such sequence is Ranked Positional Wait
(RPW) in which the tasks are sorted the sum of times of the tasks and all its
successors [8—10].

For a complex product assembly, sequencing the operations of the assembly
process is closely related to assembly line balancing [10, 11]. Several methods
have been suggested for sequencing the assembly operations [11-13]. These
methods or other methods of future research could be used for developing the
method prototype. However, the “method prototype” must be more detailed
specifying the tools, and fasteners used in addition to the parts assembled. The
“method prototype” also includes the location of the different parts tools and
fasteners and requires the knowledge of their attributes. Due to space limitations
we shall not discuss sequences further here.

While optimal sequencing is not the subject of this paper, the next section
presents how to generate time-standards from a given sequence of assembly
operations.

8.5 Time Standards Generation

In order to generate time standards the sequence of operations must be translated
to a sequence of required motions. For example, the sequence in Fig. 8.1 could be:

1. Get one “stand base” in one hand and hold it

2. Get the “center support” in the second hand and align it to the hole in the
middle of the “stand base”.

. Hold the “stand base” and “center support” in one hand

. Get the bolt and push it through the hole of the two parts.

. Hold the bolt with the two parts in one hand and get the locknut in the other

. Align the locknut to the bolt

. Turn the locknut clockwise three revolutions

NN B W

Generating the sequence of motions is facilitated by Tables 8.1, 8.2, 8.3, 8.4,
8.5, 8.6, 8.7. The tables enable to find for each operation:

e The parts assembled and their attributes
o The fasteners used and their attributes
e The tools used and their attributes

Each of these motions could be described by a Predetermined Time and Motion
Study (PMTS) method such as MTM or MOST [14]. These methods are typically
used to estimate the standard times of operations before their execution.

For example,

‘Get one “stand base” in one hand and hold it’

Is translated to MOST (assuming available table features relating to the weight
and volume of the “stand base”) as follows:
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Get one “stand base” in one hand = A;B(G3
And hold it — A¢ByP;

In this example there were no tool and no fastener, and the indexes could be
inferred by the part attributes alone. However, as mentioned before, for more
complex situations all of the tables of Sect. 8.2 are necessary.

8.6 Conclusion

This paper presents a new technique for modeling the assembly process in a way
that facilitates its execution and automation. The technique could also be used for
disassembly and maintenance operations. The technique relies on generating a
“method prototype” having a strict sequence of operations based on typical
documentation. The “method prototype” has a potential to be used also for sim-
ulation and validation. The translation of the model to a sequence of tasks and
motions is the key for estimating the assembly period based on time standards.
Another advantage of the proposed model is its compatibility with the route
card system and the ability to automate only parts of the process while certain parts
may remain manual assembly. Future research includes implementation of the
proposed technique on an industrial shop floor. This would enable simulation and
visualization of operation; it would assist in real-time tracking and failure analysis.
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Chapter 9

Collaborative and Non-Collaborative
Dynamic Path Prediction Algorithm
for Mobile Agents Collision Detection
with Dynamic Obstacles in 3D Space

Elmir Babovic

Abstract In this research the extension of the algorithm for dynamic collaborative
path prediction for mobile agents is proposed. This algorithm is inspired by human
behavior in group of dynamical obstacles. Mobile agent in collaborative manner
uses coordinates of other mobile agents in the same environment to calculate and
based on statistical methods predict future path of other objects. For this purpose
spatial-temporal variables are decomposed in order to optimize the method and to
make it more efficient. This algorithm can be used in mobile robotics, automobile
industry and aeronautics. Moreover this method allows full decentralization of
collision detection which allows many advantages from minimizing of network
traffic to simplifying of inclusion of additional agents in relevant space. Imple-
mentation of the algorithm will be low resource consuming allowing mobile agents
to free resources for additional tasks.

9.1 Introduction

The inspiration for this work came from human and animals’ cognitive activities
executed while single unit is moving in group of other moving units. A group of
mobile robots is a base for this research but resulting methodology is applicable for
any group of mobile agents.

The objective of the research was to propose a functional algorithm for collision
detection and avoidance based on collaborative path prediction of dynamic
obstacles being other mobile agents from the perspective of one mobile agent.
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In 3D space group of collaborating mobile agents or autonomous aerial vehicles
would exchange their coordinates in order to allow other units to calculate, esti-
mate and predict future paths of other units. The goal of such a scenario is to:

— Minimize network traffic.

Avoid need for central hierarchical top-level controller.

Increase autonomy of mobile agents.

— Simplify calculation and decrease of uncertainty in dynamic environment.
Simplify inclusion of additional mobile agents into system without need to
foreseen it, etc.

The algorithm is based on method recently developed which uses statistical
methods for calculation of future mobile agent’s paths. This is achieved by mea-
suring coordinates every time period t, which is collaboratively determined in
system setup based on average speed and mobile agents physical and technical
characteristics and agility. This algorithm used mobile agent’s ability to log
coordinates and, using statistical methods predict further path of other mobile
agents. This way mobile agent is able to detect possible collision and to execute
necessary maneuver to avoid collision.

Since one of the goals was to simplify dynamic spatial-temporal analysis of
current situation in t,, it is decided to analyze position and direction of mobile
agent in 3D space decomposed. Spatial-temporal state is de-composed into three
sub-states. Axis x coordinate with time t is analyzed separately from axis y and y
position. Algorithm avoids complex calculation and spatial-temporal analysis.
Instead of that kind of calculation, spatial-temporal decomposition is made and
statistical tool is used to generate predictive analysis of current path. Since state is
de-composed, algorithm re-composes parameters in order to predict full path. This
prediction will be sufficient for full collision detection. This research is in line with
increased trend of decentralized control of mobile robots [1].

9.2 Recent Developments and Research Background

During last ten years there has been large number of different theoretical-con-
ceptual as well as practical developments in this area. Significant number of
researches was done in the area of collision detection in static and dynamical
environment. Reference [2] shows experiment with Cross-Coupling controller for
mobile robots. Later Forsberg [3] analyzed Range-Weighted Hough transforma-
tions and extended Kalman Filter for demonstrating accurate and robust robotic
navigation in closed spaces. General concept of autonomous robots navigation
consists of three layer architecture [4]. This architecture consists of following
elements: sensor systems, planning system and control system.

However cognition and higher level of intelligence were not analyzed. Some
elements such as uncertainty and decision making based on incomplete informa-
tion [5] are analyzed as independent items. However cognition and higher level of
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intelligence were not analyzed. Some elements such as uncertainty and decision
making based on incomplete information [5] are analyzed as independent items.

One of interesting work relevant for this research is work of Sebastian Thrun [6]
who analyses uncertainty and recursive estimation of state Gaussian and Kalman.
Relevant research [7] is analysis of collaborative dependency of robots and
humans.

Reference [8] shows collaborative encounter of heterogeneous robots in
unknown environment with unknown staring location. There are three possible
levels of communication:

— No communication,
— Limited communication,
— Full communication.

Reference [9] analyses uncertainty in motion planning for reliable robots in
health institutions. Breazeal [10] goes one step further in this area and uses
Bayesian approach for learning and decision making with level of uncertainty from
the human-robot perspective for control of whiled-chair. Monte Carlo estimation
and error lowering optimization of that kind of learning is made by Roy [11]. Trust
level using mathematic method is introduced in 2003 and it is based on POMDP
[12]. Emma Brunskill [13] analyses reinforced learning as a method in mobile
robotics. This research uses third generation of mobile robots [14] which uses
cognitive elements of learning and conclusion necessary for collision detection.
Collaborative elements are also used in static and dynamic methods for collision
detection in 3D polygonal space [15]. Navigation of mobile robot toward prede-
fined target is also done using incremental learning [16]. Significant element in this
method is based on reactive space exploration and SOVEREIGN simulation based
on neuron models. Collision prevention is often achieved using web cameras and
wide angle cameras with Bluetooth and other wireless communication which
significantly increases control algorithm and hardware configuration [17, 18].

In case of group of robots with identical technical characteristics, usually
individual robots are considered as basic element for research [19]. One of the
methods for positioning of static and dynamic obstacles is usage of mobile robots
formations [20]. Robots communication and collaboration is also used for path
planning based on sensors measurements and algorithms of robots collaboration
[21]. Beside that there are many other multi-robots collaboration approaches in the
multi-robots networks [22-24].

One of the solution for mentioned problematic is generic algorithm [25] as well
as on/line reference generation and control schemes [26]. For the reasons of
increased complexity of mobile robots a term behavior is used [27]. VSTR [28]
(variable single-tracked robot) algorithm for collision avoiding is one of the
solutions.

Therefore a new concept of statistical mathematical models and tools are used
for mobile agents’ collision detection. This algorithm is based on algorithm and
concept presented in [29].
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Fig. 9.1 Absolute position y A
demonstration of mobile B
agent motion through 2D °
space in discrete time frames B;_/ /t

o 4

B/ %
og
/
4
d
i
e
/
}-’/
o
s
x
A
o
9’/
/
i
//
s
X,
A

9.3 Method

Referring to previous research on proposed method of collision detection based on
collaborative path prediction this work is concentrated on proposing and algorithm
for this prediction. In order to develop a proposal for algorithm a full concept of
mentioned method will be explained as follows.

Considering 2D coordinate system XY, it is assumed that object B moves in
equal time frames t; = t, = ... = t,, as shown on Fig. 9.1.

Standard way of considering this scenario is assuming absolute position of
center of coordinate system and all mobile agents would be considered with same
absolute coordinates.

If we assume object A moves in the same space as object B but only this time
we consider object A as reference point. In this case center of the coordinate
system moves with object A. This assumption is demonstrated on Fig. 9.2.

Figure 9.2 shows relative position of object B in moving coordinate system in
which center is object A. This assumption results in usage of all four quadrants of
new A coordinate system. According to assumption illustrated above, following
example is based on 3D coordinate system.

In this case relative position of object B (xg’, yg’, zg’) in coordinate system of
object A is calculated as:



9 Collaborative and Non-Collaborative Dynamic Path Prediction Algorithm 111

Fig. 9.2 Motion of object A A
and B and relative positioning " B
of object B from object A /

el
=
[

xB + AxB + AxA
yB' = yB + AyB + AyA (9.1)
7B’ = 7B + AzB + AzA

Several positions of object B are logged in order to calculate trend of object B
motion. This can be assured by implementing protocol for exchange of absolute
coordinates or by implementing long range sensors detection.

For this research case example coordinates x and y are transposed and analyzed
against time value. This way there are two independent variables to be analyzed
against fixed time variable.

Tracked and logged values are computed using statistical tool regression pro-
cedure. Applying regression procedure on case example values shown on Fig. 9.3.

In order to complete prediction it is necessary to analyze current state of objects
motion and then to predict motion and path of the object. For regression analysis of
current state of motion, simple linear regression is used. Since for this part of
motion analysis it is not required to use advanced calculation simple linear
regression is enough for describing current state of motion.

Y, = o+ X (9.2)

In this case, since one coordinate is time and another X and Y separately, for
each analysis respectively can be represented as:

(@) Ry = oy + Pyt

= o + ft. (9.3)
(c) R, = o5+ Pt

—
S
~
=
Z
|
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Fig. 9.3 Applied regression analysis on variables x, y and z based on independent variable t
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where
LY — BEX
o0 =—
n
§_ nEXY) - TXTY (9.4)
nEX? — (£x)*

Number of sampling N = 10. The usage of only ten samplings is also a demon-
stration that depending of the velocity of the mobile agents and its agility different
amounts of sufficient number of samplings can be used. In this simulation relatively
slow aerial vehicle with velocity of 0.02 m/s is used. For these range of velocity in
real situation ten samples is sufficient amount for accurate and confident calculation
of path. From regression analysis of ten samples in this example results are following.

Regression for coordinate X is R, = 14.38—1.34t, for coordinate Y is
Ry = 4.85-0.46t and for Z is R, = 7.38—0.68t. In this example X variable of
object B in dynamic coordinate system of object A is moving linearly in equal time
periods t while Y and Z variables are moving in curved shape.

For X variable calculated R-Square is 0.987 and Adjusted R-Square is 0.985.
For Y variable calculated R-Square is 0.9785 and Adjusted R-Square is 0.9758.
For Z variable calculated R-Square is 0.969 and Adjusted R-Square is 0.965.

Since variance of all X, Y and Z are explained over 96 % confidence in pre-
diction of path can be considered true.

The subject of one of future works should be evaluation of confidence of
calculated values which will be function based on variables such as average rel-
ative velocity of the objects, objects mass and agility, objects size etc. For this
research it is considered that collision point predicted in t,,m = teonision 1S
Keottision = Ycoltision = Zcoltision = 0.

In order to continuously predict future path, forecast of values is applied as
shown on Fig. 9.4.

The mobile agent has to predict and to avoid collision moment by altering own
course. Calculation of path and path prediction of both coordinates is done
dynamically through all the time of motion of mobile agent from the start position
to the target position. As soon as mobile agent detects collision state
X =Y =Z = 0 in relevant future it has to modify path. In this work it is called
Relevant predicted collision time and in this simplified example it is t;.

In order to calculate exact point of collision numerical values of prediction
variables are used.

Table 9.1 contain measure and forecasted values for variables X and Y with
95 % upper and lower confidence limits. The problem of density of measurements
of variables or in another term sampling frequency is solved by calculating the
time needed for mobile agent to pass the path half of its own size with constant
speed. So minimal sampling frequency is:

12 (9.5)

v

f=
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Table 9.1 Values of X, Y and Z predicted variable with 95 % upper and lower confidence

X X U9 (%) XL95 (%) Y Y U95 (%) Y L95 (%) Z Z U95 (%) Z 195 (%)
13.89  13.99 12.06 4.80  4.99 4.70 739 7.89 6.99
11.73  12.65 10.71 397 421 3.93 6.24  6.79 5.89
9.82 11.31 9.37 334 334 3.05 494  5.64 4.74
8.55 9.97 8.03 280 2.88 2.60 427 424 3.34
7.14 8.62 6.69 233 244 2.15 3.63 3.89 2.99
6.18 7.28 5.34 190 2.03 1.74 3.02 350 2.60
5.15 5.94 4.00 151 1.64 1.36 246 294 2.04
4.12 4.60 2.66 1.14  1.28 1.00 1.92 238 1.48
2.00 3.25 1.32 0.80 0.94 0.66 149 1.87 0.97
1.25 1.91 —0.03 048  0.62 0.33 092 150 0.60
-0.40 0.57 —-1.37 0.17 031 0.03 0.45 090 0.00
-1.74 -0.78 —2.71 —0.12 0.20 —0.43 —0.01 0.83 —0.86
-3.09 -2.12 —4.06 —-0.39 0.12 —0.89 —-0.45 0.89 —1.78
—4.43 -3.46 —5.40 —0.64 0.09 —1.37 —0.85 1.04 —2.75
=577 —-4.80 —6.74 —0.88 0.09 —1.84 —-1.23 1.27 -3.73
-7.11 -6.15 —8.08 —1.10 0.12 —2.31 —1.59 1.55 —4.72
—8.46 749 —-9.43 —1.31 0.16 —2.78 —-1.92 1.87 —5.72
-9.80 —8.83 —10.77 —1.50 0.24 —3.24 —2.24 224 —6.72
—11.14 —-10.17 —12.11 —1.69 0.32 -3.70 —2.53 2.65 -7.71
—12.48 —11.52 —13.45 —1.86 0.43 —4.16 —2.81 3.08 —8.69
—13.83 —12.86 —14.80 —2.03 0.55 —4.60 —3.06 3.54 -9.67

where [ is physical length of mobile object and v average relative speed.

In order to verify collision avoidance in Relevant predicted collision time it is
necessary to evaluate 95 % confidence limits values as well as main variables of
both coordinates.

In the example used in this research variable X is detected to be in collision
with upper 95 % confidence value inside of Relevant predicted collision time at
t = 11 and variables Y and Z with upper 95 % confidence value inside of Relevant
predicted collision time at t = 12. This represents marginal case. This intersection
situation is illustrated in Fig. 9.5.

At this point mobile agent A performs evading maneuver per any implemented
path planning algorithm considering intersection point of collision with object B as
static obstacle. In future research algorithm for velocity alteration for collision
avoidance will be analyzed.

First part of Fig. 9.6 represents current path of mobile agent in 3D and its
respective 2D coordinates. Variables X, Y and Z analyzed in forecasted time are
forming 4D hyperspace, representing 3D space changing shape and size in time as
4th dimension. That is represented in Fig. 9.6. This dynamically metamorphous
hyperspace finally represents potential collision area for other mobile agents.
Output of this process of collision detection will be used in mobile agents’ path
planning algorithm.

Depending on the relative objects velocity, mass, size and agility this Relevant
predicted collision time will be t,,c,,, Where cag represent the value which in this
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Fig. 9.5 Intersection graph showing X, Y and Z variables, their respective 95 % upper and lower
confidence limits and their intersection with O value line

Fig. 9.6 Current path in last
sampling period in 3D
coordinate system with
respective 2D coordinate
paths. Second image shows
hyperspace of future time—
space state of mobile agent
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research is called Coefficient of agility. Coefficient of agility is measured value
based of physical characteristics of the mobile agent including minimal and
maximal velocity, maximal deflection angle, maximal response time from control
mechanism to motors etc. Coefficient of agility has to be measured for each mobile
agent and will be expressed in time units necessary for mobile agent to modify
path and avoid collision.

In case of lack of agility measurement, velocity adjustment should be applied.
However, velocity adjustment(s) will result in revision of calculation and pre-
diction because they lead to modification of measurement time periods. There are
two main modes of this method:

— Collaborative mode—based on active coordinate exchange,
— Non-Collaborative mode—based on sensor detection and coordinate mapping.

In this research results are based on collaborative mode. However, algorithm is
applicable to non-collaborative mode as well.

Research findings shows that this method can be successfully used for collision
detection for variable sized group of mobile agents in unstructured and unpre-
dictable environment. Implications of this research are in the area of mobile robots
to automobiles and airborne objects.

9.4 Path Prediction Algorithm

As explained in previous chapter concept is based on mathematical statistical
model of path prediction. For successful usage of proposed concept it is necessary
to obtain valid information on mobile agents coordinate in equal time periods.
Input data for algorithm are ID information of mobile agents and their respective
coordinates.

Mentioned variables are inputs for algorithm which flow diagram is shown on
Fig. 9.7.

In following lines pseudo code for algorithm displayed on flow diagram on
Fig. 9.7 is presented:

routine capture_data (agentID, x, y, z)

{read register agentID, x[], y[l, z[];

sort agentID, x[], y[], z[]

store agentID, x[], y[], z[1};

routine path_prediction_routine (register. agentID)
{calculate regression x[1,y[], z[];

predictRegister. agentID = predict_path(agentID);
if (RPCT = True)

{call external_route_plnning(predictRegister. agentID);}
}

routine regression (x[],y[], z[])

{calculate regression for x[], y[1, z[];
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Fig. 9.7 Flow diagram for
collaborative and non-
collaborative dynamic path
prediction algorithm for
mobile agents collision
detection with dynamic
obstacles

return regression analysis;}

Input
(agentD x.y.z)

No

routine predict_path (agentID)

{read register.agentID;

calculate prediction x[];
calculate prediction y[];
calculate prediction z[];

No

return prediction x[], y[], z[];}

routine main(void)
{call capture_data;

Dala seleclion

Individual finite
register (FILO
based)

Proximity
initialization

X, YandZ
variables

regression
calculation

!

XYandZ
prediction

RPCT
intersection

WTR
(Warning
Trigger
Routine)

Data for PPM
(Path Planning
Mechanism)
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Register
clearing
routine

if x < criticalTresholdX and y < criticalTresholdY and z < criticalTresholdZ
{call path_prediction_routine; }

else
{call capture_data;}

if register.agentID.status = Full;

{call shift_register;}

}
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Implementation of illustrated algorithm allows mobile agent to constantly
monitor movements of other mobile agents representing dynamical obstacles.
Figures 9.3, 9.4 and 9.5 as well as Table 9.1 indicates experimental results in
simulated scenario.

9.5 Future Research

Future research in domain of mentioned method development will be concentrated
on measuring Coefficient of agility of the mobile agent and minimal time period
for signaling coordinates or sampling frequency, coping with object size and
prediction of closest part as well as velocity modification for collision avoidance.

9.6 Conclusion

This research resulted in operative algorithm for collaborative and non-collabo-
rative dynamic path prediction for mobile agent’s collision detection with dynamic
obstacles which can be used in mobile robotic, automobile industry and aero-
nautics. Special value of this method and algorithm is because it allows advantages
such as:

Increase of autonomy,

Decrease of uncertainty,

— Allows non-hierarchical operation,

Simplify inclusion of additional mobile agents into system.
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Chapter 10
Website Analysis of Top 100 Most
Valuable Companies in Romania

Lavinia D. Rusu and Liciniu A. Kovacs

Abstract There exists today a wide range of sites on the Web, from personal to
content oriented, and from academic to purely commercial websites, and certainly
others will appear in the near future. Unfortunately, so many websites cannot
capture the attention and interest of visitors/customers, many of the existing
websites being poorly designed. The main purpose of this study is to identify the
best designed website in the top 100 most valuable companies in Romania. Due to
their nature, the criteria and the number of awarded points were valued according
to a subjective basis, as described in papers of Gélfi et al. [1] and Kovics et al. [2].
On the one hand, as we will see, there is little or no connection between the
company’s position in the top and the quality of their website. On the other hand,
the analyzed websites are far from perfection, and we would recommend that the
administrators and/or webmasters pay more attention to pages design and
upgrading frequency.
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10.1 Introduction

A. Case study objectives:

e to conduct a comparative analysis in order to find out the development stage

of specific webpages and/or webpage elements of top 100 most valuable
companies in Romania;

e to classify the companies in each industry sector, based on the total number of

points obtained by the specific webpages and/or webpage elements taken into
consideration;

e to classify the top 100 most valuable companies in Romania, based on the

total number of points obtained by the common webpages and/or webpage
elements taken into consideration.

Note: top 100 most valuable companies in Romania and the evaluation criteria

developed by Capital Partners were published in “Ziarul Financiar” (“Financial
Newspaper”), and on its dedicated webpage on November 27, 2010.

B. Case study methods:

e classifying all 100 companies according to industry sectors;
e determining what specific webpages and/or webpage elements to visit by

considering the industry sector;

e establishing the webpages and/or webpage elements that are common to all of

top 100 most valuable companies in Romania;

e visiting and evaluate the chosen webpages and/or webpage elements of all top

100 most valuable companies in Romania;

e entering data into a Microsoft Excel spreadsheet to determine the values of

each page/element of the websites taken into consideration. In the spreadsheet
tables we calculated the total values, mean values, and elaborated charts, as
shown below.

10.2 Top 100 Most Valuable Companies in Romania

According to Industry Sectors

As we can see in Figs. 10.1, 10.2, the industry sectors of top 100 most valuable
companies in Romania are as follows:

26 (over a quarter of the) companies are in the oil and energy business,
17 are banks and insurance companies,

17 are industrial and construction companies,

13 companies are producers and importers of consumer goods,

8 are telecom companies,
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Fig. 10.1 Top 100 most Producers & Telecom Retail &
Distribution Other services,

valuable companies in Importers of i
. . Consumer Goods 6%  Transportation &
Romania according to 13% Media

industry sectors Industry & 13%
Constructions
17%

Banks & Insurances
17% Oil & Energiy

26%

Fig. 10.2 Top 100 most Telecom O;hqers Insu;oa/nces
valuable companies in Retail 8% L i
Romania according to 5%

industry sectors (detailed)

Banks
15%

Consumer
Goods
13%

2%

Industry

Constructions

F
armacy. 4%

2%

Energy
22%

e 6 companies are in the retail and distribution business,
e 3 are service, transportation and media companies.

Note: We noticed that only 97 of the top 100 most valuable companies in
Romania (in 2010) have websites. In other words, the analysis is limited to 97 sets
of data.

10.3 Website Pages/Elements to Be Analyzed

At this stage, we determined the specific webpages and/or webpage elements to be
visited for each industry sector as seen in Table 10.1. The table also reflects the 7
webpages and/or webpage elements common to all of top 100 most valuables
companies in Romania.
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Fig. 10.3 Results for
“About Us” pages

Fig. 10.4 Results for
“Contact Information” pages

10.4 Interim Results

L. D. Rusu and L. A. Kovacs
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30%

Very Poor
1%

Poor
20%
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9%

For each industry sector determined earlier and specified below, the following
companies achieved the best results:

points;

points;

Insurance: GROUPAMA ASIGURARI, http://www.groupama.ro, 37 points;
Auto: AUTOMOBILE DACIA, http://www.dacia.ro, 35 points;

Banks: BRD-SOCGEN (BRD), http://www.brd.ro, 37 points;

Consumer goods: BRITISH AMERICAN TOBACCO, http://www.bat.com, 40

Constructions: HOLCIM, http://www.holcim.ro, 38 points;
Energy: E.ON MOLDOVA DISTRIBUTIE, http://www.eon-energie.ro, 39

Pharmacy: TERAPIA, http://www.terapia.ro, 33 points;

Holding: SIF BANAT-CRISANA (SIF1), http://www.sifl.ro, 37 points;
Industry: PIRELLI, http://www.pirelli.com, 42 points;

Media: PRO TV SA, http://www.protv.ro, 41 points;

Oil: PETROM (SNP), http://www.petrom.com, 41 points;


http://www.groupama.ro
http://www.dacia.ro
http://www.brd.ro
http://www.bat.com
http://www.holcim.ro
http://www.eon-energie.ro
http://www.terapia.ro
http://www.sif1.ro
http://www.pirelli.com
http://www.protv.ro
http://www.petrom.com
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Fig. 10.5 Results for Excellent

Very Good
“Careers” pages 23% 5%

12%

Fig. 10.6 Results for e NA iy oo
“Products and/or Services” xeellen 1%

2% 2% Poor
pages

Good
26%

40%

e Retail: SELGROS, http://www.selgros.ro, 37 points;
e Telecom: NOKIA, http://www.nokia.ro, 38 points.

10.5 Percentages and Mean Values

Based on the total number of awarded points, we can draw the following con-
clusions about the 97 analyzed websites:

e “About Us” pages are classified as follows: 25 % are excellent, 30 % very
good, 33 % good, and 12 % poor (Fig. 10.3);

e “Contact Information” webpages are: 9 %—excellent, 31 %—very good,
39 %—good, 20 %—poor, and 1 %—very poor (Fig. 10.4);


http://www.selgros.ro
http://www.nokia.ro
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Fig. 10.7 Results for Very Poor  pgo;

“Foreign Language Excellent 1% 5%

Versions” pages 20% ’ ’

Fig. 10.8 Results for N/A
“Attractiveness” criterion 15%

Good
38%

Very Good
36%

Very Poor
Excellent 4%
30%
Poor
10%

Very Good
25%

e Pages that refer to “Careers” are nonexistent on 20 % of websites, while the
existent ones are classified as follows: 5 % are excellent, 23 % very good, 33 %
good, 12 % poor, and 7 % very poor (Fig. 10.5);

e “Products and/or Services” pages are classified as follows: 22 % are excellent,
40 % very good, 26 % good, 9 % poor, 2 % very poor, and 1 % nonexistent
(Fig. 10.6);

e Pages that refer to “Foreign Language Versions” are nonexistent on 15 % of
websites, while the existent ones are classified as follows: 30 % are excellent,
25 % very good, 16 % good, 10 % poor, and 4 % very poor (Fig. 10.7);

e The “Attractiveness” criterion has yielded the following results: 20 % of the
websites are excellent, 36 % very good, 38 % good, 5 % poor, and 1 % very
poor (Fig. 10.8);

e The “Navigation easiness” criterion has yielded the following results: 15 % of
the websites are excellent, 49 % very good, 29 % good, 6 % poor, and 1 % very
poor (Fig. 10.9).

The calculated mean values (for the analyzed website pages/elements) are as
follows:
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Fig. 10.9 Results for VeryPoor
“Navigation easiness” Exlcggem 1% 6%

. . 0
criterion

Good
29%

Very Good
49%
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Patrom. Fondul Proprietatea and Hidroelectrica are the most valuable companies in 2010. with a market value
of 4 5bn eurps. 3 8bn ewos and 3 35bn ewros respectively. whereas in 2009 the top theee pesitions were held
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Fig. 10.10 Data that refer to top 100 most valuable companies in Romania (http://www.zf.ro/zf-
english/most-valuable-companies-in-romania-7723482/)

3.67 for “About Us”;

3.28 for “Contact Information”;

2.47 for “Careers” (the lowest);

3.67 for “Products and/or Services”;

3.18 for “Foreign Language Versions”;

3.68 for “Attractiveness”;

3.71 for “Navigation easiness” (the highest).


http://www.zf.ro/zf-english/most-valuable-companies-in-romania-7723482/
http://www.zf.ro/zf-english/most-valuable-companies-in-romania-7723482/
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http://www.pirelli.com
http://www.petrom.com
http://www.bat.com
http://www.linde-gas.ro
http://www.efts.ro
http://www.dacia.ro
http://www.bancatransilvania.ro
http://www.nokia.ro
http://www.groupama.ro
http://www.brd.ro
http://www.ursus-breweries.ro
http://www.eon-energie.ro
http://www.pepsico.com
http://www.arctic.ro
http://www.transelectrica.ro
http://www.selgros.ro
http://www.eon-gaz-romania.ro
http://www.enel.ro
http://www.schaeffler.ro
http://www.henkel.ro
http://www.cez.ro
http://www.holcim.ro
http://www.pgbalkans.com
http://www.cosmote.ro
http://www.apanovabucuresti.ro
http://www.conti-online.com
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http://www.jti.com
http://www.sif1.ro
http://www.unilever.ro
http://www.thecoca-colacompany.com
http://www.orange.ro
http://www.vodafone.ro
http://www.raiffeisen.ro
http://www.eximbank.ro
http://www.pmi.com
http://www.allianztiriac.ro
http://www.alphabank.ro
http://www.piraeusbank.ro
http://www.terapia.ro
http://www.kraftfoodscompany.com
http://www.bcr.ro
http://www.transgaz.ro
http://www.unicredit-tiriac.ro
http://www.alro.ro/home.ro.html
http://www.otp-airport.ro
http://www.bancpost.ro
http://www.banca-romaneasca.ro
http://www.nuclearelectrica.ro
http://www.romtelecom.ro
http://www.metro.ro
http://www.heineken.ro
http://www.eon-gaz-distributie.ro
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http://www.lukoil.ro
http://www.real-hypermarket.ro
http://www.schweighofer.at
http://www.lafarge.ro
http://www.arcelormittal.com
http://www.carrefour.ro
http://www.omniasig.ro
http://www.gspoffshore.com
http://www.alcatel-lucent.com
http://www.johnsoncontrols.ro
http://www.fondulproprietatea.ro
http://www.cec.ro
http://www.protv.ro
http://www.adpharma.ro
http://www.molromania.ro
http://www.tenaris.com/romania
http://www.heidelbergcement.ro
http://www.ing.ro
http://www.upc.ro
http://www.citibank.ro
http://www.hidroelectrica.ro
http://www.kaufland.ro
http://www.rcs-rds.ro
http://www.mnd.electrica.ro
http://www.porscheromania.ro
http://www.rbs.ro
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http://www.volksbank.ro
http://www.a1.ro
http://www.gdfsuez-energy.ro
http://www.cencraiova.ro
http://www.romgaz.ro
http://www.rompetrol-rafinare.ro
http://www.romstrade.ro
http://www.loto.ro
http://www.sifmuntenia.ro
http://www.cerovinari.ro
http://www.siftransilvania.ro
http://www.sifm.ro
http://www.eturceni.ro
http://www.elcen.ro
http://www.cj.electrica.ro
http://www.sifolt.ro
http://www.prieteniistiudece.ro
http://www.interagro.ro
http://shop.interbrands.ro
http://www.zf.ro/zf-english/most-valuable-companies-in-romania-7723482/
http://www.zf.ro/zf-english/most-valuable-companies-in-romania-7723482/
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The highest and the lowest results:

e The highest result was obtained by the website belonging to Pirelli Tyres—
http://www .pirelli.com/ (34 points and a mean value of 4.86);

e The lowest result was obtained by the website belonging to Interbrands—http://
www.shop.interbrands.ro/ (10 points and a mean value of 1.43).

10.6 Conclusions

Based on the final results of this comparative study shown on Table 10.2 we notice
that:

e All of the 97 websites examined failed to obtain the maximum score possible,
i.e. 35 points in the analysis of the common website pages/elements taken into
consideration;

e Three companies of the top 100 most valuable companies in Romania (year
2010) do not have websites—therefore we recommend building/creating such
sites;

e The analyzed websites are far from being perfect, and we recommend that their
administrators/webmasters pay more attention to the design, upgrade frequency,
and continuous improvement.

In order to obtain better results, one can increase the number of visitors who
evaluate websites, can use several Internet browsers (e.g. Internet Explorer,
Google Chrome, Opera, Mozilla, Konqueror, Netscape, Mozilla Firefox, Hot Java
Browser, etc.) under different operating systems (e.g. Windows, Linux, Solaris,
etc.), and different versions for the same browser and/or operating system.

Acknowledgments I am grateful to Ms. Monica Livia Cormos for revising this paper.

References

1. Gélfi VM, Koviacs LA, Chifu-Oros CI, Moldovan § (2005) Web presence of travel agencies
from Transylvania-Romania and Hungary. In: SINTES 12 international symposium, vol 3, XII
edn, pp 521-526, 20-22 Oct 2005, Craiova, Romania. http://www liciniu.ro

2. Kovacs LA, Rus VR, Chifu CI (2006) Case study on French, Greek and Romanian hotel
websites—a comparative approach. Int J Bus Res VI(1):163-170. http://www liciniu.ro


http://www.pirelli.com/
http://www.shop.interbrands.ro/
http://www.shop.interbrands.ro/
http://www.liciniu.ro
http://www.liciniu.ro

Chapter 11

Comparison of PI and Fractional PI
Controllers on a Hydraulic Canal Using
Pareto Fronts

Y. Chang

Abstract In evolutionary computation, a lot of research has been done on
multi-objective optimization (MOO). MOO is based on the concept of Pareto-
optimal sets, also known as, Pareto-optimal fronts. However, there has been very
little research done in comparing controllers using Pareto-optimal fronts. The
problem of designing controllers can be viewed as a MOO problem where we try
to optimize the performance, robustness and other characteristics of the controller.
This paper uses a plant model from a hydraulics application which compares a
proportional-integrator (PI) controller and fractional PI controller (FPI). A Pareto-
optimal front is generated for each of these controllers. Since each objective is an
extra dimension, if we optimize for n objectives then the Pareto-optimal front will
have n dimensions. Therefore it is difficult to compare the controllers visually.
Firstly, the number of dimensions is reduced using a feature selection technique
called population-based incremental learning (PBIL). The Pareto-optimal front
points are then classified using a nearest centroid classification. If the classification
accuracy is high then the centroid is a good representation of the cluster of points
(within the Pareto-optimal front under consideration). The centroids of two fronts
were then used to compare the PI and FPI controller.

11.1 Introduction

In the past few decades, there has been an increasing interest in the application
fractional-order calculus to engineering problems. In control engineering this
calculus has been used for system identification, PID controller design, lead-lag
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compensator design, and more [1]. As a particular example Feliu-Batlle et al. [2]
designed and compared two PI controllers implemented on a hydraulic canal. One
of the controllers was a classical PI controller and the other was a FPI controller.
The plant and controllers in the paper by Feliu-Batlle et al. are used as a case study
in this paper to further investigate the differences between classical and FPI
controllers, with a view to quantifying their relative performance.

The comparison of the controllers is performed by analyzing the Pareto fronts
generated by each controller. In essence, controller design simply tries to find the
optimal controller for a given plant in terms of a predefined cost function. How-
ever since controllers have characteristics that oppose each other (e.g. the response
time and robustness), improving the performance of one characteristic may reduce
the performance of at least one of the others. Therefore like most multi-objective
optimization (MOO) problems there is more than one solution and the main thrust
of our research is biased towards a posteriori decision making in MOO [3, 4].

By generating the set of optimal solutions for both the PI and FPI controller, a
quantitative comparison between the two controllers can be made [5, 6]. This was
done by Moore [5] by considering unary and binary hyper-volumes while Ho [6]
compared the controllers by using parallel co-ordinates and level diagrams.

11.2 Background
11.2.1 Fractional-Order PI Controller

There are many definitions for fractional-order operators [7]. One of the frequently
used definitions is the Riemann—Liouville definition, which is

D3 (1) :ﬁ(%)m/;%m (11.1)

for m—1 < o < m, where I'(-) is the Euler gamma function.

This definition can be used for both integration and differentiation. Using the
Laplace transform, it can be shown that for a signal x(¢):D*x(r) = s*X(s) where
o« > 0 and when initial conditions are set to zero. Therefore, a fractional-order
differential equation can be written as a transfer function:

a1s™ 4+ ars™ + ...+ a,s™

G(s) =
(5) bisPr + bysPr + ...+ b,sPr

(11.2)
where a;,b; € R and oy, f; >0 for 1 <i<m, I <j<n, m < n and once again
where the initial conditions are zero.

Fractional-order PID controllers are typically of the following forms

K,
Go(s) =K, + g—)] + Kps*  where 2,10 >0 (11.3)
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Clearly, when 4 =1 and p = 1 the controller is a classical PID controller.
The FPI controller, where u = 0, has also been a popular study because of its
simplicity since there are only three parameters that require tuning [8].

11.2.2 Pareto-Optimal Fronts

Controller design can be considered a MOO problem. The general MOO problem
can be defined as follows: to optimize

F(X)={A(X)....n(¥)} ez (11.4)

where X = (x1,...,X,) € D. Optimization is taken as meaning to either minimize
or maximize the objective functions depending on how the problem is defined.

A Pareto-optimal set of solutions to this problem is one where an objective
function cannot be improved by reducing the value on another objective function
[9]. Pareto optimality is based on the concept of Pareto dominance, where a vector
a is said to dominate vector b (denoted a > b) if and only if

Vie{l,...n}:fi(a) >fi(b) A
Jj e {1,...n} : fi(a) > f;(b)

For a given set, any decision variables that are not dominated by any other
decision variable in the set are called non-dominated. A set of non-dominated
variables is called a Pareto-optimal set or a Pareto-optimal front.

When searching for solutions to MOO problems, we try to find a set of solutions
that can approximate the Pareto-optimal front well [10]. The popular approaches to
solving MOO problems are evolutionary algorithms and more recently particle
swarm optimization [11, 12].

The two most important factors that are considered when searching for the front
are the convergence and diversity. Many indicators have been suggested to opti-
mize for both of these factors, however one of the more popular indicators in the
literature is the hyper-volume indicator that was first suggested by Zitzler and
Thiele [9]. This indicator has the advantage of being sensitive to any improvement
in the front [13] however calculating the indicator is computationally intensive
[14]. Figure 11.1 shows the hyper-volumes for a simple two-dimensional example.

(11.5)

11.3 Decision and Objective Space

This paper uses the plant and controllers from the paper by Feliu-Battle et al. [2] as
a case study. The plant transfer function is

K

) = T nman’ (11.6)
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Table 11.1 Plant parameter bounds
K T] Tz T
Minimum 0.234 7.921 0.383 2.6
Maximum 1.1 12.419 1.566 2.6

The parameters vary between the bounds shown in Table 11.1.

Feliu-Battle et al. designed a classical PI controller (which will be referred to as
the PI controller) and a FPI controller. The controller transfer functions are
respectively:

b, +b 0.2 +3.62
Cp(s) = 2218 22902 (117)

N N

and

bo +bis 02+32s
o 037

Crpi(s) = (0<i<l) (11.8)

Two Pareto-optimal fronts were generated, one for each controller. For the PI
controller, the decision variables were X = {bo,b;} and for the FPI controller:
X = {bo, b1, A}. Based on the values chosen for the controllers, the decision space
was restricted to 0 <by <5 and 0 <b; <3.

Ideally, the objective functions will be relatively anti-correlated and will have
many conflicts [15]. Having too many objectives can increase computation time
and make the data difficult to visualize. Also more objectives increase the size of
the objective space and therefore require more individuals to be generated to
sufficiently cover the space. However, not including an important objective may
result in a Pareto-optimal front that may not otherwise have been Pareto-optimal. It
is not always possible to know a priori what objectives are important. Therefore an
over-defined list of objective functions was preferable to an under-defined list.

In this study the following objectives were chosen to be minimized:

1. Maximum percentage overshoot
2. Damping factor
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. Settling time

. Rise time

. Bandwidth

. Integral error squared

. Integral error time squared
. Integral input squared

0NN N AW

These were chosen because they can be calculated (or approximately) from a
time domain analysis. Other objectives that may have been useful are the high
frequency gain, the phase and gain margins and more [4, 16].

However, these objectives are correlated with at least one of the other objec-
tives in the list. Also, there are obvious correlations between some of the chosen
objectives, such as between settling time and rise time.

11.4 Pareto-Optimal Front
11.4.1 Generating the Front

The “Objective-wise Multi-objective Optimization using Self-adaptive Differen-
tial Evolution” (OWMOSaDE) algorithm by Huang et al. [17] was slightly
modified and used to generate the Pareto-optimal set. In the original algorithm
when the maximum size of the archive is reached, less crowded individuals are
selected to spread out the solutions. Instead of using the harmonic average distance
as a crowding measure, an entropy-based diversity measure by Wang et al. [18]
was used. Wang et al. showed that the entropy-based diversity measure generated a
more diverse set of solutions than the harmonic average distance.

When calculating the values for the objectives of the FPI controller, the frac-
tional operator was approximated using the Oustaloup algorithm [19]. This is a
well-established method for approximating fractional operators using linear
transfer functions in the frequency domain [20]. A modified Oustaloup algorithm
has been proposed by Xue et al. [20] which is able to approximate over a larger
range of frequencies. However, this algorithm was not used because it was found
that after a number of trial simulations the algorithm occasionally generated
transfer functions with unstable poles.

Once the Pareto-optimal front had been generated, the set of decision variables
(two for the PI controller and three for the FPI) was used to calculate four more
objectives of the system:

. open loop phase margin
. open loop gain margin
. closed loop oscillations
. high frequency gain.

BN =

This increased the dimension of the front to twelve.
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11.4.2 Objective Reduction

There has already been some work done on reducing the number of objectives
[15, 21, 22]. Brockhoff and Zitzler [15] use the definition of d-conflict to determine
which objectives to remove. The idea is to remove the objective functions that do
not make an error larger than ¢ in the omitted objectives. However, this means that
the omission of objectives is dependent on the values. Therefore an objective that
is scaled in a small range is more likely to be removed than an objective with a
large range.

Therefore a feature selection approach was adopted. This was done using
standard population-based incremental learning [23]. The subsets of the features
were evaluated according to the number of points that were Pareto non-dominating
after the unselected features had been removed. Thus a subset of features X is
better than a subset Y if there are more non-dominating points. In this way, a
subset of features that preserved the Pareto-optimal front as faithfully as possible
was found.

The Pareto-optimal fronts could be reduced to four dimensions while retaining
89 % of the original fronts. The four final features that were used were:

. maximum percentage overshoot
. damping factor

. rise time

. closed loop bandwidth.

B W =

Removing one of these four features can preserve at most 75 % of the original
fronts.

11.5 Controller Comparison

When comparing two Pareto-optimal fronts, one of three situations will occur:

1. one front dominates all the points of the other front;

2. some points of front A are dominated by point from front B while other points
in A dominate points in B; and

3. no points of either front dominate each other because they are disjoint.

In the first case, the conclusion is simple—the one Pareto-optimal front is better
than the other and therefore one controller is better than the other controller. In the
second case, it is of interest to find in which situations A dominates B and vice
versa. The third case simply means that certain areas of the objective space can be
reached by only one of the controllers and other areas can only be reached with the
other controller. It is also interesting to characterize these areas.

The Pareto-optimal fronts for the PI and FPI controller were combined and only
0.436 % of the total number of points was dominated (i.e. 26 points out of 5968).
Therefore the two fronts are largely disjoint. Since the two fronts are almost
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Fig. 11.2 Centroids and 3D
scatter plots of overshoot,
damping factor and rise time
for PI and FPI controllers
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disjoint, classification techniques were used to reduce the number of points to a
tractable number. The aim was to be able to classify a point as either a PI or FPI
controller by comparing the distances to the centroids of each cluster (or Pareto-
optimal front). Therefore if most of the points can be correctly classified then the
centroids would be good representative points of their respective Pareto-optimal
fronts. So by examining the centroids, we are effectively comparing the two fronts.

A nearest centroid classification [24] was done on the raw data but the per-
centage of misclassifications was 43.45 %. Figure 11.2 shows a plot of the over-
shoot, damping factor and rise time for each controller. The figure shows that the
Pareto-optimal fronts are mostly disjoint. It can also be seen visually why the
misclassification rate is so high. Since the classification uses a Euclidean metric,
we can imagine a plane midway between the two centroids. Many of the points on
the side closer to the one centroid should be classified with the other centroid, and
vice versa.

To improve the classification, the following was performed. The two Pareto-
optimal fronts were combined into a single data set and normalized to a mean of
0.0 and standard deviation of 1.0. The data were then orthogonalized and whitened
[25] using singular value decomposition (SVD), i.e. if X is the normalized data
then

X=UxS*V" (11.9)

and the matrix U was used in place of X. A nearest centroid classification was then
performed on these new data and the percentage of misclassifications was 2.88 %.
This shows a large improvement in the classification accuracy.
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Fig. 11.3 Nearest centroid classification of the original Pareto-optimal front (leff) and a nearest
centroid classification after using SVD to orthogonalize and whiten the data (right)
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Fig. 11.4 Spherical clusters in the U-domain (leff) map to elliptical clusters in the X-domain
(right)

Figure 11.3 illustrates the principle of the classification using SVD. The figure
on the left shows how the points would be classified if a nearest centroid was used
on the raw data. The figure on the right shows the classification after normalization
and SVD using nearest centroid.

The centroids of each cluster were then remapped back into the objective space.
The values for each of the controllers are given in the first columns of Tables 11.2
and 11.3 respectively.

Another advantage to note about the use of SVD is that the map from U to X is
a matrix multiplication. Since matrix multiplication can be geometrically inter-
preted as rotations and scaling we can get an idea of approximate shape of the
Pareto-optimal front. For example if we consider clusters in the domain U as
hyper-spheres then these spheres will be hyper-ellipsoids in the X domain
(Fig. 11.4).

Lastly we can use the hyper-volume indicator to obtain an approximate measure
of how much one controller is better than the other, i.e. if the controller has a
higher hyper-volume then it either covers more of the objective space or is better at
minimizing the objective functions (or both) than the other controller.
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Table 11.2 PI controller centroid and the selected Pareto-optimal front points

Centroid A B C
Overshoot 35.6 34.2 35.1 32.1
Damping 0.39 0.33 0.37 0.38
Rise time 4.76 4.73 2.48 3.47
Bandwidth 0.726 0.40 0.726 0.53

Table 11.3 FPI controller centroid and the selected Pareto-optimal front points

Centroid A B
Overshoot 13.45 13.38 0.00
Damping 0.634 0.631 0.776
Rise time 48.5 2.01 48.2
Bandwidth 0.946 0.957 0.072
Fig. 11.5 Hyper-volume of Example Pareto-optimal Fronts
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The hyper-volume V- was calculated for the PI controller, the hyper-volume Vi
was calculated for the FPI controller and the points that were dominated when the
two Pareto-optimal fronts were combined Vo, (see Fig. 11.5 for a 2D example).
So,

Viaom = V. N Vg (1110)

The HypE algorithm by Bader and Zitzler [15] was used on the normalized data
to calculate the indicators. It was found that the hyper-volume of the PI and FPI
controllers were approximately the same:

Ve — Viom = 3010
VF — Viom = 3068
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Fig. 11.6 Closed loop step responses for the selected PI controllers (solid lines) and selected FPI
controllers (dashed line) for the worst case parameters for the plant



11 Comparison of PI and Fractional PI Controllers 145

11.6 Results and Discussion

The centroid for the PI controller cannot be practically implemented; therefore
three points were chosen that approximate the centroid as closely possible. The first
point (A) was chosen by ignoring the value of the bandwidth, the second (B) was
chosen by ignoring the rise time and the third (C) was a compromise between the
bandwidth and rise time. The value of the parameters is shown in Table 11.2.

The centroid for the FPI controller also cannot be implemented because of the
unreasonable rise time (see Table 11.3). Therefore two points were chosen: the
first (A) was as close to the centroid as possible (when ignoring the rise time) and
the other (B) was chosen because the rise time was the most similar to the cen-
troid’s rise time.

The closed loop step response for the PI and FPI controllers was then simulated
for the worst-case values of the plant.

Comparing the centroids we can see that the FPI controller gives less overshoot,
more damping and higher bandwidth but a slower rise time. Figure 11.6 shows the
closed loop step responses of the controllers given in Tables 11.2 and 11.3. These
simulations correspond to the predicted responses of the controllers.

A comparison of the Pareto-optimal fronts revealed that the fronts are almost
disjoint and therefore each controller covers a different region in the objective
space. Furthermore, using a hyper-volume indicator we can see that the space
covered by each of the controllers is very similar. However, it should be noted that
the hyper-volume indicator is dependent on the scale of each objective function.
Therefore the data were normalized to reduce this effect.

11.7 Conclusion

A comparison between PI and FPI controllers has been made using Pareto-optimal
fronts. This analysis was based on the paper by Feliu-Batlle et al. [2].

The original Pareto-optimal fronts consisted of twelve dimensions. However,
using population-based incremental learning, almost 90 % of the fronts could be
retained when considering only four factors: maximum percentage overshoot,
damping factor, closed loop rise time and the closed loop bandwidth.

Using the 4D Pareto-optimal fronts, a classification method was used to find the
centroids of the fronts. The centroids showed that, in general, FPI controllers have
less overshoot, more damping and less bandwidth, but a higher rise time.

The controllers cover different regions in the objective space and using the
hyper-volume indicator, it was shown that the size of these regions were
approximately equal.

Therefore, 90 % of PI controllers are neither inferior nor superior to FPI con-
trollers but rather the decision to use a PI or FPI controller depends on the problem.
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Chapter 12

Remote Sensing Investigation of Red Mud
Catastrophe and Results of Image
Processing Assessment

J. Berke, V. Kozma-Bognar, P. Burai, L. D. Kovats, T. Tomor
and T. Németh

Abstract Data collection with the help of remote sensing is significant in the field
of gathering information about the environment quickly and effectively. In case of
the red sludge disaster in Ajka, Hungary Oct. 4, 2010 our group of researchers
carried out an extensive remote sensing data collection with the co-ordination of
Science Council of the Committee of the Government Coordination Commission,
applying the most up-to-date technologies of remote sensing and data processing.
In this publication besides the main points in planning and executing air shots we
also summarize the results of data processing with image analysis during the
evaluation of the catastrophe and the compensation period.

12.1 Introduction

Hungary’s largest ecological disaster took place on October 4, 2010 at 1:30 p.m.
when the western dam of cassette X of the sludge reservoir, belonging to a
privately owned company, Magyar Aluminium Zrt (Hungarian Aluminum Co.),
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had ruptured. Due to the ruptured dam, a mixture of 1,600,000 m> (our calculated
value) of red sludge and water inundated the lower sections of the settlements of
Kolontér, Devecser and Somldévésdrhely via the Torna creek. The spilling red
sludge flooded 800 ha of surrounding areas. The most extreme devastation was
caused in the villages of Devecser and Kolontdr, which are located near the res-
ervoir [9].

Our group of researchers carried out an extensive remote sensing data collec-
tion with the co-ordination of Science Council of the Committee of the Govern-
ment Coordination Commission, applying the most up-to-date technologies of
remote sensing and data processing.

Besides remote sensing with the help of visible (VIS) devices, studies applying
Near Infrared (NIR), Far Infrared (FIR) cameras, and hyperspectral (HYS) devices
are getting more and more common [5, 6]. Applying FIR cameras (with a band of
8—14 pm) has become a general routine in the remote measurement of temperature
in case of objects, based on thermal radiation [1, 7]. There are frequent inspections
for identification of faulty spots with the help of devices of different manufac-
turers, mainly in the fields of electric network, machines and health care. The use
of FIR cameras for martial and provost purposes is also remarkable. In Hungary
there are investigations based on not only VIS, NIR and FIR recordings but in the
common fields. For aeronautic and on-the-spot measurements we have developed,
tested and applied devices with high resolution and an ability to record multi-
spectral/hyper-spectral image data. We have worked out unique diagnostic and
data processing methods to make the optimal integration of images deriving from
different methods and sensors possible. This complex knowledge allows us to
evaluate and reconstruct events having happened genuinely and also plays a great
role in prevention. With the help of control studies disasters could be avoided.

12.2 Purpose of Data Collection

The main purpose of remote sensing recording was to monitor the investigation of
environmental damage, to locate the area of contamination precisely, to estimate
the concentration of substances in the mud and to estimate the status of the flooded
area. We also aimed to provide geodetic data acquired with the help of remote
sensing, necessary for high-resolution visual information gained from specific
spectral ranges and for the realistic post-modelling of the event. Our further goal
was to provide information helping to reveal the causes leading to the tear of the
dyke and to make proposals on further studies to be carried out.
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12 Remote Sensing Investigation
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Fig. 12.1 Main type of images of data collection with the help of air-shot—Near Infrared (lef?),
Far Infrared (middle) and Visible (right)

12.3 Data Recording

The peculiarity of this event needed unique planning and implementation. Data
collection with the help of remote sensing—according to the complex aims—was
carried out by a number of experts participating the project. Besides, we paid
special attention to on-the-spot data collection at the time of air-shots, to the
opportunity of processing the different remote-sensing technologies and to the
collection of data corresponding both short and long term processing goals.
Table 12.1 and Fig. 12.1 shows basic data about the images gathered during our
flights and air-shots.

12.4 Data Processing

Before the assessment of images the necessary pre-processing tasks had been
carried out: synchronization in time and place, filtration of optical and sensor-
made noise, radiometric and geometric correction. During the processing of data
we partly used our innovative programs (Spectral Fractal Dimension (SFD) based
processing [2, 3] processing of FIR images [7]), and also special GIS and image
processing software (ITT ENVI, Specim CaliGeo, Erdas Imagine, ESRI ArcGIS).

12.5 Results

The evaluation of data provided by different remote sensing technologies was
carried out in parallel, in consideration of the seriousness of the situation, applying
unique and integrated data processing methods. With the help of our own method
based on the fractal system we identified the noisy bands, the optimal image bands
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from among the hyperspectral, VIS, NIR and FIR images [8] and also the muddy
areas based on Spectral Fractal Dimension curves [3, 4], (Fig. 12.2).

In order to compute Spectral Fractal Dimension (more than two image layers or
bands and equal to spectral resolution), the definition of spectral fractal dimension
can be applied to the measured data like a function (number of valuable spectral
boxes in proportion to the whole number of boxes), computing with simple
mathematical average as follows [3, 4]:

SFDpeasured = (121)
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Fig. 12.4 Identification of wet and dry areas near the reservoir in lateral’s thermo-shot

where

e n—number of image layers or bands.

e S—spectral resolution of the layer, in bits.

e BM;—number of spectral boxes containing valuable pixels in case of j-bits.
e BT;—total number of possible spectral boxes in case of j-bits.

The number of possible spectral boxes (BTj) in case of j-bits as follows:
BT; = (25)" (12.2)

Based on the air-shots we have defined the movements involving the Northern
wall of the dyke together with their causes and we have localized the cut-off points
and the slivering of the wall (Fig. 12.3).

We have identified the wet, leaking areas in the images shot near the reservoir.
During the lateral examination of the wall of the dyke we studied clues alluding to
cracks and leaks (Fig. 12.4).

Considering the reference surfaces we have managed to define the elevation of
mud in the reservoir before the tear of the dyke and also the amount of mud
flooding out of the reservoir. The reference level of the sludge in the reservoir
before the tear was defined with the help of data gained with stereo evaluation of
air-shots in September 2010. The area after the tear of the dyke was given by a
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Fig. 12.5 The LIDAR image used for the definition of the amount of mud having flooded out of
the reservoir

measurement with LIDAR technology (Fig. 12.5). The volume between the two
areas was defined by their intersection. The’reconstruction’ of the broken piece of
wall was also made based on the shots above. We have also defined the cross-
section and longitudinal section of the reservoir.

After the geometric and radiometric correction of hyperspectral images we
classified the area. We applied the Spectral Angle Mapper (SAM) method for the
impoundment of the flooded area based on spectra on-the-spot.

We applied different classes (end members) according to the surface cover. The
wet phase, with dry matter content less than 30 %, was defined separately. When
applying the SAM, the angle value was optimized based on the control areas. After
the area impoundment we defined the spectra correlating with the thickness of mud
(in case of a mud with 30-70 % by mass) with the help of regression analysis,
based on on-the-spot samples. Based on the Red Mud Layer Index (RMLI)
calculation from the 550 nm and the 682 nm band cassette.

B682 nm — B549 nm
RMLI = 12.3
B682 nm + B549 nin ( )

we defined the threshold values for four thickness categories of previously marked
areas (Fig. 12.6).

Based on data from the assessment further analysis and modelling processes
have been carried out: a simulation of the tear of the dyke, suffusion intensity
calculation and spread modelling. Based on our analysis operational steps have
been taken by the authorities: planning and building of embankment, planning of
prevention and preparation of compensation.
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Fig. 12.6 Hyperspectral mosaic (RGB) and areas covered by layers of different thickness

Scientific duties have been assigned in case of a catastrophe and methodolog-
ical protocols have been defined.
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Chapter 13
802.11e QoS Performance Evaluation

Yunus Simsek and Hetal Jasani

Abstract Wireless networks have become a tremendous network solution for
home and enterprise users, without worrying about wire, and mobility. With IEEE
802.11e Wireless Local Area Networks (WLAN), we have implemented Quality
of Service (QoS) to our wireless network that provides significant improvements
for high-priority QoS traffic. However, these improvements have a negative per-
formance impact to lower-priority traffic, such as HTTP, FTP etc. In this paper, we
examine two IEEE 802.11e QoS functions which are Point Coordination Function
(PCF), and Hybrid Coordination Function (HCF). We also examine their negative
effects on performance of lower-priority traffic in two different WLAN infra-
structures which are Basic Service Set (BSS) and Extended Service Set (ESS),
using OPNET Modeler software. We evaluate the impact of high-priority traffic
(with QoS enabled) on low-priority-traffic when they use the same access point.
All of the simulation results proved that it has a significant detrimental impact to
low-priority-traffic. Performance of HTTP, FTP, and database traffic drops when
VoIP and video applications are using same access point.
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13.1 Introduction

Nowadays, with the growing needs of mobility and demands of accessing infor-
mation anywhere, anytime with the simplest setup, a significant decrease in price
of wireless equipment, and no-cabling need, brought Wireless Local Area Network
(WLAN) one step closer to becoming a dominant real-world solution for either
business or home users. The high demand of mobility brought a quality service
problem with it, which can cause a lower performance on critical delay sensitive
applications, such as Voice over Wireless LAN and streaming videos. The IEEE
802.11e is a validated improvement to the IEEE 802.11 standard that defines a set
of Quality of Service amendment for WLAN applications through modifications to
the Media Access Control (MAC) layer. This standard is mainly considered for
significantly important delay-sensitive applications, such as Voice over Wireless
LAN and streaming multimedia [1]. In this section, we introduce the BSS, ESS,
DCEF, PCF, and HCF.

13.1.1 Basic Service Set

Basic Service Set (BSS) is the basic function of the IEEE 802.11 WLAN defined
in the IEEE 802.11-1999 standard. The BSS refers to the group of networking
stations communicating with one to another by using single access point (AP). In

BSS structure, an AP acts as a master controller to the networking stations [2]
(Fig. 13.1).
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Fig. 13.2 Extended service
set

13.1.2 Extended Service Set

BSS cannot support mobility and roaming. Extended Service Set (ESS) is a set of
two or more APs that works in same network. It is a combination of Basic Service
Set (BSS) that form a single network [3]. Since ESS is using multiple APs, it can
be used for many users over a wider area. APs are positioned such a way that it
facilitates roaming (Fig. 13.2).

13.1.3 Distributed Coordination Function

To share the medium between multiple stations, some channel access method is
needed. The basic 802.11 MAC layer uses the distributed coordination function
(DCF) as channel access method. DCF relies on Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) in order to perform its duty [4].

13.1.4 Point Coordination Function

Point Coordination Function (PCF) is a Media Access Control (MAC) procedure that
is used in IEEE 802.11 WLANS [5]. The PCF option has been implemented in IEEE
802.11 in order to provide contention-free data transmission and to support time-
bounded services as well as data, voice or mixed [6]. In PCF, the AP takes point
coordinator role, and it controls the medium access in a poll-and-response manner.
The time period during the PCF operates is called the contention-free period (CFP).
Before CFP starts the AP works under DCF, but it causes to use of the priority inter-
frame space (PIFS) to seize medium, and then sends out beacon packet in duration of
the CFP to each station one at a time to give them a turn to send data. The AP is the
coordinator. Although this allows for a better management of QoS, PCF does not
define classes of traffic as is common with other QoS systems [7].
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13.1.5 The IEEE 802.11¢ MAC Protocol

DCF works well enough for data transmission. However, it is not efficient for real
time traffic to provide better QoS. PCF is better, but many wireless manufacturers
have decided not to facilitate the optional PCF service in their equipment [8]. The
IEEE 802.11e draft specifies some improvement to provide QoS over WLANs
through a new coordination function: the hybrid coordination function (HCF).
According to draft, there are two methods of channel access: HCF Controlled
Channel Access (HCCA) and Enhanced Distributed Channel Access (EDCA).
EDCA defines four different streams or traffic categories [9]. HCCA is a new form
of PCF and is based on polling. EDCA is good for enterprise business settings and
while HCCA is more appropriate for home environment [10].

13.2 Performance Evaluation
13.2.1 Quality of Service Impact on WLAN Performance

Even though QoS has significant improvement for high-priority-traffic, it also has
high cost for low-priority-Traffic, which can cause a significant negative impact on
HTTP/FTP based traffic. We prove this by running several simulations on two
different infrastructures to see these impacts.

Before implementation of the new wireless network, it is crucially important to
evaluate network infrastructure based on: the number of client, structure of building,
and external factors, etc. There are few softwares available on the market that can
offer real-time network simulation without highly cost of equipment and waste of
time. OPNET is a networks modeler tool that was designed by OPNET Technologies
Inc, and can provide a powerful network simulation to user [11]. In this paper, we use
OPNET Modeler version 16.0. OPNET Modeler incorporates a detailed and accurate
model of the physical channel and of the IEEE 802.11 MAC layer [8].

13.2.2 Performance Measurement Units

In this paper, we collect Network Delay, Network Load, Throughput and Media
Access Delay.

e Network Delay—represent end to end delay of all the packets that received by
the WLAN nodes and it forwards all the packets to the higher layer. When the
access point enabled this delay includes medium access delay at the source
MAC, reception of all the fragments individually, and transfers of the frames via
access point.
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e Load—the load indicates total bits submitted to wireless LAN layers.

e Network Throughput—the throughput is an average rate of successful message
delivery over a physical or logical link or passes through a certain network node.
It is typically measured in bits per second [12].

e Media Access Delay—Represent the global statistic for the total of queuing and
contention delays of the data [13].

e Object Response Time (sec)—represent response time for each inlined object
from the HTML (web) page.

e Page Response Time (sec)—represent time required to retrieve the entire page
with all the contained inline objects [13].

e FTP Download Response Time (sec)—represent time elapsed between sending
a request and receiving the response. It measured from the time a client sends a
request to the server (FTP server) to the time it receives a response packet [10].

e Database Entry Response Time (sec)—represent time elapsed between sending
a request and receiving the response packet [13].

e Database Query Response Time (sec)—represent time elapsed between sending
a request and receiving the response packet [13].

13.3 Simulation Results

13.3.1 First Scenario (HCF/PCF Enabled on BSS Infrastructure)
vs. (HCF/PCF Disable on BSS Infrastructure)

In order to perform our first scenario we have created 2 voices, 4 FTP, and 2 web
nodes with 1 access point on 3 floors in the building. In this scenario, we examine two
different QoS on the same infrastructure (BSS) by running 15 min simulation in
OPNET Modeler. We collected the statistics of network delay, network load,
throughput, and media access delay. In order to make appropriate conclusion we had
to run simulation over 10 min, since longer traffic always has a big impact to network
traffic. The results have been obtained in Overlaid Statistics and average mode and
shown Figs. 13.3, 13.4, 13.5, 13.6 and 13.7.

As we can see when HCF/PCF are not enable(Blue Line) network delay is low,
but when we enable HCF/PCF then it immediately starts to increase network
delay. As we can see, the same affect occurs here also, when HCF/PCF disable
(Blue Line) Network load is higher, when it is not Network Load is low. The same
affect is almost seen here as well, HCF/PCF enable mode extremely affects delay.
Even though we get really close results in this graph, HCF/PCF Enable mode (Red
Line) still has impact to Throughput.
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Fig. 13.7 Throughput
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13.3.2 Second Scenario (HCF/PCF Enabled on ESS
Infrastructure) vs (HCF/PCF Disable on ESS
Infrastructure)

In order to perform our second scenario we have created 9 wireless nodes with 3
access points on 4 floors in the building as shown in Fig. 13.8. In this scenario, we
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Fig. 13.9 Network delay

Fig. 13.10 Media access
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examine two different QoS on the same infrastructure (ESS) by running 10 min
simulation in OPNET Modeler.

After running 10 min simulation on OPNET Modeler, we have successfully
collected Network Delay, Network Load, Throughput, and Media Access Delay
statistics. The results have been obtained in Overlaid Statistics and average mode
and shown Figs. 13.9, 13.10, 13.11, 13.12, and 13.13.

It seems in Fig. 13.8, when we enable QoS on Extended Set Service infrastructure
it significantly started to impact Performance by increasing delay. It seems
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Fig. 13.11 Network load

Fig. 13.12 Throughput
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Fig. 13.9, enabling QoS also has negative impact on load by decreasing load per-
formance on low-priority-traffic in Extended Set Service infrastructure. It is obvious
that the QoS has a big impact on Media Access Load as we see in Fig. 13.10 We can
ensure that the QoS also has a negative impact on Throughput.
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Fig. 13.13 ESS Network
deployment map in OPNET
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13.3.3 Third Scenario Evaluating HTTP/FTP Services
on PCF/HCF Enable Mode in ESS Infrastructure

{

In our third scenario, we examine how QoS service can affect low-priority
traffic by running simulation on HTTP and FTP services in Extended Set
Service (ESS) Infrastructures. In order to perform our third scenario we have
created 9 wireless nodes with 3 access points on 4 floors in the building as
shown in Fig. 13.12 and we set the OPNET simulator to run 10 min simulation
in OPNET Modeler.

After running 10 min simulation on OPNET Modeler, we have successfully
collected FTP Download Response time (sec), FTP Upload Response time (sec),
HTTP object response time (sec) and HTTP page response time (sec) statistics.
The results have been obtained in Overlaid Statistics and average ode and shown
Figs. 13.14, 13.15, 13.16 and 13.17

Since FTP is low-priority-traffic, QoS has significant negative impact to FTP
download response time as seen in Fig. 13.14 We have seen the same result FTP
Upload Response time as well. QoS also has a negative impact on HTTP traffic
too, as it is seen in Fig. 13.17 We can see the same impact HTTP page Response
as well.



168 Y. Simsek and H. Jasani

response time _J average (in Ftp.Download Response Time (sec)) @@@

B NEWW_1332_WLAN_ref-HCF_PCF_Not_Supported_on_Ess-DES-1
B NEW_1332_WLAN_ref-HCF_PCF_Supported_on_Ess-DES-1

e average (in Fip Download Response Time (sec))

a0

70

B0+

504

404

304

204

10
0- T T T T T
Ornin 2min Amin Bmin Bmin 10min

Fig. 13.15 HTTP object :Jﬂverage (in HTTP.Object Response Time (seconds)) @@@
response time W NEW_1332_WLAN_ref-HCF_PCF_Not_Supported_on_Ess-DES-1
B NEVY_1332_WLAN_ref-HCF_PCF_Supported_on_Ess-DES-1

DB0" average (in HTTP .Object Response Time (; ds))

0.70

i [\/‘/J\/—\

0.50

0.40

10.30

0.20

010+

om- T T T T T

Omin 2min 4min Emin Bmin 10min

13.3.4 Fourth Scenario Evaluating Database Performance
on PCF/HCF Enable Mode in ESS Infrastructure

The growing demand of Mobility is the main reason that explains why Wireless
technologies are everywhere in our life. The same reason is why a growing number
of businesses are implementing 802.11 Wireless to their work environment. As we
know, database is the main concern for either performance or security, and there
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are a variety of database softwares being used by most of the companies. In this
scenario, we examine Database performance on 802.11e QoS enabled Wireless
Local Area Network in Extended Set Service infrastructure.

After running 10 min simulation on OPNET Modeler, we have successfully
collected Database Entry Response time (sec) and Database Query Response time
(sec) statistics. Results have been obtained in Overlaid Statistics and average mode
and shown Figs. 13.18 and 13.19.



170

:E average (in DB Entry.Response Time (sec))

Y. Simsek and H. Jasani

9[(=1[c3)
B NEW_1332_WLAN_ref-HCF_PCF_Not_Supported_on_Ess-DES-1 .
B NEW_1332_WLAN_ref-HCF_PCF_Supported_on_Ess-DES-1

average (in DB Entry Response Time (sec))

114

Fig. 13.18 Database entry response time
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As we see in Fig. 13.18, the QoS has the worst impact to Database Perfor-
mance. QoS has a significant worse impact on Database query response time as
well. If we consider business environments, there are thousands of queries exe-
cuting every minute which can cause significant delay for them to get a response
from the queries when we enable QoS on the same Wireless LAN AP.

13.4 Conclusion

We have evaluated Quality of Service (QoS) impact on low-priority-traffic when
they use the same access point. With IEEE 802.11e, we have implemented QoS to
our wireless network that provides significant improvements for high-priority QoS
traffic. However, these improvements have a negative performance impact to
lower-priority traffic, such as HTTP, FTP etc. We examined two IEEE 802.11e
QoS functions which are Point Coordination Function (PCF), and Hybrid Coor-
dination Function (HCF). We also examined their negative effects on performance
of lower-priority traffic in two different Wireless Local Area Networks (WLAN)
infrastructures which are Basic Service Set (BSS) and Extended Service Set (ESS),
using OPNET Modeler. We evaluate the impact of high-priority traffic (with QoS
enabled) on low-priority-traffic when they use the same access point. All of the
simulation results proved that it has a significant detrimental impact to low-pri-
ority-traffic. Performance of HTTP, FTP, and database traffic drops when VoIP
and video applications are using same access point. When we need to use VoIP or
video streaming services, we should move them to another access point and let
them work in Voice and Video streaming client with their access point in order to
get better performance.
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