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Preface

This book includes the proceedings of the International Joint Conferences on
Computer, Information, and Systems Sciences, and Engineering (CISSE 2011). The
proceedings are a set of rigorously reviewed world-class manuscripts presenting
the state of international practice in Innovative Algorithms and Techniques in
Automation, Industrial Electronics, and Telecommunications.

CISSE 2011 is a high-caliber research for research conferences that were
conducted online. CISSE 2011 received 260 paper submissions and the final
program included 107 accepted papers from more than 80 countries, representing
the six continents. Each paper received at least two reviews, and authors were
required to address review comments prior to presentation and publication.

Conducting CISSE 2011 online presented a number of unique advantages, as
follows:

• All communications among the authors, reviewers, and conference organizing
committee were done online, which permitted a short 6-week period from the
paper submission deadline to the beginning of the conference.

• PowerPoint presentations, final paper manuscripts were available to registrants
for 3 weeks prior to the start of the conference.

• The conference platform allowed live presentations by several presenters from
different locations, with the audio, and PowerPoint transmitted to attendees
throughout the Internet, even on dial-up connections. Attendees were able to ask
both audio and written questions in a chat room format, and presenters could
mark up their slides as they deemed fit.

• The live audio presentations were also recorded and distributed to participants
along with the powerpoint presentations and paper manuscripts within the
conference DVD.
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The conference organizers and we are confident that you will find the papers
included in this volume interesting and useful. We believe that technology will
continue to infuse education thus enriching the educational experience of both
students and teachers.

Bridgeport, CT, December 2011 Khaled Elleithy
Tarek Sobh
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Vojtěch Merunka and Jakub Tůma
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Chapter 1
Change Rate Concepts and their
Realization in the MM&S: A Computer
Program for Modeling and Simulation
of Dynamic Systems

Nguyen Van Sinh

Abstract The concept of ‘‘four element groups’’ means that all elements of a
dynamic system can be divided into four groups: (1) constant elements, (2) state
elements, (3) intermediate elements, (4) listed elements. This concept is realized in
my MM&S-computer program with two facts. The first one is that four above
mentioned element groups are correspondingly assigned four symbols: circle,
square, rhombus, circle with three signs (these signs signal how we should handle
this listed element at time point where its value has not been declared). These
symbols are used to draw simulation scheme of interaction of the system elements.
The concept of ‘‘change rate’’ means that every state element has a change rate as
its attribute. Other elements of the system affect current state element by affecting
its change rate. The current state element affects other elements of the system with
its value. This concept is realized in my MM&S-computer program with the fact,
that the links connect the state elements directly. In case if a state element has a
incoming link, we understand that the change rate of this state element is being
affected. Once change rate is an attribute of the state element, the value of the state
element can be automatically used for the calculation of change rate. Realization
of these above concepts make the simulation scheme of a dynamic system more
clear and simple. This paper gives the reasoning for these concepts and also
describes the model formats, model calculation in MM&S-computer program.
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1.1 Introduction

Dynamic systems have been studied since long time ago [1–6]. The system ele-
ments have also been classified [1, 6, 7 ]. However the modeling and simulation
software have been based on the black-box concept with inputs and outputs. An
example is the widely used STELLA software of the ISEE SYSTEMS [8] (for-
merly High Performance Systems Corporation) [7]. The simulation diagram that is
based on this black-box concept can not provide a good visualization of the system
structure: even a real state element of the system must be presented here as a
black-box with input and output; one can not recognize from the simulation dia-
gram, whether an element is a constant or intermediate one, because they have the
same symbol (a circle).

In a dynamic system we can find elements of different ‘‘mathematical nature’’.
Some elements do not change their value forever or at least during the time we
observe the system. Some elements change their value but we can determine their
value at any time by measuring, weighting, counting,…, though it is sometime
very difficult. Some elements change their value and their value at a time can only
be calculated from the value of the other elements. And finally, some elements
change their value over time but their value are given at all or some time points of
the time period when we observe the system (the values of the element are listed).
Based on these facts a concept of ‘‘four element groups’’ can be formulated which
means that all elements of a dynamic system can be divided into four groups:

1. Constant elements,
2. State elements,
3. Intermediate elements,
4. Listed elements.

Each state element changes its value over the time. The change rate of a state
element can be negative or positve at a time. Not all the state elements have inflow
and outflow. Instead, inflow and outflow are only typical for state elements of
mechanical nature, the state elements of biological nature can grow. Based on
these facts a concept of ‘‘change rate’’ can be formulated which means that every
state element has a change rate as its attribute. Other elements of the system affect
current state element by affecting its change rate and the current state element
affects other elements of the system with its value.

These two concepts make the basis for the new design of the MM&S—a
computer program for modeling and simulation of dynamic systems. The program
is free available at the website of the Institute of Ecology and Biological Resources
[9]. Further in this paper is the introduction to the new version of MM&S com-
puter program as an explanation of how these above two concepts have been
implemented.
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1.2 Materials and Methods

Delphi XE Professional Workstation ESD (item number: 2010111885211109) of
the Embarcadero company [10] has been used to create MM&S computer
program.

Four child windows have been designed for handling different tasks:

1. Child window with text editor for processing text model;
2. Child window with paint box for drawing and viewing simulation graphs;
3. Child window with paint box for processing simulation diagram and integrated

model;
4. Child window with table grid for displaying results of simulation calculation.

All these child windows are managed by a multiple document interface—the
main window (Fig. 1.1).

To visualize the system structure on the simulation diagram, four images have
been used in MM&S to represent elements of the four above mentioned element
groups: a square for state elements, a rhombus for intermediate elements, a circle
for constant elements and a circle with three plus/minus signs inside for listed
elements (Fig. 1.2). This is the implementation of the first concept (the ‘‘four
element groups’’ concept) in simulation diagram. From the simulation diagram we
can recognize the element group of a certain element through its symbol.

The links in the simulation diagram show the interactions between system
elements. The state elements don’t have input and output, and incoming links of a
state element specify the elements that affect its change rate. This means that the
expression for calculating of the change rate of this state element has to include

Fig. 1.1 Interface of the
MM&S
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these affecting elements. The outgoing links of a state element specify the ele-
ments that are affected by this state element. This is the implementation of the
second concept (the ‘‘change rate’’ concept) in simulation diagram.

1.3 User Interface of MM&S

1.3.1 Declared file formats of MM&S

MM&S declared following file formats:

1. The Text model format: the extension is ‘.ptm’; the symbol is:

2. The Simulation graph format: the extension is ‘.stm’; the symbol is:

3. The Simulation diagram format: the extension is ‘.vec’; the symbol is:

4. The Table format: the extension is ‘.tbl’, the symbol is

Once the MM&S program has been installed with using installation file, double
clicking on a file name of one of this file types in Windows Explorer of Microsoft
Corporation will cause MM&S starting with opening the file.

Fig. 1.2 The simulation
diagram child window
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1.3.2 Buttons of MM&S and their functions

In MM&S we have two toolbars: one on the main window and the other on the
simulation diagram child window. The functions of the most important buttons are
as following:

Open button: display an open dialog box for choosing a file for its opening.

Save button: display an save dialog box for choosing a file for its opening.

Track bar: change the graph drawing speed (if graph child window is active).

Graph button: start the graph drawing procedure.

Up-down bar: change the size of the graph (if graph child window is active), or
change the size of simulation scheme (if simulation scheme child window is
active), or change the cell size of the table (if the table child window is active).

Symbol buttons: choose symbol to draw state element, intermediate element, listed
element, constant element in the simulation scheme.

Link button: start drawing a link.

Delete button: start deleting an element in the simulation scheme.

Check button: start checking the integrated model of the current simulation
scheme.
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Run button: run a text model in a saved file (if clicking on this symbol on the
toolbar of the main window) or run the integrated model of the simulation scheme
(if clicking on this symbol on the toolbar of the currently active simulation scheme
child window.

Export button: to export the integrated model of the simulation scheme to a file
(*.ptm).

Switching button: to switch between displaying full element name and variable
name.

1.3.3 Text Model Child Window

To create a new text model child window, from the main menu we choose ‘Text
model/New window’. In this child window we can enter or open a model of text
format and edit it. In a model each element is represented by a variable.

The format of a text model in MM&S (see Fig. 1.1: the left bottom child
window) is as following:

– The first three lines are dedicated to declaring the time frame of the model: the
time when the simulation starts, the time when the simulation ends, and the
duration of a simulation step. Each line starts with brackets and one star inside,
then the key words (STARTTIME, ENDTIME, and TIMESTEP), equal sign,
and the time values.

– The next part of the model begins with a keyword ‘CONSTANT_ELEMENTS’.
It signals that all constant elements of the model will be declared here. Every
constant element is declared in one line: starting with brackets and one star
inside, the variable name of the constant element, equal sign, and the value of
the constant element at the end.

– The third part of the model begins with a keyword ‘LISTED_ELEMENTS’. All
listed elements are declared in this part. Every listed element is declared in one
line: starting with brackets and one star inside that are followed by the variable
name of the listed element, equal sign, forward slash and three plus/minus signs,
and the declaration of the values of the listed element. Each value declaration
begins with one forward slash sign that is followed by the time value, equal sign,
and then the value of the listed element. The three plus/minus signs signal the
neccessity of calculation of missing values based on the available ones for the
time interval before the first available value (the first sign), for the time interval
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between the first and the last available values (the second sign), and for the time
interval after the last available value (the third sign). A plus sign means that the
missing values should be calculated, the minus sign means that the value of zero
should be assigned to the missing values in current interval.

– The fourth part of the model begins with a keyword ‘INTERMEDI-
ATE_ELEMENTS’. All intermediate elements are declared in this part. Every
intermediate element is declared in one line: starting with brackets and one star
inside that are followed by the variable name of the intermediate element, equal
sign, and the expression for calculating the intermediate variable at the end.

– The last part of the model begins with a keyword ‘STATE_ELEMENTS’. In
this part every state element and its change rate are declared in two lines. The
state element is declared in the first line: starting with brackets and one star
inside, then the variable name of the state element, equal sign, and the initial
value of the state element at the end. The second line is used for declaration of
the change rate: starting with brackets and two stars inside, the name of the
change rate (normally built by combining prefix ‘changerate_’ and the variable
name of the state element), equal sign, and the expression for calculating the
change rate at the end.

Following is the text model of Biomass-Litter dynamics:

[*]STARTTIME = 0
[*]ENDTIME = 18
[*]TIMESTEP = 1
CONSTANT_ELEMENTS
[*]decompositionrate = 0.01
LISTED_ELEMENTS
[*]falloffrate =/+++/3 = 1/7 = 2/9 = 6/12 = 3/16 = 2
[*]growthrate =/+++/2 = 2/4 = 5/8 = 3/12 = 1/15 = 4
INTERMEDIATE_ELEMENTS
[*]falloffamount = biomass*falloffrate/100
[*]reductionoflitter = litter*decompositionrate
[*]biomassincrease = biomass*growthrate/100
STATE_ELEMENTS
[*]litter = 5
[**]changerate_litter = falloffamount-reductionoflitter
[*]biomass = 1000
[**]changerate_biomass = biomassincrease-falloffamount

As we see, the format of text model has clearly shown the implementation of
the ‘‘four element groups’’ and of the ‘‘change rate’’ concepts.

The text model should be saved to a file with extension ‘.ptm’. We can run the
text model from a file by clicking on the run button of the main window toolbar or
by choosing submenu item ‘Conduct/Run a model’.
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1.3.4 Simulation Diagram Child Window

This child window has its own toolbar with buttons for drawing simulation dia-
gram (see Fig. 1.2). To draw an element symbol we click on the button with that
symbol and then click on the place in the child window where we want to put it. To
draw a link between two elements we click the left mouse button on the affecting
element and keep the left mouse button down while moving the mouse to the
affected element, then release the left mouse button. The start of a link is marked
with a blue circle and its end is marked with a red arrow. To move an element or
an end of a link, click on it and hold the left mouse button down while moving the
mouse. To delete an element symbol, we click on the delete button then click on
element we want to delete. To delete a link, we click on delete button then then
click on the begin or the end of the link.

To enter the model into the simulation diagram, we double click on the symbols
of system elements: in the appeared dialog boxes we type in the element names,
variable names, values and expressions for calculating variables and change rates
(Figs. 1.3, 1.4, 1.5, 1.6).

The simulation diagram should be saved to a file with extension ‘.vec’. To
check the completeness of the simulation scheme we click on the check button.
Once the simulation diagram is complete, we can run the model from the simu-
lation diagram by clicking run button on the toolbar of the simulation diagram
child window, or we can export the model from the simulation diagram to a text
model file by clicking export button.

Fig. 1.3 Dialog box for
constant element in
simulation diagram
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1.3.5 Simulation Graph Child Window

In MM&S we can simulate changes of the elements of a system by drawing time
graph or phase graph (Figs. 1.7, 1.8). After simulation calculation we can draw
graphs. To do this we can choose ‘Conduct/Draw a graph’ menu item or click on
the graph button on the toolbar of the main window.

Several computer graphic techniques have been used in MM&S to enhance
visualization: we can better trace the changes of system elements by changing the

Fig. 1.4 Dialog box for
listed element in simulation
diagram

Fig. 1.5 Dialog box for
intermediate element in
simulation diagram
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Fig. 1.6 Dialog box for state
element in simulation
diagram

Fig. 1.7 Phase graph of
biomass-litter dynamics

Fig. 1.8 Time graph of
biomass and litter
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graph scale (with using up-down bar), by changing the graph drawing speed (with
using track bar), or by pausing the graph drawing process (by clicking on the graph
area while the graph is being drawn in slower mode).

By setting range for the initial value of a state element or for the value of a
constant element (Fig. 1.9) before drawing graph, we can make analysis on sen-
sitivity of other system elements to the changes of these elements. The software
will conduct simulation calculation for all the changing range of the constant
element or of the initial value of the state element that is used for sensitivity
analysis and draw graph after each calculation. The effect of changing graphs
shows us the sensitivity of the system elements to the changes of the element that
has been chosen to make sensitivity analysis. While doing the sensitivity analysis
we can also pause drawing graph or draw graph in a slower mode to have a closer
look on the changes of the system elements.

The graph can be saved in the picture format (*.bmp) or in the stream format
(*.stm). When the graph has been saved in the stream format, we can open it in
MM&S and draw in slower mode, pause drawing graph or change the size of the
graph, without simulation calculation (standalone simulation graph).

1.3.6 Table Child Window

After conducting simulation calculations, MM&S automatically post all the results
in a new table child window (Fig. 1.10). The table can be saved to a file with
extension ‘*.tbl’.

In the first fixed row we can see the number of the column. The names of the
variables are displayed in the second fixed row. The third fixed row is used for
displaying the values of constant elements, or the initial values of state elements,

Fig. 1.9 Dialog box for
drawing graph and sensitivity
analysis
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or the expressions for calculating the values of the intermediate elements or of the
change rates of state elements. The initial values of system elements are calculated
if needed and displayed in the fourth fixed row.

The first column of the table contains the number of the calculation steps. The
other columns contain the results of simulation calculation.

We can copy the table and past to other word processing software, or save the
table in a text file by choosing menu ‘Table/Save in text file’, or save the table in a
Excel file by choosing menu ‘Table/Save in excel file’.

1.4 Conclusions

By using four symbols to represent elements of the four element groups (a square
for state elements, a rhombus for intermediate elements, a circle with three plus/
minus signs inside for listed elements, and a circle for constant elements) MM&S
enhances very much the visualization of the system structure. From the simulation
diagram we can recognize the ‘‘mathematical nature’’ of each system element.

Change rate as an attribute of a state element in MM&S replaces the input and
output of the softwares that have been designed based on the black box concept. In
MM&S the links connect the state elements directly. In case if a state element has
an incoming link, we understand that the change rate of this state element is being
affected.

MM&S allows two formats of models: text model and model incorporated in
the simulation diagram.

The graphic techniques (slower drawing of graph, pausing drawing of graph,
pausing sensitivity analysis, or enlarging graph) allow user to better trace the
change of system elements while drawing graphs or doing sensibility analysis.

Fig. 1.10 The table child
window
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Standalone simulation graph makes the results of the simulation more portable.
The results can be saved in text or excel formats what makes it easy to report the
modeling and simulation results.
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Chapter 2
A Software Architecture for Inventory
Management System

Taner Arsan, Emrah Bas�kan, Emrah Ar and Zeki Bozkus�

Abstract Inventory Management is one of the basic problems in almost every
company. Before computer age and integration, paper tables and paperwork solu-
tions were being used as inventory management tools. These we very far from being
a solution, took so much time, even needed employees just for this section of
organization. There was no an efficient solution available in the many companies
during these days. Every process was based on paperwork, human fault rate was
high, the process and the tracing the inventory losses were not possible, and there
was no efficient logging systems. After the computer age, every process is started to
be integrated into electronic environment. And now we have qualified technology
to implement new solutions to these problems. Software based systems bring the
advantages of having the most efficient control with less effort and employees.
These developments provide new solutions for also inventory management systems
in this context. In this paper, a new solution for Inventory Management System
(IMS) is designed and implemented. Most importantly, this system is designed for
Kadir Has University and used as Inventory Management System.

2.1 Introduction

Inventory Management is one of the basic problems for a company. It may cause a
lot of paperwork, if there is no automated system available. Implementing such a
system is possible but there are a lot of preliminary works such as determination of
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the requirements, system structure decision—software requirements, barcode
system selection and determination of the software tools.

2.1.1 Determination of the Requirements

Inventory Management System (IMS) is generally used by IT Office/Department
or Accounting Office of a company or a university. Therefore, searching the basic
needs for implementation is the first step of IMS design. Several meetings with IT
Office and Accounting Office are arranged. Accounting Office needs detailed
reporting tools, detailed categorization and declaration of specifications on each
item, purchasing and billing info. The Information Technologies Office needs
another module except the requirements of Accounting Office. The module is
about the interior maintenance and exterior product service flow. For interior
maintenance flow, there will be a section. This section will be available for all
users. Basically, a maintenance request will be created by the users, and the IT
Office will respond to these requests. Finally, it is necessary to consider the end
user’s needs that are also important part of the IMS software design. This leaded us
to use barcode based system.

2.1.2 Software Requirements

After gathering all the requirements and information, we achieve next state which
is quite important for the project. If the decision is not well organized, it may cause
re-organization and programming the algorithms at the beginning.

At the beginning, first thing to decide is the general structure. We decide to
build the system browser based. The system is going to be used by a large number
of users, so it should have been designed to be reachable for every single user,
instead of having a desktop application for every user. Also if we consider that
Kadir Has University already has a similar system—Information Management
System, it would be easy to integrate. By using the user database of the existing
systems, the login parameters are ready to use for IMS. So, we would provide the
portability. The next step is to decide the language to implement.

There are several parameters to decide in realization period. First is the com-
patibility, and then came the time which is related with ease of implementation. In
the light of these redirections, we decided to use PHP as the language to code the
system. It is compatible with the other software and hardware, and it is easy to
integrate everything. PHP is an open source environment and there are a large
range of resources to get help. Information Management System is already
developed by using PHP. We also decide to use AJAX to obtain a faster system. In
AJAX, only the needed data is being requested from the server, this method speeds
up the loading time. While thinking how to code with PHP, we decide to use
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Model View Controller based structure. This structure separates the visual design.
We also use Code Igniter Framework for decreasing the amount of code lines. It
gives ability to program faster with less effort. Code Igniter also support MVC
structure. So we decide to PHP, MySQL and APACHE trio. We used MySQL as
database. It is the best fit for PHP and it has the open source advantages. We can
also show the comments of ORACLE as a reference to our right choice [1]. We
used innodb engine, because it is transaction based, which is necessary for the
project. To get the user data, we have to communicate with the database of
University, which is programmed by ORACLE. We need to have the login
information to have a fully integrated system, and also several details such as
e-mail addresses and so on.

2.1.3 Barcode System

A barcode is an optical machine readable representation of data, which shows
certain data on certain products. There are different types of barcodes, some of them
have to be world wide unique and need license. We chose ‘‘code39’’ because first of
all, code39 doesnot need license, have the possibility to print for unlimited prod-
ucts, supports full ASCII, number, letter and special character usage (capacity of 26
capital letters, 10 numbers, 7 special characters). And also it was the easiest to read
and was the best fit for the barcode generators for PHP. As the barcode generator,
we found one compatible with PHP. It is using PHP’s GD Graphics Library. We got
the script and modified it to be able to print serial barcodes. It prints barcodes in
increasing order (in multiple prints) on the screen, and sends to the printer. The
script is distributed under GNU License. And the hardware part of the system is out
of a label printer and a barcode scanner. Barcode scanner is a USB connected
model. It scans the barcode, writes to the field where the cursor is, and presses enter.
This function eases the usage.So the only extra hardware to be used by the staff will
be a barcode scanner after the system is implemented to the enterprise.

2.1.4 Software Tools

2.1.4.1 PHP

As a derivation of Perl, PHP, is a server side, user interactive, programming
language, works nearly in on all platforms. We can say that it is a general purpose
scripting language. It can be embedded into html. It can use various databases such
as MySQL, SQL, Oracle, MS SQL etc. Also contains many server interfaces. Open
source is one of the best specifications of PHP. Among several frameworks, the
most popular one is zen [2].
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2.1.4.2 JavaScript

JavaScript is a scripting language used to enable programmatic access to
computational objects within a host environment. Generally used to implement
dynamic web sites. For more information http://en.wikipedia.org/wiki/JavaScript.

2.1.4.3 Asynchronous Javascript and XML

Asynchronous Javascript and XML (AJAX) is being used to build applications
which are using JavaScript and XMLHttpRequest. It is mostly used in avoiding to
load the whole page, just to load the needed part. By using XMLhttpRequest, it is
possible to do more than one independent process.

2.1.4.4 Model–View–Controller

Model–View–Controller (MVC) is a software architecture which provides to
implement the visual, data and processing code parts independent. For example the
Model unit is a collection of classes in communication with the other parts. It is the
process unit, processes the task ordered by the Control Unit. View unit is the place
to deal with the presentation of the data to the end user. It can get the data from
both Model and Controller unit. Also it can send interactive data to both units.
Controller part is the main part of the structure. If we want to concretize the
architecture, C is the brain, M is the nerves and V is the move. Internal structure of
MCV Architecture is given in Fig. 2.1.

Fig. 2.1 Internal structure of
MCV architecture
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2.1.4.5 Code Igniter Framework

CodeIgniter is a framework with a small footprint, requires nearly zero configu-
ration, does not require the use of command line and provides to use large scale of
libraries. CodeIgniter also provided us object oriented programming [3].

2.1.4.6 Oracle

Oracle RDBMS is a relational database management system. It is one of the
strongest software in this section and also one of the largest IT companies on the
world.

2.1.4.7 MySQL

MySQL is the most popular open source database software. It is easy to use, fast
and reliable. Also it is a good match with PHP [4].

2.1.4.8 phpMyAdmin

It is a software, coded with PHP. The main function of this software is to manage
MySQL database through Internet. It can create databases, add/edit/delete tables,
run SQL queries, manage user authorization and manage field keys are some of the
features [5].

2.1.4.9 InnoDB

Innodb is a standard database engine in all the packages disributed by MySQL.
The main difference of this engine is it is compatible with ACID, and the important
ones for our project, it is transaction based and supports foreign key [6].

2.1.4.10 Apache

Apache is a GNU licenced open source web server program. It can run on platforms
such as Unix, Linux, Solaris, Mac OS X, Microsoft Windows. Even the usage of
Apache decreases, still it is the most popular web server program on web [7].
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2.2 Implementation

In this section, there is a closer look to implementation steps, work flow and
software architecture. All the data and process flow will get clear. Even it does not
seem so complex on the interface level, there are many process running behind to
provide efficient function of the system [8].

2.2.1 Database Design

The most important component of the system is the database design. It can be
easily realized, if we consider the amount and the scale of the inventories. To have
a strong and flexible system, the design must be well studied.

After some studies including investigation, workflow scenarios, traces and
design, we obtain the following tables.

1. Attributes
2. Categories
3. ci Sessions
4. Content
5. Debits
6. Inventory
7. Inventory Attribute Values
8. Jobs
9. Locations

10. Providers
11. Services
12. Service Records
13. Tech Users

We start with categories and locations tables. We needed the ability of listing
unlimited category and location of items and setting unlimited hierarchy. So we
started to search for sufficient algorithms. The research resulted with Nested Sets.
Nested Sets is a model used to represent a set of data organized into a hierarchy is
useful in a computer database management context. One way hierarchical data has
been commonly represented within a database is with the Adjacency List Model,
which takes a set of data nodes and recursively attributes parent nodes with their
respective child nodes. The Nested Set Model takes the Adjacency List Model a
step further by modeling subordination. This is done by assigning each node a
beginning and ending node hierarchy number based on the total amount of data in
the hierarchical tree.

Two important structures of the system is the database and the Graphic User
Interface (GUI). In between, JavaScript and PHP provides the connection and
interaction. GUI is located in the view section. With XHTML and CSS, the visual
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part is generated. Javascript updates the HTML by the data sent by other layers and
connects the GUI with working PHP structure. We used an Admin Panel called
‘‘CompleteLiquid admin control panel’’. It was suitable for our MVC structure.
With CSS and other related modifications, we could arrange it to our system. In the
controller layer, dataflow decision codes take place which are Javascript and PHP.
And in the Model section, PHP logic base code is placed.

All codes are produced with CodeIgniter framework. The basic directory of the
framework can be shown in Fig. 2.2, and a general look of IMS architecture is
given in Fig. 2.3.

2.2.2 Modules

IMS is designed as several modules, separated by their specific roles and functions.
In this part, the function of each module will be explained step by step. There are
six modules in the system.

1. Definitions/Setup
2. Inventory Management
3. Service Management
4. Maintenance Management

Fig. 2.2 Basic directory codeIgniter framework
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5. Debit Management
6. Deposit Management

2.2.2.1 Definitions/Setup

This module is the most importent part of the system. Because if the definition of
the enterprise is not implemented correctly to the system, it wont work efficiently.
To have a successfull, operational system, introducing the enterprise to the system
is a must. And this is the first step of implementing the system to the enterprise.

In this module, there are four sections, which are mentioned below.

• User Setup
• Location Hierarchy
• Categorization
• Suppliers and Maintainers

(a) User Setup
In User Setup Menu, System Admin can create, edit or delete a user from the

system.The table below is the user creation form. System admin can choose the
role of the user from the picklist on the bottom.

(b) Location Hierarchy

Fig. 2.3 General IMS
architecture
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The Location Hierarchy section is the place where you set the ownership
hierarchy of the enterprise. System Admin can create one sub unit under another
by choosing a unit.

(c) Categorization
In this section, a categorization of the inventories in the enterprise is being

created. First step is the main categorization. The second step is related titles, and
the last one is the specific keyword. User can add subcategories under each cat-
egory after choosing it.

(d) Suppliers and Maintainers
In this section, System Admin can define inventory suppliers and the main-

tainers of each supplier. To define a maintainer, user can choose related supplier,
and add maintainers under it.

2.2.2.2 Inventory Management

This Module is the center for all processes about incoming inventories. Module
has two sections:

• New Registry
• Instant Registry

(a) New Registry
If the inventory is ready to record, this is the section to use. First step is to print

a new barcode for the new inventory. The system pops out an alert. After this alert,
there comes the next page, where the user has a button to print to confirm the
barcode by scanning it into the field.

After confirming the barcode, the next page is an information form. There are
Category, Supplier, barcode number (auto entered), serial number, price, receipt
date and extra info fields to be filled. Then, the next step is the product specifi-
cations part. The first part has the title group of related inventory category. The
user can switch between titles and choose related specifications from the second
list. Then the chosen specifications are added to the last field as related keywords
of the inventory. And after clicking the button, the entry is on the database, and in
ready state for other actions on the system.

(b) Instant Registry
This section allows user to print several barcodes when the inventory is not

ready to record. For example, it may not be possible to bring label printer
everywhere. So the user can print as much as needed, the system creates empty
fields in the database to be filled in inventory registration process. When these
barcodes are scanned, register page comes to complete the register, and the normal
registry flow continues.
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2.2.2.3 Service Management

Interior maintenance may not be sufficient, or may cause warranty problems, when
inventories have technical problems. In this situation, they may need to be fixed by
authorized maintainers. This module is for management of exterior maintenance.

There are three search fields in this section with Barcode No, Serial No
parameters to reach the inventory or User Name parameter to reach the inventories
of a specific user. After reaching the inventory, the window below comes to take
action.

The user can view the service history of the inventory, and open a new service
record to send the inventory to service. There is a pick list to select the service firm,
and an info box to write a brief explanation. Then, another ‘‘close service record’’
link appears on the inventory information table.

When the inventory is returned from the service firm, user reaches the table
below to close the record. User can write the information, process done to the text
field and closes the service record, which will be seen in service history from that
moment. Also user can use the ‘‘User Name’’ search box to reach a specific user,
and list the inventories on users debit. Then, the same program flow can be used to
take action.

Fig. 2.4 Use case diagram of IMS
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2.2.2.4 Maintenance Management

This module is for interior inventory maintenance flow. There are two sections:
first is to create new maintenance request for device users, the other is maintenance
task listing for related worker.

The user will fill the required fields and then the request will be an active task
for maintenance staff and will drop in their task table that they have on their
interface if a staff member is assigned to the task. Otherwise, the task will drop
into task pool. Then staff deals with the problem, and closes the task after writing
info about actions taken. If the problem gets fixed before maintenance arrive, the
user also can close the task.

2.2.2.5 Debit Management

This module sets the relationship between users and inventories. Basically, assign
an inventory to a user, and performs other operations based on debiting.

2.2.2.6 Deposit Management

This module manages the barrowed items. Assign the inventories to desired
person. There is also a chance to list deposited inventories in this module. It is a
manner of tracking.

2.2.3 Users

Users have an authority hierarchy according to their section, and they are only
allowed to use related modules except system admin. System admin has the
authority to use every module in the system. In order to prevent improper use, the
system logs every act, every edit. Although users can only use their modules, they
can also use some other features of the system. There are three user types and use
case diagram of the IMS is shown in Fig. 2.4:

1. System Admin
2. Technical Users, Accounting: Has authority on Inventory Management,

Deposit Management, Debit Management, Service Management and also
reporting features.

3. Basic Users: Basic users are only able to report their debit inventories and
request service for them.
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2.2.4 Login

The first step is ‘‘login’’ to the system. There are two login alternatives. First one is
the system management, the other one is the end users. The login data is gathered
from University database, so the users can login the system with their existing
username and password.

Complete software architecture of IMS software is given in Fig. 2.5.

Fig. 2.5 Software architecture of—IMS
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2.3 Conclusions

In the light of software engineering methods, we gather requirements, analyze and
figure out the workflow, design methods and structures, construct scenarios, make
tests, code the software, debug the faults and bugs, and finally we obtain a new
IMS software. Our first aim is to develop the IMS software that is able to meet the
requirements gathered. During the development process, there are many feed-
backs, leaded us to re-design.

The software has the ability to track, to keep history, to give detailed reporting
for each inventory. Also modules of the software manage the services and oper-
ations for inventories and users. Briefly, we could satisfy the user’s requirements.
It is also a scalable and a flexible solution. No matter how fast business’s growing,
proposed software can adapt to meet or exceed the requirements.

A new, functionally content rich software architecture model of an IMS is
developed, presented, implemented and discussed. This level of implementation
detail does not commonly appear in the literature. We believe this is a significant
contribution.
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Chapter 3
Libraries Opt for More Online Sources

Zeenath Reza Khan and Sreejith Balasubramanian

Abstract A decade into the twenty-first century and the frenzy to stay in the fore-
front of discovering and adopting new technologies globally, in offices, malls and
houses has no signs of declining. Education field is no different. With the rapid
convergence of the information age and the boom in technology usage, informa-
tion technology has taken a firm place in classrooms across borders. With this
demand, the demand for academic text, publications, and other sources at students’
finger tips is at a record high (American Library Association, 2011). As the
demand for online sources increase, so do the sources themselves, or do they? This
study looks closely at nearly 20 different tertiary education institutions and
determines if, at all, the online sources have increased as perceived.

3.1 Introduction

Technology is a part and parcel of education in this century. E-learning, or part-
there-of, is the new trend in and out of classrooms. Educators and academic
institutions are trying more and more to introduce various technology-based
components in their pedagogy in order to successfully reach students and help
them learn. From using blended-learning tools such as Black Board, to using
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Podcasts and so on, tertiary educators have tried to move away from traditional
teaching techniques to automate their teaching tools, teaching environments and
resources. So why not libraries?

Libraries have always played a central role in facilitating teaching and learning
for both students and teachers. Books, periodicals, research papers, journal articles
and catalogues have been the basis of research and education over centuries.

This study looks closely at nearly 20 academic institutions, their traditional
versus online sources, and tries to establish a rate of increase. As this is part of a
research grant study titled Implications of increased online-sources and readily-
available e-technology on students’ attitudes towards e-cheating in the UAE from
2008 to 2010. The result of this research is expected to lead authors to a sub-
sequent study into the impact, if any, of ‘increased online resources’ to students’
attitude towards e-cheating. However, that is beyond the parameters of this paper,
and so this study will aim to establish whether there is a marked increase in online
sources over the years among various academic institutions.

3.2 Libraries and Literacy

It is believed that libraries, in their most basic form of simple collections of
knowledge that has been written down, has existed as far back as civilization itself
[1]. Historical findings of written knowledge date back to over 5000 BC in the
form of parchments, papyrus and such [1].

Because learning and literacy go hand-in-hand, it is believed that literacy
necessitates the establishment of a library [2–5]. Some contenders initially
believed libraries to play only a supporting role to education; however, a stronger
position eventually surfaced that positioned libraries as learning centers, with
education an essential part of their mission [6]. ‘‘The American Library Associ-
ation’s official position on the role of libraries in the area of literacy encourages
library involvement and places no limitation on how libraries should be involved
in literacy education’’ [6]. Thereby, during the 1970s and 1980s, ‘‘many academic
libraries in the United Kingdom, Canada, the United States, Germany, Scandinavia
and Australia started …programs of user education, bibliographic instruction, or
reader education’’ [7] that have continued well into the twenty-first century.

3.2.1 Why Libraries?

In 2002, the Education Commissioner of Massachusetts, United States of America,
David P. Driscoll noted that ‘a Simmons College study released in October 2000
found a strong link between school libraries and student achievement’ [8–16].

A recent study published by United Kingdom’s National Literacy trust suggests
that students ‘who use their local public library are twice as likely to be above
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average readers’ compared to their counterparts [17]. Another study conducted by
Haruki Nagata, Akira Toda and Paivi Kytomaki states that ‘‘using the library for
its materials or research purposes has a direct connection to students’ achievement
of educational outcomes’’ [18]. Evidently, studies show statistically that ‘‘in some
subjects, students who read more, measured in terms of borrowing books and
accessing electronic resources, achieve better grades’’ [19]. Needless to say,
libraries have been proven to play a central role in the academic lives of students.

3.2.2 Going Online

To fulfill reader demands and aid in literacy, libraries are adopting newer tech-
nologies, better modes of reaching their readers. Over the past decade that has
meant getting their readings to become electronic. There is a strong trend of
libraries ‘embracing digital collections, though most libraries will continue to offer
both print and digital collections for many years to come’ [20]. This is further
highlighted by Jagdish Arora in his study that ‘‘the libraries will not become digital
libraries [completely], but will rather acquire access to ever growing digital col-
lections on behalf of their users’’ [21]. Although for most libraries, electronic
sources are a small percentage of the items made available to readers, they do
represent the fastest-growing media today [22]. This is primarily because more and
more people are becoming Internet users everyday across the globe. With powerful
search engines such as Google, GoogleBooks and so on, readers want everything
at their fingertips. Study by Carol Tanopir has found that about 75 % of most
Internet users ‘say they are library users and 60 % of library users are Internet
users’ [20]. ‘‘Coincided with availability of software, hardware and networking
technology, the advent of world wide web, its ever increasing usage and highly
evolved browsers have paved the way for creation of digital libraries’’ [21].

According to Tanopir,
‘‘Libraries prefer digital collections for many reasons, including, but not limited to,

the following: digital journals can be linked from and to indexing and abstracting
databases; access can be from the user’s home, office, or dormitory whether or not the
physical library is open; the library can get usage statistics that are not available for print
collections; and digital collections save space and are relatively easy to maintain.’’ [20].

As mentioned by references [20] and [23], going online, and using digital
sources rather than print also help reduce costs for libraries in terms of processing
and space costs which is a great incentive for libraries.

3.3 Gap in the Study

During the course of this study, authors have found ample research that mention
how important libraries are to learning and literacy; the kinds of policies that are in
place to help libraries cater to enhancing the literacy levels of their communities;
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of how and why libraries are going from traditional print sources to electronic
media.

But very few, if any, studies have been found that statistically prove that there
indeed is an increase in online sources for students in terms of library databases,
library membership to other online sources and so on.

Particularly in the United Arab Emirates, a considerably new nation founded in
late 1971, its boom in the technology and education sector has been taking place at
a tremendous rate in the last decade or so. ‘The UAE ranked the 1st of all the Arab
states in the 2009–2010 Networked Readiness Index (NRI) study issued by the
World Economic Forum, and 23rd among all 133 countries assessed’ [25]. The
World Summit on Information Society that was held in Geneva in [24] also
reported the UAE as first among the Arab states in terms of the individual indi-
cators analyzed such as ‘Internet user rates’ and ‘International internet bandwidth
capacity’ [25]. In the last decade, over twenty new academic institutions opened
their doors to students from across the globe. Yet, authors have found no research
that has been reported that highlights the growing trends of libraries increasing
their online sources in the country.

3.4 Looking Closely at Some Academic Libraries in the UAE

To gather substantial information that may help answer the research question,
‘have online sources increased in libraries and at what rate over the last five
years’, a primary research was conducted to identify the increased online resources
in libraries of universities in UAE.

Over 25 academic institutions were approached, of whom, 3 rejected partici-
pation on the grounds that they were not allowed to take part in any outside
research studies, and 2 rejected participation because they were fairly new and had
not yet established a proper physical library, much less an online presence. The
remaining 20 institutions—that represented both accredited and non accredited
colleges, institutions, universities, and affiliated, non-affiliated and direct cam-
puses—participated under the condition of strict confidentiality due to severe
competition in the market.

A survey tool was developed that was completely anonymous in nature, and
focused on each institution’s collection of both traditional library resources such as
text books, journals and catalogues, versus online resources such as online dat-
abases, e-readings material online resource materials for subjects (all either own
collection or attained through membership), irrespective of syllabi taught or
courses offered. The survey was designed to collect data for a period of five years.
However, as the results were drawn in, authors had to minimize the time period to
three years, as a large portion of the institutions had either not been around that
long, or not had a substantial presence in the market long enough to show a
significant difference in library collections.
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Authors approached libraries to fill in the online survey that was made available
on an online-survey tool and a link presented along with a participation infor-
mation sheet.

Before analyzing the results, the authors made assumptions based on the
hypothesis that:

• the increase in online databases will outweigh all other resources both tradi-
tional and digital

• rate of increase for traditional resources will be slower than digital
• there is a significant increase in the online resources in universities across UAE.

3.5 Libraries and Online Resources in the UAE

The survey that was completed in five months produced the results illustrated in
Table 3.1.

When comparing the results of the traditional versus the online sources, the
graphs below illustrate that both types of resources have increased over the past
three years. As Fig. 3.1 shows, most academic institutions upped their collections

Tableô3.1 Summery of 20 academic institutions in the UAE recording their average collection
of resources in the libraries over a period of three years from 2008ã 2010

Traditional
Library
resources

Average
collection
(2008)

ô Average
collection
(2009)

Average
collection
(2010)

Total Percentage
increase from
2008ã 2010

Text books 10009 ô 10689 ô 12008 ô
ô ô 680 ô 1319 ô 16.65
Journals 1412 ô 1678 ô 1999 ô
ô ô 266 ô 321 ô 29.36
Catalogues 250 ô 892 ô 1001 ô
ô ô 642 ô 109 ô 75.02
Online

Library
resources

ô ô ô ô ô ô

Online
Databases

4000 ô 15000 ô 24897 ô

ô ô 11000 ô 9897 ô 83.93
E-reading

materials
900 ô 6700 ô 10000 ô

ô ô 5800 ô 3300 ô 91.00
Online

resources
for
subjects

334 ô 2700 ô 6384 ô

ô ô 2366 ô 3684 ô 94.77
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of text books by approximately 16 % in three years, whereas, journal collections in
print were increased by 29 % and catalogues by 75 %. As Fig. 3.2 demonstrates,
online databases that include direct collection of sources and access to databases
through membership to journals, conference papers, catalogues and such increased
by 83 % in three years, while e-reading materials’ collection increased by 91 %
and online resources for subjects increased by about 95 %. While the actual
average amounts remain maximum for textbooks and online databases at about
12,000 books and 25,000 online databases respectively in 2010, the study shows a
smaller percentage of increase in these two categories, although it was expected
that these would be the two categories that would have the highest percentage of
increase, particularly online databases.

The rate of increase in collection of digital resources when compared to tra-
ditional resources is high. Where the rate of increase for traditional resources range
from 16 %—a maximum of 75 % increase, the online source collection increase
ranges from 83 % to about 95 % increase over the three years studied.

This finding supports the assumption made that the rate of increase for tradi-
tional resources is slower than the rate of increase for digital resources. This
ultimately proves the hypothesis that overall online sources have increased in
majority of the academic institutions.
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3.6 Conclusion

Libraries have always been pushed to the forefront of knowledge gathering,
acquirement and to lend themselves to social literacy since the beginning of civ-
ilization. It is no wonder then that as the information age reaches a feverish high a
decade into the twenty-first century, libraries are frantically trying to keep up with
the various media preferred and used by readers.

The authors had set out to find some statistical evidence to answer the research
question: have online sources increased in libraries and at what rate? It is
believed that given the limited scope of this paper, the results do shed evidence to
answer the question in the positive. Despite the limitation of permission, nature of
confidentiality and sensitivity of the study due to a perceived existence of fierce
competitive market, the data collected clearly shows an overwhelming increase in
academic libraries’ collection of digital or online collections when compared to the
traditional print resources and at a rate much higher than the rate of increase of
traditional resources.

3.7 Continual Study

As the original purpose of the study was to add to the research grant topic, the
findings will now be used as a factor, ‘increased online sources’, to see if the
increase in online sources in academic institutions have any impact on students’
attitude towards e-cheating. ‘‘Both the increase in the amount of information
available and the improvement in its accessibility have had a huge impact on
academics’ information behavior’’ [25]. This will further be proved or disproved
by the authors through a follow up study.
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Chapter 4
Emerging Threats, Risk and Attacks
in Distributed Systems: Cloud Computing

Isabel Del C. Leguías Ayala, Manuel Vega
and Miguel Vargas-Lombardo

Abstract Nowadays Cloud Computing provides anew paradigm to organizations,
offering advantages, not only for its speed but also for the opportunity of save costs
when implementing new applications, by just paying for the resources you use.
This article identifies the threats, risks and attacks, also identifies their causes, in
addition, proposed solutions from the National Institute of Standards Organization
and Technology (NIST) and Cloud Security Alliance (CSA) are also mentioned
here.

4.1 Introduction

There has been a boom in organizations adopting Cloud Computing as a way to
expand and replace their ICT infrastructure in recent years. Cloud Computing [1]
consists of three main service models, such as, software, platform and infra-
structure that provides services through the Internet, where the user only pays for
the used resources, providing multiple advantages, such as: reliability, availability,
cost savings, flexibility and portability. As any technology, the infrastructure,
software and services offered by a cloud are exposed to risks, vulnerabilities and
threats; its security is responsibility of both, the service provider and the customer.
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4.2 Cloud Computing

For [2], Cloud Computing has been defined as a model that allows users to quickly
access a set of shared computing resources (e.g., networks, servers, storage and
services) as on-demand service through the Internet or other computer network,
it requires a minimum administrative effort or services provider interaction.
According to [2], it is a paradigm of distributed computing on a large scale, driven
by economies of scale, to a set of virtualized and dynamically-scalable, computing
resources, managed computing power, platforms and services that are offered on
demand to customers through the Internet. Cloud Computing to consists of the
following characteristics [3–6]:

• On-demand self-service: Services can be requested directly by the customer or user
by means of Internet, for example, the user pays only for the time of using the service.

• Broad network access: Services are located in the cloud and are accessible from
any desktop or mobile equipment with Internet access. For example, Smart-
phone, laptops, personal computers or PDAs.

• Resources polling: Services in the cloud can be used by multiples users under a
model of multi-tenancy at different places.

• Rapid elasticity: The quantity and quality of the services offered by the cloud
can increase or decrease rapidly depending on the user needs.

• Measured service: It checks and optimizes automatically the use of resources by
using a measuring capability suitable for the type of service (for example,
storage, processing, bandwidth and active user accounts). Thus allow to control,
monitor and report on resources and help to maintain transparency of the used
resources for both, the service provider and the user.

4.2.1 Cloud Service Models

The service providers generally focus on a cloud type according to the function-
ality of service that they offer: infrastructure, platform or software [7]. However,
there are no restrictions to offer several types of services at the same time. The
following are the service models of the Cloud Computing [4, 8, 9]:

• Software As Service (SaaS): Applications are hosted and offered online via
Internet by means of web browsers to provide a traditional desktop. Customers
have control only over the applications supplied the service provider, the later is
responsible of manage and maintain the applications, data and the underlying
infrastructure. For example, Google Docs, Sales force CRM, SAP Business by
Design, Zero Nines y Lotus Live.

• Platform as a Service (PaaS): The platform is provided as a service, which
generally offers a virtualization environment, allowing developers to write their
applications according to the specifications of a particular platform without
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having to worry about the hardware. Developers deploy and run applications in
the platform without controlling the underlying infrastructure. Examples of this
type of service are Forge.com, Google App Engine, and Windows Azure.

• Infrastructure As Service (IaaS): This service model provides customers with
computing resources as a service. Clients can obtain resources such as, servers,
applications and network computers that are administered on-demand by the service
provider, over this resource, clients can deploy applications including the operating
system. In this service model, security is managed by the client. For example,
Amazon Web Services, VMware, OpenCloud, EMC2 and Cleversafe.org.

4.2.2 Classification of the Cloud

The NIST defines four deployment models for Cloud Computing that are the
following [9]:

• Public Cloud: In this type deployment model, multiple clients can quickly access
shared computing resources offered by single service provider; and only pay for the
operating resources. Although it presents indisputable advantages there are latent
security threats, such as regulatory compliance and quality of service (QoS). Some
public cloud examples are, Amazon Cloud, Google Apps, and Windows Azure.

• Private Cloud: Computing resources are managed and controlled by a private
company. Often the data center is deployed and managed by internal staff or the
service provider. Its main advantage is that the security, regulatory compliance
and quality of service is carried out by the cloud owner. An example of a private
cloud is the one owned by eBay.

• Community Cloud: The infrastructure used in this deployment model is shared
by several organizations and is supported by a specific community that share
interests (for example mission, security requirements, policy or compliance
considerations). Example Alexandros Marinos [10] Digital Ecosystem.

• Hybrid Cloud: It is a combination of clouds (public, private or community)
which are separated as entities but at the same time are united by standardized or
proprietary technologies that allow the portability of applications and data.
Example Bursting Cloud.

4.2.3 Virtualization

Virtualization is a software based technology widely used in Cloud Computing,
which employs hardware and/or software simulation in order to run multiple
operating systems and applications on top of a shared hardware architecture [11, 12].
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The environment produced by this simulation is known as virtual machine (VM).
There are different forms of virtualization which are classified according to the
computing architecture layer. As an example there is the application virtualization
where the simulated environment allows an application to use a virtual implemen-
tation of the application programming interface (API) letting the application to be
executed on different platforms without changes in the application itself.

Full virtualization is another form of virtualization, where operating systems
run on top of virtual hardware without being aware of the virtualization envi-
ronment, in separate virtual machines called guest operating systems. Guest
operating systems located in a single host are administered by the hypervisor, also
known as virtual machine monitor (VMM), used to control the flow of instructions
between the guest operating system and the physical hardware. For example.

Paravirtualization [13] is a virtualization technique where guest operating
systems are aware of being executed on a virtual environment. This leads to the
modification of the operating system kernel which now requires to replace
non-virtualizables instructions with ‘‘hypercalls’’ which communicate with the
hypervisor in a direct way.

4.3 Cloud Computing Threats

According to the study ‘‘Top Threats to Cloud Computing v1.0’’ made in 2010 by
CSA, an international organization that drives the use of best practices for Cloud
Computing security, there are seven major security threats that affect Cloud
Computing infrastructure. Below are the seven threats contained in this report [14, 15]:

• Abuse and Nefarious Use of Cloud Computing: This type of threats concern
mostly IaaS and PaaS Cloud Computing service models when they have a
registration process that allow to anonymously activate this service, for example
a malicious user that has a valid credit card can access the service, which may
result in propagation of spammers, malware and other illegal activity by cyber
criminals who could use the cloud as a means of operations. Example, IaaS
services used by Zeus Botnet, and other malicious programs for command and
control functions.
To mitigate this threats CSA recommends the following: implementing a stricter
registration process, close credit card fraud monitoring, same as traffic from
possible illegal activities by users, check and confirm public blacklists to
determine traffic from/to such IP ranges.

• Insecure Interfaces and APIs: Service providers usually offer a set of interfaces
and APIs to their users that allows them to control and interact with their
resources. This allows customers to handle and monitor Cloud services executed
through APIs. Thus security will strongly depend on how it has been imple-
mented on the API itself. Examples of this type of threat are: uncontrolled or
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anonymous access, reuse of tokens, and authentication without encryption.
It is recommended to ask and analyze the security model of the cloud provider
interface, also ensure that authentication and access controls are implemented
using safe data encryption methods.

• Malicious Insiders: In every organization, malicious insiders should be con-
sidered one of the most important threats, because they can access data and
applications in your organization. In cloud environments this is no different to
organizations, because security incidents may also occur carried out by dissat-
isfied employees or accidents by mistake or ignorance too. In most cases, the
service provider manages active accounts and the customer is in charge of
requesting activation and deletion of user accounts, this may cause a security
hole when the client reports late or does not report at all about changes in
organization’s staff to the service provider for the necessary updating in active
accounts. Incidents produced by this type of threat impact negatively on the
organization’s image and the assets of the company. Service providers must
instruct their customers on methods to control these internal threats.
As a mitigation measure, according to the CSA, legal terms of reliability and
non-disclosure agreements should be specified in employment contracts. Prob-
lems that may exist in the notification processes should also be checked and
identified.

• Shared Technology Issues: These threats affect IaaS models, due to the design of
the physical components used to provide this model (CPU, GPU, storage, net-
works, etc.) that were not designed for shared application architecture. In some
cases a virtualization hypervisor can access the physical resources of its host,
causing security incidents.
To prevent such incidents, it is recommended to establish a defense in depth
strategy concerning mainly, on computing resources, storage and network. Also
good security practices should be used to properly manage resources, so no
activity from a IaaS customer interfere with some other customer activity. For
example, an exploit or a malware in a virtual machine, capable of access
resources of the host platform, may access more than one customer infrastruc-
ture.
CSA recommends the use of best practices for installation and configuration of
hardware and its virtualization. Close supervision of environments including
frequent vulnerability scans and configuration audits in order to detect any
unwanted changes or malicious activity. Adequate service level agreements with
service providers to include patching of applications that require it and vul-
nerabilities fixes.

• Data Loss: There are many ways in which information can be compromised. For
example, an unauthorized data deletion or change without a proper backup
policy in place, causing a loss of data. In the cloud, the risk of compromise data
increases, thanks to an increased number of interactions between them caused
by the architecture itself. This can cause losses to the organization image,
economic mishaps and legal issues due to information leakage, or violation of
security and privacy regulations, etc. For example, misuse of encryption keys,
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inadequate authentication and/or authorization and weak audit.
The suggested recommendations to mitigate these threats are: APIs to imple-
ment a robust access control, using encryption to protect data traffic. Analyze
that data is protected during design time, as during runtime. Provide effective
mechanisms for key generation, storage, and destruction of information. Define
policies to establish procedures for the destruction of persistent media before
throwing it out, as well as make the respective security data backups.

• Account or Service Hijacking: In the cloud, if attackers accomplish to get
credentials of an user, can access activities and transactions, as well as
manipulate data, send and return forged information or redirects customers to
malicious sites.
It is recommended to enforce policies to prohibit credential sharing between
users and services. Implement authentication techniques whenever possible.
Analyze sessions looking for illegal activity.

• Unknown Risk Profile: One of the main advantages of cloud infrastructure is to
minimize the amount of software and hardware that organizations have to buy
and maintain, letting them to focus on the business. While this results in cost
savings, this should not be a reason for implementing a weak security due to a
poor knowledge of the infrastructure in use.
The technical information of the platform should be studied and taken into
account to define the security strategies to implement in a cloud. For example,
define with whom share the infrastructure, as well as information from unau-
thorized access attempts is very important when deciding on security strategies.
Against this threat, CSA recommends to demand service providers to disclose
infrastructure details and to disclose applicable logs and data when a security
incident occurs. Also, demand alerts on security incidents including relevant
details for customers.

4.4 Cloud Risks

The large amount of data and the critical information stored in clouds are attractive
targets for hackers. As a platform that offers different types of services, cloud char-
acteristics are unique and require a risk assessment in some areas regarded as critical,
which are: data integrity, recovery and privacy, evaluation of legal issues in regard to
e-discovery, policies and standards enforcement, as well as audits [14, 16, 17]:

Garther depicts seven specific security concerns that customers should address
with service providers before selecting any cloud provider (Fig. 1):

• Privileged user access: Management or processing of confidential information
outside the organization brings a level of inherent risks, because these external
services do not frequently carry out physical, logical, and personal controls,
which require knowing who manages or has privileges on the data.
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• Policy compliance: Definitely, customers are responsible for the data security
and integrity, even if it is stored outside the organization and managed by a
service provider.

• As well as traditional organizations perform external audits to guarantee secu-
rity, it is also necessary for cloud service providers to adopt these types of best
practices.

• Data localization: Since Cloud Computing uses virtualization technologies on
resources located locally and overseas. Clients should make sure with service
providers who has jurisdiction and what regulations authority has over the data
storage and processing, by making agreements for the data treatment, including
contractual obligations to comply with privacy regulations of jurisdictions
required by clients.

• Data isolation: In a Cloud data is generally placed in a shared environment
alongside to data from other clients. Cloud providers should use effective
encryption methods to guarantee data isolation between clients; they also should
be liable for ensuring this isolation.

• Data recovery: Service providers should have security policies with data
recovery methods in case of disasters. Cloud providers must have the ability to
restore data completely in a maximum pre-established amount of time. Garther
recommends replicating data across multiple infrastructures to avoid vulnera-
bilities in the event of a major failure.

• Investigative support: Malicious or illegal activities can be almost impossible to
detect due to record activity from multiple clients in a single log or if it is
deployed through a series of hosts and data centers. It is recommended that the
service provider manage incident logs and data centrally, but appropriately
segregated.

• Long-term viability: Ideally, adoption of cloud computing will gradually grow
in the coming years, providing better availability and quality of service. How-
ever, due to unpredictable market changes a service provider is likely to be
acquired by a bigger service provider. Customers need to make sure they will
have the ability of.

Cloud 
Computing

Long Period Viability

Research Support

User access privileges

Policy accomplishment

Data Recovery

Data Localization

Isolates of Data 

Fig. 4.1 Risk of cloud
computing
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4.4.1 Other Cloud Risks

• Failures in provider’s security: In the field of cloud computing, service provider’s
security is very important, since they control hardware and hypervisors used to
store data and run applications [14, 18].

• Attacks by other customers: In a Cloud Computing context, offered services are
shared among customers. If client segregation breaks down, a client can access
data from another or interfere in their applications.

• Availability and reliability issues: Data centers used in cloud computing are
usually more reliable than enterprise data centers, but sometimes interruptions
occur. Additionally, Internet is critical to cloud’s reliability and availability.

• Perimeter security model broken: Many organizations use a perimeter security
model with a robust security in the organization’s network. This model has been
weakening through years, especially by outsourcing and a highly mobile
workforce. Security models for situations where critical applications and data
are stored outside the security perimeter of the organization should be used.

• Integrating provider and customer security systems: Over decades, organizations
have tried to develop a unified guide as well as other components for their
security architecture, for example, automated provisioning, incident detection
and response, etc. Service providers must integrate with these systems to avoid
manual uncoordinated responses as in bad old days.

4.5 Attacks in Cloud Computing

Nowadays, many companies are migrating to Cloud Computing, this fact is
perfectly known by cybercriminals, who have found a new target for their attacks
in this increasing used technology.

4.5.1 Attack Vectors

Cloud infrastructure, based on virtual machines that share resources between
multiple clients and guest virtual machines, gives rise to new threats. An important
threat to cloud infrastructure is the possibility of a malicious code that can be
executed from a virtual machine and affect other hypervisor or guest virtual
machine [15].

Advanced administration features included in hypervisors, like the ability of
live virtual machine migration, increase hypervisor’s code length and complexity,
thus their space of attack is also increased. Some of the attack vectors that these
cybercriminals use are the following [19]:
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• Denial of service attack (DoS): Several security professionals point out that
cloud services are vulnerable to these attacks because these services are shared
by many users letting this type of attack to impact on a large number of users
and cause more damage. The multi-tenant infrastructure used in cloud
computing has more specific threats associated to DoS attacks, like [20]: Shared
resources consumption, where attacks prevent other users to make use of system
resources as execution time, memory, storage and network interfaces, can result
in a denial of service. Regarding virtual machine and hypervisor exploitation,
where vulnerabilities in the virtualization environment or in the host OS can be
exploited by an attacker to caused is ruption or instability to the system. For
example, the devastating DoS attack suffered by Twitter in 2009.

• Side Channel Attacks: With this type of attack a malicious virtual machine is
placed near a cloud server and then used to launch a side channel attack.

• Authentication attacks: Authentication is considered a sensitive point in both
hosted and virtual services, because of its inherent weakness. There are different
forms to authenticate users known as authentication factors. For example, users
can be authenticated based on what the user knows, has or is. The main targets
of cybercriminals are the mechanisms and methods used to ensure authentica-
tion processes.

• Man in the middle attacks: It is an attack type where the attacker is placed
between two users (the sender and receiver) and intercept and modify messages
without users to realize.

The same way in [20]:

1 Social networking attacks: The social networking sites have brought a higher
risk of social engineering attacks. Cloud Computing is being targeted due to the
high amount of information handled by its customers (organization and users).
Attackers setup their identity to gain the trust and use online information to
verify staff relationships and roles and prepare their attacks. An example of
these attacks is the social engineering attack, which is performed against a user
through the people he or she know and the social networks subscribed by the
user.

2 Attack on mobile devices: The use of smart phone has been increasing in the
latest years, same as the use of Cloud Computing, which is not only limited to
laptops or desktop PCs, it also allows connectivity with mobile devices. Attacks,
on mobile devices are also raising since they present similar vulnerabilities as
traditional devices such as desktop PCs and laptops.

3 Service provider data control [21]: Treatment and handling of applications and
data must consider their legal implications, which are complex and not well
understood in most cases. Service level agreements must include measures to
avoid possible lack of control and transparency when data is stored by third
parties. Other concerns that also need to be considered are: due diligence, audit,
economic data analysis and the availability effective cost.
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• There are also other types of attacks which are [22]:

1 Wrapping Attack: This is a technique where a cyber criminal deceives parties in
a communication during the translation of the SOAP message in the Transport
Layer Service (TLS). The message body is duplicated and sent to the server as a
legitimate user. The authentication of the message is then verified BY its
signature value (which is also duplicated) and the message integrity is checked
done. As a result, the cyber criminal is able to penetrate the cloud and may
execute malicious code to break the normal operation of servers in the cloud.

2 Malware-injection attack: In a malware injection attack, the attacker intends to
inject malicious services or code so later these forged services appear listed as
valid to users to run from the cloud. If the attacker succeeds, then the service
will be subject to ev as dropping. This attack can be achieved through data
modifications in an ingenious way to change functionality or causing dead
locks, which make a legitimate user to wait for the end of a job that was not
generated by the user. Here the attacker makes the first step by implementing a
malicious service, so it runs in IaaS or SaaS cloud of servers. This type of attack
is also known as a meta-data spoofing attack.

3 Flooding attack: When an attacker has been authorized to make an application in
the cloud, then he or she can easily create false data and setup these requests to the
server. When processing such requests, a chain reaction is started compromising
each cloud server one by one. The first compromised server checks the authenticity
of the requested jobs, which consume CPU cycles and memory, resulting in ser-
vices to stall and the off loading of services to another server, then the next server is
compromised in the same way. The attacker is successful in flooding the cloud
system when these requests propagate uncontrolled through the IaaS.

4 Data Stealing: This attack is more traditional and common in respect to the
violation of a user account. The user account and password have been stolen by
any means. As a result, the sub sequent theft of confidential data or destruction
of data can obstruct the storage integrity and security the cloud.

5 Accountability Check: The payment method in cloud systems is based on resource
consumption. When a client use cloud services, the usage duration, the amount of
data transfer over the network and the CPU cycles per user are recorded and taken
into account for billing purposes. Thus when an attacker has compromised the
cloud with a forged service or malicious code, then the legitimate owner of the
account is billed for resource consumption not originally intended by him or her. In
many cases clients are not aware of the attack until they detect the real cause of the
additional CPU usage, and after being billed for such usage.

4.6 Trust in Cloud Computing

When an organization decides to use Cloud Computing services it must trust
control of security issues to a provider. The following four aspects of security must
be shared with and in some cases controlled by service providers [3, 23]:
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• Internal access: The data processed or stored out side the organization’s security
control boundary, raise organization’s risk levels. Threats to information secu-
rity are known by most organizations and the same also apply to services Cloud,
meaning that internal threats go beyond those that can carry current employees,
and should include external personnel such as contractors, organization affiliates
or other parties who also have permission to access networks and operating
systems within the company. Incidents may include different types of fraudor
deception, as well as cause resource damage and theft of confidential infor-
mation. The moving of information and applications done in the cloud by the
service provider brings security risks to sensitive information managed by the
provider and to its customers.

• Compound Service: Services in the Cloud can be made through various layers and
other cloud services. For example, a SaaS provider can build its services using the
structure of another IaaS or PaaS service provider. Service providers that use third
parties or outsources ome service should raise concerns, including control measures
over third parties, defined responsibilities between parties, as well as a defined way to
escalate problems that may occur. A customer to fully trust a service providerneeds to
know the agreements with third parties before reaching an agreement with a service
provider; it is also required to maintain without the terms of these arrangements
changes or to notify in advance of any anticipated changes. The responsibilities and
performance guarantees can be a serious problem for composite services.

• Visibility: The transfer of services to the cloud passes control to the service
provider to ensure the data and applications to running on the systems of the
organization. Administration, procedures as well as technical controls must be
adjusted according to ones used in the organization’s internal systems to avoid
creating security holes. Service providers area verse to give details of the
security and privacy because that information can be used as a means of attack.
There must also be agreements between the parties to ensure that policies and
procedures are applied throughout the system lifecycle. Agreement should have
a procedure for customers to gain visibility on provider’s security controls and
processes and its performance over time.

• Risk management: As mentioned earlier, cloud services are not in the direct
control of the customer who really owns the information stored and/or processed
by the cloud. This scenario brings complexity to proper risk management and
assessment, which cannot be based on the total knowledge of the security
controls employed by service providers and the measures of it effectiveness,
thus level of trust should be based on other factors.

4.7 Case Study

The National Authority for Governmental Innovation (AIG) [24] is the entity
responsible for the modernization of the Panamanian State. Among its objectives,
there is the improvement of the entire system of Information and Communication
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technology (ICT), in order to solve problems such as licensing, acquisition of new
systems and applications, quality of service, as well as the reduction of operational
costs. Among its projects of expansion, it has created a platform of computer services
that will support the Panamanian governmental entities through the project called
‘‘NubeComputacional’’, which infrastructure is already operational.

Since 2010 AIG initiated the migration of services and systems of Panamanian
entities towards the cloud service. Some of these services are informatics portals,
emails, public accountancy and other applications considered of critical importance. It
also has contingency services to ensure the provision of services without interruption.

Currently there are State entities that use the governmental cloud. At the same
time, these entities can acquire storage services and cloud data backup, allowing
the reduction of operational costs and hardware maintenance.

One of the issues of special interest for the governmental entities using the
cloud service, is the security of the sensitive information they handle, as well as
the legal frame that regulates them, taking into account the threats from criminal
attacks or political motivations [25]: there are articles that punish informatics
crimes in the Panamanian Penal Code. Other inconveniences are the threats that
are faced when using the cloud: The high consumption of resources by the users,
and the great amount of requests to the service, make the service expand to the
point of needing to outsource to external service providers that are outside the
defined security policies and lastly the inappropriate definition of the contracts
with the service providers, as well as the lack of follow up of these contracts.

Recently the creation of ‘‘CSIRT Panamá’’ [26] was approved, as entity in
charge of providing answers to security incidents in such a way that the necessary
actions are taken for the prevention, treatment, identification and resolution against
security attacks. In this way, it will offer information to improve the security of the
information and telecommunication systems of the governmental sector.

Taking into consideration the characteristics of this project, besides the laws
mentioned previously, it’s necessary to elaborate an strategic plan that considers
the security and privacy of the information that it administers, before migrating
from their traditional systems to the cloud. It must begin by migrating to the cloud
the information that is not considered of sensible or critical importance, consid-
ering procedures that allow the incorporation of their operations in a gradual
manner to the cloud, because of the complexity of the information that it handles
problems could arise and the creation of new methods of evaluating and risks is
imperative. This means that risks are to be determined and if it’s necessary to
redefine the requirements in case they don’t adapt to their needs. The human factor
and the regulatory frame should also be taken into consideration.

In the case of the computational cloud of the Panamanian State, we consider
necessary that the following considerations are met [27]:

• The governmental cloud service should be structured in such a way as to prevent
the shutdown of the entire service from an attack on a single part of the system, as
well as various internet providers that guarantee the quality of communication.
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• Define the levels of service necessary as a part of the requirements, whether it be
as a means of evaluating parameters as availability, answer time, etc. These
evaluations will allow measuring the performance of the services the cloud
provides. In addition to identifying the controls and adequate them in such a way
that the minimum performance level is met.

• Check the existent policies and procedure in terms of security and evaluate how
these can help improve the different cloud service models.

• Have a Security Operations Center (SOC) that monitors the cloud where the alerts
and other indicators are checked in case they are activated by incoming threats.

• Have a security staff that is prepared and capable of looking after the proper
functionality and safety of the system.

• Make backup and data recovery plans in the event of a security incident.
• Perform backup and recovery tests periodically to ensure that segregation and

controls are effective.
• In case that the Panamanian State decides to allow private companies to use to cloud,

these companies have to be regulated by the law pertaining State contracting.
• Ensure that the main requirements of security, strength and legal framework are

specified into the services requirement levels and written down at the moment
the contract, with the provider of services of the governmental cloud, is defined.

• Guarantees that apply access controls of the personnel/provider of the cloud that
allows a logical segregation of responsibilities.

• Perform training and education of security awareness for all the public
employees at least once a year. A new personnel must be instructed in security
awareness during their integration process and before they access the operating
environment of the cloud.

• Identify and clearly define roles and user privileges.
• To have identity federations and Web Single Sign On.
• Implement strong access controls to the users in the cloud. Likewise to guar-

antee the authorized access to information management in the cloud.

4.8 Conclusion

Due to the rapid growth that Cloud Computing is taking is the important for organi-
zations and customers to know its infrastructure and capability as well as its main
inconveniences. One of the main disadvantages, is presented by its complex way to
implement security procedures and methods. Data localization raises important legal
considerations due to the involvement of different jurisdictions and regulations.
Another aspect is enforcing compliance with security policies and rules, which require
service providers and clients to establish clear policies and procedures of how to handle
services and the protection provided to sensitive datastorage, as well as what the
actions to take in the event of incident or attack that may affect cloud services will be.

4 Emerging Threats, Risk and Attacks 49



The service provider must make use of strong access control mechanisms granting
users with the minimum required privileges needed by them.

The Panamanian government has just started its migration to cloud services.
To migrate to a governmental cloud is necessary to create a juridical or legal
framework that should regulate thus the use and contracting of the cloud with the
providers of services, as the security that both the infrastructure and the protection of
the critical information that handles the government must have.
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Chapter 5
Cognitive Antenna System for Sustainable
Adaptive Radio Interfaces

Ligia Cremene and Nicolae Cris�an

Abstract Communication systems are usually implemented on a heterogeneous
infrastructure and must operate in environments with accelerated dynamics.
Adaptation is thus a key feature of such a system. Long-term, sustainable, adaptive
solutions did not receive much attention in the design phase of wireless commu-
nication systems. With the advent of LTE, which was designed as a highly flexible
radio interface—created to evolve—there is room for disruptive solutions to be put
in place. A new approach for the receiver is proposed, where the antenna takes an
active role in characterising and eventually learning the operation environment.
The proposed solution—a Cognitive Antenna System (CAS), is based on two main
mechanisms that we called antenna vision (AV) and signal fishing (SF). In the core
cognitive cycle ‘observe-decide-act’ we aim to improve the ‘observe’ part, which
critically influences the whole decision process. The SF and AV mechanisms bring
a set of advantages: higher received SNR, no additional noise, higher AoA esti-
mation accuracy.
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5.1 Introduction

One of the main challenges for wireless communication systems is to implement
spectrum efficient radio interfaces, which can compensate for impairments of the
radio channel and smartly surf a dynamic environment, while maintaining a low
degree of complexity in signal processing.

The proposed new approaches and techniques should not try to improve the
existing physical layer through incremental changes but should cover the design of
comprehensive models and architectures that can cope with the challenges and
opportunities of radio communication systems of future generation.

Our approach is that of a long-term, sustainable, dynamic adaptation for
wireless receiver chains. The antenna is seen as a pivotal element in determining
and assessing quality of a wireless communication link. Actually, the user-per-
ceived network or equipment quality relies, ultimately, on antenna performance.
Moreover, until recently, the antenna influence on channel measurements was
considered a bias, whereas now it can be used to a benefit by integrating it into the
channel analysis [1, 2]. The antenna should take an active role in characterizing
and eventually learning the operation environment by first ensuring high accuracy
and reliability in observing the environment.

The antenna, the actual RF delivery and reception enabler, has evolved at a
much lower pace than baseband processing techniques. Smart antennas have been
proved to significantly improve system performance in terms of capacity and
reliability, for various communication systems.

Multiple independently tilting beams may now be supported for different
information/signals on the same antenna array. This enables different operators or
different access technologies to be combined onto a single antenna array, while
maintaining some network design/planning independence.

On the other hand one can observe a delay in broad adoption of truly innovative
techniques such as the adaptive antennas [3]. Even if effective solutions for
adaptive antennas exist for more then a decade, they are not yet implemented on a
large scale. Limited reconfigurable solutions were introduced: Cross-polarized
antennas, multi-band antennas, and the adjustable tilt antennas (multi-tilt, VET
(Variable Electric Tilt) and RET (Remote Electrical Tilt)).

Therefore a rethink in terms of adaptation and sustainable evolution of tele-
communications systems and equipments seems necessary. This may involve a
constant correlation between the mathematical idealization, the physical
phenomenon, and the latest technology solutions.

In the mean time, the first release of LTE (Long-Term Evolution) as defined by
the 3GPP, was issued [4]. LTE was designed as a highly flexible radio interface
[5, 6] created to evolve. The first release of LTE provides a new flat radio-network
architecture designed to simplify operation and to reduce cost. It brings together
the most robust, reliable and capacity enhancing technologies like FDD, TDD,
OFDM, MIMO, etc. The adaptation is to be achieved by numerous parameters that
would ensure high flexibility.
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Support for multi-antenna transmission was an integral part of LTE from the
first release, and the channel quality measurements for link adaptation and
scheduling are designed to cater for this [7]. The presence of at least downlink-
receive diversity is assumed. More advanced multi-antenna schemes also are
supported by LTE, including transmit diversity, spatial multiplexing (including
single-user and multi-user multiple-input multiple-output (MIMO), with up to four
antennas, and beamforming. In the uplink, both open-and closed-loop transmit-
antenna selection are supported as optional features [7].

In this paper we present the conceptual model and preliminary simulations of a
CAS. The CAS relies on the mechanisms of signal-fishing (SF)—proposed by the
authors in [2], and antenna vision (AV)—recently developed. A CAS improves the
reliability of the wireless link by performing radio scene analysis and responding
to changes in the RF signal environment.

Cognitive systems may exhibit a reactive or proactive behavior based on
environment features, external stimuli, user requirements, operational constraints
and capabilities. The CAS exhibits a proactive behavior as the antenna array takes
an active role in characterizing the radio scene.

Antenna vision is used as a tool for radio scene analysis and provides a signal-
space representation. Such representations of the signal space at the receiver
enable observation of significant behaviour features of the incoming signals.
Antenna-based spatial characterization of the channel fading enables the detection
of signal maxima in the antenna environment—SF.

The paper is structured as follows: Section 5.2 presents the CAS conceptual
model. The two core mechanisms—SF and antenna vision—are described in
Sect. 5.3. Section 5.4 presents and discusses the simulation results. The conclu-
sions are presented in Sect. 5.5.

5.2 Cognitive Antenna System Model

The core functionality of a Cognitive Radio is based on the ‘observe-decide-act’
cycle [8]. A CAS also implements this cycle and is nor completely autonomous,
nor completely controlled by a cognitive Tx-Rx equipment. We see cognition
implemented in a distributed manner across the receiver processing chain (cross-
layered).

The model in Fig. 5.1 capture the main functionalities of a CAS and highlights
the proposed mechanisms of SF and antenna vision. Cognition mechanisms like
perception (sensing), learning and reasoning, knowledge and representation
models, all feed the decision making process and finally the action.

A primary processing part, meant for short-term adaptation, is located at the
antenna array and controller level. The antenna array performs both the ‘observe’
and ‘act’ parts based on its sensing and actuating capabilities. The antenna is
actually a self-structuring array with sensorial and actuatorial memories. The
antenna vision mechanism is based at this level.
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Antenna vision is used as a tool for radio scene analysis and provides a rep-
resentation of the signal space. Such representations of the signal space at the
receiver enable observation of significant behaviour features of the incoming
signals.

The learning and reasoning part is intimately linked to the knowledge and
representation part. Mapping of the radio scene and learning self-structuring
routines need to access and update knowledge and representation models such as
long-term imagistic memory, radio scene maps, channel models, array self-
structuring patterns.

The design of the decision making part needs special attention in the respect of
maintaining a low complexity, especially that there are lots of computational
intelligence tools available: metaheuristics, evolutionary computing multicriteria
optimization. The signal-fishing mechanism is mainly based at this level.

SF addresses fading mitigation in adaptive multiple antenna receivers. It
exploits the spatial component information of the channel in order to detect and
exploit the channel signal maxima. This spatial method is meant to maximize the
SNR by spatial decorrelation of the incoming fronts.

The next section describes the SF and AV mechanisms.

Fig. 5.1 Cognitive antenna conceptual model
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5.3 The CAS Signal-fishing and Antenna Vision Mechanisms

SF is a new method of detecting and exploiting the signal maxima of the channel
thus improving the received SNR.

The concept of antenna-based SF based on the associated concept of short-
range, short-term fading characterization was proposed by the authors in [2]. The
latter turns the selective channel problem into a flat fading problem, thus enabling
the receiver signal processing part to perform better. By estimating or measuring
the angle of arrival, phase shift, and amplitude of the incoming signal a short-term,
short-range fading characterization is obtained. It is the antenna array that has the
main role here. SF is an antenna-based spatial fading characterization method
enabling the detection of signal maxima in the antenna environment.

An implementation of the proposed signal-fishing concept [9] using a genetic
algorithm optimizer for antenna element positioning shows that the maximum
signal levels of the channel can be detected and used to increase the mean received
signal power. The channel fading effects are mitigated starting at the antenna level,
an approach that does not introduce additional noise like current baseband
processing techniques.

The antenna is described as an M 9 N rectangular array with element spacing
dx = dy = k/2 or k/4) (Fig. 5.2).

Only two elements in the array are active at a given time. In order to search for
the best positions of the active elements an evolutionary optimizer is used. This
spatial method is meant to maximize the SNR by spatial decorrelation of the
incoming fronts.

Activating the appropriate two array-elements results in the maximization of
received signals Rx1 and Rx2:

Fig. 5.2 The antenna is
described as an M 9 N
rectangular array with
variable element spacing

5 Cognitive Antenna System for Sustainable Adaptive Radio Interfaces 57



Rx1 a; bð Þ ¼
Xnp

i¼1

q hi; 90�ð Þfi exp j a� 1ð Þ bdx cos hið Þð Þ þ j b� 1ð Þ bdy sin hi

� �� �

Rx2 c; dð Þ ¼
Xnp

i¼1

q hi; 90�ð Þfi exp j c� 1ð Þ bdx cos hið Þð Þ þ j d � 1ð Þ bdy sin hi

� �� �

where
q—the antenna element factor
fi = |fi| exp (jui) is the complex value associated to wavefront i.
a, b, c, and d are the coordinates of the activated receive elements Rx1 and Rx2

b is the phase constant
hi is the angle of arrival (AoA) of the ith front.
The SF mechanism needs to find the maximum of the mean received signal

power
P = |h11|2 ? |h22|2

where h11 and h22 are the diagonal channel matrix coefficients.
An array controller translates the coordinates a, b, c, d into a binary signal

suited for on/off element switching. The Packet Error Rate (PER) value is used as a
trigger for the evolutionary search of the array element coordinates a, b, c and
d. The angles of arrival are estimated based on the available Rxx matrix, using
state-of-the-art AoA estimation methods (e.g. ESPRIT, MUSIC) [10, 11, 12].

Maximum signal levels of the channel can be detected and used during oper-
ation, to increase the mean received signal power. No additional noise is
introduced.

Conducting radio scene analysis includes analyzing the signal space in terms of
space, time, frequency, code and location. Antenna vision is used as a tool for
radio scene analysis and provides a signal space representation. Such representa-
tions of the signal space around the antenna enable observation of significant
behaviour features of the incoming signals. The proposal of a visual method for
radio scene characterization (antenna vision) opens the way to using new com-
putational intelligence tools in array signal processing.

5.4 Simulation Results

The results represent a sub-set of more extensive simulations and illustrate the
improvement in (i) AoA estimation accuracy, (ii) generation/representation of the
signal space, and (iii) signal maxima detection and exploitation.

Figure 5.3 captures the estimated pseudospectrum using the standard MUSIC
algorithm on a uniform linear array (ULA). The angles of arrival are:
AoA = [-40 -36 -24 24 36 40].
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Figure 5.4 capture the estimated pseudospectrum using the MUSIC algorithm
together with the signal-fishing mechanism. A significant improvement in accu-
racy can be noticed by comparing the two pseudospectra (Figs. 5.3, 5.4).

Figure 5.5 illustrates the array signal-space generated by the antenna vision
mechanism. It can be noticed that certain array elements are better positioned in
order to detect and use the signal maxima.

Figure 5.6 illustrates the signal maxima detection based on an evolutionary
search of the radio scene. The solution pair is marked by the red dots (global

Fig. 5.3 Estimated
pseudospectrum using the
standard MUSIC algorithm
on a uniform linear array
(ULA)

Fig. 5.4 Estimated
pseudospectrum using the
MUSIC algorithm together
with the signal-fishing
mechanism
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maxima) and the blue stars indicate local maxima. The solution indicates the best
coordinates (a, b) for receive element Rx1

’ and (c, d) for Rx2. The corresponding
activated array elements are shown in Fig. 5.7.

The gain of the signal-fishing mechanism compared to that of a fixed array
(32 9 32) lies between 7 and 25 dB depending on the angles of arrival and on the
search method.

Fig. 5.5 The signal space
view provided by the
antenna-vision mechanism

Fig. 5.6 Signal maxima
detection based on the signal-
fishing and antenna-vision
mechanisms
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5.5 Conclusions

The premises for sustainable adaptive wireless receivers are set based on: (i) a
systemic approach of the wireless receiver chain and (ii) the central role of the
antenna in characterizing the transmission environment (radio scene). Maximum
signal levels of the channel can be detected and used during operation by exploring
the signal space provided through antenna vision mechanisms. Channel fading
effects are mitigated starting at the antenna level—an approach that does not
introduce additional noise like current baseband processing techniques.

The SF and antenna vision mechanisms bring a set of advantages: higher
received SNR, no additional noise, higher AoA estimation accuracy. Thus the
‘observe’ part of the ‘observe-decide-act’ cycle is improved.

Future challenges in developing the CAS are: to develop the learning part of our
antenna-based approach, extend the adaptive platform by correlating adaptive
mechanisms from various levels of the processing chain, use other computational
intelligence tools for radio scene characterization and learning.
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Chapter 6
Introducing the Concept of Information
Pixels and the Storing Information Pixels
Addresses Method as an Efficient Model
for Document Storage

Mohammad A. ALGhalayini

Abstract Today, many institutions and organizations are facing serious problem
due to the tremendously increasing size of documents, and this problem is further
triggering the storage and retrieval problems due to the continuously growing
space and efficiency requirements. This problem is becoming more complex with
time and the increase in the size and number of documents in an organization.
Therefore, there is a growing demand to address this problem. This demand and
challenge can be met by developing a technique to enable specialized document
imaging people to use when there is a need for storing documents images. Various
techniques were developed and reported in the literature by different investigators.
These techniques attempt to solve this problem to some extent but, most of the
existing techniques still face the efficiency problem, in the case, the number and
size of documents increase rapidly. The efficiency is further affected in the existing
techniques when documents in a system are reorganized and then stored again. To
handle these problems, we need special and efficient storage techniques for this
type of information storage (IS) systems [1–7]. In this paper, we present an effi-
cient storage technique for electronic documents. The proposed technique uses the
Information Pixels concept to make the technique more efficient for certain image
formats. In addition, we shall see how Storing Information Pixels Addresses
(SIPA) method is an efficient method for document storage and as a result makes
the document image storage relatively efficient for most image formats [8–12].
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6.1 Introduction

In previous research paper,1 we have analyzed and concluded that pdf image
format is one of the best types to store scanned documents. Our next step was to
divide the KSU2 document into segments and store only the segment that contains
the necessary information, namely, the body of the document. This excludes the
header and footers, date and logo. This has proved to be efficient with respect to
storage and saves at least 25 % storage space.3 In this research paper, we move a
step further. We analyze the body segment of the document [13–15].

This is done by considering segment (5) of the KSU documents. In this seg-
ment, it is true with almost all documents that the shades are in black and white
and there is no need for images to be stored neither as color images nor with higher
memory usage, as is explained in previous papers.

The challenge is about how we can further reduce the storage size of the
document. We should come up with a way that scrutinizes the document to a
greater extent. This could be done by evaluating whether or not it is possible to
make use of the fact that the whole document can be considered as an image, and
since the information is in black, then the question should examine if we can store
only the part of the segment that is black.

6.2 Analyzing the KSU Document Full Body Segment
in Finer Detail

We segmented the KSU Document sheet into several segments depending on vital
data which we actually need to store. These segments can be classified based on its
content. Figure 6.1 below shows the segmentation pattern.

It is the body of the document that contains the necessary information. As
explained previously, it is necessary to analyze this part in a way by which we can
incidentally reduce the size of the document by considering the segment as an
image.

An image can be considered to consist of various shades. If the images are
black and white, then the image can be considered as a gray scale image that

1 Mohammad A. ALGhalayini and Abad Shah, ‘‘Introducing The (POSSDI) Process The
Process of Optimizing the Selection of The Scanned Document Images’’; CISSE 2006, The
Second International Joint Conferences on Computer, Information, and Systems Sciences, and
Engineering (CISSE 06).
2 More about King Saud University available at: http://www.ksu.edu.sa.
3 Mohammad A. ALGhalayini and ELQasem ALNemah, ‘‘An Efficient Storage and Retrieval
Technique for Documents Using Symantec Document Segmentation (SDS) Approach’’; CISSE
2007, The Third International Joint Conferences on Computer, Information, and Systems
Sciences, and Engineering (CISSE 07).
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consists of (256) shades. When we further try to simplify this concept, we
understand that the documents have written information and therefore can just be
considered as black and white. The images are now considered at the pixel level.
The advantages of considering these images at the pixel level are:

• The pixel is the building block of an image and therefore every image can be
observed in minute detail based on the pixel values.

• It is the pixel values that the computer uses to store images. The number of bits
used to represent pixel values can be manipulated and hence the size of the
image.

• The spatial dimensions of a pixel can be predefined. The smaller the pixel, the
better the resolution and the larger the pixel, the lesser the resolution. In addi-
tion, smaller pixels in an image with specific dimensions mean more number of
pixels and therefore more storage space. Larger pixels in an image mean lesser
number of pixels and less storage space; therefore, storage space and image
quality is a tradeoff.

One of the best application softwares that can be used to check and simulate our
proposed concept on images is MATLAB. We are going to use MATLAB to
analyze the outcome of our logic on these images.

Fig. 6.1 The segmentation
pattern
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6.3 Introducing Storing Information Pixels Addresses
Method

6.3.1 Concept of Pixel Based Segmentation

A typical KSU sheet is shown in Fig. 6.1. We make note of a few facts: The
information written in the KSU sheet is in black. It does not contain any images.
We observe that when the images are stored in any format, there is lots of space
used up by the white portion of the sheet, which, apparently, stores no information
and may also lead to an increase in memory usage.

This portion is not of any importance to us; therefore, we need a way to only
store the information, that is, nothing but the information pixels which in turn is
the black portion in the image. We shall call each black pixel an information
pixel.

The concept of Storing Information Pixels Addresses (SIPA) will help save
memory space. This can be done by taking into account only the pixels that are
black in color which are the information pixels. It is important to consider the
image as an ensemble of black and white shades of 256 types. This is obtained
from the fact that every pixel is represented by 8 unsigned bits in MATLAB. We
have to observe the image on a grayscale.

Another point to be made note of is that MATLAB does not interpret images
based on colors. It does so based on the intensity of pixels. If the intensity of the
pixel is zero, then it is black. If the intensity of a pixel is 255 which is the
maximum value of an 8-bit pixel, it is white. We use this concept for identifying
colors in MATLAB using pixel intensities.

The MATLAB program below is for a jpeg format image. This program is used
to store the addresses of information pixels.

% Provides information of the image
Imfinfo (0C:\Users\ALGhalayini \Desktop\sample.jpg0);
% Start counter to keep a tab of the time
Tic;
% Read the image in MATLAB
RGBimage=imread (‘C:\Users\ALGhalayini \Desktop\sample.jpg’,’jpg’)
% Convert it to gray format
GRAYimage=rgb2gray (RGBimage);
% Display the image
Figure (6.1);
Imshow (GRAYimage);
% Find the dimensions of the image
[m n]=size (GRAYimage);
total_pixels=m � n ;
% Store address of information pixels in Array1 and Array2
K=1;
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for I=1 : m
for j=1 : n
if GRAYimage (I, j) \ 128
Array1 (1, k)=I; Array2 (1, k)=j;
K=k ? 1;
end
end
end
%Form N X 2 array that stores the address of information pixels
Array=[Array1’ Array20];
% End of time counter
Toc;

First, we execute the imfinfo command and make sure that the image format we
are using is compatible with MATLAB. The image is then read into MATLAB
using the imread command.

This command reads the image as a RGB image. The RGB color model
is additive in nature. That is, when R, G and B light beams are added together,
their light spectra add to make the final color’s spectrum. Zero intensity for each
component gives the darkest color (no light-considered black), and full intensity of
each gives a white; the quality of this white depends on the nature of the primary
light sources. When the intensities for all the components are the same, the result is
a shade of gray, darker or lighter depending on the intensity. When the intensities
are different, the result is a colorized. Since our image is black and white, we can
use an image model that uses equal intensities of the 3 primary colors to produce
shades between black and white. This is called the grayscale format.

6.3.2 Thresholding and Image Enhancement

Thresholding is the simplest form of image segmentation. It is a form of scaling
the intensities in the image. It can be done on grayscale images.

During the thresholding process, individual pixels in an image are marked as
‘‘object’’ pixels if their value is greater than some threshold value (assuming an
object to be brighter than the background) and as ‘‘background’’ pixels otherwise.
Typically, an object pixel is given a value of ‘‘1’’ while a background pixel is
given a value of ‘‘0.’’ Finally, a binary image is created by coloring each pixel
white or black, depending on a pixel’s label. Since the grayscale image has values
from 0 to 255, we can consider the threshold value to be 127, halfway between the
highest and lowest intensities. In this scale, pixel values above 127 are considered
white and below 127 are considered black. This process of thresholding also
enhances the image because it removes unwanted gray shades in the image formed
during scanning.
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Let m be the number of pixels row wise and n is the number of pixels column
wise. MATLAB has the ability to handle images with specific formats. These
formats are presented in Table 6.1.

The execution time is recorded in MATLAB for each format. The code for
JPEG format is displayed above. Observe that there should be only small differ-
ences in the code. It is in the part where the image is read. MATLAB must be
given information about the type of format of the image it is supposed to read. This
can be accomplished by replacing the filename in the imread command.

6.4 Applying Storing Information Pixels Addresses
Method on the Whole KSU A4 Document Images

6.4.1 Program Algorithm

The program algorithm shown below is for the Whole KSU A4 document sheet.

1. clear all; close all; clc;

• In this line, clear all: clears the memory and hence does not store values of
variables used in any of the previous commands.

• Close all: closes the execution of the previous commands.
• Clc: Clears the screen.

2. The image is then converted from RGB format to Gray scale format.
3. The number of rows is taken to be m and the number of columns is taken to be n.
4. The total number of pixels is m*n.
5. for I = 1 : m

Table 6.1 Images with
specific formats using
MATLAB

No. Image type Type meaning

1 BMP Windows bitmap
2 CUR Cursor file
3 GIF Graphics interchange format
4 HDF4 Hierarchical data format
5 ICO Icon file
6 JPEG Joint photographic experts group
7 PBM Portable bitmap
8 PCX Windows paintbrush
9 PGM Portable graymap
10 PNG Portable network graphics
11 PPM Portable pixmap
12 RAS Sun raster
13 TIFF Tagged image file format
14 XWD X Window dump
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for j=1 : n
if GRAYimage (I, j) \ 128
Array1 (1, k)=i; Array2 (1, k)=j;
K=k ? 1;
end
end
end

The for-loops help check row-wise, and then column-wise, the value of the
pixel. If the value of the pixel is less than 128, it is an information pixel (is
black) and its address is stored in an array. Both the row and column addresses
are stored. The arrays, Array1 and Array2 are of type double.

6. Array1 and Array2 are together combined to form Array that is a 2-dimensional
array. The first column of the array represents the row address and the second
column of the array represents the column address corresponding to each
information pixel.

7. Tic and Toc are commands that are used to record the time taken for the whole
execution.

6.4.2 Execution Results and Analysis

Table 6.2 represents the result of the analysis applied on the Whole KSU A4 page.
It also shows the computed result using MATLAB. It is executed for four image
format types:

• Jpeg
• Tif
• Bmp
• Gif

The result for these four formats is tabulated. The first column in Table 6.2
indicates the image formats on which the MATLAB program have been executed.
The second column indicates the pixels per inch (resolution). For every image
type, we execute the code for four different pixel densities 75, 100, 150, and 200.
The pixel densities vary from less resolution with merely intelligible information
to more resolution with better clarity. Third column shows the size of the original
image in kilobytes corresponding to the image format in column 1 and pixel
density in column 2. The fourth column shows the time in seconds taken to
complete the execution. This process includes reading the image, locating and
storing the address of information pixels. The fifth column indicates the total
number of information pixels. The sixth column indicates the array dimension. The
seventh column indicates the size of the resulting array. As indicated in the sixth
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column, the array has two dimensions, one that represents the row address and the
other that represents the column address.

Example: If an array has the element [1790, 34], it means that the 1790th row
and 34th column is an information pixel. Since the number of pixels either row
wise or column wise for even the least pixel density is greater than 255, the pixel
addresses have to be represented with numbers greater than 255 at times and is
therefore not of type integer whose range is from 0 to 255 but is of type double
which indicates double precision and can go up to 65536. The size of the array is
calculated by using the formula:

Size = e � 2 �8/(1024) …..… Formula (6–1)
e indicates the array dimension. Since each pixel is associated with a row and

column pixel address, each of which are of type double, there are 2 integers of type
double associated with every address. Every pixel address has a size of 2 � 8
bytes because each number in the array is of type double which is 8 bytes. It has to
be multiplied by the length of the array to get the whole array size. This is then
divided by 1024 to get the size in KB. The eighth column gives the ratio of original
image size to array size. If the value in this column is greater than 1, it means that
the size of the array is smaller than the size of the image and using the concept of
information pixels turns out to be successful. If the value is less than 1, it means
that the size of the array is greater than the size of the image and the method fails
in compressing the image further. The last column indicates the average per-
centage of compression for a specific format that averages over all pixel densities.
The ratio of array to image compression is given by:

Ratio = Array Size/Image Size � 100
A few important observations that can be made from the table are:

• As the pixel density increases, the storage size of the image increases as a result
of more pixels in the image.

• As the number of pixels and storage size increases, the execution time increases
because the computational complexity increases.4

• The number of elements in the array used to store addresses of information
pixels increases with increase in number of pixels or increase in dpi. This is
because, as the dpi increases, pixels become smaller and represents smaller
portions of the image.

For the JPEG image format, we observe that the applying SIPA method does
not turn out to be successful. The average compression is 0.73 which means that

4 Even though time of execution time is shown in the table, we do not focus much on it since
time may be affected by other factors like processor speed, RAM size, network reliability,
Graphics memory size, etc.
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the size of the array is 1/0.73 times the size of the image, that is, the size of the
array is larger than the size of the image. Therefore, using SIPA method for JPEG
image formats is not a good idea. Also, we can see that as the dpi increases, the
compression ratio gets smaller. For 75 dpi, the array is 1/0.687 times the original
image while for 200 dpi, the array is 1/0.592 times the original image. This shows
that the inefficiency of this technique increases with increase in pixel density.

For the BMP image format, we observe that applying SIPA method of storing
only information pixels is highly efficient. The average compression is 22.53
which means that the size of the array is just about 1/22.53 times the size of the
original image, that is, the size of the array is very small compared to the size of
the image. Therefore, using this scheme for BMP image formats is a good idea.
Also, we can see that as the dpi increases, the compression ratio decreases. For 75
dpi, the compression ratio is 28.687 while for 200 dpi, the compression ratio is
17.864. This says that the efficiency of this technique decreases with increase in
pixel density.

For the GIF image format, we observe that applying SIPA method does turns
out to be good. The average compression ratio is 1.23 which means that the size of
the array is about 1/1.23 times the size of the original image, that is, the array size
is a little smaller than the image size. Therefore, using this scheme for GIF image
formats is acceptable. Also, we can see that as the dpi increases, the compression
ratio decreases. For 75 dpi, the compression ratio is 1.555 while for 200 dpi, the
array to image size ratio is 1.004. This says that the efficiency of this technique
decreases with increase in pixel density.

For the TIF image formats, we observe that applying SIPA method is very
successful. The average compression is 6.14 which means that the size of the array
is about 1/6.14 the size of the original image, that is, the size of the array is smaller
than the size of the image. Therefore, using this scheme for TIF is a good idea.
Also, we can see that as the dpi increases, the compression ratio decreases. For 75
dpi, the compression ratio is 9.467 while for 200 dpi, the compression ratio is
4.348. This says that the efficiency of this technique decreases with increase in
pixel density.

From Table 6.2, we observe that irrespective of the image format, the array size
for a specific dpi is almost the same.

This can be explained rationally as follows. When we work on images pixel
wise in MATLAB, the location of information pixels in different image formats
does not change. Therefore, the number of information pixels remains almost the
same taking into consideration the fact that for a specific dpi, the pixel dimension
is the same. The proof to this statement can be observed from the table. For
example, for 75 dpi, the array dimension is 3728 for the JPEG, 3570 for both the
BMP and the TIF, and it is 5928 in the GIF.
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6.5 Generalizing the Concept of Storing Information Pixels
Addresses over all Image Formats

The disparity of the number of information pixels in GIF image can be attributed
to the fact that GIF images are structured in a different way when compared to the
other three image formats.

The images in other image formats have an R, G and B scale whereas GIF has
only one dimension. We can now consider the median value as the number of
information pixels in any image format in general. We are taking the median and
not the average because we can avoid the disparity in values caused by the GIF
image. The median can be calculated as follows.

Consider the values in ascending order:
3,728, 3,570, 3,570, 5,928

The middle value is the median. If the number of elements during the calcu-
lation of the mean is even, then we consider the average of the two middle values.
Here the mean is therefore 3649. Similarly, we can calculate the mean for 100, 150
and 200 dpi.

We now plot a table to compute the size of the array for all image formats for
specific dpi (Table 6.3).

We can now use this generalization of array sizes to all image formats. We now
plot a table for the rest of the considered image formats (Table 6.4).

For the EXE image format, we observe that applying SIPA method turns out to
be successful for dpi 75, 100, 150, and 200. The average compression ratio is 4.22,
that is, size of the array is about (1/4.22) times the size of the original image, that
is, the size of the array is smaller than the size of the image. Therefore, using this
scheme for EXE images is a good idea. Also, we can see that as the dpi increases,
the compression ratio decreases. For 75 dpi, the array to image size ratio is 8.7
while for 200 dpi, the array to image size ratio is 1.46. This says that the technique
is acceptable when used for 200 dpi. As discussed in (Chap. 2), 150 dpi has an
acceptable image quality and therefore this method can be applied on EXE image
formats with 150 dpi for which it is successful.

For the FPX image format, we observe that applying SIPA method is efficient
for all dpi except the 200. The average compression is about 1.66 which means
that the size of the array is 1/1.66 times the size of the original image, that is, the
array size is smaller than the image size. Therefore, using this scheme for FPX

Table 6.3 Computed size of
the array for all image
formats for specific dpi

dpi Median array dimension Array size (in KB)

75 3,649 57.01
100 7,635 119.29
150 21,741 339.70
200 41,381 646.57
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Table 6.4 The rest of the considered image formats

Image
format

dpi Image
size (in KB)

Array
size (in KB)

Compression
ratio

Average
compression
ratio

.exe 75 496 57.01 8.70 4.22
100 544 119.2 4.56
150 736 339.7 2.17
200 944 646.5 1.46

.fpx 75 160 57.01 2.81 1.66
100 208 119.2 1.74
150 384 339.7 1.13
200 608 646.5 0.94

.htm 75 192 57.01 3.37 2.08
100 256 119.2 2.15
150 528 339.7 1.55
200 800 646.5 1.24

.max 75 144 57.01 2.53 1.49
100 192 119.2 1.61
150 336 339.7 0.99
200 544 646.5 0.84

.pdf 75 96 57.01 1.68 1.11
100 144 119.2 1.21
150 288 339.7 0.85
200 464 646.5 0.72

.png 75 512 57.01 8.98 5.73
100 640 119.2 5.37
150 152 339.7 4.47
200 264 646.5 4.08

tif class f 75 32 57.01 0.56 0.29
100 32 119.2 0.27
150 64 339.7 0.19
200 96 646.5 0.15

tif group 4 75 32 57.01 0.56 0.29
100 32 119.2 0.27
150 64 339.7 0.19
200 96 646.5 0.15

tif lzw 75 528 57.01 9.26 6.06
100 704 119.29 5.90
150 161 339.70 4.76
200 280 646.57 4.33

tif uncomp 75 160 57.01 28.06 22.28
100 288 119.2 24.14
150 648 339.7 19.08
200 115 646.5 17.84

dcx 75 131 57.0 23.01 14.44
100 150 119.2 12.61
150 387 339.7 11.40
200 694 646.5 10.74

(continued)
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images is acceptable. Also, we can see that as the dpi increases, the compression
ratio gets smaller. For 75 dpi, the array to image size ratio is 1.74 while for 200
dpi, the array to image size ratio is 0.94.

For the HTM image format, we observe that applying SIPA method turns out to
be successful for all dpi. The average compression is 2.08 which means that the
size of the array is about 1/2.08 times the size of the original image, that is, the size
of the array is about half of the size of the image. Therefore, using this scheme for
HTM images is a good idea. Also, we can see that as the dpi increases, the
compression ratio reduces. For 75 dpi, the array to image size ratio is 3.37 while
for 200 dpi, the array to image size ratio is 1.24. This says that the technique is
efficient when used for 75, 100, 150, and 200 dpi.

For the MAX image format, we observe that applying SIPA method is efficient
only for 75 and 100 dpi. The average compression is about 1.49 which means that
the size of the array is 1/1.49 times the size of the original image, that is, the array
size is smaller than the image size; however, using this scheme for MAX images is
not a good idea since images with resolution 75 and 100 dpi are unacceptable due
to their quality and it is only for those dpi that this method is successful. Also, we
can see that as the dpi increases, the compression ratio gets smaller. For 75 dpi, the
array to image size ratio is 2.53 while for 200 dpi, the array to image size ratio is
0.84.

Although we previously stated that the PDF image format is preferred due to its
relatively small size and better image quality, we observe that applying SIPA
method is not very efficient but it is just acceptable. The average compression is
1.11 which means that the size of the array is about 1/1.11 times the size of the
original image, that is, the size of the array is little smaller than the size of the
image. Also, we can see that as the dpi increases, the compression ratio reduces.
For 75 dpi, the array to image size ratio is 1.68 while for 200 dpi, the array to
image size ratio is 0.72.

For the PNG image format, we observe that applying SIPA method is efficient.
The average compression is 5.73 which means that the size of the array is about 1/
5.73 times the size of the original image, that is, the size of the array is smaller
than the size of the image. Also, we can see that as the dpi increases, the com-
pression ratio reduces. For 75 dpi, the array to image size ratio is 8.98 while for
200 dpi, the array to image size ratio is 4.08.

Table 6.4 (continued)

Image
format

dpi Image
size (in KB)

Array
size (in KB)

Compression
ratio

Average
compression
ratio

pcx 75 13 57.0 23.01 14.44
100 15 119.2 12.61
150 38 339.7 11.40
200 69 646.5 10.74
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For the TIF CLASS F and the TIF GROUP 4 image formats, we observe that
the SIPA method is not efficient. The average compression is 0.29 which means
that the size of the array is about 1/0.29 times the size of the original image, that is,
the size of the array is larger than the size of the image. Also, we can see that as the
dpi increases, the compression ratio reduces. For 75 dpi, the array to image size
ratio is 0.56 while for 200 dpi, the array to image size ratio is 0.15.

For the TIF LZW image format, we observe that applying SIPA method is
efficient. The average compression is 6.06 which means that the size of the array is
about 1/6.06 times the size of the original image, that is, the size of the array is larger
than the size of the image. Also, we can see that as the dpi increases, the compression
ratio reduces. For 75 dpi, the array to image size ratio is 9.26 while for 200 dpi, the
array to image size ratio is 4.33.

For the TIF UNCOMPRESSED image format, we observe that applying SIPA
method is efficient. The average compression is 22.28 which means that the size of
the array is about 1/22.28 times the size of the original image, that is, the size of
the array is larger than the size of the image. Also, we can see that as the dpi
increases, the compression ratio reduces. For 75 dpi, the array to image size ratio is
28.06 while for 200 dpi, the array to image size ratio is 17.84.

For the DCX, and the PCX image formats, we observe that the SIPA method is
efficient. The average compression is 14.44 which means that the size of the array
is about 1/14.44 times the size of the original image, that is, the size of the array is
larger than the size of the image. Also, we can see that as the dpi increases, the
compression ratio reduces. For 75 dpi, the array to image size ratio is 23.01 while
for 200 dpi, the array to image size ratio is 10.74.

TIFF MULTI-PAGE CLASS F and TIFF MULTI-PAGE CLASS 4 have the
have the same compression ratio and properties as TIFF CLASS F and TIFF
CLASS 4 respectively. TIFF MULTI-PAGE LZW and TIFF MULTI-PAGE have
the have the same compression ratio and properties as TIFF LZW. TIFF MULTI-
PAGE UNCOMPRESSED has the same compression ratio and properties as TIFF
UNCOMPRESSED.

6.6 Applying the Storing Information Pixels Addresses
Method on the Full Body Segment

The only change in this program when compared to the previous program is the
consideration of addresses for the information pixels only from the full body
segment. In this paper, the concept of segmentation helps reduce memory occupied
by information pixels because only segment (5) is considered and the information
pixels in the other segments are ignored. This way, the total number of information
pixels in the whole image reduces and hence the memory required for its storage.
For this to be executed, we need to define the pixel boundaries for segment (5).
This can be explained as follows: Length of the A4 sheet: 29.7 cm. Width of the
A4 sheet is 21 cm.
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6.7 Defining Pixel Boundaries for the Full Body Segment

The information pixels in segment (5) start 7.7 cm from the top of the sheet. Let
‘m’ represent the address of row pixels. Since the resolution of the image is 150
dpi and 1 cm = 0.39370078 inches, the start address of m is:

7:7 � 150 � 0.39370078 = 454.

The information pixels of segment (5) end 5 cm above the bottom of the sheet,
which is 24.7 cm from the top of the sheet. Since the resolution of the image is 150
dpi and 1 cm = 0.39370078 inches, the end address of m is:

24.7 � 150 � 0.39370078 = 1459.

Let n represent the address of the column pixels. The information pixels in
segment (5) start 2 cm to the right of the left end of the A4 sheet. Since the
resolution of the image is 150 dpi and 1 cm = 0.39370078 inches, the start
address of n is:

2 � 150 � 0.39370078 = 118.

The information pixels in segment (5) end 2 cm to the left of the right end of
the A4 sheet, which is 19 cm to the right of the left end of the sheet. Since the
resolution of the image is 150 dpi and 1 cm = 0.39370078, the end address of n is

19 � 150 � 0.39370078 = 1122.

Table 6.5 shows the starting and ending row and column pixels for different dpi
as computed above.

6.7.1 Program Algorithm

A typical program for a JPEG image with 150 dpi that works only on the body of
the KSU sheet is shown below.

clear all; close all; clc;
tic;
RGBimage=imread(‘C:\Users\ALGhalayini\Desktop\algha\a4 size\jpg\full page
256 colors 8bit 150.jpg’,’jpg’);
GRAYimage=rgb2gray (RGBimage);
Figure (1);
Imshow (GRAYimage (454:1459,118:1122));
M=length (GRAYimage);
N=length (GRAYimage (1, :));
total_pixels=m � n;
k=1;
for I=454 : 1459
for j=118 : 1122
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if GRAYimage (I, j) \ 128
Array1(1, k)=I; Array2 (1,k)=j;
K=k ? 1;
end
end
end
Array=[Array10 Array20];
toc
We observe that the program is different from that of the JPEG 150 dpi A4 image
size program in the ‘for’ loop. The snippet is shown below:
for I=454 : 1459
for j=118 : 1122
if GRAYimage (I, j) \ 128
Array1 (1, k)=I; Array2 (1, k)=j;
K=k ? 1;
end
end
end

The concept of selecting the starting and ending row and column which is
nothing but the range of values of i and j is explained in Table 6.5. We now record
the observations from these executions and display them in a table as below.

6.7.2 Execution Results and Analysis

Table 6.6 represents the result of the analysis applied on the Full Body Segment. It
also shows that the technique of storing the information pixels addresses (SIPA) is
successful for the bmp, the gif, and the tif image formats. We observe that
Table 6.6 is very similar to Table 6.2. The only difference is that we consider the
whole A4 KSU scanned document page and search for information pixels in
Table 6.2 while we consider only the Full Body Segment of the A4 KSU scanned
document page and search for information pixels in Table 6.6. Column 3 in
Table 6.6 is the image size. Column 7 in Table 6.6 indicates the size of the array
formed by storing information pixels contained in the body of the KSU document
page while column 7 in Table 6.2 indicates the size of the array formed by storing
information pixels contained in the whole KSU document page. By intuition, we

Table 6.5 The starting and ending row and column pixels for different dpi

dpi Starting row Ending row Starting column Ending column

75 227 729 59 561
100 303 972 79 748
150 454 1459 118 1122
200 606 1944 157 1496
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know that the size of the array used for storing information pixels addresses of the
whole KSU document page should be larger than the size of the array used for
storing information pixels of the Body Segment of KSU document page. This
intuition is verified when we see that values in column 7 in Table 6.6 are lesser
than corresponding values in Table 6.2.

6.8 Generalization the Concept of Storing Information
Pixels Addresses over all Image Formats

We now use Formula (1) to calculate the median array dimension and the array
size and generalize it for all image formats as we did previously for the A4 size
image formats (Table 6.7).

We now use the generalized array sizes for different dpi for all image types as
explained previously for the A4 size image formats.

We recall that for all image formats and all dpi, whenever the compression ratio
is less than 1, It implies that the array sizes formed by pixel based segmentation
are larger than the image itself and therefore applying the SIPA technique is
unsuccessful.

Table 6.8 shows that applying SIPA technique is successful for all considered
image formats except the TIF Class F and TIF Class 4. It also shows the array to
image average percentage for various image formats when scanned over the Full
Body Segment only. TIFF MULTI-PAGE CLASS F and TIFF MULTI-PAGE
CLASS 4 has the properties of TIFF CLASS F or TIFF CLASS 4.

TIFF MULTI-PAGE LZW and TIFF MULTI-PAGE has properties of TIFF
LZW. TIFF MULTI-PAGE UNCOMPRESSED has properties of TIFF
UNCOMPRESSED.

From Tables 6.2 and 6.6 shown above, we note few important observations:

• As seen from the table, the time elapsed for all the cases for execution of the A4
image size is more than the time elapsed for execution of full body segments.

• It is also observed that as the dpi increases, the time elapsed during the exe-
cution of the Full Body Segment is comparatively lesser than the time elapsed
during the execution of A4 size image of the same dpi. This can be explained
from the fact that the MATLAB code needs to run over lesser number of pixels
during the execution of the Full Body Segment than the A4 size image.

Table 6.7 Calculation of the median array dimension and the array size

dpi Median array dimension Array size (in KB)

75 1,691.75 26.43
100 3,544.13 55.38
150 9,678.00 151.22
200 17,855.63 278.99
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Table 6.8 The applying SIPA technique

Image format dpi Image size Array size Compression ratio Average comp.ratio

.exe 75 46 26.43 17.55 8.53
10 51 55.38 9.25
15 64 151.2 4.23
20 86 278.9 3.10

.fpx 75 12 26.43 4.54 2.72
10 15 55.38 2.82
15 28 151.2 1.90
20 45 278.9 1.63

.htm 75 16 26.43 6.05 3.73
10 20 55.38 3.76
15 40 151.2 2.65
20 68 278.9 2.47

.max 75 11 26.43 4.24 2.58
10 16 55.38 2.89
15 24 151.2 1.59
20 44 278.9 1.61

.pdf 75 72 26.43 2.72 1.84
100 108 55.38 1.95
150 216 151.22 1.43
200 348 278.99 1.25

.png 75 336 26.43 12.71 9.67
100 512 55.38 9.25
150 976 151.22 6.45
200 286 278.99 10.27

tif class f 75 16 26.43 0.61 0.46
100 32 55.38 0.58
150 48 151.22 0.32
200 96 278.99 0.34

tif group 4 75 16 26.43 0.61 0.48
100 32 55.38 0.58
150 48 151.22 0.32
200 112 278.99 0.40

tiflzw 75 304 26.43 11.50 9.36
100 496 55.38 8.96
150 992 151.22 6.56
200 291 278.99 10.44

tifuncompressed 75 992 26.43 37.53 29.97
100 174 55.38 31.49
150 392 151.22 25.92
200 696 278.99 24.95

dcx 75 752 26.43 28.45 23.76
100 116 55.38 21.09
150 230 151.22 15.24
200 844 278.99 30.28

pcx 75 752 26.43 28.45 23.76
100 116 55.38 21.09
150 230 151.22 15.24
200 844 278.99 30.28
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Table 6.9 Applying SIPA method

Image
format

dpi Original
image size
(in KB)

Array size
(in KB)

Memory saved
using SIPA

Percentage of
memory saved
using SIPA (%)

Average
percentage of
memory saved
using SIPA (%)

jpeg 75 80.00 58.25 21.75 27.19 -22.95
100 112.00 120.60 -8.60 -7.68
150 240.00 341.38 -101.38 -42.24
200 384.00 649.18 -265.18 -69.06

bmp 75 1600.00 55.77 1544.23 96.51 95.40
100 2880.00 117.98 2762.02 95.90
150 6480.00 338.02 6141.98 94.78
200 11504.00 643.97 10860.03 94.40

gif 75 144.00 92.62 51.38 35.68 16.00
100 240.00 185.51 54.49 22.71
150 496.00 470.18 25.82 5.21
200 864.00 860.40 3.60 0.42

tif 75 528.00 55.77 472.23 89.44 82.19
100 704.00 117.98 586.02 83.24
150 1616.00 338.02 1277.98 79.08
200 2800.00 643.97 2156.03 77.00

.exe 75 496 57.01 438.99 88.51 62.98
100 544 119.29 424.71 78.07
150 736 339.70 396.30 53.85
200 944 646.57 297.43 31.51

.fpx 75 160 57.01 102.99 64.37 28.05
100 208 119.29 88.71 42.65
150 384 339.70 44.30 11.54
200 608 646.57 -38.57 -6.34

.htm 75 192 57.01 134.99 70.31 44.64
100 256 119.29 136.71 53.40
150 528 339.70 188.30 35.66
200 800 646.57 153.43 19.18

.max 75 144 57.01 86.99 60.41 19.58
100 192 119.29 72.71 37.87
150 336 339.70 -3.70 -1.10
200 544 646.57 -102.57 -18.86

.pdf 75 96 57.01 38.99 40.61 0.12
100 144 119.29 24.71 17.16
150 288 339.70 -51.70 -17.95
200 464 646.57 -182.57 -39.35

.png 75 512 57.01 454.99 88.86 80.85
100 640 119.29 520.71 81.36
150 1520 339.70 1180.30 77.65
200 2640 646.57 1993.43 75.51

tif class f 75 32 57.01 -25.01 -78.16 -338.81
100 32 119.29 -87.29 -272.78
150 64 339.70 -275.70 -430.78
200 96 646.57 -550.57 -573.51

(continued)
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Applying SIPA method on different image formats with different dpi proved to
be efficient for most formats and yielded a considerable memory savings (if we
ignored the execution time of the storage process)5 which is an important issue to
us.

Table 6.9 shows the amount and percentage of memory saved by using SIPA
model on different Image formats of the Whole KSU A4 Document scanned
Images.

In Table 6.9 whenever the value of the memory saved is negative it implies that
applying SIPA method is inefficient and whenever it is positive applying SIPA
method is efficient. Although the memory saving percentage turned out to be
negative for certain dpi the average saving could be positive which means
applying SIPA method can be used for those other dpi where there is a consid-
erable memory saving.

Table 6.9 (continued)

Image
format

dpi Original
image size
(in KB)

Array size
(in KB)

Memory saved
using SIPA

Percentage of
memory saved
using SIPA (%)

Average
percentage of
memory saved
using SIPA (%)

tif group 4 75 32 57.01 -25.01 -78.16 -338.81
100 32 119.29 -87.29 -272.78
150 64 339.70 -275.70 -430.78
200 96 646.57 -550.57 -573.51

tif lzw 75 528 57.01 470.99 89.20 82.04
100 704 119.29 584.71 83.06
150 1616 339.70 1276.30 78.98
200 2800 646.57 2153.43 76.91

tifuncompressed 75 1600 57.01 1542.99 96.44 95.36
100 2880 119.29 2760.71 95.86
150 6480 339.70 6140.30 94.76
200 11536 646.57 10889.43 94.40

dcx 75 1312 57.01 1254.99 95.65 92.41
100 1504 119.29 1384.71 92.07
150 3872 339.70 3532.30 91.23
200 6944 646.57 6297.43 90.69

pcx 75 1312 57.01 1254.99 95.65 92.41
100 1504 119.29 1384.71 92.07
150 3872 339.70 3532.30 91.23
200 6944 646.57 6297.43 90.69

5 Even though time of execution is calculated and shown in paper tables, we do not focus much
on it since time is affected by other factors like processor speed, RAM size, network reliability,
etc.
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Table 6.10 The amount and percentage of memory saved by using SIPA method

Image format dpi Original
image size
(in KB)

Array size
(in KB)

Memory saved
using SIPA

Percentage of
memory saved
using SIPA (%)

Average
percentage
of memory saved
using SIPA (%)

jpeg 75 60 53.96 6.04 10.07 -46.33
100 84 111.79 -27.79 -33.08
150 180 303.24 -123.24 -68.47
200 288 558.22 -270.22 -93.83

bmp 75 992 51.77 940.23 94.78 93.18
100 1744 109.72 1634.28 93.71
150 3904 301.63 3602.37 92.27
200 6944 557.76 6386.24 91.97

gif 75 96 61.38 34.62 36.06 11.97
100 144 124.80 19.20 13.33
150 304 318.13 -14.13 -4.65
200 592 573.37 18.63 3.15

tif 75 304 51.77 252.23 82.97 77.82
100 496 109.72 386.28 77.88
150 992 301.63 690.37 69.59
200 2912 557.76 2354.24 80.85

.exe 75 464 26.43 437.57 94.30 81.89
100 512 55.38 456.62 89.18
150 640 151.22 488.78 76.37
200 864 278.99 585.01 67.71

.fpx 75 120 26.43 93.57 77.97 57.20
100 156 55.38 100.62 64.50
150 288 151.22 136.78 47.49
200 456 278.99 177.01 38.82

.htm 75 160 26.43 133.57 83.48 69.62
100 208 55.38 152.62 73.38
150 400 151.22 248.78 62.20
200 688 278.99 409.01 59.45

.max 75 112 26.43 85.57 76.40 54.13
100 160 55.38 104.62 65.39
150 240 151.22 88.78 36.99
200 448 278.99 169.01 37.72

.pdf 75 72 26.43 45.57 63.29 40.46
100 108 55.38 52.62 48.73
150 216 151.22 64.78 29.9
200 348 278.99 69.01 19.83

.png 75 336 26.43 309.57 92.13 89.02
100 512 55.38 456.62 89.18
150 976 151.22 824.78 84.51
200 2864 278.99 2585.01 90.26

tif class f 75 16 26.43 -10.43 -65.21 -135.98
100 32 55.38 -23.38 -73.05
150 48 151.22 -103.22 -215.04
200 96 278.99 -182.99 -190.62

(continued)

84 M. A. ALGhalayini



In general we can see that with most image formats applying SIPA method
turned out to be highly efficient with the Whole KSU Document page as well as
with the Full Body Segment as shown in Table 6.10.

Table 6.10 shows the amount and percentage of memory saved by using SIPA
method on different Image formats of the Full Body Segment scanned Images.

6.9 Conclusion

Our goal in this research paper was to introduce Information Pixels and the
concept of Storing Information Pixels Addresses (SIPA) and show practically that
it is an efficient model for document storage for most image formats.

We observed that the stored images for most image formats are better in size if
they are compared to their original sizes, which yielded in a considerable amount
of memory savings.

• The time taken to store an image in a specific format with lesser dpi is less than
the time taken to store an image in the same format with larger dpi. Hence, this
is a time/complexity-quality tradeoff.

Table 6.10 (continued)

Image format dpi Original
image size
(in KB)

Array size
(in KB)

Memory saved
using SIPA

Percentage of
memory saved
using SIPA (%)

Average
percentage
of memory saved
using SIPA (%)

tif group 4 75 16 26.43 -10.43 -65.21 -125.60
100 32 55.38 -23.38 -73.05
150 48 151.22 -103.22 -215.04
200 112 278.99 -166.99 -149.10

Tif lzw 75 304 26.43 277.57 91.30 88.83
100 496 55.38 440.62 88.84
150 992 151.22 840.78 84.76
200 2912 278.99 2633.01 90.42

tif
uncompressed

75 992 26.43 965.57 97.34 96.57
100 1744 55.38 1688.62 96.82
150 3920 151.22 3768.78 96.14
200 6960 278.99 6681.01 95.99

dcx 75 752 26.43 725.57 96.48 95.47
100 1168 55.38 1112.62 95.26
150 2304 151.22 2152.78 93.44
200 8448 278.99 8169.01 96.70

pcx 75 752 26.43 725.57 96.48 95.47
100 1168 55.38 1112.62 95.26
150 2304 151.22 2152.78 93.44
200 8448 278.99 8169.01 96.70
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• Applying SIPA method on Full Body Segment images of a specific format and
dpi take lesser time to be executed than its A4 size image counterpart.

Considering the above two factors, the complexity and time of image storage
increases as we move from 75 to 200 dpi. It takes lesser time to store a Full Body
Segment scanned image than the Whole A4 Document scanned image.

We can therefore conclude that using 150 dpi Full Body Segment scanned
images produces an optimum result because:

• Storage of images with 150 dpi do not take as much time as images with 200
dpi;

• Storage of an image with 150 dpi is not as complex as an image with 200 dpi
because the number of information pixels are lesser in images with 150 dpi and
hence lesser the size of the array of addresses.

• The quality of images is certainly better than images with 75, 100.
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Chapter 7
Introducing the Concept of Back-Inking
as an Efficient Model for Document
Retrieval (Image Reconstruction)

Mohammad A. ALGhalayini

Abstract Today, many institutions and organizations are facing serious problem
due to the tremendously increasing size of documents, and this problem is further
triggering the storage and retrieval problems due to the continuously growing
space and efficiency requirements. This problem is becoming more complex with
time and the increase in the size and number of documents in an organization.
Therefore, there is a growing demand to address this problem. This demand and
challenge can be met by developing a technique to enable specialized document
imaging people to use when there is a need for storing and retrieving documents
images. Various techniques were developed and reported in the literature by dif-
ferent investigators. These techniques attempt to solve this problem to some extent
but, most of the existing techniques still face the efficiency problem, in the case,
the number and size of documents increase rapidly. The efficiency is further
affected in the existing techniques when documents in a system are reorganized
and then stored again. To handle these problems, we need special and efficient
retrieval techniques for this type of information retrieval (IR) systems. In this
paper, we present an efficient retrieval technique for electronic documents. The
proposed technique uses the Back-Inking concept to make the technique more
efficient for certain image formats. The use of this approach is a continuation of the
SIPA approach which was presented in an earlier paper as an efficient method for
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document storage of the documents and as a result makes the image retrieval
relatively efficient.

7.1 Introduction

By using SIPA technique, we learned how we can store the addresses of infor-
mation pixels and how it helps in minimizing the storage size of the image
components. We also analyzed the time consumed to convert an image from its
respective format into an array of addresses [1–6].

It is important to understand the practical significance of this analysis. By
converting an image into our format, we are saving the image not as an array with
pixel intensity values but as an array with the addresses of information pixels. The
time taken to convert the image into such an array is in reality the time taken to
save the image in our format. Analogously, if retrieving the image saved in our
format is the purpose, in reality we will be converting the array of addresses of
information pixels into an image. The time taken to open the image saved in our
format must be equivalent to converting the array into an image. In this research
paper, we retrieve the image from the array of addresses by applying a technique
that we shall call ‘‘Back-Inking’’ [7–15].

7.2 Back-Inking Algorithm

As the name implies, in this technique, we work backwards and replace an
information pixel to where the address in the array points to. The addresses of
information pixels are stored in the array. Every row in the array is made up of two
elements. The first element is a pointer that points to the row and the second
element is a pointer that points to a column. Together, they work as a 2-dimen-
sional pointer pointing to the original location of the information pixel in an image
[16, 17].

The algorithm places a black pixel at the address pointed by the array and the
remaining pixels are white.

The Back-Inking Algorithm does the following:

• An array of size (m 9 n) is formed with all values in it being 256. This
represents an image with all pixels white. Let us call it image R. Here m and n
are the numbers of rows and columns (the coordinates) in the original image
respectively.

• The algorithm reads the first row in the array of addresses. It contains two
elements.

• It points to the row in image R corresponding to the first element among the two
values read.

• It then points to the column in image R corresponding to the second element
among the two values read.
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• This pixel formed by the row-column intersection of addresses is replaced with
the value 0.

• The algorithm next reads the second row in the array of addresses and points to
the pixel corresponding to that address in image R. This pixel value is replaced
by 0.

• The process repeats till the algorithm reads all rows in the array of addresses and
replaces the pixels in image R corresponding to those addresses by 0.

Example: Let us simulate this algorithm for a BMP image with 150 pixels per
inch.

Step 1: Create an array of size (1327 9 1004) with each value in it being 256.
This image is called R.

This represents an image with intensity 256 all through. Hence the image is
white. This is an initialization process. We replace white pixels with black ones
according to the address stored in the array.

Step 2: The first element in the array of addresses corresponding to this image
is read.

We have seen in previous research paper1 that the array of addresses that
corresponds to a BMP image of 150 pixels per inch has a size of (43,266 9 2). Let
us call this array Array1. The first row of the array is read, that is, Array1 (1,1) and
Array1 (1,2).

Array1 (1,1) = 1; Array (1,2) = 241;
Step 3: The algorithm points to the first row in image R.
This is because it points to the row in image R corresponding to the first

element read, that is, Array1 (1,1) = 1.
Step 4: It then points to the 241st column in image R.
This is because it points to the column in image R corresponding to the second

element read, that is, Array1 (1,2) = 241.
Step 5: The pixel formed by the row-column intersection in step 3 and in step 4

is replaced by a 0.
Intensity 0 corresponds to black. We have now replaced a black pixel at

location (1,241).
Step 6: The same process repeats for each row of Array1 and hence all

addresses present in Array1 are replaced by a 0 in image R, that is, a black pixel in
image R. We shall call this the ‘‘Back-Inking Process’’.

7.3 MATLAB Simulation of Back-Inking Algorithm:

Previously, we stored the image in the form of an array of addresses using
MATLAB. We will now simulate the conversion of array of addresses into an
image in MATLAB.

1 ALGhalayini [18].
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A snippet of the code that is used for reconstruction of the image is shown
below.

% Start counter to keep a tab of the time
tic;
% Reconstructed array
Rearray = uint8 (255 * ones (m, n));
for l = 1:lgth
rearray (Array (l, 1), Array (l, 2)) = 0;
end
figure 2
imshow (rearray)
% End of time counter
toc;

(1) Here tic and toc commands are used to keep a tab of the time. They return the
time taken to convert the array of addresses into an image.

(2) Rearray = uint8 (255 * ones (m, n));

We initialize the reconstructed image (called rearray) with all intensity values
255.

Here
M—Number of rows in the image;
N—Number of columns in the image;
ones (m, n) will create an array of size (m 9 n) with all values in it being 1.
255*ones (m, n) will multiply each value in the array ones (m, n) by 255. Hence

each value in the array is now initialized to 255.
uint 8 is a function used to convert numbers from any data type to the type-

uint 8. This is because images are supposed to be in the form uint 8 in MATLAB.
uint8 has a range (0–255) which matches the intensity range in 8-bit grayscale
images.

(3) for l = 1 : lgth

rearray (Array (l, 1), Array(l,2)) = 0;
end
This part of the program is used to replace each pixel in the image rearray with

an intensity value 0. The address of the pixel is pointed by the array of addresses
(called Array).

Here lgth = number of rows in the array.
The for loop:
for l = 1 : lgth
………
end
executes the statement within the loop #lgth number of times and in each

iteration, the value of l is incremented by 1. The start value of l is 1 and its stop
value is #lgth.

The statement within the for loop is:
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Rearray (Array (l, 1), Array (l, 2)) = 0
As explained in the example above, the initial value in the for loop is Array

(1, 1) = 1 and Array (1, 2) = 241.
Here, rearray (Array (l, 1), Array (l, 2)), i.e., rearray (1, 241) = 0;
For each iteration in the for loop, successive values of addresses stored in Array

are read and the corresponding values in rearray are replaced by 0. Since the for
loop ends at l = lgth, the last iteration is executed till the last element in Array is
read and a 0 is replaced in its corresponding location in the image.

(4) Imshow (rearray) is used to display the reconstructed image.

The same snippet of code can be used for all image formats with different dpi
and for both full body segments of the scanned document image and the whole A4
scanned document image types.

For the same dpi, since the size of the full body image is smaller than that of an
A4 size image; the number of information pixels in a full body image is lesser, the
size of its corresponding array of addresses is smaller and hence it will take lesser
time to be reconstructed into an image when compared to its A4 counterpart.

Fig. 7.1 Shows the
reconstructed Image after
applying the Back-Inking
method the whole A4
document (.gif) format image
scanned with (150) dpi
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7.4 MATLAB Codes and Reconstructed Images

Now we are ready to see the MATLAB codes and reconstructed images for the
examined image types for different image resolutions for both the whole KSU A4
document and for the Full Body Segment images.

The code below is the code for reconstructing (Back-Inking) the whole A4
Document (.gif) format image scanned with (150) dpi.

clear all; close all; clc;
tic;
RGBimage = imread (‘C:\Users\ALGhalayini_rn\
a4size\gif\full page 256 colors 8bit 150.gif, ‘gif’);
GRAYimage = RGBimage;
figure 1;
imshow (GRAYimage);
m = length (GRAYimage);
n = length (GRAYimage (1, :));
total_pixels = m * n;
k = 1;
for i = 1 : m

Fig. 7.2 Shows the
reconstructed Image after
applying the Back-Inking
method the full body segment
(.tif) format image scanned
with (150) dpi
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for j = 1 : n
if GRAYimage (i, j) \ 128
Array1 (1, k) = i; Array2 (1, k) = j;
k = k ? 1;
end
end
end
Array = [Array1’ Array2’];
Toc
The code below is the code for reconstructing (Back-Inking) the Full Body (.tif)

format image scanned with (150) dpi (Figs. 7.1 and 7.2; Tables 7.1 and 7.2).
clear all; close all; clc;
tic;
RGBimage = imread (‘C:\Users\ALGhalayini_rn\
Full\tif\full page 256 colors 8bit 150.tif’, ‘tif’);
GRAYimage = rgb2gray (RGBimage);
figure 1;
imshow (GRAYimage (454 : 1459, 118 : 1122));
m = length (GRAYimage);
n = length (GRAYimage (1, :));
total_pixels = m * n;
k = 1;

Table 7.1 Shows the reconstruction time and the average viewable marka of the reconstructed
images for different resolutions of the whole KSU document images

No Image format
type

Image resolution
(DPI)

Image reconstruction
time (s)

Image evaluation points
(10)

1 GIF 75 1.8223 6.2
2 100 1.6245 6.9
3 150 7.8764 8.9
4 200 23.4180 9.7
5 BMP 75 0.8154 7.8
6 100 1.7831 8.6
7 150 8.4214 9.2
8 200 24.2599 9.6
9 JPG 75 1.4210 5.9
10 100 3.6006 7.1
11 150 14.6970 8.6
12 200 59.8907 9.1
13 TIF 75 0.7510 6.3
14 100 1.5989 7.9
15 150 7.7328 8.9
16 200 19.2055 9.6
a The reconstructed images were reviewed and evaluated by 10 different viewers for a mark out
of 10
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for i = 454 : 1459
for j = 118 : 1122
if GRAYimage (i, j) \ 128
Array1 (1, k) = i; Array2 (1, k) = j;
k = k ? 1;
end
end
end
Array = [Array1’ Array2’];
Toc

7.5 Conclusion

Our goal in this research paper was to introduce the concept of Back-Inking which
is the procedure to retrieve the stored addresses of the Information pixels from the
array and plot black pixels back into the white page to reconstruct the whole image
back, then display it to the user in a relatively short time.

We observe that the reconstructed images for all formats are better in quality, in
that, as the dpi increases, the sharpness of the image increases. But as the dpi
increases the time to reconstruct the image also increases.

Through applying this method, we came up with the following conclusions:

Table 7.2 Shows the reconstruction time and the average viewable mark of the reconstructed
images for different resolutions of the full body segment images

No Image format
(type)

Image resolution
(DPI)

Image reconstruction time
(Seconds)

Image evaluation
points(10)

1 GIF 75 0.6415 5.1
2 100 1.4724 6.8
3 150 6.1677 9.0
4 200 12.8715 9.7
5 BMP 75 0.7326 4.1
6 100 1.4580 5.9
7 150 6.1659 8.1
8 200 12.6825 9.1
9 JPG 75 0.7860 6.4
10 100 1.7775 7.1
11 150 6.8940 8.9
12 200 12.8280 9.8
13 TIF 75 0.6282 6.3
14 100 1.4001 7.1
15 150 6.1385 8.5
16 200 12.9299 9.2
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• The time taken to retrieve an image in a specific format with lesser dpi is less
than the time taken to retrieve an image in the same format with larger dpi.
Hence, this is a time/complexity-quality tradeoff.

• Full body images of a specific format and dpi take lesser time to be executed
than its A4 size image counterpart.

Considering the above 2 factors, the complexity and time of image retrieval
increases as we move from 75 to 200 dpi. It takes lesser time to retrieve a full body
segment scanned image than an A4 scanned image.

We can therefore conclude that using 150 dpi full body segment scanned
images produces an optimum result because:

• Retrieval of images with 150 dpi do not take as much time as images with 200
dpi;

• Retrieval of an image with 150 dpi is not as complex as an image with 200 dpi
because the number of information pixels are lesser in images with 150 dpi and
hence lesser the size of the array of addresses.

• The quality of images is certainly better than images with 75,100
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Chapter 8
Automating the Transformation From
a Prototype to a Method of Assembly

Yuval Cohen, Gonen Singer, Maya Golan and Dina Goren-Bar

Abstract This paper describes a new technique that utilizes the typical
documentation of complex products to automate the development of the assembly
method to be used for production. The technique describes a structured process
that gets (as its input) the standard bill of materials (BOM) with specified addi-
tional data, and develops a detailed sequential method of assembly operation as its
output. This sequential assembly method could be then further automated. The
paper also discusses the gap between typical assembly instructions and structured
sequential specifications necessary for automating the planning of the assembly
method.

8.1 Introduction

This paper deals with an environment of complex assembly of small to medium lots
or batches. It strives to bridge the gap between the standard documentation gener-
ated at the product development stage, and the sequence of operations used for
executing the assembly. The standard documentation includes the bill of materials
(BOM) and the assembly instructions. After reviewing hundreds of assembly
instructions the authors realized that they usually leave large flexibility to the
assembly worker as to their execution. A typical documentation includes series of
illustrated assembly instruction cards called route cards (see Fig. 8.1) [1, 2]. One or
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more route cards are generated for each node of the BOM tree [3]. These cards
usually include the required tools, materials and fastener items (such as the types of
nuts and bolts).

Traditionally, there are two very different ways to describe the assembly
structure: (1) BOM tree [4, 5] (often called product structure tree) and (2)
precedence diagram [6, 7]. Typical examples of these two models are illustrated in
Fig. 8.2. In Fig. 8.2a the numbers are sub-assembly numbers and the numbers in
brackets are quantities. In Fig. 8.2b the numbers denote tasks.

Cohen and Goren-Bar [3] had examined hundreds of instances and found
consistent matching between Route cards and the nodes of the BOM tree. The rule
found was that a route card can always be associated with a BOM tree node, while
the node could be associated with one to several route cards. On the other hand, the
activities described within each route card could be easily arranged as a prece-
dence diagram. The upper level describes the product structure, and the detailed
level describes the activities using a precedence diagram. Thus, our model is a
development on top of this hierarchy of two levels and requires a straight
sequence. For example, it requires the tree-nodes to be re-arranged in a line. For
example, re-arranging the tree of Fig. 8.2a in a line may give a sequence of: 6-5-4-
3-2-1, or 5-6-2-4-3-1, or 4-3-5-6-2-1, etc.

The rest of the paper is built as follows: Sect. 8.2 describes the relational tables
required to generate the method prototype, Sect. 8.3 describes the BOM extension
for assembly sequences, Sect. 8.4 discusses the method prototype, Sect. 8.5
describes how time standards could be generated from the assembly method
prototype, and Sect. 8.6 concludes the paper.

After connecting the two wheels on both 
sides of the two stand bases, choose a base 
and attach it to the center support using 
1/3 4/3 bolts and 1/3 locknuts. Make sure

that the stand base is on TOP of the center 
support as illustrated. 

Repeat with the other stand base.

Locknut 
on top

Center 
support 

Stand base 

Before starting this stage:
Make sure the glue is totally dry

Fig. 8.1 Typical assembly
route card
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8.2 The Relational Tables and Sequencing

While assembly processes are done in a sequence the information in Fig. 8.2 does
not specify a sequence. It also does not provide the tooling required for each
assembly operation, and does not specify in detail the method used for the
assembly. In short, there is certain additional information that could benefit the
user if it would be added to the BOM.

Tables usually help in organizing information and minimizing its repetition. For
minimizing repetitions tables in data bases. Therefore we identify the following
necessary tables that would assist in extending the BOM tree:

Tables 8.1, 8.2, 8.3, 8.4, 8.5, 8.6 do not require the sequence of operations for
their construction. Therefore Tables 8.1 through 8.6 could be constructed in the
given order, but there are many other orders that may work as well. Table 8.7 on
the other hand, requires not only the sequence, but also the information from the
other six tables. So it will always be the last table to be built. Table 8.7 is already a
sequence of assembly operations: so that each stage contains only two assembled
parts: the initial sub-assembly and the adjoined part or subassembly. Effective
sequencing could be done in one of several ways mentioned briefly in Sect. 8.4.
However, we may point out that part of the rough-cut sequence could be found by

1(1)

3(4) 4(2)
2(2)

6(5)5(5)

(a)

(b)

I

II

III

IV

V

VI VII

Fig. 8.2 a An example of
product structure tree (BOM
tree) b An example of a
precedence diagram
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simply adopting the sequence of route cards or the general steps found in the
assembly instructions.

The Tables 8.1, 8.2, 8.3, 8.4, 8.5, 8.6, 8.7 contain the information required to
generate standard time estimates for the assembly process. For example, Table 8.1
lists the set-up time, and the volume and weight that enable assessment of tool
handling time. Table 8.2 adds the information regarding the tool location for
assessing the time it takes to approach the tool.

8.3 The Bill of Materials (BOM) Extension

This sub-section defines a new annotation scheme for an extended BOM. First we
introduce the brackets form to describe the assembly operation. Brackets will be
used to define the assembly of two parts. For example, (1, 2) describes the
assembly of part 1 and part 2. Now, suppose this sub-assembly of parts 1 and 2 is
assembled with part 3. This would be written as [3, (1, 2)]. Since one part is joined
at each step, for n parts there are always n-1 brackets. This is true regardless of the
assembly order. In addition to the order, the type of operation and the type of tool
are of interest for each assembly operation. Therefore we suggest adding operation
number and tool number for each bracket. The suggested concept is depicted in
Fig. 8.3.

In Fig. 8.3 sub-assembly 8 starts its construction by joining parts 5 and 7 using
operation 12 and tool 5. The assembly continues by joining part 6 to the subas-
sembly using operation 8 and tool 3. There is a one to one correspondence between
each pair of brackets in Fig. 8.3 and the rows of Table 8.6 (assembly operations).
However, the scheme of brackets order also reflects the sequence of assembly.

8.4 The Method Prototype

The same product could be assembled in many different sequences of operations.
However, determining a single sequence is necessary for organizing and stan-
dardizing the assembly process, for training the workers, and for adjusting the
facility to the assembly process. Even assembly instructions are too general and
could be carried out in many different ways. This becomes more apparent once we
realize that assembly instructions are just a sequence of precedence diagrams of
the type portrayed in Fig. 8.2b.

A sequence of mini tasks that appear in Fig. 8.2b generates a ‘‘method proto-
type’’ and is necessary for further automation, standardization and generating

Table 8.1 Tool type table

Tool type number Tool name Setup time Volume Weight Operation type
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Table 8.2 Tools table Tool number Tool type number Location

Table 8.3 Fastening parts
table

Fastener
type #

Tool name Setup time Volume Weight Fasten.
time

Table 8.4 Part type table Part type
number

Volume Weight Fastener type 1 Fastener type 2

Table 8.5 Single part table Part serial number Part type number Location

Table 8.6 Operations/tasks
table

Operation
number

Operation type Tool number Fastening
type #

Typical
Duration

Table 8.7 Sub assemblies
table

Sub assembly
number

Initial Sub
assembly

Joining Part
type #

Joining Sub
assembly

Operation
number

1(1)

3(4) 4(2)
2(2)

6(5)5(5) 7(5)

10=(3, 4) 6,1

8=(6, (5, 7)12,5)8,3

9=(2, 8)4,2

11=(9, 10) 9,4
Fig. 8.3 Example of
extended BOM tree
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standard times. A simplified example for such sequence is Ranked Positional Wait
(RPW) in which the tasks are sorted the sum of times of the tasks and all its
successors [8–10].

For a complex product assembly, sequencing the operations of the assembly
process is closely related to assembly line balancing [10, 11]. Several methods
have been suggested for sequencing the assembly operations [11–13]. These
methods or other methods of future research could be used for developing the
method prototype. However, the ‘‘method prototype’’ must be more detailed
specifying the tools, and fasteners used in addition to the parts assembled. The
‘‘method prototype’’ also includes the location of the different parts tools and
fasteners and requires the knowledge of their attributes. Due to space limitations
we shall not discuss sequences further here.

While optimal sequencing is not the subject of this paper, the next section
presents how to generate time-standards from a given sequence of assembly
operations.

8.5 Time Standards Generation

In order to generate time standards the sequence of operations must be translated
to a sequence of required motions. For example, the sequence in Fig. 8.1 could be:

1. Get one ‘‘stand base’’ in one hand and hold it
2. Get the ‘‘center support’’ in the second hand and align it to the hole in the

middle of the ‘‘stand base’’.
3. Hold the ‘‘stand base’’ and ‘‘center support’’ in one hand
4. Get the bolt and push it through the hole of the two parts.
5. Hold the bolt with the two parts in one hand and get the locknut in the other
6. Align the locknut to the bolt
7. Turn the locknut clockwise three revolutions

Generating the sequence of motions is facilitated by Tables 8.1, 8.2, 8.3, 8.4,
8.5, 8.6, 8.7. The tables enable to find for each operation:

• The parts assembled and their attributes
• The fasteners used and their attributes
• The tools used and their attributes

Each of these motions could be described by a Predetermined Time and Motion
Study (PMTS) method such as MTM or MOST [14]. These methods are typically
used to estimate the standard times of operations before their execution.

For example,
‘Get one ‘‘stand base’’ in one hand and hold it’
Is translated to MOST (assuming available table features relating to the weight

and volume of the ‘‘stand base’’) as follows:
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Get one “stand base” in one hand ¼ A1B0G3

And hold it� A0B0P1

In this example there were no tool and no fastener, and the indexes could be
inferred by the part attributes alone. However, as mentioned before, for more
complex situations all of the tables of Sect. 8.2 are necessary.

8.6 Conclusion

This paper presents a new technique for modeling the assembly process in a way
that facilitates its execution and automation. The technique could also be used for
disassembly and maintenance operations. The technique relies on generating a
‘‘method prototype’’ having a strict sequence of operations based on typical
documentation. The ‘‘method prototype’’ has a potential to be used also for sim-
ulation and validation. The translation of the model to a sequence of tasks and
motions is the key for estimating the assembly period based on time standards.

Another advantage of the proposed model is its compatibility with the route
card system and the ability to automate only parts of the process while certain parts
may remain manual assembly. Future research includes implementation of the
proposed technique on an industrial shop floor. This would enable simulation and
visualization of operation; it would assist in real-time tracking and failure analysis.
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Chapter 9
Collaborative and Non-Collaborative
Dynamic Path Prediction Algorithm
for Mobile Agents Collision Detection
with Dynamic Obstacles in 3D Space

Elmir Babovic

Abstract In this research the extension of the algorithm for dynamic collaborative
path prediction for mobile agents is proposed. This algorithm is inspired by human
behavior in group of dynamical obstacles. Mobile agent in collaborative manner
uses coordinates of other mobile agents in the same environment to calculate and
based on statistical methods predict future path of other objects. For this purpose
spatial–temporal variables are decomposed in order to optimize the method and to
make it more efficient. This algorithm can be used in mobile robotics, automobile
industry and aeronautics. Moreover this method allows full decentralization of
collision detection which allows many advantages from minimizing of network
traffic to simplifying of inclusion of additional agents in relevant space. Imple-
mentation of the algorithm will be low resource consuming allowing mobile agents
to free resources for additional tasks.

9.1 Introduction

The inspiration for this work came from human and animals’ cognitive activities
executed while single unit is moving in group of other moving units. A group of
mobile robots is a base for this research but resulting methodology is applicable for
any group of mobile agents.

The objective of the research was to propose a functional algorithm for collision
detection and avoidance based on collaborative path prediction of dynamic
obstacles being other mobile agents from the perspective of one mobile agent.

E. Babovic (&)
Faculty of Information Technologies, Mostar, Bosnia and Herzegovina
e-mail: babovic.elmir@bih.net.ba

K. Elleithy and T. Sobh (eds.), Innovations and Advances in Computer, Information,
Systems Sciences, and Engineering, Lecture Notes in Electrical Engineering 152,
DOI: 10.1007/978-1-4614-3535-8_9, � Springer Science+Business Media New York 2013

107



In 3D space group of collaborating mobile agents or autonomous aerial vehicles
would exchange their coordinates in order to allow other units to calculate, esti-
mate and predict future paths of other units. The goal of such a scenario is to:

– Minimize network traffic.
– Avoid need for central hierarchical top-level controller.
– Increase autonomy of mobile agents.
– Simplify calculation and decrease of uncertainty in dynamic environment.
– Simplify inclusion of additional mobile agents into system without need to

foreseen it, etc.

The algorithm is based on method recently developed which uses statistical
methods for calculation of future mobile agent’s paths. This is achieved by mea-
suring coordinates every time period tn which is collaboratively determined in
system setup based on average speed and mobile agents physical and technical
characteristics and agility. This algorithm used mobile agent’s ability to log
coordinates and, using statistical methods predict further path of other mobile
agents. This way mobile agent is able to detect possible collision and to execute
necessary maneuver to avoid collision.

Since one of the goals was to simplify dynamic spatial–temporal analysis of
current situation in tn, it is decided to analyze position and direction of mobile
agent in 3D space decomposed. Spatial–temporal state is de-composed into three
sub-states. Axis x coordinate with time t is analyzed separately from axis y and y
position. Algorithm avoids complex calculation and spatial–temporal analysis.
Instead of that kind of calculation, spatial–temporal decomposition is made and
statistical tool is used to generate predictive analysis of current path. Since state is
de-composed, algorithm re-composes parameters in order to predict full path. This
prediction will be sufficient for full collision detection. This research is in line with
increased trend of decentralized control of mobile robots [1].

9.2 Recent Developments and Research Background

During last ten years there has been large number of different theoretical-con-
ceptual as well as practical developments in this area. Significant number of
researches was done in the area of collision detection in static and dynamical
environment. Reference [2] shows experiment with Cross-Coupling controller for
mobile robots. Later Forsberg [3] analyzed Range-Weighted Hough transforma-
tions and extended Kalman Filter for demonstrating accurate and robust robotic
navigation in closed spaces. General concept of autonomous robots navigation
consists of three layer architecture [4]. This architecture consists of following
elements: sensor systems, planning system and control system.

However cognition and higher level of intelligence were not analyzed. Some
elements such as uncertainty and decision making based on incomplete informa-
tion [5] are analyzed as independent items. However cognition and higher level of
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intelligence were not analyzed. Some elements such as uncertainty and decision
making based on incomplete information [5] are analyzed as independent items.

One of interesting work relevant for this research is work of Sebastian Thrun [6]
who analyses uncertainty and recursive estimation of state Gaussian and Kalman.
Relevant research [7] is analysis of collaborative dependency of robots and
humans.

Reference [8] shows collaborative encounter of heterogeneous robots in
unknown environment with unknown staring location. There are three possible
levels of communication:

– No communication,
– Limited communication,
– Full communication.

Reference [9] analyses uncertainty in motion planning for reliable robots in
health institutions. Breazeal [10] goes one step further in this area and uses
Bayesian approach for learning and decision making with level of uncertainty from
the human-robot perspective for control of whiled-chair. Monte Carlo estimation
and error lowering optimization of that kind of learning is made by Roy [11]. Trust
level using mathematic method is introduced in 2003 and it is based on POMDP
[12]. Emma Brunskill [13] analyses reinforced learning as a method in mobile
robotics. This research uses third generation of mobile robots [14] which uses
cognitive elements of learning and conclusion necessary for collision detection.
Collaborative elements are also used in static and dynamic methods for collision
detection in 3D polygonal space [15]. Navigation of mobile robot toward prede-
fined target is also done using incremental learning [16]. Significant element in this
method is based on reactive space exploration and SOVEREIGN simulation based
on neuron models. Collision prevention is often achieved using web cameras and
wide angle cameras with Bluetooth and other wireless communication which
significantly increases control algorithm and hardware configuration [17, 18].

In case of group of robots with identical technical characteristics, usually
individual robots are considered as basic element for research [19]. One of the
methods for positioning of static and dynamic obstacles is usage of mobile robots
formations [20]. Robots communication and collaboration is also used for path
planning based on sensors measurements and algorithms of robots collaboration
[21]. Beside that there are many other multi-robots collaboration approaches in the
multi-robots networks [22–24].

One of the solution for mentioned problematic is generic algorithm [25] as well
as on/line reference generation and control schemes [26]. For the reasons of
increased complexity of mobile robots a term behavior is used [27]. VSTR [28]
(variable single-tracked robot) algorithm for collision avoiding is one of the
solutions.

Therefore a new concept of statistical mathematical models and tools are used
for mobile agents’ collision detection. This algorithm is based on algorithm and
concept presented in [29].
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9.3 Method

Referring to previous research on proposed method of collision detection based on
collaborative path prediction this work is concentrated on proposing and algorithm
for this prediction. In order to develop a proposal for algorithm a full concept of
mentioned method will be explained as follows.

Considering 2D coordinate system XY, it is assumed that object B moves in
equal time frames t1 = t2 = … = tn as shown on Fig. 9.1.

Standard way of considering this scenario is assuming absolute position of
center of coordinate system and all mobile agents would be considered with same
absolute coordinates.

If we assume object A moves in the same space as object B but only this time
we consider object A as reference point. In this case center of the coordinate
system moves with object A. This assumption is demonstrated on Fig. 9.2.

Figure 9.2 shows relative position of object B in moving coordinate system in
which center is object A. This assumption results in usage of all four quadrants of
new A coordinate system. According to assumption illustrated above, following
example is based on 3D coordinate system.

In this case relative position of object B (xB
0, yB

0, zB
0) in coordinate system of

object A is calculated as:

Fig. 9.1 Absolute position
demonstration of mobile
agent motion through 2D
space in discrete time frames
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xB0 ¼ xBþ DxBþ DxA

yB0 ¼ yBþ DyBþ DyA

zB0 ¼ zBþ DzBþ DzA

ð9:1Þ

Several positions of object B are logged in order to calculate trend of object B
motion. This can be assured by implementing protocol for exchange of absolute
coordinates or by implementing long range sensors detection.

For this research case example coordinates x and y are transposed and analyzed
against time value. This way there are two independent variables to be analyzed
against fixed time variable.

Tracked and logged values are computed using statistical tool regression pro-
cedure. Applying regression procedure on case example values shown on Fig. 9.3.

In order to complete prediction it is necessary to analyze current state of objects
motion and then to predict motion and path of the object. For regression analysis of
current state of motion, simple linear regression is used. Since for this part of
motion analysis it is not required to use advanced calculation simple linear
regression is enough for describing current state of motion.

Yr ¼ aþ bX ð9:2Þ

In this case, since one coordinate is time and another X and Y separately, for
each analysis respectively can be represented as:

ðaÞ Rx ¼ a1 þ b1t:

ðbÞ Ry ¼ a2 þ b2t:

ðcÞ Rz ¼ a3 þ b3t:

ð9:3Þ

Fig. 9.2 Motion of object A
and B and relative positioning
of object B from object A
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Fig. 9.3 Applied regression analysis on variables x, y and z based on independent variable t
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where

a ¼ RY � bRX

n

b ¼ nRðXYÞ � RXRY

nRX2 � ðRXÞ2
:

ð9:4Þ

Number of sampling N = 10. The usage of only ten samplings is also a demon-
stration that depending of the velocity of the mobile agents and its agility different
amounts of sufficient number of samplings can be used. In this simulation relatively
slow aerial vehicle with velocity of 0.02 m/s is used. For these range of velocity in
real situation ten samples is sufficient amount for accurate and confident calculation
of path. From regression analysis of ten samples in this example results are following.

Regression for coordinate X is Rx = 14.38-1.34t, for coordinate Y is
Ry = 4.85-0.46t and for Z is Rz = 7.38-0.68t. In this example X variable of
object B in dynamic coordinate system of object A is moving linearly in equal time
periods t while Y and Z variables are moving in curved shape.

For X variable calculated R-Square is 0.987 and Adjusted R-Square is 0.985.
For Y variable calculated R-Square is 0.9785 and Adjusted R-Square is 0.9758.
For Z variable calculated R-Square is 0.969 and Adjusted R-Square is 0.965.

Since variance of all X, Y and Z are explained over 96 % confidence in pre-
diction of path can be considered true.

The subject of one of future works should be evaluation of confidence of
calculated values which will be function based on variables such as average rel-
ative velocity of the objects, objects mass and agility, objects size etc. For this
research it is considered that collision point predicted in tn+m = tcollision is
Xcollision = Ycollision = Zcollision = 0.

In order to continuously predict future path, forecast of values is applied as
shown on Fig. 9.4.

The mobile agent has to predict and to avoid collision moment by altering own
course. Calculation of path and path prediction of both coordinates is done
dynamically through all the time of motion of mobile agent from the start position
to the target position. As soon as mobile agent detects collision state
X = Y = Z = 0 in relevant future it has to modify path. In this work it is called
Relevant predicted collision time and in this simplified example it is tn+1.

In order to calculate exact point of collision numerical values of prediction
variables are used.

Table 9.1 contain measure and forecasted values for variables X and Y with
95 % upper and lower confidence limits. The problem of density of measurements
of variables or in another term sampling frequency is solved by calculating the
time needed for mobile agent to pass the path half of its own size with constant
speed. So minimal sampling frequency is:

f ¼ 1
l:2
v

: ð9:5Þ
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Fig. 9.4 Forecasted values of the variables x, y and z in future time periods based on updated
values of the variables

114 E. Babovic



where l is physical length of mobile object and v average relative speed.
In order to verify collision avoidance in Relevant predicted collision time it is

necessary to evaluate 95 % confidence limits values as well as main variables of
both coordinates.

In the example used in this research variable X is detected to be in collision
with upper 95 % confidence value inside of Relevant predicted collision time at
t = 11 and variables Y and Z with upper 95 % confidence value inside of Relevant
predicted collision time at t = 12. This represents marginal case. This intersection
situation is illustrated in Fig. 9.5.

At this point mobile agent A performs evading maneuver per any implemented
path planning algorithm considering intersection point of collision with object B as
static obstacle. In future research algorithm for velocity alteration for collision
avoidance will be analyzed.

First part of Fig. 9.6 represents current path of mobile agent in 3D and its
respective 2D coordinates. Variables X, Y and Z analyzed in forecasted time are
forming 4D hyperspace, representing 3D space changing shape and size in time as
4th dimension. That is represented in Fig. 9.6. This dynamically metamorphous
hyperspace finally represents potential collision area for other mobile agents.
Output of this process of collision detection will be used in mobile agents’ path
planning algorithm.

Depending on the relative objects velocity, mass, size and agility this Relevant
predicted collision time will be tn+cag, where cag represent the value which in this

Table 9.1 Values of X, Y and Z predicted variable with 95 % upper and lower confidence

X X U95 (%) X L95 (%) Y Y U95 (%) Y L95 (%) Z Z U95 (%) Z L95 (%)

13.89 13.99 12.06 4.80 4.99 4.70 7.39 7.89 6.99
11.73 12.65 10.71 3.97 4.21 3.93 6.24 6.79 5.89
9.82 11.31 9.37 3.34 3.34 3.05 4.94 5.64 4.74
8.55 9.97 8.03 2.80 2.88 2.60 4.27 4.24 3.34
7.14 8.62 6.69 2.33 2.44 2.15 3.63 3.89 2.99
6.18 7.28 5.34 1.90 2.03 1.74 3.02 3.50 2.60
5.15 5.94 4.00 1.51 1.64 1.36 2.46 2.94 2.04
4.12 4.60 2.66 1.14 1.28 1.00 1.92 2.38 1.48
2.00 3.25 1.32 0.80 0.94 0.66 1.49 1.87 0.97
1.25 1.91 -0.03 0.48 0.62 0.33 0.92 1.50 0.60
-0.40 0.57 -1.37 0.17 0.31 0.03 0.45 0.90 0.00
-1.74 -0.78 -2.71 -0.12 0.20 -0.43 -0.01 0.83 -0.86
-3.09 -2.12 -4.06 -0.39 0.12 -0.89 -0.45 0.89 -1.78
-4.43 -3.46 -5.40 -0.64 0.09 -1.37 -0.85 1.04 -2.75
-5.77 -4.80 -6.74 -0.88 0.09 -1.84 -1.23 1.27 -3.73
-7.11 -6.15 -8.08 -1.10 0.12 -2.31 -1.59 1.55 -4.72
-8.46 -7.49 -9.43 -1.31 0.16 -2.78 -1.92 1.87 -5.72
-9.80 -8.83 -10.77 -1.50 0.24 -3.24 -2.24 2.24 -6.72
-11.14 -10.17 -12.11 -1.69 0.32 -3.70 -2.53 2.65 -7.71
-12.48 -11.52 -13.45 -1.86 0.43 -4.16 -2.81 3.08 -8.69
-13.83 -12.86 -14.80 -2.03 0.55 -4.60 -3.06 3.54 -9.67
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Fig. 9.5 Intersection graph showing X, Y and Z variables, their respective 95 % upper and lower
confidence limits and their intersection with 0 value line

Fig. 9.6 Current path in last
sampling period in 3D
coordinate system with
respective 2D coordinate
paths. Second image shows
hyperspace of future time–
space state of mobile agent
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research is called Coefficient of agility. Coefficient of agility is measured value
based of physical characteristics of the mobile agent including minimal and
maximal velocity, maximal deflection angle, maximal response time from control
mechanism to motors etc. Coefficient of agility has to be measured for each mobile
agent and will be expressed in time units necessary for mobile agent to modify
path and avoid collision.

In case of lack of agility measurement, velocity adjustment should be applied.
However, velocity adjustment(s) will result in revision of calculation and pre-
diction because they lead to modification of measurement time periods. There are
two main modes of this method:

– Collaborative mode—based on active coordinate exchange,
– Non-Collaborative mode—based on sensor detection and coordinate mapping.

In this research results are based on collaborative mode. However, algorithm is
applicable to non-collaborative mode as well.

Research findings shows that this method can be successfully used for collision
detection for variable sized group of mobile agents in unstructured and unpre-
dictable environment. Implications of this research are in the area of mobile robots
to automobiles and airborne objects.

9.4 Path Prediction Algorithm

As explained in previous chapter concept is based on mathematical statistical
model of path prediction. For successful usage of proposed concept it is necessary
to obtain valid information on mobile agents coordinate in equal time periods.
Input data for algorithm are ID information of mobile agents and their respective
coordinates.

Mentioned variables are inputs for algorithm which flow diagram is shown on
Fig. 9.7.

In following lines pseudo code for algorithm displayed on flow diagram on
Fig. 9.7 is presented:

routine capture_data (agentID, x, y, z)
{read register agentID, x[], y[], z[];
sort agentID, x[], y[], z[]
store agentID, x[], y[], z[]};
routine path_prediction_routine (register. agentID)
{calculate regression x[],y[], z[];
predictRegister. agentID = predict_path(agentID);
if (RPCT = True)
{call external_route_plnning(predictRegister. agentID);}
}
routine regression (x[],y[], z[])
{calculate regression for x[], y[], z[];
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return regression analysis;}
routine predict_path (agentID)

{read register.agentID;
calculate prediction x[];
calculate prediction y[];
calculate prediction z[];
return prediction x[], y[], z[];}

routine main(void)
{call capture_data;
if x \ criticalTresholdX and y \ criticalTresholdY and z \ criticalTresholdZ
{call path_prediction_routine;}
else
{call capture_data;}
if register.agentID.status = Full;
{call shift_register;}
}

Fig. 9.7 Flow diagram for
collaborative and non-
collaborative dynamic path
prediction algorithm for
mobile agents collision
detection with dynamic
obstacles
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Implementation of illustrated algorithm allows mobile agent to constantly
monitor movements of other mobile agents representing dynamical obstacles.
Figures 9.3, 9.4 and 9.5 as well as Table 9.1 indicates experimental results in
simulated scenario.

9.5 Future Research

Future research in domain of mentioned method development will be concentrated
on measuring Coefficient of agility of the mobile agent and minimal time period
for signaling coordinates or sampling frequency, coping with object size and
prediction of closest part as well as velocity modification for collision avoidance.

9.6 Conclusion

This research resulted in operative algorithm for collaborative and non-collabo-
rative dynamic path prediction for mobile agent’s collision detection with dynamic
obstacles which can be used in mobile robotic, automobile industry and aero-
nautics. Special value of this method and algorithm is because it allows advantages
such as:

– Increase of autonomy,
– Decrease of uncertainty,
– Allows non-hierarchical operation,
– Simplify inclusion of additional mobile agents into system.
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Chapter 10
Website Analysis of Top 100 Most
Valuable Companies in Romania

Lavinia D. Rusu and Liciniu A. Kovács

Abstract There exists today a wide range of sites on the Web, from personal to
content oriented, and from academic to purely commercial websites, and certainly
others will appear in the near future. Unfortunately, so many websites cannot
capture the attention and interest of visitors/customers, many of the existing
websites being poorly designed. The main purpose of this study is to identify the
best designed website in the top 100 most valuable companies in Romania. Due to
their nature, the criteria and the number of awarded points were valued according
to a subjective basis, as described in papers of Gálfi et al. [1] and Kovács et al. [2].
On the one hand, as we will see, there is little or no connection between the
company’s position in the top and the quality of their website. On the other hand,
the analyzed websites are far from perfection, and we would recommend that the
administrators and/or webmasters pay more attention to pages design and
upgrading frequency.
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10.1 Introduction

A. Case study objectives:

• to conduct a comparative analysis in order to find out the development stage
of specific webpages and/or webpage elements of top 100 most valuable
companies in Romania;

• to classify the companies in each industry sector, based on the total number of
points obtained by the specific webpages and/or webpage elements taken into
consideration;

• to classify the top 100 most valuable companies in Romania, based on the
total number of points obtained by the common webpages and/or webpage
elements taken into consideration.

Note: top 100 most valuable companies in Romania and the evaluation criteria
developed by Capital Partners were published in ‘‘Ziarul Financiar’’ (‘‘Financial
Newspaper’’), and on its dedicated webpage on November 27, 2010.

B. Case study methods:

• classifying all 100 companies according to industry sectors;
• determining what specific webpages and/or webpage elements to visit by

considering the industry sector;
• establishing the webpages and/or webpage elements that are common to all of

top 100 most valuable companies in Romania;
• visiting and evaluate the chosen webpages and/or webpage elements of all top

100 most valuable companies in Romania;
• entering data into a Microsoft Excel spreadsheet to determine the values of

each page/element of the websites taken into consideration. In the spreadsheet
tables we calculated the total values, mean values, and elaborated charts, as
shown below.

10.2 Top 100 Most Valuable Companies in Romania
According to Industry Sectors

As we can see in Figs. 10.1, 10.2, the industry sectors of top 100 most valuable
companies in Romania are as follows:

• 26 (over a quarter of the) companies are in the oil and energy business,
• 17 are banks and insurance companies,
• 17 are industrial and construction companies,
• 13 companies are producers and importers of consumer goods,
• 8 are telecom companies,
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• 6 companies are in the retail and distribution business,
• 3 are service, transportation and media companies.

Note: We noticed that only 97 of the top 100 most valuable companies in
Romania (in 2010) have websites. In other words, the analysis is limited to 97 sets
of data.

10.3 Website Pages/Elements to Be Analyzed

At this stage, we determined the specific webpages and/or webpage elements to be
visited for each industry sector as seen in Table 10.1. The table also reflects the 7
webpages and/or webpage elements common to all of top 100 most valuables
companies in Romania.

Oil & Energiy
26%

Banks & Insurances
17%

Industry & 
Constructions

17%

Producers & 
Importers of 

Consumer Goods
13%

Telecom
8%

Retail & 
Distribution

6%
Other services, 

Transportation & 
Media
13%

Fig. 10.1 Top 100 most
valuable companies in
Romania according to
industry sectors

Oil
4%

Insurances
3% Auto

3%
Banks
15%

Consumer
Goods
13%

Constructions
4%

Energy
22%

Farmacy
2%

Holding
6%

Industry
10%

Media
2%

Retail
5%

Telecom
8%

Others
3%

Fig. 10.2 Top 100 most
valuable companies in
Romania according to
industry sectors (detailed)
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10.4 Interim Results

For each industry sector determined earlier and specified below, the following
companies achieved the best results:

• Insurance: GROUPAMA ASIGURĂRI, http://www.groupama.ro, 37 points;
• Auto: AUTOMOBILE DACIA, http://www.dacia.ro, 35 points;
• Banks: BRD-SOCGEN (BRD), http://www.brd.ro, 37 points;
• Consumer goods: BRITISH AMERICAN TOBACCO, http://www.bat.com, 40

points;
• Constructions: HOLCIM, http://www.holcim.ro, 38 points;
• Energy: E.ON MOLDOVA DISTRIBUTù IE, http://www.eon-energie.ro, 39

points;
• Pharmacy: TERAPIA, http://www.terapia.ro, 33 points;
• Holding: SIF BANAT-CRIS�ANA (SIF1), http://www.sif1.ro, 37 points;
• Industry: PIRELLI, http://www.pirelli.com, 42 points;
• Media: PRO TV SA, http://www.protv.ro, 41 points;
• Oil: PETROM (SNP), http://www.petrom.com, 41 points;

Poor
12%

Good
33%

Very Good
30%

Excellent
25%

Fig. 10.3 Results for
‘‘About Us’’ pages

Poor
20%

Good
39%Very Good

31%

Excellent
9%

Very Poor
1%

Fig. 10.4 Results for
‘‘Contact Information’’ pages
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• Retail: SELGROS, http://www.selgros.ro, 37 points;
• Telecom: NOKIA, http://www.nokia.ro, 38 points.

10.5 Percentages and Mean Values

Based on the total number of awarded points, we can draw the following con-
clusions about the 97 analyzed websites:

• ‘‘About Us’’ pages are classified as follows: 25 % are excellent, 30 % very
good, 33 % good, and 12 % poor (Fig. 10.3);

• ‘‘Contact Information’’ webpages are: 9 %—excellent, 31 %—very good,
39 %—good, 20 %—poor, and 1 %—very poor (Fig. 10.4);

N/A
20%

Very Poor
7%

Poor
12%

Good
33%

Very Good
23%

Excellent
5%

Fig. 10.5 Results for
‘‘Careers’’ pages

Very Poor
2% Poor

9%

Good
26%

Very Good
40%

Excellent
22%

N/A
1%

Fig. 10.6 Results for
‘‘Products and/or Services’’
pages
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• Pages that refer to ‘‘Careers’’ are nonexistent on 20 % of websites, while the
existent ones are classified as follows: 5 % are excellent, 23 % very good, 33 %
good, 12 % poor, and 7 % very poor (Fig. 10.5);

• ‘‘Products and/or Services’’ pages are classified as follows: 22 % are excellent,
40 % very good, 26 % good, 9 % poor, 2 % very poor, and 1 % nonexistent
(Fig. 10.6);

• Pages that refer to ‘‘Foreign Language Versions’’ are nonexistent on 15 % of
websites, while the existent ones are classified as follows: 30 % are excellent,
25 % very good, 16 % good, 10 % poor, and 4 % very poor (Fig. 10.7);

• The ‘‘Attractiveness’’ criterion has yielded the following results: 20 % of the
websites are excellent, 36 % very good, 38 % good, 5 % poor, and 1 % very
poor (Fig. 10.8);

• The ‘‘Navigation easiness’’ criterion has yielded the following results: 15 % of
the websites are excellent, 49 % very good, 29 % good, 6 % poor, and 1 % very
poor (Fig. 10.9).

The calculated mean values (for the analyzed website pages/elements) are as
follows:
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Fig. 10.7 Results for
‘‘Foreign Language
Versions’’ pages
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Fig. 10.8 Results for
‘‘Attractiveness’’ criterion
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• 3.67 for ‘‘About Us’’;
• 3.28 for ‘‘Contact Information’’;
• 2.47 for ‘‘Careers’’ (the lowest);
• 3.67 for ‘‘Products and/or Services’’;
• 3.18 for ‘‘Foreign Language Versions’’;
• 3.68 for ‘‘Attractiveness’’;
• 3.71 for ‘‘Navigation easiness’’ (the highest).

Poor
6%

Good
29%

Very Good
49%

Excellent
15%

Very Poor
1%

Fig. 10.9 Results for
‘‘Navigation easiness’’
criterion

Fig. 10.10 Data that refer to top 100 most valuable companies in Romania (http://www.zf.ro/zf-
english/most-valuable-companies-in-romania-7723482/)
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The highest and the lowest results:

• The highest result was obtained by the website belonging to Pirelli Tyres—
http://www.pirelli.com/ (34 points and a mean value of 4.86);

• The lowest result was obtained by the website belonging to Interbrands—http://
www.shop.interbrands.ro/ (10 points and a mean value of 1.43).

10.6 Conclusions

Based on the final results of this comparative study shown on Table 10.2 we notice
that:

• All of the 97 websites examined failed to obtain the maximum score possible,
i.e. 35 points in the analysis of the common website pages/elements taken into
consideration;

• Three companies of the top 100 most valuable companies in Romania (year
2010) do not have websites—therefore we recommend building/creating such
sites;

• The analyzed websites are far from being perfect, and we recommend that their
administrators/webmasters pay more attention to the design, upgrade frequency,
and continuous improvement.

In order to obtain better results, one can increase the number of visitors who
evaluate websites, can use several Internet browsers (e.g. Internet Explorer,
Google Chrome, Opera, Mozilla, Konqueror, Netscape, Mozilla Firefox, Hot Java
Browser, etc.) under different operating systems (e.g. Windows, Linux, Solaris,
etc.), and different versions for the same browser and/or operating system.
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Chapter 11
Comparison of PI and Fractional PI
Controllers on a Hydraulic Canal Using
Pareto Fronts

Y. Chang

Abstract In evolutionary computation, a lot of research has been done on
multi-objective optimization (MOO). MOO is based on the concept of Pareto-
optimal sets, also known as, Pareto-optimal fronts. However, there has been very
little research done in comparing controllers using Pareto-optimal fronts. The
problem of designing controllers can be viewed as a MOO problem where we try
to optimize the performance, robustness and other characteristics of the controller.
This paper uses a plant model from a hydraulics application which compares a
proportional-integrator (PI) controller and fractional PI controller (FPI). A Pareto-
optimal front is generated for each of these controllers. Since each objective is an
extra dimension, if we optimize for n objectives then the Pareto-optimal front will
have n dimensions. Therefore it is difficult to compare the controllers visually.
Firstly, the number of dimensions is reduced using a feature selection technique
called population-based incremental learning (PBIL). The Pareto-optimal front
points are then classified using a nearest centroid classification. If the classification
accuracy is high then the centroid is a good representation of the cluster of points
(within the Pareto-optimal front under consideration). The centroids of two fronts
were then used to compare the PI and FPI controller.

11.1 Introduction

In the past few decades, there has been an increasing interest in the application
fractional-order calculus to engineering problems. In control engineering this
calculus has been used for system identification, PID controller design, lead-lag
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compensator design, and more [1]. As a particular example Feliu-Batlle et al. [2]
designed and compared two PI controllers implemented on a hydraulic canal. One
of the controllers was a classical PI controller and the other was a FPI controller.
The plant and controllers in the paper by Feliu-Batlle et al. are used as a case study
in this paper to further investigate the differences between classical and FPI
controllers, with a view to quantifying their relative performance.

The comparison of the controllers is performed by analyzing the Pareto fronts
generated by each controller. In essence, controller design simply tries to find the
optimal controller for a given plant in terms of a predefined cost function. How-
ever since controllers have characteristics that oppose each other (e.g. the response
time and robustness), improving the performance of one characteristic may reduce
the performance of at least one of the others. Therefore like most multi-objective
optimization (MOO) problems there is more than one solution and the main thrust
of our research is biased towards a posteriori decision making in MOO [3, 4].

By generating the set of optimal solutions for both the PI and FPI controller, a
quantitative comparison between the two controllers can be made [5, 6]. This was
done by Moore [5] by considering unary and binary hyper-volumes while Ho [6]
compared the controllers by using parallel co-ordinates and level diagrams.

11.2 Background

11.2.1 Fractional-Order PI Controller

There are many definitions for fractional-order operators [7]. One of the frequently
used definitions is the Riemann–Liouville definition, which is

aDa
t f tð Þ ¼ 1

C m� að Þ
d

dt

� �mZ t

a

f sð Þ
t � sð Þ1� m�að Þ ds ð11:1Þ

for m–1 \ a\ m, where C(�) is the Euler gamma function.
This definition can be used for both integration and differentiation. Using the

Laplace transform, it can be shown that for a signal x tð Þ:Dax tð Þ ¼ saX sð Þ where
a[ 0 and when initial conditions are set to zero. Therefore, a fractional-order
differential equation can be written as a transfer function:

G sð Þ ¼ a1sa1 þ a2sa2 þ . . .þ ansam

b1sb1 þ b2sb2 þ . . .þ bnsbn
ð11:2Þ

where ai; bj 2 R and ai; bj [ 0 for 1 \ i \ m, 1 \ j \ n, m B n and once again
where the initial conditions are zero.

Fractional-order PID controllers are typically of the following forms

G0 sð Þ ¼ Kp þ
Kl

sk
þ KDsl where k; l [ 0 ð11:3Þ
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Clearly, when k ¼ 1 and l ¼ 1 the controller is a classical PID controller.
The FPI controller, where l ¼ 0, has also been a popular study because of its

simplicity since there are only three parameters that require tuning [8].

11.2.2 Pareto-Optimal Fronts

Controller design can be considered a MOO problem. The general MOO problem
can be defined as follows: to optimize

F x!
� �

¼ f1 x!
� �

; . . .; fk x!
� �� �

2 Z ð11:4Þ

where x!¼ x1; . . .; xnð Þ 2 D. Optimization is taken as meaning to either minimize
or maximize the objective functions depending on how the problem is defined.

A Pareto-optimal set of solutions to this problem is one where an objective
function cannot be improved by reducing the value on another objective function
[9]. Pareto optimality is based on the concept of Pareto dominance, where a vector
a is said to dominate vector b (denoted a [ b) if and only if

8i 2 1; . . .nf g : fi að Þ� fi bð Þ K
9j 2 1; . . .nf g : fj að Þ[ fj bð Þ

ð11:5Þ

For a given set, any decision variables that are not dominated by any other
decision variable in the set are called non-dominated. A set of non-dominated
variables is called a Pareto-optimal set or a Pareto-optimal front.

When searching for solutions to MOO problems, we try to find a set of solutions
that can approximate the Pareto-optimal front well [10]. The popular approaches to
solving MOO problems are evolutionary algorithms and more recently particle
swarm optimization [11, 12].

The two most important factors that are considered when searching for the front
are the convergence and diversity. Many indicators have been suggested to opti-
mize for both of these factors, however one of the more popular indicators in the
literature is the hyper-volume indicator that was first suggested by Zitzler and
Thiele [9]. This indicator has the advantage of being sensitive to any improvement
in the front [13] however calculating the indicator is computationally intensive
[14]. Figure 11.1 shows the hyper-volumes for a simple two-dimensional example.

11.3 Decision and Objective Space

This paper uses the plant and controllers from the paper by Feliu-Battle et al. [2] as
a case study. The plant transfer function is

g sð Þ ¼ K

T1sþ 1ð Þ T2 þ 1ð Þ e
�ss ð11:6Þ
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The parameters vary between the bounds shown in Table 11.1.
Feliu-Battle et al. designed a classical PI controller (which will be referred to as

the PI controller) and a FPI controller. The controller transfer functions are
respectively:

CP1 sð Þ ¼ b� þ b1s

s
¼ 0:2þ 3:62

s
; ð11:7Þ

and

CFP1 sð Þ ¼ b� þ b1s

sk
¼ 0:2þ 3:2s

s0:37
; 0\k\1ð Þ ð11:8Þ

Two Pareto-optimal fronts were generated, one for each controller. For the PI
controller, the decision variables were x!¼ b0; b1f g and for the FPI controller:
x!¼ b0; b1; kf g. Based on the values chosen for the controllers, the decision space

was restricted to 0\b0\5 and 0\b1\3.
Ideally, the objective functions will be relatively anti-correlated and will have

many conflicts [15]. Having too many objectives can increase computation time
and make the data difficult to visualize. Also more objectives increase the size of
the objective space and therefore require more individuals to be generated to
sufficiently cover the space. However, not including an important objective may
result in a Pareto-optimal front that may not otherwise have been Pareto-optimal. It
is not always possible to know a priori what objectives are important. Therefore an
over-defined list of objective functions was preferable to an under-defined list.

In this study the following objectives were chosen to be minimized:

1. Maximum percentage overshoot
2. Damping factor

Table 11.1 Plant parameter bounds

K T1 T2 s

Minimum 0.234 7.921 0.383 2.6
Maximum 1.1 12.419 1.566 2.6

Fig. 11.1 Hyper-volumes
for two example Pareto-
optimal fronts

138 Y. Chang



3. Settling time
4. Rise time
5. Bandwidth
6. Integral error squared
7. Integral error time squared
8. Integral input squared

These were chosen because they can be calculated (or approximately) from a
time domain analysis. Other objectives that may have been useful are the high
frequency gain, the phase and gain margins and more [4, 16].

However, these objectives are correlated with at least one of the other objec-
tives in the list. Also, there are obvious correlations between some of the chosen
objectives, such as between settling time and rise time.

11.4 Pareto-Optimal Front

11.4.1 Generating the Front

The ‘‘Objective-wise Multi-objective Optimization using Self-adaptive Differen-
tial Evolution’’ (OWMOSaDE) algorithm by Huang et al. [17] was slightly
modified and used to generate the Pareto-optimal set. In the original algorithm
when the maximum size of the archive is reached, less crowded individuals are
selected to spread out the solutions. Instead of using the harmonic average distance
as a crowding measure, an entropy-based diversity measure by Wang et al. [18]
was used. Wang et al. showed that the entropy-based diversity measure generated a
more diverse set of solutions than the harmonic average distance.

When calculating the values for the objectives of the FPI controller, the frac-
tional operator was approximated using the Oustaloup algorithm [19]. This is a
well-established method for approximating fractional operators using linear
transfer functions in the frequency domain [20]. A modified Oustaloup algorithm
has been proposed by Xue et al. [20] which is able to approximate over a larger
range of frequencies. However, this algorithm was not used because it was found
that after a number of trial simulations the algorithm occasionally generated
transfer functions with unstable poles.

Once the Pareto-optimal front had been generated, the set of decision variables
(two for the PI controller and three for the FPI) was used to calculate four more
objectives of the system:

1. open loop phase margin
2. open loop gain margin
3. closed loop oscillations
4. high frequency gain.

This increased the dimension of the front to twelve.
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11.4.2 Objective Reduction

There has already been some work done on reducing the number of objectives
[15, 21, 22]. Brockhoff and Zitzler [15] use the definition of d-conflict to determine
which objectives to remove. The idea is to remove the objective functions that do
not make an error larger than d in the omitted objectives. However, this means that
the omission of objectives is dependent on the values. Therefore an objective that
is scaled in a small range is more likely to be removed than an objective with a
large range.

Therefore a feature selection approach was adopted. This was done using
standard population-based incremental learning [23]. The subsets of the features
were evaluated according to the number of points that were Pareto non-dominating
after the unselected features had been removed. Thus a subset of features X is
better than a subset Y if there are more non-dominating points. In this way, a
subset of features that preserved the Pareto-optimal front as faithfully as possible
was found.

The Pareto-optimal fronts could be reduced to four dimensions while retaining
89 % of the original fronts. The four final features that were used were:

1. maximum percentage overshoot
2. damping factor
3. rise time
4. closed loop bandwidth.

Removing one of these four features can preserve at most 75 % of the original
fronts.

11.5 Controller Comparison

When comparing two Pareto-optimal fronts, one of three situations will occur:

1. one front dominates all the points of the other front;
2. some points of front A are dominated by point from front B while other points

in A dominate points in B; and
3. no points of either front dominate each other because they are disjoint.

In the first case, the conclusion is simple—the one Pareto-optimal front is better
than the other and therefore one controller is better than the other controller. In the
second case, it is of interest to find in which situations A dominates B and vice
versa. The third case simply means that certain areas of the objective space can be
reached by only one of the controllers and other areas can only be reached with the
other controller. It is also interesting to characterize these areas.

The Pareto-optimal fronts for the PI and FPI controller were combined and only
0.436 % of the total number of points was dominated (i.e. 26 points out of 5968).
Therefore the two fronts are largely disjoint. Since the two fronts are almost
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disjoint, classification techniques were used to reduce the number of points to a
tractable number. The aim was to be able to classify a point as either a PI or FPI
controller by comparing the distances to the centroids of each cluster (or Pareto-
optimal front). Therefore if most of the points can be correctly classified then the
centroids would be good representative points of their respective Pareto-optimal
fronts. So by examining the centroids, we are effectively comparing the two fronts.

A nearest centroid classification [24] was done on the raw data but the per-
centage of misclassifications was 43.45 %. Figure 11.2 shows a plot of the over-
shoot, damping factor and rise time for each controller. The figure shows that the
Pareto-optimal fronts are mostly disjoint. It can also be seen visually why the
misclassification rate is so high. Since the classification uses a Euclidean metric,
we can imagine a plane midway between the two centroids. Many of the points on
the side closer to the one centroid should be classified with the other centroid, and
vice versa.

To improve the classification, the following was performed. The two Pareto-
optimal fronts were combined into a single data set and normalized to a mean of
0.0 and standard deviation of 1.0. The data were then orthogonalized and whitened
[25] using singular value decomposition (SVD), i.e. if X is the normalized data
then

X ¼ U � S � VT ð11:9Þ

and the matrix U was used in place of X. A nearest centroid classification was then
performed on these new data and the percentage of misclassifications was 2.88 %.
This shows a large improvement in the classification accuracy.

Fig. 11.2 Centroids and 3D
scatter plots of overshoot,
damping factor and rise time
for PI and FPI controllers
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Figure 11.3 illustrates the principle of the classification using SVD. The figure
on the left shows how the points would be classified if a nearest centroid was used
on the raw data. The figure on the right shows the classification after normalization
and SVD using nearest centroid.

The centroids of each cluster were then remapped back into the objective space.
The values for each of the controllers are given in the first columns of Tables 11.2
and 11.3 respectively.

Another advantage to note about the use of SVD is that the map from U to X is
a matrix multiplication. Since matrix multiplication can be geometrically inter-
preted as rotations and scaling we can get an idea of approximate shape of the
Pareto-optimal front. For example if we consider clusters in the domain U as
hyper-spheres then these spheres will be hyper-ellipsoids in the X domain
(Fig. 11.4).

Lastly we can use the hyper-volume indicator to obtain an approximate measure
of how much one controller is better than the other, i.e. if the controller has a
higher hyper-volume then it either covers more of the objective space or is better at
minimizing the objective functions (or both) than the other controller.

Fig. 11.3 Nearest centroid classification of the original Pareto-optimal front (left) and a nearest
centroid classification after using SVD to orthogonalize and whiten the data (right)

Fig. 11.4 Spherical clusters in the U-domain (left) map to elliptical clusters in the X-domain
(right)
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The hyper-volume VC was calculated for the PI controller, the hyper-volume VF

was calculated for the FPI controller and the points that were dominated when the
two Pareto-optimal fronts were combined Vdom (see Fig. 11.5 for a 2D example).
So,

Vdom ¼ Vc \ VF ð11:10Þ

The HypE algorithm by Bader and Zitzler [15] was used on the normalized data
to calculate the indicators. It was found that the hyper-volume of the PI and FPI
controllers were approximately the same:

VC � Vdom ¼ 3010

VF � Vdom ¼ 3068

Table 11.2 PI controller centroid and the selected Pareto-optimal front points

Centroid A B C

Overshoot 35.6 34.2 35.1 32.1
Damping 0.39 0.33 0.37 0.38
Rise time 4.76 4.73 2.48 3.47
Bandwidth 0.726 0.40 0.726 0.53

Table 11.3 FPI controller centroid and the selected Pareto-optimal front points

Centroid A B

Overshoot 13.45 13.38 0.00
Damping 0.634 0.631 0.776
Rise time 48.5 2.01 48.2
Bandwidth 0.946 0.957 0.072

Fig. 11.5 Hyper-volume of
the dominated points and the
hyper-volumes of the original
Pareto-optimal fronts subtract
Vdom
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Fig. 11.6 Closed loop step responses for the selected PI controllers (solid lines) and selected FPI
controllers (dashed line) for the worst case parameters for the plant
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11.6 Results and Discussion

The centroid for the PI controller cannot be practically implemented; therefore
three points were chosen that approximate the centroid as closely possible. The first
point (A) was chosen by ignoring the value of the bandwidth, the second (B) was
chosen by ignoring the rise time and the third (C) was a compromise between the
bandwidth and rise time. The value of the parameters is shown in Table 11.2.

The centroid for the FPI controller also cannot be implemented because of the
unreasonable rise time (see Table 11.3). Therefore two points were chosen: the
first (A) was as close to the centroid as possible (when ignoring the rise time) and
the other (B) was chosen because the rise time was the most similar to the cen-
troid’s rise time.

The closed loop step response for the PI and FPI controllers was then simulated
for the worst-case values of the plant.

Comparing the centroids we can see that the FPI controller gives less overshoot,
more damping and higher bandwidth but a slower rise time. Figure 11.6 shows the
closed loop step responses of the controllers given in Tables 11.2 and 11.3. These
simulations correspond to the predicted responses of the controllers.

A comparison of the Pareto-optimal fronts revealed that the fronts are almost
disjoint and therefore each controller covers a different region in the objective
space. Furthermore, using a hyper-volume indicator we can see that the space
covered by each of the controllers is very similar. However, it should be noted that
the hyper-volume indicator is dependent on the scale of each objective function.
Therefore the data were normalized to reduce this effect.

11.7 Conclusion

A comparison between PI and FPI controllers has been made using Pareto-optimal
fronts. This analysis was based on the paper by Feliu-Batlle et al. [2].

The original Pareto-optimal fronts consisted of twelve dimensions. However,
using population-based incremental learning, almost 90 % of the fronts could be
retained when considering only four factors: maximum percentage overshoot,
damping factor, closed loop rise time and the closed loop bandwidth.

Using the 4D Pareto-optimal fronts, a classification method was used to find the
centroids of the fronts. The centroids showed that, in general, FPI controllers have
less overshoot, more damping and less bandwidth, but a higher rise time.

The controllers cover different regions in the objective space and using the
hyper-volume indicator, it was shown that the size of these regions were
approximately equal.

Therefore, 90 % of PI controllers are neither inferior nor superior to FPI con-
trollers but rather the decision to use a PI or FPI controller depends on the problem.
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Chapter 12
Remote Sensing Investigation of Red Mud
Catastrophe and Results of Image
Processing Assessment

J. Berke, V. Kozma-Bognár, P. Burai, L. D. Kováts, T. Tomor
and T. Németh

Abstract Data collection with the help of remote sensing is significant in the field
of gathering information about the environment quickly and effectively. In case of
the red sludge disaster in Ajka, Hungary Oct. 4, 2010 our group of researchers
carried out an extensive remote sensing data collection with the co-ordination of
Science Council of the Committee of the Government Coordination Commission,
applying the most up-to-date technologies of remote sensing and data processing.
In this publication besides the main points in planning and executing air shots we
also summarize the results of data processing with image analysis during the
evaluation of the catastrophe and the compensation period.

12.1 Introduction

Hungary’s largest ecological disaster took place on October 4, 2010 at 1:30 p.m.
when the western dam of cassette X of the sludge reservoir, belonging to a
privately owned company, Magyar Alumínium Zrt (Hungarian Aluminum Co.),

J. Berke (&) � V. Kozma-Bognár � P. Burai � T. Tomor
Róbert Károly College, Gyöngyös, Mátrai út. 36, 3200 Hungary
e-mail: berke64@gmail.com

L. D. Kováts
Irindium Measurement Technology Ltd, Budapest, Váci út 51/b, 1134 Hungary

T. Németh
Hungarian Academy of Sciences, Budapest, Széchenyi István tér 9, 1051 Hungary

J. Berke
Dennis Gabor College, Budapest, Mérnök út. 39, 1139 Hungary

V. Kozma-Bognár
Pannon University, Georgikon Faculty, Keszthely, Festetics út 7, 8360 Hungary

K. Elleithy and T. Sobh (eds.), Innovations and Advances in Computer, Information,
Systems Sciences, and Engineering, Lecture Notes in Electrical Engineering 152,
DOI: 10.1007/978-1-4614-3535-8_12, � Springer Science+Business Media New York 2013

149



had ruptured. Due to the ruptured dam, a mixture of 1,600,000 m3 (our calculated
value) of red sludge and water inundated the lower sections of the settlements of
Kolontár, Devecser and Somlóvásárhely via the Torna creek. The spilling red
sludge flooded 800 ha of surrounding areas. The most extreme devastation was
caused in the villages of Devecser and Kolontár, which are located near the res-
ervoir [9].

Our group of researchers carried out an extensive remote sensing data collec-
tion with the co-ordination of Science Council of the Committee of the Govern-
ment Coordination Commission, applying the most up-to-date technologies of
remote sensing and data processing.

Besides remote sensing with the help of visible (VIS) devices, studies applying
Near Infrared (NIR), Far Infrared (FIR) cameras, and hyperspectral (HYS) devices
are getting more and more common [5, 6]. Applying FIR cameras (with a band of
8–14 lm) has become a general routine in the remote measurement of temperature
in case of objects, based on thermal radiation [1, 7]. There are frequent inspections
for identification of faulty spots with the help of devices of different manufac-
turers, mainly in the fields of electric network, machines and health care. The use
of FIR cameras for martial and provost purposes is also remarkable. In Hungary
there are investigations based on not only VIS, NIR and FIR recordings but in the
common fields. For aeronautic and on-the-spot measurements we have developed,
tested and applied devices with high resolution and an ability to record multi-
spectral/hyper-spectral image data. We have worked out unique diagnostic and
data processing methods to make the optimal integration of images deriving from
different methods and sensors possible. This complex knowledge allows us to
evaluate and reconstruct events having happened genuinely and also plays a great
role in prevention. With the help of control studies disasters could be avoided.

12.2 Purpose of Data Collection

The main purpose of remote sensing recording was to monitor the investigation of
environmental damage, to locate the area of contamination precisely, to estimate
the concentration of substances in the mud and to estimate the status of the flooded
area. We also aimed to provide geodetic data acquired with the help of remote
sensing, necessary for high-resolution visual information gained from specific
spectral ranges and for the realistic post-modelling of the event. Our further goal
was to provide information helping to reveal the causes leading to the tear of the
dyke and to make proposals on further studies to be carried out.
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12.3 Data Recording

The peculiarity of this event needed unique planning and implementation. Data
collection with the help of remote sensing—according to the complex aims—was
carried out by a number of experts participating the project. Besides, we paid
special attention to on-the-spot data collection at the time of air-shots, to the
opportunity of processing the different remote-sensing technologies and to the
collection of data corresponding both short and long term processing goals.
Table 12.1 and Fig. 12.1 shows basic data about the images gathered during our
flights and air-shots.

12.4 Data Processing

Before the assessment of images the necessary pre-processing tasks had been
carried out: synchronization in time and place, filtration of optical and sensor-
made noise, radiometric and geometric correction. During the processing of data
we partly used our innovative programs (Spectral Fractal Dimension (SFD) based
processing [2, 3] processing of FIR images [7]), and also special GIS and image
processing software (ITT ENVI, Specim CaliGeo, Erdas Imagine, ESRI ArcGIS).

12.5 Results

The evaluation of data provided by different remote sensing technologies was
carried out in parallel, in consideration of the seriousness of the situation, applying
unique and integrated data processing methods. With the help of our own method
based on the fractal system we identified the noisy bands, the optimal image bands

Fig. 12.1 Main type of images of data collection with the help of air-shot—Near Infrared (left),
Far Infrared (middle) and Visible (right)
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from among the hyperspectral, VIS, NIR and FIR images [8] and also the muddy
areas based on Spectral Fractal Dimension curves [3, 4], (Fig. 12.2).

In order to compute Spectral Fractal Dimension (more than two image layers or
bands and equal to spectral resolution), the definition of spectral fractal dimension
can be applied to the measured data like a function (number of valuable spectral
boxes in proportion to the whole number of boxes), computing with simple
mathematical average as follows [3, 4]:

SFDmeasured ¼
n�

PS�1

j¼1

logðBMjÞ
logðBTjÞ

S� 1
ð12:1Þ

SFD spectrum of mud samples in reservoir 10
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Fig. 12.2 ‘Spectral fractal fingerprints’ of mud samples in the plant/Spectral Fractal Dimension
values based on hyperspectral image data

Fig. 12.3 Localization of cracks, breaks and slivering
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where

• n—number of image layers or bands.
• S—spectral resolution of the layer, in bits.
• BMj—number of spectral boxes containing valuable pixels in case of j-bits.
• BTj—total number of possible spectral boxes in case of j-bits.

The number of possible spectral boxes (BTj) in case of j-bits as follows:

BTj ¼ ð2SÞn ð12:2Þ

Based on the air-shots we have defined the movements involving the Northern
wall of the dyke together with their causes and we have localized the cut-off points
and the slivering of the wall (Fig. 12.3).

We have identified the wet, leaking areas in the images shot near the reservoir.
During the lateral examination of the wall of the dyke we studied clues alluding to
cracks and leaks (Fig. 12.4).

Considering the reference surfaces we have managed to define the elevation of
mud in the reservoir before the tear of the dyke and also the amount of mud
flooding out of the reservoir. The reference level of the sludge in the reservoir
before the tear was defined with the help of data gained with stereo evaluation of
air-shots in September 2010. The area after the tear of the dyke was given by a

Fig. 12.4 Identification of wet and dry areas near the reservoir in lateral’s thermo-shot
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measurement with LIDAR technology (Fig. 12.5). The volume between the two
areas was defined by their intersection. The’reconstruction’ of the broken piece of
wall was also made based on the shots above. We have also defined the cross-
section and longitudinal section of the reservoir.

After the geometric and radiometric correction of hyperspectral images we
classified the area. We applied the Spectral Angle Mapper (SAM) method for the
impoundment of the flooded area based on spectra on-the-spot.

We applied different classes (end members) according to the surface cover. The
wet phase, with dry matter content less than 30 %, was defined separately. When
applying the SAM, the angle value was optimized based on the control areas. After
the area impoundment we defined the spectra correlating with the thickness of mud
(in case of a mud with 30–70 % by mass) with the help of regression analysis,
based on on-the-spot samples. Based on the Red Mud Layer Index (RMLI)
calculation from the 550 nm and the 682 nm band cassette.

RMLI ¼ B682 nm� B549 nm

B682 nmþ B549 nm
ð12:3Þ

we defined the threshold values for four thickness categories of previously marked
areas (Fig. 12.6).

Based on data from the assessment further analysis and modelling processes
have been carried out: a simulation of the tear of the dyke, suffusion intensity
calculation and spread modelling. Based on our analysis operational steps have
been taken by the authorities: planning and building of embankment, planning of
prevention and preparation of compensation.

Fig. 12.5 The LIDAR image used for the definition of the amount of mud having flooded out of
the reservoir

12 Remote Sensing Investigation 155



Scientific duties have been assigned in case of a catastrophe and methodolog-
ical protocols have been defined.
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Chapter 13
802.11e QoS Performance Evaluation

Yunus Simsek and Hetal Jasani

Abstract Wireless networks have become a tremendous network solution for
home and enterprise users, without worrying about wire, and mobility. With IEEE
802.11e Wireless Local Area Networks (WLAN), we have implemented Quality
of Service (QoS) to our wireless network that provides significant improvements
for high-priority QoS traffic. However, these improvements have a negative per-
formance impact to lower-priority traffic, such as HTTP, FTP etc. In this paper, we
examine two IEEE 802.11e QoS functions which are Point Coordination Function
(PCF), and Hybrid Coordination Function (HCF). We also examine their negative
effects on performance of lower-priority traffic in two different WLAN infra-
structures which are Basic Service Set (BSS) and Extended Service Set (ESS),
using OPNET Modeler software. We evaluate the impact of high-priority traffic
(with QoS enabled) on low-priority-traffic when they use the same access point.
All of the simulation results proved that it has a significant detrimental impact to
low-priority-traffic. Performance of HTTP, FTP, and database traffic drops when
VoIP and video applications are using same access point.
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13.1 Introduction

Nowadays, with the growing needs of mobility and demands of accessing infor-
mation anywhere, anytime with the simplest setup, a significant decrease in price
of wireless equipment, and no-cabling need, brought Wireless Local Area Network
(WLAN) one step closer to becoming a dominant real-world solution for either
business or home users. The high demand of mobility brought a quality service
problem with it, which can cause a lower performance on critical delay sensitive
applications, such as Voice over Wireless LAN and streaming videos. The IEEE
802.11e is a validated improvement to the IEEE 802.11 standard that defines a set
of Quality of Service amendment for WLAN applications through modifications to
the Media Access Control (MAC) layer. This standard is mainly considered for
significantly important delay-sensitive applications, such as Voice over Wireless
LAN and streaming multimedia [1]. In this section, we introduce the BSS, ESS,
DCF, PCF, and HCF.

13.1.1 Basic Service Set

Basic Service Set (BSS) is the basic function of the IEEE 802.11 WLAN defined
in the IEEE 802.11-1999 standard. The BSS refers to the group of networking
stations communicating with one to another by using single access point (AP). In
BSS structure, an AP acts as a master controller to the networking stations [2]
(Fig. 13.1).

Wireless AP

Node A

Node B

Node C

Fig. 13.1 Basic service set
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13.1.2 Extended Service Set

BSS cannot support mobility and roaming. Extended Service Set (ESS) is a set of
two or more APs that works in same network. It is a combination of Basic Service
Set (BSS) that form a single network [3]. Since ESS is using multiple APs, it can
be used for many users over a wider area. APs are positioned such a way that it
facilitates roaming (Fig. 13.2).

13.1.3 Distributed Coordination Function

To share the medium between multiple stations, some channel access method is
needed. The basic 802.11 MAC layer uses the distributed coordination function
(DCF) as channel access method. DCF relies on Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) in order to perform its duty [4].

13.1.4 Point Coordination Function

Point Coordination Function (PCF) is a Media Access Control (MAC) procedure that
is used in IEEE 802.11 WLANs [5]. The PCF option has been implemented in IEEE
802.11 in order to provide contention-free data transmission and to support time-
bounded services as well as data, voice or mixed [6]. In PCF, the AP takes point
coordinator role, and it controls the medium access in a poll-and-response manner.
The time period during the PCF operates is called the contention-free period (CFP).
Before CFP starts the AP works under DCF, but it causes to use of the priority inter-
frame space (PIFS) to seize medium, and then sends out beacon packet in duration of
the CFP to each station one at a time to give them a turn to send data. The AP is the
coordinator. Although this allows for a better management of QoS, PCF does not
define classes of traffic as is common with other QoS systems [7].

InternetFig. 13.2 Extended service
set
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13.1.5 The IEEE 802.11e MAC Protocol

DCF works well enough for data transmission. However, it is not efficient for real
time traffic to provide better QoS. PCF is better, but many wireless manufacturers
have decided not to facilitate the optional PCF service in their equipment [8]. The
IEEE 802.11e draft specifies some improvement to provide QoS over WLANs
through a new coordination function: the hybrid coordination function (HCF).
According to draft, there are two methods of channel access: HCF Controlled
Channel Access (HCCA) and Enhanced Distributed Channel Access (EDCA).
EDCA defines four different streams or traffic categories [9]. HCCA is a new form
of PCF and is based on polling. EDCA is good for enterprise business settings and
while HCCA is more appropriate for home environment [10].

13.2 Performance Evaluation

13.2.1 Quality of Service Impact on WLAN Performance

Even though QoS has significant improvement for high-priority-traffic, it also has
high cost for low-priority-Traffic, which can cause a significant negative impact on
HTTP/FTP based traffic. We prove this by running several simulations on two
different infrastructures to see these impacts.

Before implementation of the new wireless network, it is crucially important to
evaluate network infrastructure based on: the number of client, structure of building,
and external factors, etc. There are few softwares available on the market that can
offer real-time network simulation without highly cost of equipment and waste of
time. OPNET is a networks modeler tool that was designed by OPNET Technologies
Inc, and can provide a powerful network simulation to user [11]. In this paper, we use
OPNET Modeler version 16.0. OPNET Modeler incorporates a detailed and accurate
model of the physical channel and of the IEEE 802.11 MAC layer [8].

13.2.2 Performance Measurement Units

In this paper, we collect Network Delay, Network Load, Throughput and Media
Access Delay.

• Network Delay—represent end to end delay of all the packets that received by
the WLAN nodes and it forwards all the packets to the higher layer. When the
access point enabled this delay includes medium access delay at the source
MAC, reception of all the fragments individually, and transfers of the frames via
access point.
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• Load—the load indicates total bits submitted to wireless LAN layers.
• Network Throughput—the throughput is an average rate of successful message

delivery over a physical or logical link or passes through a certain network node.
It is typically measured in bits per second [12].

• Media Access Delay—Represent the global statistic for the total of queuing and
contention delays of the data [13].

• Object Response Time (sec)—represent response time for each inlined object
from the HTML (web) page.

• Page Response Time (sec)—represent time required to retrieve the entire page
with all the contained inline objects [13].

• FTP Download Response Time (sec)—represent time elapsed between sending
a request and receiving the response. It measured from the time a client sends a
request to the server (FTP server) to the time it receives a response packet [10].

• Database Entry Response Time (sec)—represent time elapsed between sending
a request and receiving the response packet [13].

• Database Query Response Time (sec)—represent time elapsed between sending
a request and receiving the response packet [13].

13.3 Simulation Results

13.3.1 First Scenario (HCF/PCF Enabled on BSS Infrastructure)
vs. (HCF/PCF Disable on BSS Infrastructure)

In order to perform our first scenario we have created 2 voices, 4 FTP, and 2 web
nodes with 1 access point on 3 floors in the building. In this scenario, we examine two
different QoS on the same infrastructure (BSS) by running 15 min simulation in
OPNET Modeler. We collected the statistics of network delay, network load,
throughput, and media access delay. In order to make appropriate conclusion we had
to run simulation over 10 min, since longer traffic always has a big impact to network
traffic. The results have been obtained in Overlaid Statistics and average mode and
shown Figs. 13.3, 13.4, 13.5, 13.6 and 13.7.

As we can see when HCF/PCF are not enable(Blue Line) network delay is low,
but when we enable HCF/PCF then it immediately starts to increase network
delay. As we can see, the same affect occurs here also, when HCF/PCF disable
(Blue Line) Network load is higher, when it is not Network Load is low. The same
affect is almost seen here as well, HCF/PCF enable mode extremely affects delay.
Even though we get really close results in this graph, HCF/PCF Enable mode (Red
Line) still has impact to Throughput.
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Fig. 13.4 Network delay

Fig. 13.3 BSS Network
deployment map in OPNET
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Fig. 13.5 Network load

Fig. 13.6 Media access
delay
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13.3.2 Second Scenario (HCF/PCF Enabled on ESS
Infrastructure) vs (HCF/PCF Disable on ESS
Infrastructure)

In order to perform our second scenario we have created 9 wireless nodes with 3
access points on 4 floors in the building as shown in Fig. 13.8. In this scenario, we

Fig. 13.7 Throughput

Fig. 13.8 ESS Network
deployment map in OPNET
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examine two different QoS on the same infrastructure (ESS) by running 10 min
simulation in OPNET Modeler.

After running 10 min simulation on OPNET Modeler, we have successfully
collected Network Delay, Network Load, Throughput, and Media Access Delay
statistics. The results have been obtained in Overlaid Statistics and average mode
and shown Figs. 13.9, 13.10, 13.11, 13.12, and 13.13.

It seems in Fig. 13.8, when we enable QoS on Extended Set Service infrastructure
it significantly started to impact Performance by increasing delay. It seems

Fig. 13.9 Network delay

Fig. 13.10 Media access
delay
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Fig. 13.9, enabling QoS also has negative impact on load by decreasing load per-
formance on low-priority-traffic in Extended Set Service infrastructure. It is obvious
that the QoS has a big impact on Media Access Load as we see in Fig. 13.10 We can
ensure that the QoS also has a negative impact on Throughput.

Fig. 13.11 Network load

Fig. 13.12 Throughput
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13.3.3 Third Scenario Evaluating HTTP/FTP Services
on PCF/HCF Enable Mode in ESS Infrastructure

In our third scenario, we examine how QoS service can affect low-priority
traffic by running simulation on HTTP and FTP services in Extended Set
Service (ESS) Infrastructures. In order to perform our third scenario we have
created 9 wireless nodes with 3 access points on 4 floors in the building as
shown in Fig. 13.12 and we set the OPNET simulator to run 10 min simulation
in OPNET Modeler.

After running 10 min simulation on OPNET Modeler, we have successfully
collected FTP Download Response time (sec), FTP Upload Response time (sec),
HTTP object response time (sec) and HTTP page response time (sec) statistics.
The results have been obtained in Overlaid Statistics and average ode and shown
Figs. 13.14, 13.15, 13.16 and 13.17

Since FTP is low-priority-traffic, QoS has significant negative impact to FTP
download response time as seen in Fig. 13.14 We have seen the same result FTP
Upload Response time as well. QoS also has a negative impact on HTTP traffic
too, as it is seen in Fig. 13.17 We can see the same impact HTTP page Response
as well.

Fig. 13.13 ESS Network
deployment map in OPNET
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13.3.4 Fourth Scenario Evaluating Database Performance
on PCF/HCF Enable Mode in ESS Infrastructure

The growing demand of Mobility is the main reason that explains why Wireless
technologies are everywhere in our life. The same reason is why a growing number
of businesses are implementing 802.11 Wireless to their work environment. As we
know, database is the main concern for either performance or security, and there

Fig. 13.15 HTTP object
response time

Fig. 13.14 FTP download
response time
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are a variety of database softwares being used by most of the companies. In this
scenario, we examine Database performance on 802.11e QoS enabled Wireless
Local Area Network in Extended Set Service infrastructure.

After running 10 min simulation on OPNET Modeler, we have successfully
collected Database Entry Response time (sec) and Database Query Response time
(sec) statistics. Results have been obtained in Overlaid Statistics and average mode
and shown Figs. 13.18 and 13.19.

Fig. 13.16 FTP upload
response time

Fig. 13.17 HTTP page
response time
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Fig. 13.18 Database entry response time

Fig. 13.19 Database query response time
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As we see in Fig. 13.18, the QoS has the worst impact to Database Perfor-
mance. QoS has a significant worse impact on Database query response time as
well. If we consider business environments, there are thousands of queries exe-
cuting every minute which can cause significant delay for them to get a response
from the queries when we enable QoS on the same Wireless LAN AP.

13.4 Conclusion

We have evaluated Quality of Service (QoS) impact on low-priority-traffic when
they use the same access point. With IEEE 802.11e, we have implemented QoS to
our wireless network that provides significant improvements for high-priority QoS
traffic. However, these improvements have a negative performance impact to
lower-priority traffic, such as HTTP, FTP etc. We examined two IEEE 802.11e
QoS functions which are Point Coordination Function (PCF), and Hybrid Coor-
dination Function (HCF). We also examined their negative effects on performance
of lower-priority traffic in two different Wireless Local Area Networks (WLAN)
infrastructures which are Basic Service Set (BSS) and Extended Service Set (ESS),
using OPNET Modeler. We evaluate the impact of high-priority traffic (with QoS
enabled) on low-priority-traffic when they use the same access point. All of the
simulation results proved that it has a significant detrimental impact to low-pri-
ority-traffic. Performance of HTTP, FTP, and database traffic drops when VoIP
and video applications are using same access point. When we need to use VoIP or
video streaming services, we should move them to another access point and let
them work in Voice and Video streaming client with their access point in order to
get better performance.
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Chapter 14
Evaluation of Different Designs
to Represent Missing Information
in SQL Databases

Erki Eessaar and Elari Saal

Abstract It is possible to use different designs to deal with the missing information
problem in SQL databases. In this paper, we use a multi-criteria decision support
method, which is based on the Analytic Hierarchy Process, to evaluate a set of
possible designs for dealing with missing information. One of the designs uses SQL
NULL-marks, another design uses tables that are in the sixth normal form, and one
of the designs uses special values to represent missing information. We evaluate the
designs, which are implemented in a PostgreSQLTM database, in terms of two
hypothetical contexts. We create a test database, perform measurements, and use
the results to compare the designs. The results of the evaluation provide new
insights into the advantages and disadvantages of the different designs.

14.1 Introduction

It is possible that some information, which should be recorded in a database, is
missing (is unknown). There are several reasons why the information could be
missing. Therefore, one of the problems in the context of databases is how to deal
with the missing information and capture the reason why the information is
missing. In this paper, we concentrate our attention to SQL databases. SQL
database language is an implementation of the relational data model. Entire tuples
of a relation could be missing in case of relational databases. It is also possible that
one knows only some, but not all, attribute values that are needed to form a tuple in
order to record it in a relational database.
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SQL provides NULL-mark (NULL-flag) that can be used to denote missing
information [1]. Date [2] stresses that NULL is not a value, although it is common
to speak as if it is. If one compares a value with NULL or compares two NULLs,
then the result would be the truth value ‘‘unknown’’ (SQL uses three-valued logic).
The Third Manifesto [3], which is a formal proposal for a foundation of relational
database management systems (DBMSs) stresses that NULLs should not be used
to represent missing information. According to their definition tuples do not
contain NULLs because NULLs are not values. Date [4] points to the practical
problems that occur due to the use of NULLs.

How is it possible to reduce the need of using NULLs in SQL databases? Date
and Darwen [5] propose to use decomposition approach, according to which one
has to create tables that are in the sixth normal form in order to deal with the
missing information problem. They suggest to create different tables to represent
different kinds of missing information. Similarly, the Anchor Modeling modeling
technique [6] suggests generation of specifications of tables that are in the sixth
normal form and cite the absence of NULLs as one of the advantages of the
approach. On the other hand, Ref. [6] does not suggest the creation of separate
tables for representing missing information. Let us assume that an entity type ET
(‘‘anchor’’ in [6]) has an attribute a. Based on [6], if the value of a is missing in
case of some entity with the type ET, then it means that the corresponding row is
missing from the table that is created based on a.

Karwin [7] describes a practice according to which developers select ordinary
values (that belong to the type of a column c) in order to represent unknown or
inapplicable values in c. It makes it more difficult to write queries. Karwin [7] lists
this practice as an antipattern. PredictiveDBTM [8] is a DBMS, which built-in
features allow its users to predict missing values based on the existing values in the
database. The system also calculates risk of being wrong.

Next, we shortly describe additional proposals for dealing with missing infor-
mation in the relational databases. Codd [9] suggests to use A-marks (missing-but-
applicable value mark) and I-marks (inapplicable-value mark) to represent missing
information and distinguish between different reasons why information is missing.
If an attribute a of a tuple t has A-mark, then it means that a can have value but the
value is currently unknown to the users. If an attribute a of a tuple t has I-mark, then
it means that a cannot have value in case of the object that is represented by the
tuple t. Liu and Sunderraman [10] propose to use I-tables to represent indefinite and
maybe facts. Date and Darwen [11] propose to determine special values in the type
definitions in order to use these values for representing missing information. Date
and Darwen [5] introduce approaches that use multirelations, inheritance of types,
or relation valued attributes to deal with the missing information.

The goal of the paper is to evaluate three designs of SQL databases that use
different means to deal with missing information. We use a multi-criteria decision
support method [12], which is based on the Analytic Hierarchy Process (AHP)
[13], to evaluate the designs.

The rest of the paper is organized as follows. Firstly, we explain the setup of the
experiment by shortly describing the method that we use to evaluate the designs.
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In addition, we introduce contexts, alternatives (designs), criteria, software mea-
sures that correspond to the criteria and will be used to evaluate the alternatives,
and implementation of a test database. Secondly, we present the results of the
evaluation of the designs and discuss the results. Finally, we conclude and point to
the future work with the current topic.

14.2 Setup of the Experiment

14.2.1 Evaluation Method

The method, which we more thoroughly explain in [12], is based on the AHP and
uses pairwise comparisons. One has to use a nine-point scale in case of the
comparisons. AHP allows us to make decisions by using a hierarchical model. At
the highest level of the model there is a goal. The goal might be to find the best
database design from a set of given designs. At the second level there are
objectives, which correspond to the criteria that one has to take into account while
comparing alternatives (database designs). Each criterion can have sub-criteria. At
the lowest level there are alternatives, between which the choice will be made.
Suitability of a particular database design depends on the context where it will be
used. Therefore, the method requires specification of the context where the designs
will be used. Each context specifies a set of requirements and optionally a DBMS
that will be used to implement the designs. Information about the context is used to
compare criteria pairwise to find their relative importance (weights). The method
suggests the use of criteria that have corresponding software measures. If there is a
criterion c that has an associated software measure m, then one has to find the
value of m in case of all the different alternatives. This information will be used to
compare alternatives pairwise in terms of c. One has to perform the same task in
case of all the alternatives in order to calculate the value of m in case of all the
alternatives. Hence, one may have to implement one or more test database and
generate test data to perform measurements in case of different designs. It is
possible to find criteria based on quality models like the ISO 9126 quality model
[14]. In addition, one could search suitable criteria by considering three database
levels (external, conceptual, and internal) that are specified in the ANSI/SPARC
database architecture [2]. One should use a set of criteria that cover all the data-
base levels in order to thoroughly evaluate database designs. The use of explicitly
specified contexts and software measures should improve the objectivity of the
evaluation results.

14 Evaluation of Different Designs 175



14.2.2 Contexts

In this study, we evaluated designs (alternatives) in terms of two hypothetical
contexts.

Context 1. It describes an online transaction processing system, which has quite
stable set of requirements that will not change much over time. The system must
answer queries within seconds and allow quick registration of data. The database is
small in terms of the number of entities, the data of which will be recorded in it.
Hence, the database size is not an important issue. The database will be imple-
mented by using PostgreSQLTM DBMS [15].

Context 2. It describes a system for recording and maintaining the results of
measurements. The system will evolve significantly over time and in the future
there may be additional types of measurements, the resulting data of which the
system has to manage. The system must answer queries within minutes. The
database contains a lot of data and will grow considerably over the coming years.
Hence, the database size is an important issue. The database will be implemented
by using PostgreSQLTM DBMS [15].

14.2.3 Alternatives

For this experiment, we created a part, a simplified database of a radio station as
the test database and considered three database designs as alternatives. The test
database is used to record information about artists as well as their songs and
albums. In addition, the test database is used to record information about the
playlist of a radio station. We could use databases from different spheres of
knowledge, influence, or activity as the test databases of this evaluation as long as
we can use the selected software measures in case of these databases. We present
the designs by using diagrams that are created by using the Rational Rose data
modeling profile [16]. If a column of a base table (table in short) is annotated with
‘‘NN’’, then it means that it is a mandatory column (it has NOT NULL constraint).
In addition, all the columns that belong to the primary keys (annotated with ‘‘PK’’)
are also mandatory. If a column is not annotated with ‘‘NN’’ or ‘‘PK’’, then it
means that it is an optional column (it allows NULLs).

Figure 14.1 presents the design of the test database that uses SQL NULLs (SQL
NULL design).

Figure 14.2 illustrates the design of the test database, which uses sixth normal
form (6NF) tables (6NF design). Table T is in 6NF if and only if it cannot be
nonloss decomposed at all (other than the identity projection of T) [17]. Date [17]
also notes that the identity projection of a table T is the projection over all of its
columns. For each non-key attribute in a conceptual data model, we created two
different 6NF tables. For instance, in case of attribute name of entity type Artist,
we created table Artist_name, which is used to record artist names that are known.
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Table Artist_name_unknown is used to record the identifiers of artists, whose name
is unknown.

Figure 14.3 presents the design of the test database that uses special values to
represent missing information (special values design). Let us assume that a column
c has the type TP. In case of the special values design one uses a set of values that
belong to TP to represent missing information. One has to select such values from
TP that are otherwise not used in c. For instance, we used special value ‘‘-1’’ in
case of columns with the type INTEGER or VARCHAR to denote that the value is
unknown. We used the special value ‘‘1970-01-01 00:00:01’’ in case of columns
with the type TIMESTAMP to denote that the value is unknown. The selection of

Album

id : INTEGER
name : VARCHAR(100)

<<PK>> album_PK()

Playing

id : INTEGER
song_id : INTEGER
playing_start : DATE
playing_end : DATE

<<PK>> playing_PK()
<<FK>> playing_song_FK()
<<Check>> playing_check_dates()

Artist
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name : VARCHAR(100)
type : artist_type
description : VARCHAR(255)

<<PK>> artist_PK()

Song_Album
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<<PK>> song_album_PK()
<<FK>> song_album_album_FK()
<<FK>> song_album_song_FK()
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Fig. 14.1 Design of tables in case of the SQL NULL design
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special values is one of the difficulties of this design. In case of some types it is not
possible to find a special value for each different reason why the information could
be missing. For instance, the type BOOLEAN contains only values TRUE,
FALSE, and UNKNOWN (that is represented by NULL). A difference between

Fig. 14.2 Design of some of the tables in case of the 6NF design
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the special values design and the SQL NULL design is that in case of the former
all the columns are mandatory (have NOT NULL constraints).

One could extend the 6NF design and the special values design in order to
represent different kinds of missing information. For instance, one might create a
separate table for each possible reason why the name of an artist could be missing
in case of the 6NF design. One could use the following special values in case of the
columns with the type INTEGER or VARCHAR in case of the special values
design.

• -1—Attribute cannot have a value in case of this object.
• -2—Attribute can have a value in case of this object but the value is unknown

at the moment.
• -3—Attribute can have a value in case of this object and the value is known but

it is not recorded at the moment.

For this experiment, we decided to simplify the designs and did not represent
different kinds of missing information. In this way the two designs are comparable
with the SQL NULL design that also does not allow us to distinguish between
different reasons why the information is missing.

Album
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<<PK>> album_PK()
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playing_start : DATE
playing_end : DATE
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Fig. 14.3 Design of tables in
case of the special values
design
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14.2.4 Criteria

Table 14.1 shows criteria that we used to evaluate the designs. For each criterion,
we also specify its corresponding database level and ISO 9126 quality charac-
teristics. Table 14.2 shows software measures that correspond to the selected
criteria. In case of each selected measure m—the smaller is the measurement result
in case of an alternative al, the better is al in the context of the criterion that is
associated with m.

We counted the SQL key words in PostgreSQL 8.3 [15] in the data manipu-
lation (DM) language statements as well as in the data definition language state-
ments in order to evaluate the complexity of operations from the point of view of
parties who have to perform the operations and write the statements.

Examples of SQL key words are: SELECT, VALUES, INNER, JOIN, and
AND.

Piattini et al. [18] define Schema Size measure, which is used to evaluate
maintainability of databases, ‘‘as the sum of the tables size (TS) in the schema’’
[18, p. 7] and Table Size measure ‘‘as the sum of the total size of the simple
columns (TSSC) and the total size of the complex columns’’ [18, p. 6]. The size of
each simple column is one. All the columns are simple columns in case of the
designs in this evaluation. Therefore, in this case Table Size of a base table T is
equal to the total number of columns in T.

NFK measure, which we used to evaluate the designs in terms of integrity
constraints, is the number of foreign keys in the database schema [19].

In case of the performance criterion, we performed the same task five times in
case of all the designs and calculated the average result in case of each design.

We used the PostgreSQLTM system-defined function pg_total_relation_size
[15] to find the total size of base tables (including indexes and toasted data) in case
of all the designs.

Table 14.1 Criteria that we used to evaluate database designs

Criterion Database level ISO 9126 quality characteristic

Complexity of data manipulation operations External level Maintainability, usability
Schema size Conceptual level Maintainability
Integrity constraints Conceptual level Maintainability, functionality
Complexity of schema modification Conceptual level Maintainability
Performance of data manipulation operations Internal level Efficiency
Data size Internal level Efficiency
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14.2.5 Implementation of Databases and Generation of Test Data

We implemented the designs by using the open-source DBMS PostgreSQLTM 8.3
[15]. We implemented the designs in the different schemas of the same database to
prevent name conflicts. We created a PHP application to generate the test data. The
application generates a set of test data to the main memory and then inserts the
data to the tables that have been created based on different designs. One has to use
the same data in case of different designs because otherwise the results of mea-
surements would not be comparable.

We generated data about 25,000 songs, 3,000 artists, 5,000 albums, 250 styles,
175,000 playlist entries (instances of Playing), and 295,000 instances of rela-
tionship type between Song and Album. We used the following guidelines to
generate test data.

• If an attribute a of an entity type E is optional, then the value of a is missing in
case of about 10 % of entities with the type E.

• Each name of an artist, an album, and a style consists of between 2 and 100 (end
points included) alphanumeric characters.

• Each title of a song consists of between 2 and 255 (end points included)
alphanumeric characters.

• There is 1 s difference between the end of one playlist entry and the beginning
of another playlist entry. We generated data about playlist entries for one year,
starting from January 1st, 2010 00:00.

The computer, where we performed the experiments, had the following char-
acteristics: processor: Intel Core 2 Quad, 3.4 GHz; RAM 4 GB DDRII; Windows
XP Professional SP2; PostgreSQL 8.3; Apache HTTP Server 2.2 ? php_pdo_pgsql
extension.

Table 14.2 Software measures that we used to evaluate database designs

Criterion Sub-criterion Software measure

Complexity of data manipulation
operations

Complexity of an INSERT
operation

Number of SQL key words in the
statements

Complexity of a SELECT
operation

Number of SQL key words in the
statements

Schema size – Schema size [18]
Integrity constraints – NFK [19]
Complexity of schema

modification
– Number of SQL key words in the

statements
Performance of data

manipulation operations
Performance of an INSERT

operation
Time in seconds

Performance of a SELECT
operation

Time in seconds

Data size – Size of base tables and indexes in
megabytes
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14.3 Results of the Experiment

14.3.1 Relative Importance of Criteria

Figures 14.4 and 14.5 present the relative importance of the criteria (weights) in
case of context 1 and context 2, respectively. We used the information that is
specified in the description of contexts (see Sect. 14.2.2) to compare the criteria
pairwise. For instance, in case of context 1, performance of data manipulation
(DM) operations is strongly preferred compared to complexity of DM operations,
integrity constraints, schema size, and complexity of schema modification. In case
of context 1, performance of DM operations is very strongly preferred compared to
data size. We do not present comparison matrices in the paper due to the space
restrictions.

We used web-based AHP tool Web-HIPRE [20] to perform the analysis.
The analysis results (comparisons of the criteria pairwise as well as compari-

sons of alternatives pairwise in terms of criteria) are presented in the file: http://
staff.ttu.ee/*eessaar/files/Missing_data.pdf.

The consistency measure (CM) [20], which indicates the consistency of deci-
sion maker, indicated that all the comparison matrices where sufficiently
consistent.

14.3.2 Evaluation of Alternatives in Terms of Criteria

Table 14.3 summarizes the results of measurements in case of different alterna-
tives. Next, we describe the tasks that we performed in order to measure the
alternatives. One has to bear in mind that it might be possible to solve a task by
using different sets of database language statements and hence the results of
measurements depend on the selected solutions. The statements, which we used to
solve the tasks, are in the file: http://staff.ttu.ee/*eessaar/files/ Missing_data.pdf.

In case of the ‘‘Complexity of an INSERT operation’’ sub-criterion we per-
formed the task: ‘‘Insert to the database a song, the performer and style of which is
unknown, the title is ‘Chiri-Biri-Binn’, the author fee is 6.00 EEK, and the length
is 190 s’’. The number of SQL key words in a solution of the task is the biggest in
case of the 6NF design. In case of the SQL NULL design and the special values
design one has to insert a row to the table Song. In case of the 6NF design and the
current task, one has to insert one row into each of the following tables: Song,
Song_artist_unknown, Song_title, Song_style_unknown, Song_authorfee, and
Song_length. The INSERT statements must be in one transaction. If entity type
Song would have more attributes, then we would also need more INSERT state-
ments in case of the 6NF design.

In case of the ‘‘Complexity of a SELECT operation’’ sub-criterion we per-
formed the task: ‘‘Find the number of songs, the author fee of which is between
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4.50–5.50 EEK (end points included), the length of which is between 180–190 s
(end points included), and that have been played more than five times during the
last three months’’. In case of the 6NF design we have to perform the biggest
number of join operations to solve the task and hence the number of SQL key
words is the biggest in case of this design.
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Fig. 14.5 Relative importance of criteria in case of context 2

Table 14.3 Measurement results in case of different designs

Software measure SQL NULL
design

6NF
design

Special
values design

Number of SQL key words in statements in case of an
INSERT operation

5 21 3

Number of SQL key words in statements in case of a
SELECT operation

23 35 26

Schema size 20 43 20
NFK 5 28 5
Number of SQL key words in statements in case of a

schema modification operation
14 47 17

Performance of an INSERT operation in seconds 210 559 228
Performance of a SELECT operation in seconds 0.212 0.030 0.228
Size of base tables and indexes in megabytes 33.7 74.2 33.8
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Fig. 14.4 Relative importance of criteria in case of context 1
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In case of the ‘‘Performance of an INSERT operation’’ sub-criterion we per-
formed the task to insert test data to the tables. Section 14.2.5 contains information
about the test data.

In case of the ‘‘Performance of a SELECT operation’’ sub-criterion we used the
same task as in case of the ‘‘Complexity of a SELECT operation’’ sub-criterion.

In case of the ‘‘Complexity of schema modification’’ criterion we performed the
task: ‘‘Modify the schema to make possible registration of the creation year of the
song. In case of each song the year can be between 1975 and 2020 (end points
included) or it could be unknown’’. The number of SQL key words in a solution of
the task is the biggest in case of the 6NF design because one has to create separate
tables Song_year and Song_year_unknown as well as enforce foreign key con-
straints (within one transaction). If we would modify the design so that there is one
separate table for each reason why the value of an attribute can be missing, then
the number of tables and hence the complexity of statements would be even
bigger. The number of SQL key words is bigger in case of the special values
design compared to the SQL NULL design because in case of the special values
design one has to create NOT NULL constraint to the column year. In addition, the
CHECK constraint, which should be added to the column year, must take into
account that one possible value in the column is the special value -1.

14.3.3 The Results of the Evaluation

In case of each criterion c that has no sub-criteria, we compared all the designs
(alternatives) pairwise in terms of c.

In case of each considered criterion c, we divided the results of measurements
in case of c (see Table 14.3) pairwise in order to find out how many times one
alternative is better than another in terms of c. For instance, to find out how many
times the SQL NULL design is better than the 6NF design in terms of the criterion
‘‘Complexity of an INSERT operation’’, we performed the calculation 21/5 = 4.2.

Tables 14.4 and 14.5 summarize the results of evaluation of the three designs
in case of two different contexts (see Sect. 14.2.2). Row Relative goodness pre-
sents the final scores of the designs in case of the different contexts. We found
them by summarizing the scores of alternatives in case of each design. The bigger
is the final score, the better is the design in terms of the goal (find the best design).

Based on the evaluation, the SQL NULL design is the best design and the 6NF
design is the worst design in case of both contexts. The 6NF design achieved
relatively good results in case of context 1 because in this case performance of DM
operations is very important and the 6NF design has the best measurements results
in case of one of its sub-criterion.

We do not claim that the SQL NULL design is always the best and the 6NF
design is always the worst. The results depend on contexts, alternatives, criteria,
measures, tasks, and solutions of tasks. For instance, if the schema modification
statements or data modification statements would be mostly automatically
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generated by a software program, then the complexity of these statements would
not be as important criterion any more. Rönnbäck et al. [6] propose anchor
modeling, which can be used for agile information modeling in evolving dat-
abases. The modeling method suggests generation of database schema where
tables are mostly in the sixth normal form (6NF). One of the advantages of using
6NF tables is that all the changes in the schema are done in the form of extensions
(by adding new tables) instead of modifying existing tables. It simplifies evolution
of databases and applications, which use it. In our evaluation, we only consider the
complexity of writing schema modification statements and do not consider other
aspects of schema evolution (like transparency or instance migration). Hence, in
our evaluation the 6NF design has a low score in case of the ‘‘Complexity of
schema modification’’ criterion. It points to the need to continue evaluation of the
designs by using larger sets of contexts, criteria, measures, and tasks.

Table 14.4 The results of evaluation of designs in case of context 1

Criterion SQL NULL
design

6NF
design

Special values
design

Complexity of data manipulation
operations

0.041 0.019 0.052

Schema size 0.046 0.021 0.046
Integrity constraints 0.052 0.009 0.052
Complexity of schema modification 0.053 0.016 0.044
Performance of data manipulation

operations
0.139 0.239 0.127

Data size 0.018 0.008 0.018
Relative goodness 0.349 0.313 0.339

Table 14.5 The results of evaluation of designs in case of context 2

Criterion SQL NULL
design

6NF
design

Special values
design

Complexity of data manipulation
operation

0.037 0.017 0.046

Schema size 0.041 0.019 0.041
Integrity constraints 0.046 0.008 0.046
Complexity of schema modification 0.141 0.042 0.117
Performance of data manipulation

operations
0.027 0.047 0.025

Data size 0.122 0.056 0.122
Relative goodness 0.414 0.189 0.397
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14.4 Conclusions

In this paper, we presented the results of evaluation of three SQL database designs
that can be used to deal with missing information. One of the designs uses NULL-
marks, another uses tables that are in the sixth normal form, and one uses special
data values to represent missing information. The evaluation method is based on
the Analytic Hierarchy Process. The method uses the results of measurements in
order to compare the designs pairwise. We evaluated the designs in case of two
hypothetical contexts and in both cases the design, which uses SQL NULLs, got
the best results. However, the design with tables, which are on the sixth normal
form, got the best results in case of the ‘‘Performance of a SELECT operation’’
sub–criterion. In addition, some of the problems of using this design can be
overcome by using code generators.

Future work includes evaluation of the designs by using larger sets of contexts,
criteria, measures, and tasks.
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Chapter 15
Mobile English Learning System:
A Conceptual Framework for Malaysian
Primary School

Saipunidzam Mahamad, Fatimah Annor Ahmad Rashid, Mohammad
Noor Ibrahim and Rozana Kasbon

Abstract Mobile learning has become apprentice for today’s education. With the
emerging of mobile technologies, variety of features of current mobile applications
could benefit the learners with enhanced learning environment while playing
anywhere, anytime. This paper presents a framework of mobile English learning
system for Malaysian Primary School for children aged from 9 to 12 years old. It
aims to provide both fun and educational features to the learners by offering game-
based activities to stimulate their imagination and challenge their curriculum skills
such as antonyms, synonyms and sentence structures. The proposed architecture
supports cross platform user interface and the framework offers reliability to
provide the learner with some erudition input.

15.1 Introduction

Today, mobile applications have grown rapidly. Mobile devices have shown tre-
mendous use of purpose from making and receiving a phone call to send multi-
media message and now emerging for playing games [1]. Many new applications
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have been designed to satisfy various types of users need. However, not every
mobile application could be used suitably for young learners. Number of appli-
cations specifically designed for this target group is still rather small. It is com-
monly tuned and designed for entertainment and amusement purposes only, which
mostly are computer games. No doubt, that most of games available is bidding on
enjoyment purpose only leaving other vital elements untouched. In addition, the
design of current mobile games fails to stimulate their imagination.

In this digital age, there are signs of motivating potential and possible learning
gains of games played on mobile devices. Typical learners may have few edu-
cational phone games applications to play, learn and interact with and enhance
their critical thinking skills at the same time. Mobile technologies and applica-
tions, as learning tools have increasingly become viable with the growing
sophistication and affordability of their use, hence growing interest in the field of
m-learning. M-learning has been regarded as the potential of learning or as an
essential element of any other form of educational development in the future. With
this kind of learning, mobile applications with cross-curricular activities are
affordable and they have become a key benefit when engaging with classroom
activity. The needs of lifelong learning, just-in-time training and retraining led to
the development of widely accessible and reusable digital content and learning
repositories. Besides, the connection between learners, teachers and caregivers is
vital as it facilitates to structure the interchange between student appreciation of
technology and training in formal education.

Mobile learning can be divided into three major application types which are
SMS, Mobile Application and Mobile Game. The later type is also known as
mobile game-based learning [2]. With the advent of mobile communication sys-
tems, it enables users to learn more effectively.

This paper proposes an interactive mobile English learning system that is not
only providing fun activities during the learning, but also satisfying learners’ need
to increase their reading comprehension and confidence as reading is the key to
success in all subjects [2]. The development focuses on Malaysian primary school,
approximately learners in the age range of 9–12 years old. The system features
both educational and fun learning features. The system is endeavored to enhance
knowledge of students at primary school level with average technical skills on
reading comprehension. It also solves user intermittent uncertainties on their
English grammar skills. Certainly, such an early conceptual development let
students having deeper understanding in the academia, makes them appreciate
English as an international and world wide language.

In this paper, an overview of the framework for mobile English learning system
is presented. It is not only providing fun activities during the play, but also
satisfying children need to increase their learning. In the next section, this paper
reviews the related works regarding the studies of mobile learning system, game-
based approach, in particular, the effects of current technologies to the environ-
ment of learning focuses on Malaysian primary school. The methodology and
conceptual framework of the project are discussed along with the result, discussion
and conclusion in the last section.
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15.2 Background and Related Work

The concept of Edutainment that is a mixture of education and entertainment has
long been introduced to the world, since the first educational games for the
youngest and since the moral fairy tales, aiming to give ethics lessons to pupils
while entertaining them. The power of Internet which been utilized for web based
platforms is aimed to providing efficient access to information regarding computer
learning applications and to create online communities. However, the target users
are limited to only on traditional Internet users, excluding an ongoing population
of people that access World Wide Web using mobile devices. Certainly, teaching
methods based on educational application expected to be extremely attractive
especially to school learners [4, 5]. It shows that computer games raise the effi-
ciency of learning if the developer increase the intrinsic motivation and link the
goals winning the game and learning the material.

Learning styles and attitudes toward application of technology innovation in
education are vital for understanding of learner factors, such as mobile learning
was considered important for designing and implementing educational innovation.
Students learn more efficiently when pedagogical procedures are adapted to the
students’ individual differences [5]. Meanwhile, learning is the process through
which persons become the human beings, and it takes place through a variety of
media, devices, strategies and processes [6].

Many researches have been conducted on mobile game-based learning systems.
One of which has been conducted at University of Trieste named ‘‘Mogabal’’. It is
extending the project acronym of MObile GAme-BAsed Learning, defined it as a
sort of game engine rather than a game, as its graphical aspects, rules, educational
contents and many other elements can be fully configured and altered thus giving the
potentiality for creation of widely different games and game styles [3]. On the other
hand, Zaibon and Shiratuddin [2], described mobile learning as a learning technique
that happens across locations or e-learning through mobile computational devices.
The development use the gamed-based approach for a game play to enhance
motivation in learning, engage in knowledge acquisition and improve effectiveness
of learning through mobile environment. Its identified main characteristics for the
applications are; (1) must be easy to follow and support a playful way of learning;
(2) the learning content should be split into small units which require only a reduced
span of attention so that game play and learning can take place.

In hypothesizing the theory of mobile learning, several steps have been
suggested by a number of researches [7]. First step is to differentiate the unique
features of mobile learning evaluation against other types of learning activity.
An apparent yet vital distinguish is that learners are persistently on the move.
Learning crosswise space, time, topics and moving in and out of engagement with
technology is what we are. Secondly, mobile learning should grip the significant
learning that happens outside classrooms and lecture hall as people commence and
constitute their activities to enable educational progressions and outcomes. Third
step is that this kind of learning must be based on modern accounts of preparations
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that enable flourishing learning. Lastly, mobile learning must take into consider-
ation of the ubiquitous utilization of personal and shared technology.

The principles of designing educational software are to emphasis on the content
and their interaction in order to prevent from failing of costing too much. In
developing such application, learning features is given more emphasizing together
with attractive graphical user interface. To give extra value to this proposed game,
cross platform tool is used in developing it as it cannot only be running via mobile
with different operating system but on computer as well.

15.3 System Design and Framework

The modified conceptual project framework [8] comprises four main stages is
shown in Fig. 15.1. The first stage is the early analysis, which consists of problem
initialization and planning. The second stage is the module development followed
by testing and system implementation. The functionality and usability testing are
important to ensure the developed learning system is robust and free from errors
that meets the user requirements.

The overall system architecture adapted from [9] is shown in Fig. 15.2. The
development has shown significant contribution and improvement from Malaysian
perspective on education environment. It explains all of the conceptualize data
gathered before were put together into actual physical model. The model illustrates
several level of user authentications i.e. Student, Teacher and Administrator,
which have different role of permission in accessing the contents and function-
alities. Each of the users has to go through an authentication function before
proceeding to the individual function such as lesson, setting and progress tracking.
The structural design is developed using J2ME, a cross-platform application and
user interface framework. It is a stand -alone package or in combination with the
libraries and development tools as a complete software development kit.

The concept of this project is to provide a strong base for grade 3 to grade 6
learners based on Malaysian primary school on reading comprehension skills and
language art through Multimedia elements such as text, audio and images. As a
challenging and hence interesting platform for Malaysian primary school, level
students it is hoped that target users are thrilled by the outcome.

The proposed mobile English learning system is divided into three different
modules, namely Player, Information and Play. Player Selection module acts as the
entrance for the first time player as well as the existing user. The system involves
three main decisions from the player. First, the player has to select his status
whether he is a new or existing player. Then, choose either read a plot narration or
skip it for existing player. After that, the player can decide which division in the
abounded mansion he wants to play first. After winning all the rewards in the
reading comprehension activities and collecting the clues, the player has to match
the reward which is the victim’s personal belonging to the correct victim in order
to release the victim.
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While the Information module acts as the entrance for the user and serves as the
mission information doorway. Player can read the plot of the story and get basic
information about grammar, the major and common category of grammar. By
clicking the action buttons provided, further explanation including an example
with image will be provided for each category.

The Play module is where player will undergo their activities. Different division
in the abounded mansion will lead to different reading comprehension activities. It
serves as the communication channel between the user and the application. Player
can test their knowledge and understanding about grammar as well as improve
their vocabulary skills. There are two main activities where each activity can
directly develop user’s critical thinking. First activity is Knowledge Test where by
given a number of words, user may guess which category does the word fall into.
The second activity, which is Vocabulary Play will allow the user to extract
various words from a given example of phrase and structured a scramble alpha-
betical and words to form a phrase and sentences according to their understanding.

Figure 15.3 shows the use case diagram for mobile English learning system. It
illustrates six use cases, which are select application, choose grammar menu, read
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Requirement & Module Analysis

Module Design
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Fig. 15.1 Conceptual
framework
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the explanation, guess the answer, form word and sentences and extract a phrase.
Two different actors engage in this system, which are the user and the application
itself. Three types of relationships involve which are association relationships,
include relationship and extends relationship. The diagram later will expend to
suite with the adapted system architecture that extend the functionality to teacher,
level of difficulties and progress monitoring.

The class diagram shown in Fig. 15.4 depicts classes, which include the attri-
butes and its associations. The user can choose which three categories he wants to
explore first where this is a one to six relationships. After selecting the category,
the user can choose which sub class he wants to read, understand and identify the
example provided by the system and this is a one to one relationship where one
category is offering more sub classes. When the user has a better understanding, he
can test his knowledge. This is a one to one relationship where user can guess a
given example of phrase at time. Besides, user has the opportunity to enhance their
vocabulary skill by playing more interactive activities.

15.4 Discussion

Mobile learning system is one of the system that been undergoing a lot of
researches. A complete understanding of the m-learning development is necessary
inline with development of an interactive graphical application that involved many
stages and a lot of animations as well as graphical user interfaces. Designing it
would be a tough task, as many elements need to be considered. Other than that,
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not all development tools can support mobile application. Finding the perfect one
and familiarize with it would never be easy. Besides, the criteria for designing an
application for mobile also will be different considering the system requirements
and the screen resolution. Experience and knowledge with the technology and
tools are essential, as this will help during the development of this proposed
system.

Recent study demonstrates that mobile games could enhance concentration,
thinking and learning time. Several scholars also suggested the concept of mas-
sively multiplayer online games for education to be introduced in the classroom.
These ideas would support more players simultaneously with the present of
internet connection. It is not necessary to be played on personal computer but with
new mobile capability, it increased their accessed. It would benefit the learning
processes that increase communication on a large scale, to interact meaningfully
with people outside the classroom.

In designing application for children, many perspectives have to be taken into
considerations. Most children may not fully understand text-based instructions.
Children expect to see immediate result of their actions. If nothing happens after
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Choose grammar 
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Form word and 
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Provide some examples 
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Interactive
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a User

Mobile Reading Grasper Learning GameFig. 15.3 Use case diagram
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their input, children may repeat their action until something does occur which may
cause a chain of unexpected and unwanted events. Children often expect constant
auditory and visual feedback although it can be annoying for adult users. The
principles of designing software educational software emphasizing on constructing
of educational software should be based on some method in order to prevent from
failing of costing too much or of being great delayed.

15.5 Conclusion

The developed learning system may provide advantage into overcome the limi-
tations such as the limitations on features and educational or learning function-
alities by providing user with fun and education features at the same time. Hence,
arming the system with the above-mentioned features, a quality mobile game-
based learning, which meets the user expectations, is possible. While learners
demanding for games, educators may opt for educational games that can educate
their children at the same time as well, instead of just having fun and waste their
time for unbeneficial games.
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Chapter 16
Dynamic Cache Miss-Rate Reduction

Mazen AbuZaher, Bayan Alayoubi, Basma Alefeshat
and Abdelwadood Mesleh

Abstract Cache miss rate reduction represents the classical approach to
improving cache performance. On method to reduce cache miss rate is higher
associativity cache. In this paper we introduce a novel method to enhance cache
performance by dynamically choosing the best associativity that can be used to
reduce cache miss rate depending on the running program needs. According to our
approach cache can be move from direct mapped to 8-way associative online
without the need to perform complex address mapping.

16.1 Introduction

Computer programmers would want unlimited amounts of high performance cache
memory. Increasing cache performance can be done by several methods [1] such
as reducing cache misses.

Cache misses are divided to three categories [1]: compulsory, capacity, and
conflict. Many studies have been done to increase cache performance by reducing
cache misses. Some approaches as in [2] try to enhance cache indexing to elim-
inate conflict misses. Other works focus on cache replacement algorithms as in
[3, 4]. The work in [5] uses static scheduling to reduce cache capacity misses.
Other methods as in [6] use prediction to increase cache prefetching accuracy.
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The traditional method to reduce conflict misses is using higher associative
cache as possible. But the main problem is when increasing associativity; hit time
will increase in turn which degraded cache performance.

In implementation, processor must adopt just one type of associativity for the
same cache. Since increasing associativity will increase hit time the vast majority
of processor caches are direct mapped (one-way), two-way set associative, or four-
way set associative [1].

In this work we design cache simulator and use it to introduce a new method to
reduce conflict misses depending on higher associativity (up to 8-way). In addition
our approach tries to maintain cache hit time to be minimum as possible.

16.2 Our Approach

In this work we limit the maximum associativity to be 8-way, that is because of
according to rule of thumb that ‘‘eight-way set associative is for practical purposes
as effective in reducing misses as fully associative’’ [1].

Our approach steps to enhance cache performance as following:

1. Start with direct mapped cache to gain minimum hit time.
2. Initialize a two bits counter (associativity counter ‘‘CA’’), and 4-bits register

(associativity register ‘‘RA’’) to zero.
3. CA will be incremented with any conflict miss. And reset if more than 2.
4. If any block on the cache gain more than two conflict misses (CA = 2), then,

set RA register to one, reset CA, and before going to the next lower level of the
memory hierarchy, a second cache entry is checked to see if it matches there.
A simple way is to add one to the index field to find the other block.
Accordingly, we have a direct mapped cache but it will seem as two-way set
associative cache. Now any block has two locations in the cache.

5. Again observe CA if equal two, then, set RA register to three, reset CA, and
before going to the next lower level of the memory hierarchy, see if there is
match in index field+ RA, index field+ RA-1, and index field+ RA-2 to find the
other block. Now any block has four locations in the cache.

6. Again observe CA if equal two, then, set RA register to seven, reset CA, and
before going to the next lower level of the memory hierarchy, see if there is
match in index field+ RA, index field+ RA-1, index field+ RA-2, index fiel-
d+ RA-3, index field+ RA-4, index field+ RA-5, and index field+ RA-6 to find
the other block. Now any block has eight locations in the cache.

7. To improve hit time, again observe CA if equal two then return to step 1.

According to our approach, the main hardware mapping strategy is direct (one-
way), that is to gain minimum hit time. The approach gradually increases asso-
ciativity to reduce conflict misses and maintains best hit time. If there is no
advantage of increases associativity (no conflict misses reduction) the approach
returns to direct mapped cache to provide the best hit time. Depending on cache
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size, RA and CA values can be modified. Figure 16.1 shows the flowchart of our
cache enhancement algorithm.

16.3 Results

To test our approach we design our own simulator, which simulates the real envi-
ronment of our computer. This simulator can give us the hit-miss counters, hit-miss
rates and hit-miss times. In addition we also can see the content of cache in any stage.

To use our simulator we create trace files to test our approach and compare it
with traditional set associative technique. Table 16.1 shows the miss time in micro
second for ten trace files using all mapping strategy (1-way to 8-way) and using
our approach.

The trace files are different from each other in size and content. Each program
has its own cache size, but all trace files applied using the same processor speed
and cache and RAM access time.

Fig. 16.1 Enhancement
performance approach
flowchart
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In Table 16.1 trace programs from 1 to 10 designed to provide different cases of
cache operations as following:

• The program 1 is a small program, as we can see in table above the miss time
decreases when associatively increases. The table show that our approach is
better than direct mapping and gives the same time for 2-way and 4-way but
8-way gives us less miss time.

• The program 2 is a medium program has repeated value to show the effect of
increasing hit rate. As we can see, the values decrease until 8-way which has a
small higher difference and our approach is better than just direct mapping.

• The program 3 is a small program all value in it will map to the set zero in all
mapping ways, and this program gives same values for miss time for all map-
ping ways applied including our approach.

• The program 4 is a small program has random values for operands addresses and
it shows no change in miss time.

• The program 5 is a medium program has random values for operands addresses
and show decreasing in miss time and a good difference for our approach.

Table 16.1 Miss time in microsecond for ten various trace-files

Trace files 1-way (direct)
ls Miss time

2-way
ls Miss time

4-way
ls Miss time

8-way
ls Miss time

Our approach
ls Miss time

Prog.1 3 2.9 2.9 2.8 2.9
Prog.2 3.4 3 2.8 2.9 3.2
Prog.3 1.2 1.2 1.2 1.2 1.2
Prog.4 1.9 2 1.9 1.9 1.9
Prog.5 7.3999 7.2999 6.7999 6.9999 6.1
Prog.6 6.8999 6.5999 5.5 6.1 6.5999
Prog.7 7.3999 7.0999 7.0999 7.0999 6.1
Prog.8 8.9 8.9 8.5 8.6 7.9
Prog.9 9.7 9.7 9.7 10.8 8.6
Prog.10 7.0999 6.1 6.4999 6.4 6.1

Table 16.2 Performance
comparison between our
approach and direct-mapped
cache

Trace files Performance % compared to
1-way (direct mapped cache)

Program1 3.33
Program2 5.88
Program3 0
Program4 0
Program5 17.56
Program6 4.34
Program7 17.56
Program8 11.23
Program9 11.34
Program10 14.08
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• The rest programs are long ones and our approach gives a good optimization for
miss time.

Table 16.2 shows the performance optimization percentage for our approach
compared to direct mapping. As we can see, the range of our performance enhance-
ment percentage is between 3.3 and 17.56 %, but some programs have no change.

Figure 16.2 shows comparison between our approach and direct cache (1-way)
in term of total miss time in each of the ten trace programs. As we can see our
approach gives better performance in all programs except two programs which is
equal to direct mapped performance.

16.4 Conclusion and Future Work

In this work we have introduced cache simulator program with a new enhancement
approach which enhances cache performance by reducing miss rate. The proposed
work chooses the best number of cache mapping ways depending on program has
been executed. In addition our algorithm is designed to maintain cache hit-time to
be minimum. Evaluation results reveal the superiority of the proposed approach
compared to traditional set associative technique. As a future work we will try to
implement our algorithm using genetic-algorithm to increase performance.
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Chapter 17
Agent Simulation Group on the Robocup
3D Realization of Basic Motions

Min Zhou, Jia Wu, Hao Zheng, Xiaoming Liu
and Renhao Zhou

Abstract In this paper, we describe the implementation mechanism of the basic
movements in Robocup3D Simulation game, study the ZMP and the rotation
matrix’s application in the agent’s action, which compared with simulation
tracking data. In addition, we designed and developed a dynamic simulation
software used to simulate agent body movements to help us with the in-depth
analysis of the agent motion. And we also use evolutionary algorithm to optimize
the motion parameters of Agent. Experiments proved that method of rotation
matrix and the ZMP in agent movement calculation meet the accuracy require-
ments such as real-time. The software of dynamic simulation and Evolutionary
Algorithm perform well in agent motion analysis and parameter optimization.
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17.1 Introduction

RoboCup (The Robot World Cup) is the robot soccer World Cup tournament, by
definition, manufacturing and training robot to football match [1]. The most important
purpose of RoboCup robot soccer is to improve the research level in the field of
artificial intelligence and robotics, exchange of ideas and the new progress for better
promote basic research and applied basic research and Achievements. It’s ultimate
dream is developed to teach human soccer players can play soccer robots in 2050.

17.2 Two Methods of Improving Agent’s Motion

The traditional method of studying agent’s action is Geometric, mainly. Analysis and
mapping by a simple movement itself has all the characteristics (such as symmetry),
the action is divided into several states, each state calculates the angle corresponding
to each node and height. Although this method can be worked to some extent the
results needed and to meet some of the basic agent’s action, for the tedious method and
computational complexity this method can only worked with some easy actions, a few
state and nodes. In view of this, this paper proposes a method using rotation matrix
which is of great applicability with any of agent’s actions, most of states and nodes.

17.2.1 The Application of Rotation Matrix in Agent’s
Motion

Matrix is used very frequently in the action design of Agent, rotation of 3D points,
scaling and translation. It’s also popular in 2D translation. In three dimensions,
rotation matrices are among the simplest algebraic descriptions of rotations, and
are used extensively for computations in geometry, physics, and computer
graphics. The simplest matrix is defined as a digital form. It has one or more
horizontal rows and one or more vertical columns, shown in ‘‘Fig. 17.1’’.

More generally the matrix is used for operating 3D points. It covers a 3D point
x, y, z coordinates. We can simply see it as a matrix: x y z½ �. Suppose you want
to move this point in space, or called translation of the point. Then it can be
converted into a matrix. After conversion, including the new coordinates of the
point. In the broader application of 3D conversion is the matrix multiplication,
commonly used in the scaling and rotation. We can rotate any axis of the three
axes and create a matrix for each rotation. Start with the x-axis rotation matrix:

1 0 0
0 cos h sin h
0 � sin h cos h

2
4

3
5 ð17:1Þ
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Here are some value of sine and cosine. In the discussion of coordinate rotation;
we will see that this is actually the x-axis coordinate rotation. Thus, creating a
y-axis rotation matrix is very easy:

cos h 0 sin h
0 1 0

� sin h 0 cos h

2

4

3

5 ð17:2Þ

Finally, z-axis of rotation is:

cos h sin h 0
� sin h cos h 0

0 0 1

2
4

3
5 ð17:3Þ

Every robot has 22 joints (every joint only have one degree of freedom) and 13
mass points. To facilitate the calculation, we define the robot as 23 nodes (see
‘‘Fig. 17.2’’).

‘‘Figure 17.3’’ is the result of abstracting the joints and parts in the ‘‘Fig. 17.2’’
into node. In the ‘‘Fig. 17.4’’ the Node vi represents the corresponding of robot’
‘‘node’’ we have defined in ‘‘Fig. 17.3’’ and the edge ei represents the value of
effect that was made by robot’s joint rotating. So we can use ei � ej to express the
direct influence that side i imposes on node j and ei � ej is the value of effect that
side i imposes on side j. In the initial status (all of the degree of robot’s joints angle

are 0), the value of effect that node i imposes on side j is vi
*

vj. So, to the
‘‘Fig. 17.3’’, the value vi can be calculated by the Eq. 17.4 as follows:

Fig. 17.2 The joints and
parts of an agent in Robocup
3D group

Fig. 17.1 The relationship
between coordinate vector
and rotation matrix
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vi ¼ vi�1 þ vi�1vi
���! �

Xi

k¼1

Yk

j¼1

ej ð17:4Þ

In Eq. 17.4, ej is unknown. If we set the joint axis of rotation nx ny nz

� �
in the

initial status and define joint angle (h) as the angle of joint rotation, and, if we
rotate robot’s joint around its own axis, we can get the rotation matrix of ej:

e¼
n2

x 1�coshð Þþcosh nxny 1�coshð Þþnz sinh nxnz 1�coshð Þ�ny sinh
nxny 1�coshð Þ�nz sinh n2

y 1�coshð Þþcosh nynz 1�coshð Þþnx sinh
nxnz 1�coshð Þþny sinh nynz 1�coshð Þ�nz sinh n2

z 1�coshð Þþcosh

0

@

1

A

ð17:5Þ

In Eq. 17.5, ej is known. The relative coordinate in the coordinate system which
based on robot’s direction can be obtained. Besides, because we have known vi, by
using it in the Eq. 17.6, we can calculate the coordinate of robot’s gravity
coordinate

M0 ¼
P

miviP
mi

ð17:6Þ

where, M0 is robot’s gravity, mi is the mass of part i of robot body, vi is the
coordinate of mi.

Calibrating the result by the direction of robot’s body, we can get coordinate of
every part of body as well as gravity coordinate. These coordinates are playing
very important roles in calculation of robot’s action and it is a sign of changing
from qualitative computing to precise computing.

Fig. 17.3 The result of
abstracting the joints and
parts into nodes

Fig. 17.4 Single line
calculation of the relationship
between nodes
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17.2.2 Introduction of ZMP

The zero moment point is a very important concept in the motion planning for
biped robots and it can be use as a ruler to guarantee the dynamical postural
stability of the robot [2]. This concept was introduced in January 1968 by Miomir
Vukobratovi at The Third All-Union Congress of Theoretical and Applied
Mechanics in Moscow. It can be defined as follow: in ‘‘Fig. 17.5’’, the upward
resultant force from the bottom of the robot’s feet is F, P is a sole point that lies in
the normal projection of the ankle and ZMP is the point of P.

Vukobratovi describes the stability domain as the projection that the convex
region where is made by the non-kicking foot project in the horizontal direction
[3]. During one foot supporting robot’s body, the projection area is the area of non-
kicking foot; during the two feet supporting robot’s body, the area is the maximal
convex region where is made up by the two feet with ground. To facilitate the
description, we define xOy as the plane of ground, besides, z-axis is perpendicular
to the ground in an upward direction. So F is the reluctant force in the z-axis, if the
value of moment of force of force F is zero, this moment of force point is Zero
Moment Point. If ZMP between the area of the supporting feet, the current postural
of robot is stable.

During robot walking, there are only normal force, friction force and gravity, all
this is a prerequisite for calculating ZMP. From the definition of ZMP, ZMP can be
written as follows:

px ¼
R x2

x1
nq nð Þdn

R x2

x1
q nð Þdn

ð17:7Þ

py ¼
R y2

y1
nl nð Þdn

R y2

y1
l nð Þdn

ð17:8Þ

The range of force is x1; x2ð Þ and y1; y2ð Þ and the current force are q xð Þ and
l yð Þ. In order to facilitate the calculation, we unify all the coordinates to a relative
coordinate system which takes robot’s head as origin and absolute coordinate
system’s axis as axis, to realize this process, the only thing we do is to rotate the
matrix.

Before the robot falls down, there must be a unstable state. In the process of this
state, ZMP’s horizontal projection usually beyond the domain of the convex region

Fig. 17.5 Force diagram of
agent’s foot
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of feet. From this reason, we can use ZMP to judge whether the robot will be fall
down. If we confirm the robot has fell down then we use GYR and other parameter
to judge the current postural of the robot.

Generally speaking, the smaller the variance of ZMP the more stable movement
of robot (see ‘‘Figs. 17.6, 17.7’’).

By Adding reasonable rotation of robot’s arms and legs, it can counteract some
noise which have a effect on robot’s movement. This is a research interest of our team.

17.3 Two Test Methods of Robot’s Action

17.3.1 The Simulation Software of Robot’s Body
Movement

17.3.1.1 The Background of Development

To create a good robot motion system is a difficult task. It is extremely abstract and
difficult for developer to develop a new movement if there is no model. The
developer will be disorientation and don’t know what to do next because they
cannot see the movement of robot’s body clearly. Giving inspiration and
displaying the image of movement to the developer will greatly reduce the difficult
of the development of movement if there is a software that can simulate the robot’s
body movement and show the changes in the joint parameters. Therefore,
‘‘CUG3D-TEST’’ test software was born.

17.3.1.2 Software Description

The software’s development is based on the ‘‘MFC’’ library. It has been able to
meet the basic test need. When a new idea was born, the developer of movement of

Fig. 17.6 ZMP curve with the step length is 3. The motion is more stable and the ZMP curve is
more regular
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robots can use the software to simulate his new idea, to see if it is reasonable and
feasible, to avoid blind development, and enhancing the image of the virtual and
greatly increased the speed of action development. However, the software has
some drawbacks, such as the appearance of landscaping, extended to three-
dimensional, more human and so on. The software is developed for our group’s
test of movement function. With the group’s growth, we will expand to three-
dimensional simulation and provide customer functionality version.

17.3.1.3 Concrete Realization of the Software

At present the software use two-dimensional graphics to display changes in the
robot’s body and the output parameter to quantitatively determine the robot’s
physical state. To simulate the leg movement as an example now: Run CUG3D-
TEST, in the corresponding dialog box, enter the state of parameters to achieve,
and press the ‘‘GO’’ button, the robot will reach its corresponding physical state.
Then press ‘‘MOVING’’ to dynamic display details of their physical movement.
Also we can choose to output the specific movement parameters and movement
status.

Set the hip joint as the fixed point, use the following formula:

x1 ¼ x0 þ shank � sin Lleg 3½ � � bodyAngð Þ
y1 ¼ y0 þ shank � cos Lleg 3½ � � bodyAngð Þ

�
ð17:9Þ

Calculate the precise coordinates of the knee, followed by the same token
delivery and the use of each type 02, 03, 04, 05 can accurately calculate the
coordinates of the ankle, heel and toe. Use the different parameters when the
function is called each time. Using the above formula to calculate each node’s
coordinates. Then display it with brush. Equal time to time intervals, the simu-
lation of the robot’s movement with the software is completed.

Fig. 17.7 ZMP curve with the step length is 6. The motion is not stable and the ZMP curve is
irregular

17 Agent Simulation Group 211



x2 ¼ x1 � shank � sin Lleg 4½ � þ bodyAng � Lleg 3½ �ð Þ
y2 ¼ y1 þ shank � cos Lleg 4½ � þ bodyAng� Lleg 3½ �ð Þ

�
ð17:10Þ

x3 ¼ x2 � footB � sin p
2 þ Lleg 3½ � � bodyAng � Lleg 4½ � þ Lleg 5½ �
� �

y3 ¼ y2 � footB � cos p
2 þ Lleg 3½ � � bodyAng� Lleg 4½ � þ Lleg 5½ �
� �

�
ð17:11Þ

x4 ¼ x3 þ footT � sin p
2 þ Lleg 3½ � � bodyAng� Lleg 4½ � þ Lleg 5½ �
� �

y4 ¼ y3 þ footT � cos p
2 þ Lleg 3½ � � bodyAng� Lleg 4½ � þ Lleg 5½ �
� �

�
ð17:12Þ

From the robot dynamic simulation of movement, we can clearly see the
movement of the robot’s body to determine whether the action is coordinated with
the ground with unnecessary friction. If there is unnecessary friction, we can
change the movement function according to actual situation.

17.3.2 Evolutionary Algorithm

17.3.2.1 The Outline of Evolutionary Algorithm

Evolutionary algorithms include genetic algorithms, evolution strategies, evolu-
tionary programming and genetic programming four branches [4]. It is based on
the natural world and it is not necessary to describe the problem’s all character-
istics clearly, only under the laws of nature to produce new and better solution.
Evolutionary algorithm is an common algorithm of this idea.

Nature is a source of human inspiration. Centuries, use the answer provided by
the biosphere to the application to practical problems has proven to be a successful
method, and a specialized branch of science of bionics was formed. As is known to
all, the answer given by nature is through a long process of the formation of
adaptive(The process is called evolution).In addition to the final outcome of
evolution, we can also use it to solve some issues which is more complex.
Therefore, we need not describe all the characteristics of the problem clearly, only
under the laws of nature to produce new and better solution. Evolutionary
algorithm is an common algorithm of this idea. Due to its nature of parallel,
self-organizing, adaptive and intelligent self-learning features, evolutionary
computation has been successfully applied to solving complex problems that is
difficult to solve with traditional methods. This paper, we use the genetic
algorithm.

17.3.2.2 Concrete Realization of Evolutionary Algorithm

This article focuses on the application of GA in the determination of parameters
when robot rotation spot, other sports such as: walk, turn while walking, shoot etc.,
those should take a further study. Robot rotation involves three parameters:
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Degrees of rotation per week: ‘‘RobotAngle’’; The height of leg lift: Height;
Horizontal distance between the legs: YDistance. Main steps are as follows:

Coding:
For any variable x 2 a; bð Þ, we can write it as x ¼ aþ l � b� að Þ. Among it

l 2 0; 1ð Þ. For any i-bit binary, expressed as x1x2. . .xi. . .xið Þ, then its corre-
sponding decimal number xd ¼

Pi
i¼1 xi � 2i�1. Order l ¼ xd

2l�1, then we can get the
coding conversion between number systems. As the platform’s real-time, in order
to improve the speed of calculation, we coded with 8.

Initialize population:
Then produce an individual scale, its range is r0 2 0; 20½ �, Height 2 �21;�13½ �,

YDistance 2 0; 4½ �, this is coded decimal value xd 2 0; 255½ �.
Crossover:
To reduce the computation, the algorithm uses single-point crossover fashion.

Different individuals with different crossover probability: For individuals with
higher fitness, they have a high crossover probability on the basis of retention of
individual gene. For individuals with lower fitness, they have a lower crossover
probability, and there is a certain probability of being eliminated.

pcl ¼ P0cl; f � f
P00cl; f \f

�
ð17:13Þ

where P0cl, P00cl is adjustable parameters that need to set, P0cl [ P00cl, f is the indi-
vidual fitness, �f is the average individual fitness.

Mutation:
Variation is an important part of biological evolution, it can increase the

diversity of groups, avoid premature. ‘‘Genetic Search’’ will become a ‘‘random
search’’ if there is too much variation rate, and this will undermine the quality of
individual. Some loci may be too early to lose information and cannot be restored
if the mutation rate is too small. High mutation rate of the number should be small,
because they are more sensitive to the values. For those good race, low figure is a
critical range, and their mutation rate should be higher. Therefore, we take ‘‘i‘‘ bit
mutation rate ‘‘ri’’ to make the following calculation:

ri ¼ rmin þ
n� i

n� 1
rmax � rminð Þ ð17:14Þ

Among it rmin and rmax are adjustable parameters, n is the total length of loci.
We set rmin is 0.01, set rmax is 0.1.

Fitness Function:
As the rotational speed and rotational stability are the main criteria for the robot

rotation. We use the fitness function to judge as follows:

Si ¼ Dhi � C1 � ti � C2 � Ddi ð17:15Þ

where, it si represent the ith gene’s fitness, Dhi represent the ith test’s total angle, ti

represent ith test’s total number of fall, Ddi represent ith test’s offset distance, C1,
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C2 are adjustable parameters. In the course of our practice, we set C1 ¼ 200,
C2 ¼ 400.

Experimental results and analysis:
The following table is based on the above experimental methods and it’s

parameters, the result of the twentieth generation:

Score ro Height YDistance Fitness

1 17.8203 -17.9688 3.5625 562.948
2 12.6172 -18.0625 2.625 467.887
3 8.82031 -17.2812 2.01562 368.896
4 15.7109 -17.1562 1.85938 350.397
5 6.92188 -14.6875 1.84375 318.626

17.4 Conclusion

In this paper, we use the rotation matrix method, which greatly making the
calculation of agent’s motion more simple and agent more humanoid, to achieve
the change of manual testing to accurate calculation. The use of ZMP has good
performance in judgments of agent’s fall and determination of agent’s stability.
The dynamic simulation software, which achieves the change from digital to
visualization and shorten the development cycle, is beneficial for depth analysis of
agent’s motion. The use of evolutionary algorithms, which embodies the intelli-
gence, makes computing more convenient and rapid and improves the conver-
gence accuracy greatly. In addition, all results described in this article are
independent research by our group members, which fully embodies the innovative.
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Chapter 18
Key Generations Model for Mobile
Cryptosystems

Rushdi Hamamreh

Abstract Mobile computers and devices may operate in a variety of environments
with different security schemes. In this paper we proposed cryptosystem for mobile
applications as Short Message Service (SMS) based on block cipher and Hill cipher
methods. Many cryptosystems were designed to prevent data from unauthorized
access, and some are relatively secure but slow. Others are fast but relatively not
secure enough. One of the most efficient cryptosystems is Hill Cipher algorithm
which is classified as symmetric encryption. In this paper we provide a solution for
the problem of non-invertible matrix by modifying the way of dealing with key
matrix, and make all matrices; including non- invertible ones, usable in modified
Hill cipher system. Moreover, it will solve the known of pair plaintext and cipher
text problem by generating new key matrix for each encrypted block of plaintext,
using SHA-512. Since SHA-512 generates 64 integers we can manipulate these
integers to become 128 different integers and use them as an input for the matrix;
based on the concept that any acceptable data must not be prime.

18.1 Introduction

With the rapid development of mobile networks technology and popularization of
mobile device, people can access Internet by mobile device and wireless
connection covering the entire mobile communication network (GSM/GPRS/3G/
802.11etc) at any moment [1]. Compare with traditional system, the security risk
of system based on mobile network is more grave. However, the traditional mobile
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communication technology does not provide the security services such as
authentication, confidentiality, and integrity etc. [1, 2]. To solve this security
problem, in this paper, we designed and implemented a mobile cryptosystem using
Hill cipher. Cryptography is a mixture of mathematics and computer science. It is
the study and the ability of hiding data. Cryptography has increasingly been used
to secure information. But secure data of today could be broken in the future.
Cryptography is the science of codes and ciphers. It includes many algorithms and
techniques that transfer data safely. One of them called Hill cipher, Hill Cipher
algorithm is not widely used despite of its linear nature, simplicity and ease of use.
Hill Cipher is not widely used since it is easy to know the secret key if pair of
plaintext and a cipher text is known [3–5].

In addition, Hill Cipher has a problem of non-invertible matrices; not only the
zero determinant Matrices but all non prime determinant matrices relative to
modular value. Hence, the unreliability of the system, because of the two previous
problems Hill Cipher not widely used [6]. In section four of this paper, we try to
make Hill Cipher usable for all determinants in our system. It’s important to notice
that we have two methods to overcome all Hill Cipher problems. First solve the
problem of non invertible matrices which enables us to use the second method.

The rest of this paper is organized as follows. Section first briefly discusses the
difference between symmetric and asymmetric cryptosystem. Section two gives
brief introduction about Hill Cipher. Section three introduces disadvantages of Hill
Cipher through different examples. Section four explains the solution for the Hill
Cipher main problem non invertible matrices. Section five explains how to create
secret key for every encryption to prevent key discovery. Section sixth describes
results and comparison. We conclude our work in section seven.

18.2 Symmetric Versus Asymmetric Encryption

Encryption systems are divided into two main categories, symmetric and
asymmetric. Symmetric encryption, also known as secret key or single key, the
same key that sender uses to encrypt the data and to decrypt it by the receiver on
the other side [7–9]. This system was the only system used earlier to the
discovering and developing the public key. In symmetric encryption, a safe way of
data transfer must be used to move the secret key between the sender and the
receiver [9–11]. Symmetric encryption occurs either by substitution or transposi-
tion technique, or by a mixture of both techniques [12].

Symmetric encryption has many advantages over asymmetric in many ways.
First, it is faster since it doesn’t consume much time in data encryption and
decryption. Secondly, it is easier than asymmetric encryption in secret key
generation [13]. However, it has some disadvantages, for example, key distribution
and sharing of the secret key between the sender and the receiver. Thus, symmetric
encryption can achieve a good system performance while asymmetric encryption
can provide a high level of security [14, 15].
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Asymmetric encryption is the opposite of symmetric encryption in safety, since
it doesn’t require the sharing of the secret key between the sender and the receiver.
The sender has the public key of the receiver. The receiver has his own secret key
which is extremely difficult or impossible to know through the public key [14–16].
Asymmetric key can use either the public or secret key to encrypt the data. Also it
can use either key in decryption. But asymmetric encryption is slower and very
complicated in calculations [15]. Therefore, the nature of the data determines the
system of encryption. And every system has own uses. For example, asymmetric
encryption may be used in authentication or in sending secret key for symmetric
systems [13].

18.3 Block Versus Stream Cipher

Idea of a block cipher: partition the text into relatively large (e.g. 128 bits or 16
integers) blocks and encode each block separately. The encoding of each block
generally depends on at most one of the previous blocks.

• the same ‘‘key’’ is used at each block.

Idea of a stream cipher: partition the text into small (e.g. 1 bit) blocks and let
the encoding of each block depend on many previous blocks.

• for each block, a different ‘‘key’’ is generated [17].

18.4 Hill Cipher

Hill cipher is an application of modular linear algebra to cryptology [3]. Many
researches and papers tried to use Hill cipher algorithm to build a comprehensive
cryptosystem, because it has many advantages; it’s simple and easy since it uses
multiplications of matrices. It’s also fast and highly productive also it is very
strong substitution technique against a cipher-only attack [18, 19].

However, it has two compound problems in which the second one indirectly
depends on the first one. The first problem is that Hill Cipher requires an inverse of
each matrix, used in order to decrypt all the matrixes used in the encryption side.
And many matrices have no inverse. Therefore, the secret key can’t be neither
randomly nor mathematically produced as there will be uncertainty of the key
validity. In case the key remains constant during the encryption process, it will be
easy for the hacker to get it; once he gets a pair of plaintext and cipher text, and
this is the second problem [16].

Hill Cipher was invented by Lester S. Hill in 1929 [20, 21]. It’s considered as a
kind of monoalphabetic polygraphic substitution cipher. It uses the algebraic
method. It’s also a good example of encrypting data in blocks since it encrypts a
group of characters at once. The idea of Hill Cipher is matrices multiplications in
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which every character or group of characters in the plaintext is substituted by a
character or a group of characters in the cipher text. Each character is assigned to a
numerical value [4–7].

To encrypt a block consists of n characters, we need n� n matrix. During the
decryption process, we need the inverse of the matrix used in the encryption. It’s
important to notice that the inverse of the matrix is calculated depending on ‘‘P’’,
since that the matrices that have inverse are those that have prime determinant
relative to modular value ‘‘P’’ [4–7, 17].

The encryption and decryption processes occur through the following
mathematical equations.

At encryption side c ¼ k � x mod p, where c is the cipher text, x is the
plaintext, k is the key matrix, and p is the modular value.

At decryption side .x ¼ k�1 � c mod p

18.5 Hill Cipher Problems

The first problem of Hill cipher is none invertible matrices; since the encrypted
text can’t be decrypted [10, 14]. Also when the matrix not invertible, two plaintext
vector will be mapped into the same cipher text vector. Let us consider the
following example.

Through changing the key matrix from the previous example k ¼ 1 2
2 8

� �
, then

determinant of this key is four, not prime relative to p = 26, so no inverse can be
found for this key. Also let us have the following two pairs of plaintext:

p1 ¼
2

19

" #
; p2 ¼

2

6

" #
:

c1 ¼
1 2
2 8

� �
�

2

19

" #
mod 26 ¼

14

0

" #

c2 ¼
1 2
2 8

� �
�

2

6

" #
mod 26 ¼

14

0

" #

So c1 ¼ c2.
If the receiver decrypt this vector (c1or c2), the problem will be to determine

from which plaintext vector;p1or p2, it came from. This is a problem since the
matrix determinant is not prime relative to the modular value (26 in this example).

A second problem of Hill Cipher is the known-plaintext attack. Due to Hill
Cipher linear nature, the cryptosystem can be broken through the known plaintext
attack [22]. An analyzer knows only two pairs of plaintext-cipher text, and then the
key matrix can be calculated, from the following equations.
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p11 p21

p12 p22

� �
� k11 k12

k21 k22

� �
mod 26 ¼ c11 c21

c12 c22

� �

Example, let p1 ¼
9

15

" #
; p2 ¼

3

6

" #
;

c1 ¼
15

1

" #
; c2 ¼

23

14

" #
;

Then from the above equation we can calculate key matrix

9 3
15 6

� �
� k11 k12

k21 k22

� �
mod 26 ¼ 15 23

1 14

� �

k11 k12

k21 k22

� �
¼ 18 17

7 1

� �
� 15 23

1 14

� �
mod 26

Then the calculated key is k ¼ 1 2
2 19

� �
.

18.6 Invertible Matrices

To make all matrices invertible there are two chooses. First proposed method
depend on convert every two characters in encryption side, into three characters in
decryption side. At encryption side, the key matrix is used, while at decryption
side the normal inverse of key matrix is used. This technique requires some
restriction on the maximum value allowed in the key matrix. The second method
does not have any restriction on the values of key matrix, but every two characters
at the encryption side will convert into four characters in the decryption side.

18.6.1 First Method

1 Check if the determinant of the key matrix is zero. If so, add identity matrix,
else do nothing. Convert the two vector of plaintext into one numerical value.

2 Calculate the three cipher text vectors from the following equations:

cT ¼ k � p1 � nþ p2ð Þ

c1 ¼ cT mod n

c2 ¼ intðcT=nÞmod n

c3 ¼ intðcT=n2Þmod n

3 Convert the numerical values into characters.
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At the decryption side:

1 Check if the determinant of the key matrix is zero. If so, add identity matrix,
else do nothing.

2 Convert the three vectors of cipher text into numerical values.
3 Calculate the two plaintext vectors from the following equations.

cT ¼ c1 þ ðn� ðc2 þ ðn� c3ÞÞÞ

x ¼ k�1 � cT

p1 ¼ x
n and p2 ¼ x mod n

4 Convert the numerical values into characters.

In this method, numerical values of key have small restriction which is
discussed in the following section.

18.6.2 Key Space of Matrices for First Method

Let k ¼

k11 k12 � � � � � � k1n

k21 k22 � � � � � � k2n

..

. ..
. ..

.

..

. ..
. ..

.

kn1 kn2 � � � � � � knn

2
666664

3
777775

p1 ¼

p11

p12

..

.

p1n

2
6664

3
7775; p2 ¼

p21

p22

..

.

p2n

2
6664

3
7775

And the modular value is p. Assume we have the worst case; in this case the
values of plaintext vectors arep� 1. The problem is to find the values accepted to act
as key matrix element. Also assume these elements are also at the worst case
scenario; are equal to each other and are equal to y.

cT ¼ k � p1 � nþ p2ð Þ

cT ¼

y y � � � � � � y
y y � � � � � � y

..

. ..
. ..

.

..

. ..
. ..

.

y y � � � � � � y

2

666664

3

777775
�

p� 1
p� 1

..

.

p� 1

2
6664

3
7775� pþ

p� 1
p� 1

..

.

p� 1

2
6664

3
7775

0
BBB@

1
CCCA
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cT ¼ n� y� p2 � 1
� �

To use the previous technique, the following equation must hold:

cT\p3

So we can calculate the maximum value of y.

n� y� p2 � 1
� �

\p3

y\
p3

n� p2 � 1ð Þ.

Where p is the modular value and n is the matrix size.

18.6.3 Second Method

This method is similar to the first one, except that every two characters from
encryption side convert into four characters in the decryption side, but no
restriction on the key space values.

At the encryption side the equations are:

cT ¼ k � p1 � nþ p2ð Þ

c1 ¼ cT mod n

c2 ¼ intðcT=nÞmod n

c3 ¼ intðcT=n2Þmod n

c4 ¼ intðcT=n3Þ

At the decryption side the equations are:

cT ¼ c1 þ ðn� ðc2 þ ðn� ðc3 þ n� c4ÞÞÞÞ

x ¼ k�1 � cT

p1 ¼
x

n
and p2 ¼ x mod n

18.7 Multi Key Generation

18.7.1 Secure Hashing Algorithm SHA-512

Since the key matrix accepts any data that makes the determinant not prime
relative to the modular value, we can use SHA-512 that generate 64 integers [23].
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If the result of SHA-512 modulus to modular value, we get 64 integers that is a key
matrix element. If modules these integers to the square value of modular value,
divide the result with modular value, and cut the reminder, we get new different 64
integers, that can be used as input to generate key matrix element. Using SHA-512
adds extra overhead time to encryption and decryption time. If the key matrix size
less than 4 9 4, then every time SHA-512 called, four matrix can be formulated;
which means for every four blocks of data encrypted, the SHA-512 required to call
(save 25 % of encryption and decryption time). But when the key matrix size
increase more than 9� 9, the time required by Mousa-Rushdi-Hill Cipher
(MRHC) is more than Advanced Encryption Standard (AES). This extra time
between AES and MRHC remains the same for any matrix more than 9� 9.

18.7.2 Generating New Key

We has been proposed to generate ‘‘new key’’ next steps:

1 Send secure 128 bit using secure channel.
2 Use this secret key to generate 128 integers using SHA-512, and save the result

in array.
3 Check if use all elements of the array matrix, then merge the element of array to

generate new 128 bit secrete key and call SHA -512 using this new secret key, else
use the reset of element to generate the new key matrix.

4 Check if the determinant of the key matrix zero, if so, adds the identity matrix.
5 If using the first technique develop the following equation.

k ¼ k mod yþ 1ð Þ

6 Repeat steps 3 through 5 for each block(s), if required (Fig. 18.1).

18.8 Results and Comparison

We make three comparisons between original Hill cipher, second technique of
modified Hill Cipher (MRHC) and AES. Figure 18.2 is when key matrix size is

Fig. 18.1 Key generation
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4 9 4 and data of plaintext ranged from 12 into 58 KB. Figure 18.3 is when key
matrix size is 9 9 9. From size 9 9 9 and up, the MRHC take time more than
AES.

18.9 Conclusion

This paper introduced a new method to overcome the non-invertible matrices
problem in Hill Cipher. Through the introduced solution, it will be possible to
overcome the known plaintext attack.

One of the main advantages for our work is the capability of using any matrices
as a key to Hill Cipher algorithm including zero determinant matrices. So, there
will be no restriction on key selection. The process of generating a new key for
every transmitted block of data makes the algorithm more secure. As generating a

Fig. 18.2 Encryption and
decryption time for matrix
size 4 9 4

Fig. 18.3 Encryption and
decryption time for matrix
size 9 9 9
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new key doesn’t have a mathematical inverse method, using SHA-512, it’s
extremely difficult for the hacker to calculate the key.

When using SHA-512 for generating new key matrix, if the key matrix is less
than or equal to 8 9 8, then the modified Hill Cipher MRHC takes less time than
AES and for all matrices size less than original Hill Cipher, otherwise the time on
MRHC will increase over AES.
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Chapter 19
Development of Stakeholder Oriented
Corporate Information Security
Objectives

Margareth Stoll

Abstract Information, asset and technology are key differentiators for modern
organizations. They are faced with a wide, complex and increasingly faster
changing range of most different information security requirements of diverse
stakeholders, huge potential threats and socio-organizational challenges. Clear,
coherent corporate security objectives are required to proper guide and control
information security in an organization, to demonstrate information security
governance and compliance and to concentrate all security efforts on what matters
most. In accordance to action research we develop an innovative stakeholder’s
oriented process to develop corporate information security objectives: we identify
all stakeholders, analyze their needs, deduce security requirements and define the
security objectives with priorities and relationships. Based on our research results
this process promotes a newly holistic, collaborative, systemic, structured and
market driven strategic security approach. In that way information security
becomes a new role as success factor or business opportunity to provide enhanced
business value and competitive edge.

19.1 Introduction

Due to globalization and ever stronger competition information management and
supporting technologies have become key asset and main performance driver for
continual innovation and sustainable success. Organizations and their information
and technology are faced with security threats from a wide range of sources,
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including computer-assisted fraud, espionage, sabotage, vandalism, fire or flood.
Mobile and cloud computing, off-shoring, social networks, the increasingly
interconnected, flexible and virtualized business complexity and dependency are
still great challenges for information security. Organizations have to meet also
many different legal and regulatory requirements, such as data protection, sound
and integer financial practices and internet crime. Lack of information security
compliance may result in loss of confidence of customers, partners and share-
holders, as well as severe civil and criminal penalties for board members [1]. In
this respect information security promotes orga-ni-zations’ success and is integral
part of good corporate governance [2–5]. More than 12.934 organizations
worldwide have just implemented an information security management system in
accordance with ISO/IEC 27001 [6].

Information security for long time was seen fundamentally as an only technical
job and integral part of the IT department [2, 3, 7]. The prevailing strategic
approach to information security today is the risk management approach [8, 9]. It
begins with the identification of assets, threats, and vulnerabilities, followed by
risk assessment and the establishment and implementation of counter–measures,
such as the use of passwords, antivirus software, firewalls, encryption and others.

But security problems are complex and require also a socio-organizational and
human related approach [3, 7, 10–12]. There is a wide, complex and increasingly
faster changing range of most different security requirements of diverse stake-
holders and huge potential security threats. Organizations have to concentrate all
security efforts on what matters most to fulfill unique, enterprise-specific stake-
holders’, legal and business security requirements and compliance. Also the
baseline approach, which implements widely used controls and security standards
cannot fulfill effectively and sufficiently the organization specific security
requirements. To proper guide security policies and measures, control information
security effectiveness, increase accountability and to demonstrate compliance and
governance they need firstly to develop their strategic information security
objectives and goals [2, 13–15].

Despite these requirements, to the best of our knowledge we found only few
approaches for the development of an information security strategy. There is a
major concern for information system strategy, which regard in part also infor-
mation security [16]. Empirical evidence of the practical usefulness of the
approaches is missing. As we need more research for information security man-
agement topics in general [7, 17], we need also more research focus on organi-
zation specific, corporate information security objective development.

The creation of an organization’s information security strategy is commonly
started by ensuring that the organization’s business strategy and mission are met
without security problems [2–5]. To focus all information security efforts on
enhanced business value and compliance only threat prevention or legal/regulatory
compliance is not sufficient.

Information security must provide added value for all stakeholders (such as
shareholders, customers, collaborators, suppliers/partners, society). Instead to start
from corporate objectives and to align security objectives to them; we start for the
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first time from most different stakeholders’ expectations and establish information
security objectives, which promote stakeholders’ satisfaction and competitive
edge. In that way we expect to provide information security as enhanced business
value for all stakeholders. Information security becomes critical success factor and
business enabler. It assists organizations in converting today’s threats into
tomorrow’s opportunities to achieve competitive edge.

How we can develop information security objectives, which promote security as
added value for all stakeholders?

Quality Function Deployment (QFD) provides a structured, comprehensive
framework aimed at satisfying the customers by analyzing their requirements, the
‘‘voice’’ of the customers [18, 19]. ‘‘Quality’’ means the satisfaction of customer
requirements [18, 19]. These demands are translated throughout the development
and production process [18, 19] to deliver value [19, 20].

In this paper we provide concrete guidelines to extend and apply for the first
time the concept of QFD for developing corporate information security objectives.
In accordance with action research [21, 22] we analyze in the next section the
current information security research and relevant part of QFD. Then we explain
our process (Sect. 19.3). This innovative information security objective develop-
ment process has been implemented for several years by different small and
medium sized organizations of distinct sectors. The obtained experiences, limi-
tations, implications for practice and research are reflected in Sect. 19.4. Section
19.5 provides a conclusion for the paper.

19.2 Theoretical Framework

In this section we summarize requirements for the development of information
security objectives and explain current approaches. At the end we present relevant
steps and requirements of QFD.

19.2.1 Information Security Research

To achieve effectiveness and sustainability information security must be addressed
at the highest levels of the organization. It must be part of or aligned with cor-
porate governance [2–4, 9, 13, 15, 23, 24]. The board and executive management
should provide security direction to deliver enhanced business value to all
stakeholders [13, 15, 23, 25]. All objectives must be formulated in such a way that
compliance and conformance, as well as suitability, adequacy and effectiveness of
an information security management system can be measured and improved [2–4,
13–15, 26]. They should support consistent, strategic-aligned decision making,
prioritizing investments, optimizing resource allocation while minimizing costs
and risks [4, 8, 24].
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Security objectives should establish a sense of direction and principles for
action [2–4, 10, 13, 23, 26]. Information security requires a holistic, systemic and
comprehensive approach by involving collaborators and all constituting dimen-
sions (such as governance, policy, management, organization, processes, best
practice, ethical, cultural, legal and technical aspects, insurance, measurement,
improvement, certification and other) [1–4, 8, 13–15, 23, 27].

If the collaborators are involved in the establishment, they provide needed
business knowledge, contribute to higher performance and a better alignment with
business objectives, values, and needs [12].

Following aspects should be taken into account by establishing information
security objectives [4, 11, 12, 14, 23]:

• the organization’s overall business strategy and objectives,
• the legal, statutory, regulatory, and contractual requirements that an organiza-

tion, its trading partners, contractors, and service providers have to satisfy and
their compliance,

• the particular business requirements, relevant guidelines, as well as feedback
and recommendations by interested parties,

• the organizational environment, business circumstances, organization, resource
availability, assets, technical environment,

• the results of risk assessments, trends related to threats and vulnerabilities and
business continuity requirements,

• the socio-cultural environment with ethical and social values and trust, collab-
orators participation,

• the results of independent or management reviews, reported security incidents,
the status of preventive and corrective actions and the process perfor-
mance.Recently some researchers propose to use a Balanced Scorecard (BSC)
for linking strategic as well as compliance drivers to security objectives [4, 28]
or to integrate information security as additional dimension in an IT BSC [29].
But they describe no method to develop stakeholder oriented corporate security
objectives, which provide added value for all stakeholders.

19.2.2 Quality Function Deployment

QFD is a set of Total Quality Management tools, techniques and methods
developed in the 1960s by Yoji Akao and other leading quality experts [20]. It
focuses on delivering products and services that satisfy customers by analyzing
customer requirements and translating the demands into design targets and quality
assurance points to be used throughout the development and production process
[18, 20]. Over the years it has received a lot of extensions and variations [20, 30].
Its implementation results in higher customer satisfaction, promotes internal
communication, shorter improvement time, lower costs and larger market share
[18–20].
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In this paper we will focus at the first steps of QFD to identify and translate
customer requirements. Firstly the expressed and latent demands and expectations
of the customers in the target marketplace are analyzed by a cross-functional team
consisting of members of most different departments, such as marke-ting, sales,
research and development, engineering, design, manufacturing and production,
procurement, quality, service, etc. [18, 20]. To determine customer requirements
literature, brainstorming, benchmarking, desk panels, discussion groups, inter-
views, questionnaires and other techniques are used [18]. Further other important
characteristics of the target market are studied, including relevant legal and reg-
ulatory requirements, contractual and statutory obligations and others.

In the next step the relative importance of all customer requirements are
established [20]. The QFD literature proposes therefore many different methods,
such as basing it on surveys, or using statistical methods, such as the AHP or other
scoring methods (see [22]). After a competition analysis is conducted, the
strengths and potential improvements are elaborated and performance objectives
are defined. In the next step QFD lists the engineering characteristics and analyze
the effect of each engineering characteristic to one or more customer character-
istics. Based on the weight of each customer characteristics and the influence of
the single engineering characteristics the engineering characteristics are prioritized
regarding their criticality for customer satisfaction [20]. The interdisciplinary team
seeks consensus on these evaluations, basing them on expert engineering experi-
ence, customer responses, and tabulated data from statistical studies or controlled
experiments [18]. The majority of QFD applications stop with the completion of
these first matrices (or House of Quality) [30]. In the same way the engineering
characteristics are translated after throughout the next steps of the development
and production process [20].

QFD must be adopted for each organization and project by integrating all
relevant methods, diagrams and tools that are most appropriate and overall by
focusing on the most relevant aspects [20].

19.3 Stakeholder Oriented Objectives Development

In accordance with action research [21, 22] we developed in consolidation of a
holistic information security approach, our practical experiences and QFD (see
Sect. 19.2) our stakeholders oriented process to establish organization-specific
corporate security objectives. We start right from the top and elaborate or extend
the main corporate objectives or corporate policy by integrating information
security. Our approach consists of following main steps:

1. identify all relevant stakeholders,
2. define and prioritize all stakeholders’ requirements and relevant factors, and
3. translate the requirements in corporate objectives.
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19.3.1 Identify Stakeholders

Based on the economic definition of stakeholders we regard:

• shareholders,
• customers and potential customers of all target markets,
• collaborators,
• suppliers/partners, and
• environment and society.

The best way to establish the stakeholders is based on our experiences brain-
storming in a cross-functional team consisting of the top management and mem-
bers of all divisions, departments and service units. If admitted by corporate
culture collaborators of all levels should participate. Answers to the questions of
Table 19.1 provide a guidance to establish the stakeholders.

We determine the stakeholders as detailed as necessary. Firstly we start with a
higher level and go after deeper, if some part of a stakeholders group has different
requirements (e.g. customer with particular requirements). The identified stake-
holders are grouped by using affinity diagrams or hierarchy diagrams (see
Fig. 19.1).

19.3.2 Stakeholders Requirements

To deliver value to the stakeholders we analyze the expressed and latent needs,
expectations, problems they face, aspects that are appreciated by their customers
and demands of each stakeholders segment [18, 19]. For private customers of an
electrician, who invest in high quality and expensive products for example, it is
often very important that this will be kept secret. For hotels, for example, the
availability of all services including television, data connection, electrician in the
rooms and others are essential for the satisfaction of their customers. An assistance
for 24 h and 7 days and a short reaction time offer new opportunities to deliver

Table 19.1 Guidance for stakeholder identification

Who are our customers, consumers, users?
Who should be addressed?
Who is involved?
Who is affected indirectly?
Who can contribute, cooperate?
Who can give us information?
Who encourage us?
Who has influence?
Who decides?
Who may have scruples?
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value to the customer. For the shareholders among others legal compliance and
accountability are important. Collaborators expect on one hand the protection of
their personal data and on the other hand to be able to access all information as
they want.

In our case studies we identify also the stakeholder’s requirements in the same
cross-functional team (see Sect.19.3.1) based on discussions and experiences with
stakeholders, their feedback and recommendations and by using literature,
benchmarking, interviews, questionnaires and others. We used brainstorming with
pin boards, post-its and other moderation techniques. Table 19.2 offers a general
guidance to identify stakeholders’ requirements. The questions must be adopted
for each organization.

In the most case studies we have developed a holistic corporate policy, which
integrates information security. Otherwise we have to regard also the organiza-
tion’s overall business strategy and corporate objectives as requirements.

The identified requirements (see concepts of Fig. 19.2) are grouped by using
affinity or hierarchy diagrams. In the next step we analyze the organization
advantages and weaknesses in comparison to the competitive environment (SWOT
analysis and competitive positioning) and assess potential risks and uncertainty for
each requirement group. For the competition analysis we use a scale from 1 to 10,
whereby ten represent our most important advantages by regarding also sale value,
market barriers, market growth and others. The general risk assessment considers
risks of any type, such as economical, financial, market, social, technical, eco-
logical and others. The risks are ranked from 1 to 10, whereby one represents the
lowest risk level.

To rank stakeholders’ requirements we made the best experiences with a point
scoring scale by institution of each team member. We firstly prioritized the
stakeholders and after we prioritized the requirements by regarding the stake-
holder’s priority, as well as the competition and risk analysis to promote our
opportunities. The ranking is used to find a solution for eventually conflicting
requirements and to concentrate us on the key requirements accordingly to the
Pareto principle. In some cases it was helpful to visualize the interdependencies of
the requirements for prioritizing them. During the development the defined
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stakeholder’s requirements and their priority are continually discussed and adjus-
ted. It is essential to balance the different requirements (e.g. between profit, cus-
tomer satisfaction, collaborators satisfaction) in an optimal way. The process ends
when everybody agrees with the results and commits it.

In some cases we used also the analytic hierarchy process (AHP): we prioritize
the stakeholders and weight the importance of each requirement from the focus of
each stakeholder. These values are multiplied by the stakeholder weights and the
results are summed yielding the requirement priority. Most participants considered
it as too statistical based and was not able to really commit the results.

19.3.3 Information Security Objectives

Based on the final requirements we elaborate the corporate security objectives by
wording in a pro-active, concise, clear, memorable, motivating and attainable
form. In some cases we used a requirement—objective matrix to prioritize the
objectives and to document how they were developed. Otherwise most of the
requirements could be used directly as objectives. Based on the information
security objectives we elaborated the corporate (information security) policy.

To visualize and analyze the cause-and-effect relationships of the different
objectives we use based on the BSC strategy map approach [31] an influence
diagram (see Fig. 19.2), instead of the QFD dependency sheet (the roof of the
house).

Fig. 19.2 Corporate
objectives and their
relationships of an electrician
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19.4 Evaluation

Action research stands out as an ideal research method to evaluate the IS security
objectives development approach. It allows theory refinement and theory testing in
practice [21]. Further it is aimed at creating organizational change and solving
practical problems through the research [22]. Walsham [32] regards action
research as the ideal way to perform involved research.

Our stakeholder oriented corporate information security objective development
approach has been implemented successfully by different small and medium-sized
organizations (from 27 to 990 employees) of distinct sectors (service, engineering,
and public) in Italy, Austria and Germany. The described approach leads to the
following results collected by measuring the project process, analyzing audit
reports as well as interviewing and observing concerned management and
collaborators:

• Efficiency: Establishing the corporate (information security) objectives required
in small and medium sized organizations a work effort of approximately 1 day.
It is important to focus on the main priorities and use efficiently moderation
techniques.

Table 19.2 Guidance for stakeholders’ requirements

Which customers or markets will we target?
What does the users/market requires, needs, expect? How do we truly create superior value for

our market?
How can we promote the corporate objectives of our customers? Which problem they face or will

face in the feature? What can we offer that they are appreciated by their customers? Who
benefits in what way?

How can our stakeholders be getting excited? How do we capture value for our stakeholders?
How do we distinguish ourselves from competitors? Which reputation will we acquire?
Why are we paid? Why do we exist? What is our mission? What should we achieve? What is our

vision?
What are our success factors?
What are the relevant statutory legal and regulatory requirements (for all markets)? What are

relevant guidelines, contractual, health, safety and hygienic obligations for all customer
segments?

What should be changed?
What is most important for us? What are our desirable attitudes and behaviours, values, basic

assumptions, and beliefs?
What factors are to be considered (political, economic, financial, social, technological, physical,

environmental and others)? What are the dynamics of the business and markets?
What are our internal capabilities,Performance, core competences, strategic tangible and

intangible assets, human capital capabilities, resources, knowledge, experiences, technology,
organizational enablers, processes, and infrastructure? How can we use technology to do new
things?

Which are our main risks to face?
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• Market driven, strategic aligned information security: Prior information security
was seen in some organizations as something dangerous and cost-expensive or
an imposed legal requirement. With the market focus information security has
become success factor or also business opportunity to provide enhanced busi-
ness value. For an office furniture, e.g. analyzing the data class kept in an office
and proposing a data archive protection accordingly to legal requirements
becomes a consulting and marketing argument.

• Holistic, balanced and collaborative: All developed corporate policies regard
organizational, technical and cultural aspects, as well as internal and external
factors and balance them. The holistic view and the discussion in cross-
functional teams from all relevant organizational units promote security
awareness over the whole organization and a common market driven informa-
tion security view. The developed corporate policy is an excellent basis to
communicate this throughout the whole value network and the market.

• Structured and systematic: The structured and traceably QFD approach was
appreciated overall by the top management. The visualization by influence
diagrams are continuously used as basis for strategic and investment decisions,
as well as to analyze periodically its actuality and to eventually restart the
development process.

19.4.1 Implications for Practice

The strategic approach to information security of an organization must become
market and stakeholder oriented to provide enhanced business value.

For many organizations information security can be a unique selling point and
contribute to competitive edge (e.g. business or financial services, e-commerce,
ICT services, e-government services, health services).

Based on the case study results the impact and relationship of security to
corporate objectives should be clearly elaborated. In that way all security related
investment, resource and strategic decisions can be based on corporate objectives.

Information security should be fully integrated with the corporate management.
It should become part of governance, controlling, corporate culture as well as all
business processes and the daily work of everyone.

19.4.2 Limitations and Implications for Research

Limitations of this process are the general difficulties of QFD: the definition of the
stakeholder’s requirements, unclear correlation among the demands, required
management support, the collaboration in cross functional teams, the size of the
house of quality and others [30].
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Further research is needed to study the challenges in large organizations with
numerous internal and external stakeholders and operating in most different
countries and cultures.

Our next research focus on the next steps of information security governance
with metrics and strategy development, objective deployment, operation, mea-
surement, reporting and continual improvement.

Further research directions are required also on general information security
management topics to integrate security based on an interdisciplinary holistic
approach with all corporate management activities. In accordance with the
increasing importance of information security and growing requirements for cus-
tomer satisfaction, cost-reduction and efficiency we have to integrate information
security in all strategic, tactical and operational processes and activities by
regarding all security approaches (governance, socio-organizational, technical).
This holistic, interdisciplinary approach will be a great research challenge for the
future.

19.5 Conclusion

Organizations need clear, coherent security objectives to properly and effectively
guide and control information security and to demonstrate information security
governance and compliance. Based on the research results our stakeholders’ ori-
ented corporate information security objective development process promotes a
holistic, collaborative, systemic, structured and market driven information security
approach. In that way information security becomes a new role as success factor or
business opportunity to provide enhanced business value and competitive edge.
The impact and relationship to corporate objectives of all security investments,
resources and strategic decisions should be clearly elaborated. Information security
should be fully integrated within all corporate management activities. It should
become part of governance, controlling, corporate culture as well as all business
processes and the daily work of everyone. Thus a stronger interdisciplinary and
holistic information security research approach is required, which integrates
information security governance with technical and socio-organizational aspects.
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Chapter 20
Stakeholder Oriented Information
Security Reporting

Margareth Stoll

Abstract Organizations have to meet most different enterprise-specific
stakeholders’, business, standard, legal and regulatory information security
requirements. They are faced with a wide range of potential security threats and
socio-organizational challenges. To invest all security efforts effectively the col-
laborators and partners of the whole value chain must be aware how they
contribute to achieve common objectives and compliance. This is scarcely sup-
ported by fragmented approaches. To bridge the gaps we analyze accordingly to a
design-science approach the different requirements and present a coherent and
systematic stakeholder oriented information security reporting model. The com-
prehensive, systemic and structured reporting approach demonstrates the value of
information security and sustains informed decision making to invest security
efforts pro-actively, effectively and efficiently. The stakeholder oriented focus on
security reporting offer new impacts for practice and a wide range of most different
research questions.

20.1 Introduction

In today’s complex, interconnected world information security must become a
critical success factor, which assists organizations to create enhanced business
value. Organizations have to concentrate all security efforts on what matters most
to fulfill enterprise-specific stakeholders’, legal and business security requirements
and compliance. In this paper we use an economic definition of stakeholders,
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which regards shareholders, customers and potential customers of all target
markets, collaborators, suppliers/partners and the environment and society.

An increasingly faster changing environment (market, customer, technology,
law or regulations) requires a continual adaption of information security processes,
controls and procedures. The effectiveness and performance of the security man-
agement and the actual risk and compliance situation must be continually evalu-
ated and improved [1–8]. Effectively implemented security measurements
demonstrate the value of information security to top management, face informed
decision making, provide information on compliance, improve security confidence
and enable stakeholders to improve ongoing information security [2, 3, 6, 9]. This
is a critical success factor for sustainable information security [10].

Different measurement requirements were defined by best practices, such as
Control Objectives for Information and related Technology (COBIT) [3], the
Information Technology Infrastructure Library (ITIL) [4] and by measurement
models, such as ISO/IEC 27004 [1] and NIST 800-55 [2].

Huge technical, operational metrics and some for economic or risk issues were
proposed (e.g., [11, 12]). Measurement taxonomies have been developed (e.g.,
[6, 13]). Information security problems are complex and require a collaborative
approach [7, 14]. But measurement is still considered in a fragmented way [6, 15].
One of the most common mistakes of security performance management is to
saturate the organization with metrics that have little meaning to the target audi-
ence [12]. Each stakeholder needs appropriate, comprehensible and useful reports
accordingly to the security requirements for his area of responsibility [2, 9, 14].

Thus the stakeholders of all organizational and technical levels over the whole
value chain need firstly coherent security objectives [2, 8, 16, 17]. The effec-
tiveness of achieving these objectives including performance, risk and compliance
can be controlled in a stakeholder oriented way.

Despite these requirements there is a lack of a holistic, systematic method to
cascade/report information security objectives/measurement results in a coherent
and systemic way [6]. This leads us to the following key research questions:

How can we deploy security objectives to the stakeholders of all levels over the
whole value chain in a coherent way?

How can we aggregate security metrics to control the achievement of the
established objectives in a comprehensive, stakeholder oriented and systematic
way?

The remainder of this paper is structured as follows: in the next section we
analyze reporting requirements and current research approaches, standard
requirements and different best practices. Based on these and expert interviews we
establish in the third section the requirements and explain in the fourth section our
stakeholder oriented information security reporting model. In the fifth section we
evaluate the fulfillment of the established requirements, reflect limitations and
deduce implications for practice and research. The last section provides a con-
clusion for the paper.
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20.2 Problem Analysis

Information security must be part of or aligned with corporate governance [4, 5, 7,
8, 10, 16, 17]. The board and executive management must provide and review the
strategic direction by establishing objectives and monitoring the implementation
and performance [10, 16, 17]. Operational, tactical and strategic security objec-
tives should be linked transparently to corporate objectives [2, 5, 7, 10].
Measurement data should be extracted on the operational level, compiled and
integrated to perform measurement and monitoring on the tactical level. The board
and executive management need strategic level reports for related management
decisions [2, 3, 5–8, 16].

The established objectives and the performance of security management should
be reviewed and improved at planned intervals or if significant changes occur to
ensure ongoing suitability and effectiveness [2, 3, 5, 7, 8, 14, 16]. Security metrics
should support the detection of security events and the identification of attempted
security breaches, incidents and previously undetected or unknown security issues
[1, 16].

Information security requires a holistic, systemic and comprehensive approach
by involving all collaborators and partners, as well as all constituting dimensions
(such as governance, policy, management, organization, processes, best practices,
ethic, culture, legal aspects, technology, measurement, improvement, certification
and others) [2, 5, 7, 8, 10, 14, 16–18].

Information security objectives should be communicated in a form that is
relevant, accessible and understandable to establish a sense of direction and
principles for action [3, 7, 10, 16, 19, 20].

Technical oriented information security approaches are based overall on
enterprise architecture, which is defined by ISO/IEC 42010:2007 as ‘‘the funda-
mental organization of a system, embodied in its components, their relationships to
each other and the environment, and the principles governing its design and
evolution’’. Architecture oriented frameworks start from the business processes,
describe the information architecture, align the logical IT services, go through the
application architecture and the whole technology architecture until the infra-
structure and physical environment. The interdependency of the different com-
ponents of all architecture levels are documented [4, 21, 22].

Recently some researchers propose to use a Balanced Scorecard (BSC) for
linking strategic as well as compliance drivers to security objectives [5, 23, 24] or
to integrate information security as additional dimension in an IT BSC [25]. The
BSC was founded by Kaplan and Norton [26, 27] and provides a framework to
develop a strategy, translate the strategy into objectives and measures, plan
operations, and finally to monitor and learn to continually test and adapt the
strategy [28]. Kaplan and Norton developed the strategy map to visualize the
strategy as a chain of cause-and-effect relationships among strategic objectives
[29]. BORIS uses transferring tables to propagate compliance and strategic
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business requirements to security objectives [5]. Jaquith [24] cascades the business
security scorecard in departmental scorecards. Herath et al. [23] declare this as
further research issue.

20.3 Requirements

Based on interviews with top management, chief information security officers,
security experts and collaborators of different levels and departments organizations
face great challenges to:

• demonstrate and underline the importance of information security in the ‘‘voice’’
of the top management,

• define coherent security objectives for the collaborators and partners of all levels
over the whole value chain,

• control security efforts and report results in a stakeholder oriented, coherent and
systematic way.

Current security objective deployment approaches stop either at the depart-
ments or business process level or start from the process level. Additionally to
presented approaches we aim to close this gap. We develop a model to establish
stakeholder oriented objectives and reports for the collaborators and partners of all
organizational and technical levels over the whole value chain in a comprehensive,
coherent and systematic way.In consideration of the increasingly interconnected,
cross-organizational business and based on the research framework and the
challenges in practice we elaborated in accordance to a design science approach
[30, 31] the main requirements for a stakeholder oriented reporting model
(see Table 20.1).

20.4 Model

In accordance to a design science methodology [30, 31] we developed in con-
solidation of current information security research discussed above and the
established requirements a stakeholder oriented information security reporting
model.

20.4.1 Objective Deployment

As a first step we elaborate corporate information security objectives. To focus all
security efforts on enhanced business value and compliance we proposed an
innovative stakeholders’ oriented information security objective development
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approach [32]: we identify all relevant stakeholders, analyze their needs, deduce
and prioritize security requirements and all relevant factors (inclusive legal, reg-
ulatory and standard requirements) and translate these in corporate security
objectives with priorities and relationships. To visualize and analyze the cause-
and-effect relationships between the different corporate objectives we use an
influence diagram. In that way the relationship of information security to other
relevant corporate objectives are established. Thus the entire organization strug-
gles to accomplish stakeholders’ requirements inclusive information security, as
well as legal, regulatory and standard compliance.

Information security objectives for all core business processes are deduced from
corporate security objectives by using a matrix. The rows assign relevant objec-
tives to each business process (columns). Additionally to the deduced objectives
we analyze with the collaborators concerned unique security requirements for each
business process and define eventually further security objectives (e.g., perfor-
mance objectives). We take into account special stakeholders’, business, con-
tractual, legal, regulatory requirements, relevant standards and best practices, used
assets, risks, threat trends and cultural, technological, environmental and organi-
zational aspects. In the same way the security objectives are broken down for all
lower business processes and integrated with process objectives.

Table 20.1 Main requirements

Requirement Description

Stakeholder oriented Assign understandable and relevant security objectives to all
collaborators/partners and communicate the measurement results in
a meaningful and useful way.

Strategic aligned Align security objectives transparently to corporate objectives and
provide appropriate reports to control their achievement and the
performance of security efforts.

Comprehensive Deduce security objectives from corporate security objectives down
over all organizational and technical levels of the whole value
chain. Report security issues to collaborators/partners of all levels
over the whole value chain (additional cross-organizational
requirement).

Coherent and
systematic

Deduce all security objectives from corporate security objectives in a
coherent and systematic way. Extract detailed measurement data on
the operational level, consolidate, interpret and aggregate them to
monitor the achievement of the objectives of upper levels.

Holistic Follow a holistic information security approach, which integrates the
different security dimensions (such as governance, culture,
awareness, organization, processes, operation, technology,
infrastructure, legal, regulatory and business requirements, best
practices, certification and others).

Promote continual
improvement

Control and report continually the effectiveness and performance of
security efforts and detect changed internal or external conditions or
security issues to promote ongoing information security and
continual improvement.
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In the next step we analyze with the collaborators concerned all business
processes over the whole value chain to identify additional unique information
security requirements at single process steps with assigned roles and responsible
organizational units or partners. We describe also the entire non-technical assets
(such as information, data, documents, archives and others) and their security
requirements. Based on the defined security objectives for each business process
and the involved organizational units/partners, as well as additional security
requirements of single process steps with assigned roles and responsible units/
partners we deduce security objectives for all non-technical organizational units or
partners by using a matrix (see Fig. 20.1: upper part).

In accordance to ITIL [4], COBIT [3] and the IT architecture oriented
approaches we define with the collaborators concerned the information security
configuration model (see Fig. 20.1: lower part starting from business processes).
We describe for all business processes the aligned IT services with dependencies
and relationships. For all these IT services we document their supporting config-
uration items over the whole value chain going always deeper through all relevant
technical layers until the physical infrastructure (see Fig. 20.1: lower part starting
from business processes). In line with the definitions of ITIL we understand by a
configuration item any component that needs to be managed in order to deliver an
IT service, such as software, hardware, infrastructure, documentation [4].

Starting from the assigned information security objectives to the business
processes we deduce the security objectives to all aligned IT services by regarding
the dependency of business processes from IT services. The project management
process, for example (see Fig. 20.2), is defined as 100 % depending on database
services (because the project management process is down without database ser-
vices), 100 % depending on local area network services and due to limited support
without web services for 50 % on internet services, as well as 20 % on single
client services (due to the redundancy of clients the collaborators can continue to
work with another workplace).

The highest requirement value for each security objective of all upper items is
inherited by regarding the dependencies to lower items. If we assume, for example,

Fig. 20.1 Objective
deployment
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a required availability of 4 for the project management process (see Fig. 20.2) a
value of two (50 % dependency) is inherited to the web services. The security
objectives are deduced down over all levels to all configuration items and even-
tually further objectives for special security requirements are assigned.

In the next step we assign to each item appropriate roles and responsibilities.
Thus all technical collaborators and partners receive coherent and stakeholder
specific information security objectives, which are deduced from corporate secu-
rity objectives in a systematic, structured and transparent way.

For each security objective of all levels and over the whole value chain we
determine with the collaborators concerned goals. On upper levels we define long-
term, medium-term and annual goals. As deeper as we come down the planning
period becomes always shorter. For each goal we define appropriate metrics or
indicators, targets, measurement methods and assign roles and responsibilities (see
[33]) to monitor their achievement (measurement implementation plan). Addi-
tional measurement methods are defined to detect errors, incidents, breaches or
previously unknown information security issues. Apart from the measurement
results we use also data acquired through audits, self assessments, tests, scanning,
reviews and external information (e.g., environment observation, interviews, and
technical surveys/reports, feedback from market, supplier and partner).

20.4.2 Reporting

In accordance to the defined measurement implementation plan detailed mea-
surement data are extracted on the operational level, consolidated and interpreted.
The responsible of each lowest item receives all relevant operational reports to
control the achievement of planned targets. Considering the defined dependencies
and relationships of the configuration model we aggregate the measurement results
of lower levels and report them on upper levels by using business intelligence
tools. It is the reverse way to the objective deployment. Thus the responsible for
each objective receives relevant reports to control the achievement of planned
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targets. The impact of the unavailability of the web services (see Fig. 20.2), for
example, is calculated by the product of the importance of the project management
process (e.g. percentage of profit produced by projects) and the 50 % dependency.
In that way the achievement of established information security objectives is
evaluated and reported in a systemic and overall stakeholder oriented way. The
board and executive management receives necessary information to take strategic-
aligned and cost benefit balanced decisions.

The responsible of each item, process or organizational unit monitors contin-
ually the measurement results, as well as events, incidents, breaches or previously
unknown security issues to take appropriate corrective actions and to propose
preventive actions in accordance to established processes, if necessary. In that way
the effectiveness is improved; problems are prevented; impacts and volume of
breaches and incidents are reduced.

On demand (e.g. for problem or trend analysis) or if measurement results
exceed defined thresholds, patterns or targets (e.g., time-limits) the results are
communicated to the responsible of all next upper items. Corporate culture, the
information preferences of the responsible of each upper item and the defined
criticality of upper items influence the reporting flow. In that way the responsible
of upper items receive escalated and attention required operating information only
or on demand. They are not overloaded. If power supply 1 (see Fig. 20.2), for
example, has a problem the backup system is down due to its 100 % dependency.
The responsible for the backup system receives an alert concurrently with the
responsible for the power supply 1. If the problem is not resolved, for example one
hour before the next backup starts, the responsible for the database services
receives an alert, too. Depending on the criticality of the project management
process, the corporate culture and the information preferences of the project
management process owner he receives also alerts. In that way necessary actions
are planned on time to prevent further problems.

Based on the configuration model the cause analysis of security events and the
security impacts of projects, improvements and investments are checked in a
systemic way and all security efforts are prioritized in accordance to coherent
objectives.

The actuality and accuracy of the whole configuration model must be main-
tained ongoing. The suitability of the established security objectives and the
usefulness and effectiveness of security reporting must be reviewed at planned
intervals or if significant changes occur. If objectives changes, they must be
deployed another time to all lower levels. To monitor their achievement goals with
appropriate metrics or indicators, targets, measurement methods must be defined
and roles with responsibilities assigned. The security reporting must be adapted
accordingly. Thus the stakeholder oriented security reporting promotes ongoing
information security in today’s complex, interconnected and increasingly faster
changing world. All information security efforts are focused in a sustainable,
coherent and systematically way to provide enhanced business value.
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20.5 Evaluation

In this section we present in accordance to a design science approach [30, 31] the
results of our stakeholder oriented security reporting model in terms of established
requirements (see Table 20.1). After we describe limitations and deduce impli-
cations for practice and research.

20.5.1 Fulfillment of the Requirements

The stakeholder oriented information security reporting model fulfills all elabo-
rated requirements (see Table 20.1):

Stakeholder oriented: The responsible of each item, all organizational unit
manager, business process owner and the top management receive clear, unique
and coherent security objectives and relevant reports to control the achievement of
assigned objectives and the performance of their security efforts. Information
security becomes part of the daily work of all collaborators/partners. While the
responsible of each item controls measurement results, as well as events, incidents,
breaches or previously unknown security issues continually and takes necessary
actions, the responsible of upper items receive only attention requiring information
or on demand. In that way only meaningful and useful information are reported.

Strategic aligned: Corporate security objectives, explicitly linked to corporate
objectives, are deployed systematically and coherently to all business processes,
organizational units and configuration items. The alignment of each security
measure, project, improvement and investment to corporate objectives demon-
strates the value of information security and sustains informed decision making to
invest security efforts effectively and efficiently.

Coherent and systematic: The influence diagram, matrices and the configuration
model link the security objectives with the related measurement results of all
levels and organizational units to corporate objectives in a coherent, systematic
and transparent way. The systematic event reporting facilitates cause analysis and
brings together most different information in a systemic and cooperative manner.

Comprehensive: The corporate information security objectives are deployed
coherently and systematically down over all organizational and technical levels of
the whole value chain. The measurement results and eventually occurred events
from the whole value chain are reported vice versa over all levels. The security
efforts of the entire value chain are focused on coherent objectives.

Holistic: The comprehensive approach regards the strategic, tactical and
operational level over the whole value chain. By establishing corporate objectives
and by analyzing specific additional objectives of processes, units or items we take
into account organizational, technical and cultural aspects, as well as internal (e.g.
stakeholders’ requirements, awareness, assets, results of the risk assessment, threat
trends and others) and external factors, such as stakeholders’, business,
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contractual, legal, regulatory and relevant standards and best practice require-
ments, environmental conditions and information (e.g. technical surveys/reports,
feedback from market, supplier and partner). Thus the security reporting model
integrates all most different information security dimensions.

Promote continual improvement: Additionally to the deduced objectives we
integrate also performance objectives and special operational objectives to
improve effectiveness, prevent problems and reduce impacts and volume of
breaches and incidents. The systemic, strategic-aligned and structured reporting
model provides an optimal basis to operate in a coherent, pro-active, creative and
flexible way on all changing requirements, conditions and opportunities. The
suitability of the established information security objectives and the usefulness and
effectiveness of security reporting is reviewed at planned intervals or if significant
changes occur. Thus an ongoing effectiveness and performance of the information
security management is promoted.

Based on case studies results our objective deployment approach promotes
stakeholder oriented, coherent and strategic-aligned security objectives in an
effective, efficient and sustainable way. The systemic approach over all organi-
zational and technical layers and units of the whole value chain develops a big
picture of all objectives and items with dependencies and possible impacts. Thus
the awareness of business drivers, supporting technology and supported business
processes and the understanding for the work and requirements of other functional
and technical organizational units was increased. Coherent security objectives
create a common security understanding to enhance business benefits and
compliance.

20.5.2 Limitations and Implications

Opposite to the advantages is the effort for the establishment of the configuration
model. An appropriate level of detail is essential to implement stakeholder
oriented information security reporting in an effective and efficient way.

In the next step we will empirically evaluate the practical usefulness and
challenges of the entire model in different medium-sized and large organizations.

Clear understandable, coherent objectives and useful stakeholder oriented
security reports for all involved collaborators/partners of the whole value chain
should be adapted in practice. In that way all stakeholders receive a clear direction,
can act pro-actively, flexibly and control their effectiveness. The impacts of
stakeholder oriented reporting on security commitment and awareness should be
empirically investigated.

The role of security reporting for continual security improvement should be
further investigated. This offers a wide research field for most different disciplines,
such as communication theory, motivation theory, knowledge management,
organizational learning and others.
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The ever stronger interconnection and virtualization will promote the request
for coherent and systematic cross-organizational security reporting.

Information security reporting should become an integral part of corporate
management in practice. The business value of information security should be
explained by aligning all security measures, projects, improvements and invest-
ments to corporate objectives. In that way the top management can take cost
benefit balanced strategic decisions and all security efforts are focused on
enhanced business value. This holistic, integrated, interdisciplinary information
security approach will be a great research challenge for the future.

20.6 Conclusion

In today’s complex, interconnected world information security must become a
critical success factor, which assists organizations to create in common enhanced
business value and compliance. Thus organizations have to establish for each
collaborator and partner of all organizational and technical levels over the whole
value chain clear understandable, unique security objectives, which are system-
atically and coherently deduced from corporate information security objectives by
integrating additional requirements. Clear objectives provide direction. Each
collaborator and partner can take ownership to act pro-actively, effectively and
flexibly. The achievement of these coherent security objectives, the performance
of security efforts and the contribution of security measures, projects, improve-
ments and investments to corporate objectives are controlled by relevant stake-
holder oriented security reports. In that way information security becomes an
integral part of corporate management and all collaborate to accomplish common
security objectives including legal, regulatory and standard compliance.

We call for a stronger objective oriented and integrated information security
approach for all technical levels and non-technical units/partners over the whole
value chain. This offers a wide range of most different interdisciplinary future
research directions.
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Chapter 21
Experimenting with Watchdog
Implementation on a Real-Life Ad hoc
Network: Monitoring Selfish Behavior

Tirthankar Ghosh and Tian Hou

Abstract A watchdog monitors neighboring nodes in a multihop wireless ad-hoc
network to determine whether they are forwarding packets or not. In this paper we
have presented detailed study of our experiments with implementing watchdog
functionality on a real-life ad-hoc network testbed. Experiments were conducted
on our university campus to test the functionality under different network
topologies.

21.1 Introduction

The concept of watchdog was first proposed by Marti et al. [1]. They implemented
the function on Dynamic Source Routing (DSR) [2] protocol, where the nodes use
source routing to send packets. Monitoring neighboring nodes in a source routing
environment is easier as the nodes have the entire route in the header structure, and
know all hops in the path. Over the course of several years many studies [3–5]
have used the watchdog concept in monitoring neighboring nodes, but they have
been limited mostly to simulation-based analysis.

There are two phases of neighbor monitoring in a multihop ad-hoc network
scenario: monitoring during the control phase, and monitoring during the data
transfer phase. During the first phase, watchdog monitors whether the neighboring
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nodes are forwarding routing control messages, while in the second phase moni-
toring is done to ensure that the nodes in the path are forwarding data as agreed. In
our study, we have implemented watchdog to monitor neighbors during the control
phase on top of the Ad-Hoc On-Demand Distance Vector (AODV) [6] routing
protocol.

The rest of the paper is organized as follows. Section 21.2 discusses design and
implementation of watchdog, followed by detailed discussion on experimental
setup and tests in Sect. 21.3. Finally, Sect. 21.4 concludes the paper and highlights
some of the future work.

21.2 Design and Implementation

21.2.1 Watchdog Design

Selfish behavior of a node in a multihop ad-hoc network results from its unwill-
ingness to forward packets to save its battery power. As normal network operation
depends on mutual trust among nodes in forwarding packets, selfish behavior
results in disruption of the network operation. There are two broad approaches to
ensure that nodes are forwarding packets as agreed: the first approach deals with
providing incentives to nodes [3, 7, 8, 9], and the second approach is based on
monitoring neighboring nodes [1, 3, 5]. Both approaches have their relative pros
and cons. In the first approach a game theoretic strategy needs to be designed and
implemented where the incentives outweigh nodes’ selfish intention. On the other
hand, the second approach is difficult to implement and consumes significant
computing resources especially on power-intensive applications. Typically,
watchdog is based on the second approach where each node monitors its one-hop
neighbors. Due to the resource-intensive nature of watchdog, our approach to the
problem is to have a dedicated watchdog in the network which will be imple-
mented as a mobile agent. The watchdog will move around and monitor nodes
whether they are forwarding packets. This study is conducted only with imple-
menting watchdog to monitor control packets, we are working towards the
implementation for monitoring data packets which will be presented in future.

The essential idea behind the design of watchdog is that by recording the IP
address of previous hop from which RREQs were received by a neighboring node,
watchdog determines if the neighboring node has forwarded the packets. Since
AODV only stores the originator IP address and the destination IP address, the
structure of AODV needs to be modified to include the IP address that is recorded
when transmitting control packets. To fully achieve the goal of knowing if a
particular neighboring node has forwarded RREQs, the watchdog utilizes the
following functionalities of AODV:

• Buffering a record for every RREQ broadcasted by any node for a time interval
that is defined for path discovery
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• Identifying each broadcasted RREQ packet with the originator IP address and
the RREQ ID

• Converting IP addresses from a network byte order to a string in dotted decimal
format by which information about a node associated with receiving and for-
warding RREQ packets can be learnt.

Overall, the watchdog traces which neighboring node has assisted in dissemi-
nating RREQs during route discovery. So the information obtained through this
mechanism can be used to determine which node has not participated in the
transmission of route request packets in the networks.

21.2.2 Implementation

We have used AODV-UU [10], Uppsala University implementation of AODV
routing protocol, to implement our watchdog functionality. Figure 21.1 below
show the flowchart to illustrate the process when a RREQ is received by watchdog.

The existing RREQ structure is modified to include a new field called
hold_addr, which is used to hold the address of previous hop of RREQ during path
discovery. The value of hold_addr is updated before a RREQ is forwarded to the
next hop. This information stored by hold_addr is key to watchdog operation as it
tells watchdog the ID of the previous node from which RREQ is received.

In AODV, any node acts on only the first RREQ and ignores any subsequent
RREQs with the same RREQ ID. In the process of Fig. 21.1, instead of ignoring
the duplicated RREQs, watchdog does the address checking. When a RREQ is
received by watchdog, it checks if it has a record for the RREQ in its buffer. If it
does not have one, then it determines if the previous hop of the RREQ is the
originator by comparing the IP address of the previous hop of the RREQ with the
IP address of originator in the RREQ. If the RREQ is not directly transmitted from
the originator meaning that the previous hop of the RREQ is an intermediate node,
which has retransmitted the packet, then watchdog prints out information telling it
has seen that the forwarding node receiving the RREQ from its predecessor
transmitted the RREQ. The original RREQ module uses function ip_to_str () to
convert IP addresses from a network byte order to a string in dots-and-number
format when logging AODV information. Watchdog utilizes this feature, so it can
tell from which IP a forwarding node receives a control packet and re-forwards it
to its neighbors. Notice that all AODV message types including RREQ are
received via User Datagram Protocol (UDP) and that normal IP header processing
applies. This enables the IP address of previous hop of RREQ as a parameter to be
used directly in the function rreq_process () when processing control packets.

On the other hand, if a record is found for the RREQ, watchdog checks the
RREQ record timer since each RREQ is buffered for a PATH_DISCOV-
ERY_TIME interval. If the timer is not expired, and the RREQ is transmitted by
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an intermediate node, watchdog then prints out information saying that it has
observed that the forwarding node receiving the RREQ from its previous hop
transmitted the packet.

Fig. 21.1 Flowchart illustrating watchdog function in a node
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21.3 Experimental Setup and Test

21.3.1 Experimental Setup

Our testbed was built with four HP Evo N600c laptops running Fedora 7 with
kernel version 2.6.21-1, equipped with Orinoco Gold b/g wireless cards.
The wireless card drivers were set up in ad-hoc mode using 802.11b standard. The
transmission power of each card was reduced to 2 mW during each run of the
experiments. This was done to scale down the area of coverage. We selected
AODV-UU [10], the AODV implementation developed by Uppsala University,
Sweden, as our routing protocol. MadWiFi driver was used for the wireless cards.

Three types of scenarios were developed for the test. To illustrate the test for
each scenario, a corresponding network topology created for the scenario is
explained with figure. The sample output generated for each scenario during the
execution of each test is presented with interpretation for verification of watchdog
operation. For simplicity, the following capital letters are used with the network
setup to represent the name of each node deployed in networks:

S: source node
A, B: any intermediate node
D: destination node
W: node running watchdog

Fig. 21.2 Scenario 1: all
nodes in one another’s
transmission range
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21.3.2 Tests

Scenario 1. The first scenario developed for the test is that all ad hoc nodes
deployed in the network are within each other’s transmission range. Figure 21.2
illustrates the network topology.

As in Fig. 21.2, the source S broadcasted RREQs containing destination IP
address 192.168.1.30 to its neighbor W, A and D for a path discovery. Since all the
nodes can see one another, W and A retransmitted the packets as they checked they
were not the destination, however, S, A, and D did not re-process the duplicated
RREQs, because AODV nodes act on only the first RREQ with the same RREQ
ID. Thus, A is the only node that W has seen forwarding the RREQ. There are two
log files (aodvd.log and aodvd.rtlog) that were generated for watchdog when
running the test for scenario 1. The following shows a portion of AODV logs,
which provides information for verification for the watchdog operation.

Let us look at the process that takes place when a RREQ is received by the
watchdog written to/var/log/aodvd.log.
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In the debug output of the process above that contains the RREQ information
one can see that it contains the hop count, the RREQ ID, the originator and
destination IP addresses, and the originator and destination sequence numbers
(highlighted in red). The first entry in the output tells the RREQ is the first time
received by watchdog from IP 192.168.1.10 (the previous hop of the RREQ). The
following entry indicates that watchdog inserts a record for the RREQ. The second
entry from the bottom in the output illustrates that watchdog receives a duplicated
RREQ and then drops the packet, while the last entry (highlighted in blue)
describes that A (192.168.1.20) forwarded the RREQ (src=192.168.1.10, rre-
q_id=2) for S (192.168.1.10).

Second is an example of the AODV internal routing table generated for
watchdog, which is corresponding to the RREQ process illustrated in debug output
previously.

As shown in the routing table in Table 21.1 above, watchdog establishes one
hop with every other node accordingly since all nodes are within each other’s
transmission range.

Scenario 2. In the second scenario, the network topology was developed with
three hops. As illustrated in Fig. 21.3, S and A were placed out of each other’s
transmission range with W in the middle. Similarly, W and D were deployed out of
each other’s transmission range, and A was placed in between.

In Fig. 21.3, W monitors its one-hop neighbor node A as S sends out RREQs
for seeking a route to D. In addition, W also serves as a forwarding hop in the
process of the route discovery. As expected, W has observed that A retransmitted
the RREQs to its neighbors. A sample log including debug outputs and routing
table printouts drawn from aodvd.log and aodvd.rtlog files for scenario 2 is pre-
sented in below.

Table 21.1 Routing table for scenario 1

Destination Next hop HC St. Seqno Expire Iface

192.168.1.20 192.168.1.20 1 VAL 1 2431 ath0
192.168.1.10 192.168.1.10 1 VAL 6 4950 ath0
192.168.1.10 192.168.1.30 1 VAL 1 6135 ath0
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As shown in the debug output above, the first two entries illustrate that
watchdog receives a new RREQ with ID ‘‘81’’ from IP 192.168.1.10 and buffers a
record for the RREQ. The next three entries contain information of the RREQ
(highlighted in red). Entry 6 and 7 indicate that the RREQ is forwarded and sent
through a socket. The eighth entry indicates that a duplicated RREQ is received
from A (192.168.1.20) and the last entry (highlighted in blue) tells that A for-
warded the RREQ (src=192.168.1.10, rreq_id=81) for W (192.168.1.100).

The output above is a look at the process of RREP corresponding to the process
illustrated for the RREQ previously. The first entry indicates a RREP is received.

Fig. 21.3 Scenario 2: watchdog in 2-hop from destination

262 T. Ghosh and T. Hou



The second entry shows the RREP is transmitted by A (192.168.1.20). Entry 3, 4,
and 5 reveal the information of the RREP. Entry 6 indicates a forward route is
added. Entry 7 and 8 tell that RREP is forwarded and sent in the AODV message
to S (192.168.1.10). Last entry adds precursor S to the route entry (192.168.1.30).

Table 21.2 shows the routing table of watchdog under scenario 2. As shown in
the table, W (192.168.1.100) establishes two hops to D (192.168.1.30); whereas it
creates one hop to both A (192.168.1.20) and S (192.168.1.10) respectively.

Scenario 3. In this last scenario, the network topology was developed for two
hops. As illustrated in Fig. 21.4, S and W were placed out of each other’s trans-
mission range with A and B in the middle. Due to the limited number of mobile
laptops, W was not deployed as the destination node in the network. Instead, it
served as a forwarding node again. The reason to design such network topology is
that W can monitor multiple neighbors in the network (while lacking of available

Table 21.2 Routing table for scenario 2

Destination Next hop HC St. Seqno Expire Iface Precursor

192.168.1.30 192.168.1.20 2 VAL 24 5367 ath0 192.168.1.10
192.168.1.20 192.168.1.20 1 VAL 1 2366 ath0
192.168.1.10 192.168.1.10 1 VAL 89 4879 ath0

21 Experimenting with Watchdog Implementation 263



ad hoc devices, which is only in this case). To test the watchdog operation in such
scenario, we simply pinged an unreachable IP address i.e., 192.168.1.200.

The following debug output and routing table printout provide information that
verifies the witness of watchdog on A and B in the transmission of RREQs.

Fig. 21.4 Scenario 3: watchdog as destination
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As shown in the context of the output above, the first and last two entries
(highlighted in blue) need to be discussed. The first entry indicates that a new
RREQ is received by watchdog from B (192.168.1.30) and the second entry tells
that B forwarded the RREQ for S (192.168.1.10); whereas, the second last entry
illustrates that the watchdog receives a duplicated RREQ with the same ID from A
(192.168.1.20) and the last entry depicts that A forwarded the RREQ for S
(192.168.1.10).

For other entries, the messages are interpreted in order as follows: The third
entry buffers a record for the RREQ. Entry 4, 5, and 6 display the RREQ infor-
mation (highlighted in red). Entry 7 updates the routing table. Entry 8 adds the
forward route. Entry 9 and 10 indicate the RREQ is forwarded and sent in AODV
message.

The routing table in Table 21.3 above illustrates the establishment of hops of
watchdog with other nodes. As shown in the routing table, watchdog establishes
one hop with both A and B and two hops with S.

Table 21.3 Routing table for scenario 3

Destination Next hop HC St. Seqno Expire Iface

192.168.1.30 192.168.1.30 1 VAL 1 2759 ath0
192.168.1.10 192.168.1.30 2 VAL 2 48 ath0
192.168.1.20 192.168.1.20 1 VAL 1 2760 ath0
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21.4 Conclusion and Future Work

In this experimental study, we have implemented watchdog on a real-life wireless
multihop ad-hoc network testbed, and conducted experiments with different net-
work topologies to test its functionality. The implementation was done on Ad-Hoc
On-Demand Distance Vector (AODV) routing protocol.

The study discussed here has been conducted only with implementing watchdog
to monitor control packets, we are working towards the implementation for
monitoring data packets which will be presented in future. Also, watchdog needs
to be implemented on all nodes, and a detailed study needs to be conducted to
monitor the energy utilization of the nodes under such condition.
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Chapter 22
Power Consumption Evaluation
for Cooperative Localization Services

Patrick Seeling

Abstract Current mobile applications oftentimes require power-consuming
localization services. In this paper, we outline the co-localization approach, where
nodes share their location with peers, enabling a reduction in the costs of locali-
zation when a precise location fix is desired. While several works in this domain
compare the accuracy of localization techniques in cooperative scenarios, we focus
our evaluation on the power consumption and accuracy that can be achieved. We
present a first model and evaluation using statistics and traces derived from two
human mobility models. We find that for 15 min intervals of location requests, a
cooperative localization approach can reduce the costs associated with localization
if half of the nodal peer encounters are with location-sharing nodes and GPS is
usable about half the time.

22.1 Introduction

Location-based services are vital components of many application scenarios in the
mobile design space. Two of the most commonly utilized localization methods are
(i) The satellite-based Global Positioning System (GPS), which delivers a high
accuracy, and (ii) Cellular or other wireless network based (triangulation in some
cases), which typically delivers a rough approximation.

In [1], the authors investigate several different methods of maintaining a
constant location fix on a mobile terminal by different means, amongst them
location sharing of neighboring devices via Bluetooth for different time intervals.
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While for some application scenarios a constant location fix is desirable, other
scenarios, such as the one we consider here, can benefit from regarding a desired
location determination in regular intervals.

Other research efforts in the past were directed at optimizing the cooperation in
localization problems, to a large degree in sensor network environments, see, e.g.,
[2, 3], while other recent research efforts were directed towards cellular networks,
see, e.g., [4–6], and indoor scenarios, see, e.g., [7].

Our approach is different from these previous efforts in that we provide a general
evaluation framework combining the accuracy and the power consumption in coop-
erative (co-) localization and individual localization scenarios. We additionally
broaden the evaluation to include ZigBee-enabled devices for obtaining a close
location fix, as in future networking scenarios, proliferated sensor networks can be
utilized to provide additional information in a localized context even for cellular users.
We utilize previous findings for the power consumption of wireless network interfaces
outlined in, e.g., [8, 9], to determine numeric values for our performance evaluation.

The remainder of this paper is structured as follows. In Sect. 22.2, we present
the overall system approach which we follow throughout the paper and its cor-
responding model in Sect. 22.3. We subsequently provide a numeric performance
analysis of our approach in Sect. 22.4 before we conclude in Sect. 22.5.

22.2 Co-Localization Overview

The co-localization model allows nodes that are unable to obtain a location fix
through GPS or want to conserve battery power to obtain their location infor-
mation through neighboring nodes. The neighboring nodes can be fixed or mobile
and are presumed to update their respective locations over time. We illustrate the
overall co-localization model in Fig. 22.1.

In the co-localization model, the mobile terminal under consideration is
presumed to be able to obtain a location fix at any time through the cellular network
as a fallback. Obtaining the location based on cellular network (including triangu-
lation), however, infers heavy accuracy penalties. In contrast, if being able to use the
GPS, the mobile terminal can determine its location with high accuracy. This,
however, comes typically at the expense of higher power consumption during the
period of obtaining a satellite fix.

If some nodes would share their self-determined location through low-power
local networks, e.g., Bluetooth, other nodes could infer their location based on
signal strength and shared location to an accuracy that is higher than that obtained
through the cellular network (including potential triangulation), but at a cost lower
than incurred by utilizing GPS. This comes especially into play when regarding
indoor scenarios, where a GPS fix might not be possible, however inferring a
location based on nodes close to the outside or sensor networks that announce their
location indoors, e.g., indoor positioning systems, is feasible.

Other Network GPS CoLocation Where am i ? Reference Node Cellular
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22.3 Co-Localization Model

The performance metric we use throughout this paper is the localization cost C,
determined as energy cost of location inaccuracy, i.e., how much energy was spent
on determining the distance from the device from its actual position. Throughout
this paper, we assume that nodes strive to determine their location as accurately as
possible and with the least amount of energy to maximize their utility.

We denote tGPS as the time required to obtain a GPS fix on the current location
and let PGPS denote the power consumed by the mobile device to obtain the GPS
fix. We denote the inaccuracy of an obtained GPS location as IGPS as simple
distance in m from a device’s actual position, e.g., IGPS ¼ 3m. We define

LGPS ¼ tGPS � PGPS � IGPS ð22:1Þ

as performance metric (price) for using the GPS components of the mobile device
in obtaining the current location.

Following the outlined model, we denote the inaccuracy for a location obtained
through Bluetooth as IBT , whereby we assume that a location obtained through
Bluetooth connections is more inaccurate, e.g., IBT ¼ 13m. In this scenario, the
accuracy for Bluetooth is determined by the accuracy of a GPS location fix and
the typical range of a Bluetooth connection, here assumed with 10 meters. We
similarly obtain a ZigBee location accuracy of IZB ¼ 28 m, assuming a general
range of 25 m for ZigBee network nodes. We provide an overview of the assumed
values for the various location technologies evaluated in this paper in Table 22.1.

Other
Network

GPS

CoLocation

Where am I?

Reference 
Node

Cellular

Fig. 22.1 Overview of the
co-localization model, where
a node can obtain its location
through the cellular network,
GPS, other nodes that are
sharing their current or last
location, or other networks,
such as local sensor networks
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In addition to the location determination outlined in Eq. 22.1, the probability
for being able to determine a location through neighbor inquiry has to be taken into
account. Let PðCÞBT ;ZB denote the probability that a neighboring node can be
queried for its location and that the location has been recently obtained (i.e., is
relevant). We denote that GPS can be used (which is not always the case, e.g.,
indoors) using the indicator function Pð�ÞGPS, i.e., if indoors Pð�ÞGPS ¼ 0 and if
outdoors Pð�ÞGPS ¼ 1.

In the following, we assume that the cellular network location is always
available as a fall-back alternative to an initial attempt of co-localization, i.e., the
mobile device is presumed to be always connected to a cellular network. perfor-
mance metric

CGPS ¼Pð�ÞGPS � LGPS

þ ð1� Pð�ÞGPSÞ � ðLGPS þ LNETÞ;

where LNET ¼ tNET � PNET � INET and LGPS as in Eq. 22.1.
In turn, we derive the Bluetooth co-localization performance metric as

CBT ¼ LBT þ ð1� PðCÞBTÞ � ðLBT þ CGPSÞ ð22:3Þ

and the ZigBee co-localization performance metric synonymously. Using the
values outlined in Table 22.1, we calculate CNET ¼ 250[Wsm] and using Eq. 22.2,
we calculate CGPS ¼ 18 [Wsm] for outdoors and CGPS ¼ 268 [Wsm] for indoors.

22.4 Performance Evaluation

For an initial evaluation of the advantage of the co-localization approach, we use a
Bluetooth scenario. Initially, we need to quantify PðCBTÞ as function of (i) the
probability that other nodes are encountered and in range PðeÞ, (ii) the probability
that the encounter lasts for more than the time required to scan for devices and
services Pðtenc� tBTÞ and (iii) The probability that the node encountered for a
specific time shares its location PðSÞ. In the following, we evaluate the co-local-
ization approach based on two exemplary Human Mobility Models (HMM),
referring to, e.g., [10], for a comparative overview of mobility models.

Table 22.1 Typical values for the location determination using GPS, cellular network, Bluetooth
and ZigBee radio interfaces

Type Time Power Inaccuracy L
Type t [s] P [W] I [m] [Wsm]

GPS 15 0.4 3 18
Network (NET) 1 0.25 1,000 250
Bluetooth (BT) 5 0.15 13 9.75
ZigBee (ZB) 3 0.075 28 6.3
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22.4.1 Working Day Model

We use the contact durations presented in [11] as Pðtenc� 14sÞ � 0:85 and the
probability for an encounter given that a location determination is required can be
estimated similarly from [11] as PðeÞ � 0:4 assuming that approximately every
15 min a localization is required. (We note that this is in contrast to [1], where
continuous localization requirements are assumed.) Using these example values,
we can calculate PðCBTÞ � 0:17, assuming that about half the encountered nodes
share their location, i.e., assuming PðSÞ ¼ 0:5. This yields an approximate CBT �
240 [Wsm] indoors and CBT � 33 [Wsm] outdoors. Similarly, we obtain CZB �
240 [Wsm] indoors and CZB � 33 [Wsm] outdoors for ZigBee localization,
assuming PðCZBÞ ¼ 0:2.

We note that for this scenario, it is always beneficial for a node to use the co-
localization approach when inside and requiring location updates approximately
every 15 min. Overall, we note that this model follows the typical preference of
power consumption of the different network technologies in play.

22.4.2 Small World in Motion Traces

In the following, we evaluate the performance of the different co-localization
approaches based on the traces generated by the Small World in Motion (SWIM)
model’s implementation [12]. Specifically, we evaluate the Cambridge and Infocom
original as well as phoenix-scaled traces from 2006, which are publicly available at
[13]. These traces contain the meeting and leaving timestamps for 2,000 nodes
generated by the SWIM model and based on original captured data. We perform
additional processing on these traces by initially dropping entries for which no
meeting match can be found (i.e., where we cannot calculate a connection dura-
tion). Note that we assume that an encounter in the trace files corresponds to the
nodes being in range, independently of the network technology used for location
sharing. Next, we calculate the connection durations at the full second time scale
and calculate the probabilities for an encounter lasting at least tBT ; tZB seconds from
the thus generated data as PðT � tBT ;ZBÞ for each trace as in Table 22.2.

In addition, we calculate the probability for an encounter occurring with a node
that shares its location and assume that half of the nodes observed will be sharing
their location with others. For this outlined scenario, we determine the probability
for an encounter with a sharing node as follows. We assume that all even num-
bered nodes in the traces have sharing enabled, while all uneven numbered nodes
in the trace have location sharing disabled. From the trace, we can directly
determine the probability of encounters of even nodes, assuming Independence of
both underlying events. From the various traces, we furthermore determine the
average inter-arrival times for meeting a location-sharing node as in Table 22.2,
assuming an exponential distribution. We illustrate the resulting probabilities of
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successful determination of a location by using a nearby node in Fig. 22.2 for
Bluetooth and in Fig. 22.2 for ZigBee.

We observe that for Bluetooth and ZigBee cases alike, the scaled traces yield
higher probabilities of encountering a sharing node compared to their unscaled

Table 22.2 Probabilities for nodal encounter lasting at least tBT ; tZB seconds and inter-arrival
times for the encounters captured in the original and scaled Cambridge 2006 and Infocom 2006
SWIM traces [12]

Cambridge Infocom

Original Scaled Original Scaled

PðT � tBT Þ 0.23659 0.049458 0.19354 0.05473
PðT � tZBÞ 0.28699 0.059955 0.23533 0.06642

k�1 1872.6 364.76 370.56 102.94
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counterparts. We additionally observe that the overall chance of encountering a
sharing node using the Cambridge traces is fairly small (around five percent) when
compared to the unscaled Infocom trace, which approaches 18 and 21 for Blue-
tooth and ZigBee cases, respectively.

Next, we investigate the effect of these probabilities on the co-localization
performance metric for the Bluetooth scenario, noting that the ZigBee approach
yields similar results. We illustrate the co-localization costs as function of the
probability of encountering a sharing node as CBT in Fig. 22.3 for indoors and
outdoors.

We observe that for the indoors case, the co-localization costs are significantly
higher than for the network-based localization costs for both Cambridge and the
scaled Infocom traces for times of encountering sharing nodes. The unscaled
Infocom trace, however, exhibits a break-even point, after which a cost-minimizing
node would benefit from switching to the co-localization approach and first attempt
to discover its location based on neighboring peers. In the outdoors scenario illus-
trated in Fig. 22.3, we observe that the costs associated with the co-localization
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approach cannot reach the assumed low localization costs for GPS-based location
determination. This can readily be explained with the low probability of encoun-
tering a sharing node as well as the smaller differences in location inaccuracy and
power, which results in closer values of CBT and CGPS when Pð�Þ ¼ 1.

The break-even case occurs at 444 integer seconds of time to encounter a
sharing node in the unscaled Infocom scenario, i.e., here would be indifference
between choosing the co-localization or the network approach when regarding the
indoors scenario. We now investigate the influence of the probability of being
inside (or the assumed fraction of time a node spends inside) on the costs of the
co-localization approach in comparison to the GPS costs in Fig. 22.4.

We note that throughout the range of possibilities of the GPS acquiring a fix by
being outside, using the co-localization approach with Bluetooth based on the
unscaled Cambridge trace never yields a benefit. For movement patterns that are
based on the unscaled Infocom trace, however, we note that the costs for using the
co-localization approach are lower if approximately half the time a GPS fix is not
possible.

22.5 Conclusion and Outlook

In this paper, we introduced the co-localization approach for localization of nodes
through neighboring nodes. Through evaluation of a cost-based function that
incorporates location inaccuracy and power used with human mobility models, we
found that this is a feasible approach which minimizes localization costs if overall
nodes spend approximately half their time in places without GPS access and half
of the encountered peer nodes share their location with others.

In future works, we intend to (i) Perform simulations to validate our approach in
dynamic environments and (ii) Develop demonstration implementations across
multiple mobile operating systems to evaluate the actual device-specific saving
that can be realized following our approach.
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Chapter 23
A Modified Banker’s Algorithm

Youming Li

Abstract In this paper, we propose a new algorithm for the classical deadlock
avoidance problem. The new algorithm has the simplicity as Banker’s algorithm in
terms of data structures used in the algorithm; in particular, there is no graph
model of any kind is required. The original Banker’s algorithm has time
complexity of O(n3d), where n is the number of processes and d is the number of
resources (as per certain literatures, it is misquoted as H (n2d) which refers as the
safety check part), in comparison, our algorithm has time complexity of
O(n2d2 ? ndM), where M is the total number of resource units. When the total
resource units are fixed as a constant and number of resource types is fixed, which
is a reasonable assumption, the complexity of our algorithm is O(n2d2), a signif-
icant improvement over the original Banker’s algorithm. The space-complexity of
our algorithm is O(nd2) which is worse than the original Banker’s algorithm.

23.1 Introduction

In operating systems, there exist at least three strategies dealing with deadlocks for
concurrent processes, namely deadlock prevention, avoidance and detection, in the
decreasing order of handling extent. There are numerous literatures on deadlock
detection and avoidance. To name a few, [1–5] and [6, 7] are among classical
papers. See also textbooks [8, 9] on operating systems. Our late works [10, 11]
proposed two algorithms for the deadlock detection.

Y. Li (&)
Department of Computer Sciences, Georgia Southern University,
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Deadlock avoidance tries to contain the system in a safe state so the deadlock
will never occur; The Banker’s algorithm is a classical algorithm on deadlock
avoidance. We shall study this algorithm by proposing a new algorithm for its core
part, namely the safe state detection.

We first introduce the related context and terminologies that will be used
throughout in this paper. In a concurrent computer system, let
S ¼ fPi : i ¼ 1; . . .; ng be a set of n processes, and f Tj : j ¼ 1; . . .; dg be a set
of d reusable resources types competed by the processes. Each resource type has
the Mj available units in total. Each process Pi is already allocated with the
resources, grouped as a vector Ai ¼ ai1; . . .; aidð Þt. At the same time, it is
requesting additional resources, grouped as a vector Ri ¼ ri1; . . .; ridð Þt. Further
each process has a maximum demand vector Xi ¼ ðxi1; . . . xidÞt for the resources.

The core of the Banker’s algorithm is the safe state detection. The system is
said to be in a safe state if there exists a sequence of execution so that the deadlock
can be avoided. Namely for there exists a r 2 Sn the permutation group on the set
f1; . . .; ng; so that

RrðiÞ � F þ
X

1� k� i�1
ArðkÞ

Here F ¼ ðf1; . . .; fdÞt is the free resource vector, and the addition and
comparison for vectors is done component-wise.

The safety detection part in the original Banker’s algorithm is basically a
sequence of linear searches with each step being finding a process whose request
vector is less than or equal to the current available resource vector. Therefore the
worst time-complexity for this part is of the order

P
1� k� n ðdkÞ ¼ H n2d

� �
.

Finally, the whole Banker’s algorithm tests safety property by pretending the
resource request for each process is satisfied. Thus the total complexity for the
Banker’s algorithm is thus of order Oðn3dÞ.

Although the polynomial dependence of the complexity on n makes it tractable,
the cubic dependence is undesirable when the number of processes is large. In this
paper, we propose a strategy to handle the safe state detection part with the time-
complexity that is roughly linearly dependent on the number of processes. More
specifically, the safety detection part algorithm is of the time-complexity
O½ðnd þ

P
1� j� d M jÞd�.

Thus the complexity for the Banker’s algorithm is

O½ðnd þ
X

1� k� d
M kÞnd�;

which is of quadratic dependence on the number of processes.
A realistically reasonable assumption is that the numbers of resource type Mk

are fixed constants (and relatively small). In this case, the complexity of the newer
Banker’s algorithm is of the order

Oðd2n2 þ Cnd2Þ ¼ Oðn2d2Þ:
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This can be further reduced to Oðn2Þ when the number of processes is much
larger than the number of resource types and total units of each resource type.

For the space-complexity, our algorithm is slightly worse than that of the original
Banker’s algorithm depending on d, the size of the number of resource types.

23.2 Description of the Algorithm

Now we describe the algorithm that is based on a kind of greedy method. We use a
modified ‘‘Algorithm B’’ from our early work [11]. That algorithm was created for
deadlock detection. We stress that the safe state detection algorithm is the logical
negation in terms of the output, of the deadlock detection algorithm. Therefore
they have the same time complexity. Here, for the sake of completeness, we shall
briefly describe the safety detection algorithm in its own context for the purpose of
deadlock avoidance, and simplified in a number of ways.

23.2.1 The Description of Safety Detection Algorithm

Input with Data Structures: System of n processes with the following information:
the total available resource vector M ¼ M1; . . .; Mdð Þt, the processes’ allocated
resource matrix A ¼ A1; . . .; Anð Þ; the processes’ resource requesting matrix
R ¼ R1; . . .; Rnð Þ, and the processes’ maximum demand matrix
X ¼ X1; . . .; Xnð Þ.

Output: TRUE is the system can be made safe, namely, deadlock free; FALSE
otherwise.

Extra Data Structures: d permutations on the set 1; . . .; nf g and d 9 d matrix
of permutations. The first one can be implemented as n 9 d matrix or a
two-dimensional array, and second one as a three-dimensional d 9 d 9 n array.

Steps:

1. Compute resource available vector F ¼ M � A;
2. Trivial Rejection Check: If any column of R is not less than either F or the

corresponding column in the maximum demand matrix X, return FALSE;
3. Use counting sort algorithm to sort each resource types request vector by the

processes; record the permutation vector S ¼ s1; . . .; sdð Þ Compute the d x d
permutation matrix T ¼ tij

� �
where til ¼ sis�1

j for all i, j from 1 to d.
4. Greedily checks which process can have its request satisfied. This is done by

fixing all and any resource type i check largest position in the sorted resource
vector in Rsi whose value is less than Fs. To verify that this last position’s
corresponding process, say process m, can have its request satisfied for all other
resource types, the algorithm simply uses the already computed permutations
p**m from the permutation matrix P, to do a trivial comparison to other
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available resource types. Further if the process is verified satisfied for a
resource type, it will not be verified in the next iteration.
There are 2 possibilities in Step 4

(i) The algorithm cannot find a process with its resource request being satisfied.
In this case, simply return FALSE.

(ii) The algorithm found a process with its all resource type satisfied. In this
case, the algorithm de-allocates the process’s allocation vector (making it
available) and repeats Step 4 for other processes:

F ¼ F þ Ak

5. Return TRUE.

23.2.2 Time and Space Complexities

The core difference between our safety detection algorithm and the one used in
original Banker’s algorithm is of course the Step 4. Here we used top-down
approach guided by greedy philosophy. Namely the algorithm always selects a
process with largest request for a resource type, in the hope that if it can be
scheduled, it then releases largest free resource allocation for that type. The time
efficiency of our algorithm lies in the pre-computed permutation matrix which
keeps track of all sorted order requests, and the fact that this checking process is
done in a disjoint way, i.e., if the process is already checked against a resource
type, then next iteration will skip the very same procedure. The correctness of the
algorithm can be proved similarly as in [10].

We omit here the full analysis of the time complexity as it is similar to the
Algorithm B in [11]. But we briefly list it for each step.

Step 1 takes O(d). Step 2 takes O(n). Step 3 takes Oðdnþ ðM1 þ . . . þMdÞÞ
for the courting sort part. The construction of the permutation matrix takes
O(d2n) as each entry in the matrix takes O(n) to complete (See the Lemma in [11]).
Step 4 worst case time (with all possible iterations) takes O d dnþM1ðð
þ. . .:þMdÞÞ.

Therefore the entire safety detection algorithm has time-complexity of Oðd2n
þ d

P
1� j� d MjÞ:

We now find the space-complexity. We note it is more than that of the original
safety state detection algorithm mainly due to the storage requirement for the
permutation matrix. More specifically the space-complexity for the Extra Data
Structure part in the algorithm is O dnþ d2nð Þ ¼ O d2nð Þ. Here the unit of the
complexity is the storage for a single integer type. This is d-time worse than that of
the original algorithm.

We now can apply the safety detection algorithm to Banker’s algorithm. The
most obvious way is to linearly check the safety for each process assuming it is
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pre-allocated to the system. With this approach, the time complexity of the
Banker’s algorithm is Oðd2n2 þ dn

P
1� j� d MjÞ.

Assuming the Mj are small and fixed, then the time-complexity for the Banker’s
algorithm is O(d2n2) with the linear series of applications of our safety detection
algorithm.

23.3 Conclusion and Further Consideration

We have obtained an improved algorithm over the original Banker’s algorithm for
deadlock avoidance for concurrent systems with reusable resource types. This new
algorithm has the main advantage being n-times faster than the original Banker’s
algorithm, when the number of resource types is fixed and the maximum number
of units for each resource is fixed; this is a reasonable assumption in practice.

There is further possibility on the improvements of the Banker’s algorithm by a
different application of our safety detection algorithm other than the linear veri-
fication for each process assuming it is pre-allocated. We will investigate this
potentially new strategy. Currently, we expect that it can be incorporated in the
safety detection algorithm, and it can achieve the overall time-complexity of the
Banker’s algorithm to be O d2n log nð Þð Þ, again assuming Mj are fixed constants.
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Chapter 24
Courses Enrollment Pattern Analysis

Nur Fatihah Abdul Rahim, Shakirah Mohd Taib
and Saipunidzam Mahamad

Abstract Continuous research and works on the implementation of Apriori
algorithm into educational environment proved that Association rule has evolved.
This paper analyze enrollment pattern of final semester students from a university
and discover interesting knowledge that may help the timetable committee in
reducing clash conflict and for future decision making along the gradual process.
The factor of clash conflict has been identified based on increasing number group
of students whose did not follow the course structure guideline that has been
designed for them. By producing prototype that adopts Apriori algorithm, it
reveals the strong rules based on the extracted data. It is potential to apply into
existing timetable preparation process to added new value in order to increase
system performance while reduce number of class clashes. The rules or patterns
produced by the prototype will then be compared with the existing course structure
to evaluate the similarity and connection between courses.

N. F. A. Rahim (&) � S. M. Taib � S. Mahamad
Faculty of Science and Information Technology, Department of Computer and Information
Sciences, Universiti Teknologi Petronas, Bandar Seri Iskandar, 31550
ronoh, Perak, Malaysia
e-mail: fathafazwan@gmail.com

S. M. Taib
e-mail: shakita@petronas.com.my

S. Mahamad
e-mail: saipunidzam_mahamad@petronas.com.my

K. Elleithy and T. Sobh (eds.), Innovations and Advances in Computer, Information,
Systems Sciences, and Engineering, Lecture Notes in Electrical Engineering 152,
DOI: 10.1007/978-1-4614-3535-8_24, � Springer Science+Business Media New York 2013

283



24.1 Introduction

Scheduling is an essential business process where every organizations and learning
institutions nowadays start to implement a systematic procedures or steps to
overcome any clash or business interruption. This kind of interruption leads to low
performance, increase number of complaints, data redundancy and unreliable
output. In order to gain comprehensive satisfaction from both internal and external
party in the organization, data mining framework has been practice into the pro-
cess. The initial idea of Association Rule Discovery is to achieve cost optimization
being implemented by market analyst by studying the behavior of their customer
on the purchasing trend. This study adopts the same concept in a different domain,
which is education and focuses on analyzing enrollment patterns in higher edu-
cation institutions.

The scheduling process in any learning institution involves many stages or
activities before the course timetable produced [1]. Usually before the arrangement
starts, timetable’s committee set a meeting to discuss the historical data from past
enrollment. Despite analyzing the historical data by using spreadsheets and display
the statistics by visual aids, with adoption of Association Rule technique; Apriori,
can benefit the academic committee by predicting possible clashes for the coming
semester.

The potential core problem of conflict has been identified by the respective
institution which is the unusual enrollment made by some students instead of
referring to the recommended modules set by the institution itself. For this study,
enrollment data of final semester students is referred as a case study since there is
high possibility of timetable problem for this group. Priority was given to this
group pertaining to the completion of study may affect other group that follow the
standard course structure designed by registrar department.

This paper presents the analysis on course enrollment at the university using
Apriori algorithm by exploring the output of new knowledge or interesting rules.
The analysis gathered the course enrollment pattern with the concept of Associ-
ation Rule Discovery into timetable preparation process. The project is designed
for the timetable committee during timetable preparation phase as an added value
to discover previous enrollment pattern by students. Prior to complexity issue
produce by large database, data training or testing data is created to be use during
the testing and analysis stages

24.2 Concept and Theory

24.2.1 Timetabling Process

Timetabling or scheduling is process of setting an order and time for planned
events. It is all about arranging a series of learning subject for the given time.
According to [1] research journal, ‘‘course scheduling in colleges and universities is
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an NP-complete operation’’ which means that the computational time required to
find the solution increases exponentially with problem size. Clashing occur if the
timetabling team place less priority to students as supported by [2] ‘‘… timetables
are planned according to the characteristic of individual departments and institutes,
with little attention to students’ interest and needs in career development’’.

According to [3], the problem of timetabling is to assign various resources to the
timetable that consistent with the following two fundamental constraints; neither
students nor staff can be in more than one place at once and there must be enough
space for the students in all venues. Thus, this paper discusses the significance of
identified patterns in students’ enrollment data that offers helpful and constructive
recommendations to the academic planners to enhance their timetabling process.

24.2.2 Apriori Algorithm

Due to excessive amount of data produced by any transactional system urged data
mining researchers to discover pattern and find useful information or knowledge to
improve business process in the related area. Apparently mining association rules
are widely implemented in marketing, sales forecasting, inventory management
and other related fields.

Apriori principle relies on the concept of support, s and confidence, c.

A! B ð24:1Þ

For instance, when equation in (24.1) applied, s define as a fraction of trans-
action that contain both A and B, while confidence, c measures how often items in
B appear in transactions that contain A. Apriori algorithm was pioneered in 1994
and became as a reference to solve association rules [4]. Based on its principle, if
the itemset is frequent, then all of its subsets must also be frequent [5]. Frequent
itemset is when support satisfies the minimum support set by user. First, the set of
frequent 1-itemsets is found. This set is representing L1 and then L1 is used to
generate candidate of L2, the set of frequent for 2-itemsets, which is used to create
the next generation of L3, and so on, until it converged where no more frequent k-
itemsets can be created. During the process, those infrequent itemsets are elimi-
nated by applying pruning if not satisfy the minsup. Hence, k passes on the
database where k is size of the largest frequent itemset. This will lead to the
drawback of algorithm if size of k is extreme large.

24.2.3 Evolution of Association Rules Discovery

The ideal data mining starts with retail stores in analyzing customer behavior and
focus on cross-selling strategy. Data mining is widely applied in business appli-
cations including market segmentation, customer profiling, fraud detection, eval-
uation of retail promotions, credit risk analysis for insurance policy, and in some
military operations [6]. Now, data mining or as known as Knowledge Discovery
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could be applied to others industries including education. Educational data mining
is an interesting research area, which extracts useful, previously unknown patterns
from educational database for better understanding, improved educational per-
formance and assessment of the student learning process [7]. It is concerned with
developing methods for exploring the unique types of data that come from edu-
cational environment which include students’ results repository.

A study has been made by [8] regarding the implementation of association rule
to identify students’ failure patterns. The identified patterns are analyzed to offer a
helpful and constructive recommendations to the academic planners in higher
institutions of learning to enhance their decision making process. Intensive
research on association rules improved the effectiveness of educational purposes.
The domain knowledge in data mining is essential in association rule mining in
order to find fast and effective association rule mining algorithm [9].

24.3 System Design

The project development is segmented into three phases:

24.3.1 Phase 1: Planning and Critical Review
of Related Works

The problem has been identified and study of project background, which is on
timetable preparation process applied to schools, colleges and universities done on
this stage. The study of project background is conducted through interview session at
and survey is conducted to final year students. Likewise, the critical review of
existing data mining applications in the market is performed in literature review part.

24.3.2 Phase 2: Data Mining Processes and Analytical
Technique

Enrollment data from previous semesters were collected. However, for the purpose
of data integrity only several data that correlated to the project were selected and
were cleaned through preprocessing before mining process. Algorithm was tested
and the process of determine suitable parameters: minsup and minconf for the
prototype is necessary to produce adequate rules.

24.3.3 Phase 3: Design and Pattern Analysis

The prototype was designed specifically to help the timetable committee to prepare
a forecasting report based on student enrollment data in term of unusual
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enrollment that may lead to conflict problem, pattern of specific group of students,
and which subjects that the students will preferably enroll together based on the
study of their past enrollment patterns. Figure 24.1 shows the overall project
activities.

24.4 Result and Discussion

Data gathering process aims to collect as much information about the entire
project. Therefore two methods are involved in collecting data, which are survey
and interview at Universiti Tekonologi Petronas (UTP) as a case study. A total of
94 respondents from different programmes of final year students at the university
participated in these survey and interview.

Figure 24.2 shows the methods used by the students on selecting the course for
the course enrollment. There are 56.4 % of the students were choose the ideal
method by following the course structure in the university guideline. About
29.8 % of them made the decision based on the classmates’ preference. Mean-
while, another 13.8 % of the students are following the course structure that

Fig. 24.1 Mining process
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recommends them to register based course availability or following a suggestion
from seniors. Thus, such situation will derived a problem likes timetable clashing.

The prototype of the system comprises of three main functions as shown in
Fig. 24.3.

• Read file and extract data
Students’ enrollment data were in.txt format

• Run Apriori analysis
The program starts when user clicks on button run. It will display k-itemset and
any subjects that meet the parameters set by program as rules.

• Compare rules generated with generic course structure
Rules generated by the system then being compared with the generic course
structure designed by the university.

In the development process, the parameters for this system; minimum confi-
dence, minsup and minimum confidence, minconf were set as 6 and 0.9 respec-
tively. An association rule is interesting if it satisfies user-specified minsup and
minconf. There are no specific guidelines in setting both parameters. According to
the interestingness of s and c stated by [10] if minsup is low, we may extract too
many spurious patterns involving items with substantially different support level. It
means that too many items may leads to overfitting data. Likewise, if minsup is
high, we may miss many interesting patterns occurring at low levels of support
because the frequent itemset only exist when support more or equal to minsup.
Usually minsup is set by the user lower than the minconf itself.

Figure 24.4 shows the general pseudocode to implement Apriori algorithm into
the system.

While Fig. 24.5 shows the simple steps that were developed based on Apriori
algoritm.

Fig. 24.2 Methods of choosing subject in next enrollment
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The interestingness of association rule can be described as shown in Table 24.1
where we manipulate minsup and minconf to find the best parameters to be set in
the system prototype.

Table 24.2 shows data of students’ enrollments from final semester students in
Business Information Systems (BIS) for data testing purposes.

Figure 24.6 shows the output of association rules with 4 rules generated from
the system. All rules are 100 % strong in confidence, which mean the relationship

Update course structure database

Select file to be analyzed

Run Apriori

View results

Compare rules generated with course structure

View candidate 
itemsets analysis

View frequent 
itemsets analysis

View Apriori rules 
analysis

Fig. 24.3 System activity
diagram

L1 = {large 1-itemsets}
For (k=2; Lk-1 )≠ ; k++) do begin
Ck =apriori-gen(Lk-1); // new candidates

Forall transactions t D do begin 
C’t = subset (Ck,t) //candidates 
cointained in t

Forall candidates c Ct do 
c.count++

end
Lk = {c Ct | c.count ≥  minsup}

end
return UkLk

Ø

∈

∈

∈

Fig. 24.4 Apriori algorithm
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between items is equal, or above minsup and minconf. For instance, the rule of
SAB4343 ! TAB 4014 indicates that subject of SAB4343 (Data Mining and
Knowledge Discovery) will be enrolled together with TAB 4014 (Final Year
Project II) by most of BIS students in their final semester. Apparently, course
SAB4343 is not in their module structure at that semester. This unusual enrollment
will be an input delivered to timetable planner for further analysis.

Based on the interview conducted, the reason why the major subjects are not
included in final semester of BIS study is to allow students to focus on their final
year project. But somehow, rules generated by Apriori may support the relevancy
of course structure designed by university as shown in Table 24 3. Both courses
are related in the existing course structure by the rule of MPW2133 ? TAB 4014.

Fig. 24.5 Steps of
implementation

Table 24.1 Relationship between miniconf and minsup and number of rules generated

Sample of data (program) minsup 6 6 7 7
minconf 0.8 0.9 0.8 0.9

ME #rules 8 5 8 5
CHE #rules 2 2 2 2
BIS #rules 4 4 2 2
ICT #rules 31 22 9 3
CV #rules 12 11 1 13
EE #rules 43 21 43 21
PE #rules 68 68 68 68
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24.5 Conclusion

This project highlights the importance of data mining technique to discover hidden
pattern on students’ enrollment. The new knowledge that is an enrollment pattern
was discovered by the prototype is recommended to be included during the
timetable preparation process. The result shows the association rules discovery on
the enrollment data would benefit the planners as it reveals the types of students’
group and their behavior towards course enrollment. They can predict which
courses that are commonly enrolled together and compare with the existing course
structure set by the university. For future system development, this prototype
should be extended with some additional functions such as graph aids and auto-
mated pattern interpretation.

Table 24.2 Sample dataset of bis final semester students

STUDENT SUBJECT1 SUBJECT2 SUBJECT3 SUBJECT4

S1 GAB3113 HAB2043 SAB4343 TAB 4014
S2 GAB3113 HAB2043 SAB4343, TAB 4014
S3 GAB3113 HAB2043 SAB4343 TAB 4014
S4 GAB3023 SAB4333 SAB4343 TAB 4014
S5 GAB3023 SAB4333 SAB4343 TAB 4014
S6 GAB3023 GAB3143 MPW2133 TAB 4014
S7 GAB3023 GAB3143 MPW2133 TAB 4014
S8 GAB3013 GAB3023 SAB4223 TAB 4014
Sn .. .. .. ..

Fig. 24.6 Generated
association rules

Table 24.3 Generic cources structure for bis final semester

Subject Course code

Final year project II TAB 4014
Small business

Entrepreneurship
GAB3093

Corporate ethics GAB3013
Malaysian studies MPW2133
aAny minor electives GAB3023, GAB3073, GAB3083, GAB 3123, GAB 3133, GAB3143,

GAB3103, GAB3063, GAB3053, GAB2043, GAB3113, GAB3153
a It can be more than one at one enrollment
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Chapter 25
Integration of Safety and Smartness Using
Cloud Services: An Insight to Future

Neha Tekriwal, Madhumita and P. Venkata Krishna

Abstract The problem of terrorist attacks has become a critical issue in today’s
world. To provide maximum security to the people, fastest detection and evacu-
ation means are required. We aim at integrating intelligence and smartness using
cloud based services to enable public safety. A smart city has a ubiquity of
technology and inter-connected with government and private sub-systems to
provide early response and security to the people. In this paper, we discuss an
approach to detect remote explosives using wireless sensors and generate different
levels of alert to notify the public. Using GPS tracking technology, the shortest
routes are shown to users. Thus by integrating existing with upcoming technology,
we provide a solution to make smarter and timelier decisions.

25.1 Introduction

In a country like India where there is a high rate of terrorist and criminal activities,
security and safety of the general public has become one of the most important
concerns of the government. According to data from the South Asia Terrorism
Portal database [1] there were 1902 deaths in India in 2010 due to terrorist and
insurgent activities. There has been a significant rise in the use of Improvised
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Explosive Devices (IED). There has been 1062 effective and successful IED
attacks in 2010 in Afghanistan. Around 273 monthly IED attacks take place
outside Iraq and Afghanistan [2]. The main issue that lies here is how to safeguard
the lives of innocent people who are victim of such atrocities. Though the smart
city concept is new, there is a lot that can be done in this field.

In a smart city, life of the people is made easy with the ubiquity of technology.
There will be devices and systems such as wireless sensor networks, radio fre-
quency identification (RFID), wireless and mobile communications and internet-
enabled devices. A wireless sensor network is a wireless network consisting of
devices using sensors deployed at different locations to monitor the environment.
These sensors contain a network topology where each node is connected to the
main node called the base station which act as a gateway between the end users
and the sensor nodes. These sensor nodes are also called motes which commu-
nicate with the other connected nodes to process and collect the information.

These technologies are being used more and more for accessing and processing
information as well as communication. U-city is an urban development in the field
of smart city [3]. It is designed to focus on the users, and provide personalized
service and user interface for all the citizens. The U-city aims at proposing an
electronic lifestyle, such that the interactions take place through ubiquitous
computing. This city is under development and currently operational. Smart city
aims at networking the entire city such that each person and device is inter-
connected to each other. High speed unlimited internet connection is available to
all. In the system individuals are connected to a cloud network. Internet based
cloud computing for data collection and monitoring is done.

Cloud Computing refers to the integration of hardware and software services
over the internet to provide multiple access in terms of applications and resources.
These cloud networks are further connected to other clouds to form a network of
cloud. This cloud network becomes the platform for data monitoring and surveil-
lance. Figure 25.1 defines the cloud architecture that will be used in the proposed
architecture. The data from the sensors is streamed to the analytic software running
on the cloud [4]. The system is beneficial in the terms of real-time processing and
accessing of data and information. Cloud computing provides a scalable processing
power as there are multiple networks being used and reduces the overall cost factor
in the deployment of network. Thus, this system enhances the applicability and
pertinence of the data being monitored and improves the decision making.

The future of the smart city in India revamps the existing security and safety
assessments. The system aims at securing public places by monitoring any threats
like explosives or arms (Fig. 25.2).

The remainder of this paper is structured as follows. Section 25.2 tells us about
the related work, Sect. 25.3 presents the solving approach to provide public safety
in the smart city. We have subdivided this section into two parts. Section 25.3.1
gives an overview of the architecture proposed and Sect. 25.3.2 provides the
strategy proposed. Section 25.4 deals with the challenging issues and Sect. 25.5
provides some countermeasures in case of GPS failure. Section 25.6 presents the
conclusions and results.
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25.2 Related Works

We present here some work that has been done in this field in the literature. One of
the ongoing projects to detect explosive threats is Bomb factory detection by
Network of Advanced Sensors (BONAS) [5]. In this project, the explosive sensors
are deployed in sensitive locations and concealed easily, to detect the precursors
used in IED productions.

Researchers at the Fraunhofer Institute for Communication, Information Pro-
cessing and Ergonomics FKIE in Wachtberg have built a prototype security system
Hazardous Material Localization and Person Tracking (HAMLeT) to alert security
personnel to suspicious individuals by tracking down hidden explosives [6].

There is another ongoing research by a group from Kingston University’s Digital
Imaging Research Center (DIRC), to develop a system to automatically analyze
multi-camera networks and footage before and after any trigger incident [7].

Fig. 25.1 Integration of sensors with cloud services

Fig. 25.2 Cloud network
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A ‘Tag and Track’ surveillance system was developed by security company
Ipsotek [8]. This system can allow security to tag suspicious individuals, and track
them across multiple cameras.

Another method that has been proposed is wireless sensing of bombs using
neural networks, and positioning through Kalman Filter and GPS tracking [9].

iWEDS (Intelligent explosive detection and terrorist tracking system using
wireless sensor network) proposes a method to track explosives through gas and
chemical sensors [10]. The two outputs are combined and the explosive name is
retrieved from the database. The trigger control unit informs the neighbors to track
the target.

The past works enable us to know the presence of explosives, and in some
cases, their location or type. There is no method proposed for evacuation of the
people in the area without creating panic. There is no mechanism to alert the
people. Also, there is no method proposed lest the GPS tracker should fail to work.

In this paper, we propose an explosive detection and evacuation plan to alert
and secure the people of any threat. We also propose alternative methods to
employ in case of GPS failure.

25.3 Solving Approach

The explosive sensors are deployed in the entire city. The nanosensors provide a
full-fledged platform for the trace detection of explosives [11]. It allows mass
deployment of these tiny sensors in the public hotspots at inexpensive rate. In a
multi-integrated environment the application of chemo-sensors and nano sensors
for security operation and diligence can be accomplished.

Wireless sensor connectivity is provided to everyone in the smart city at all the
public hotspots and the Global Positioning System (GPS) [12] tracker is enabled to
pull the instantaneous locations of the users connected to it. High security evac-
uation points are constructed. The positions of evacuation points in the area are
overlaid on maps using Google Map API.

We have designed a rough solution for providing safety in a smart city archi-
tecture and proposed the evacuation plan in case of any attack in the next sub-
section.

25.3.1 Architecture

In our architecture (see Fig. 25.3), we have used the state-of-the-art sensors,
CCTVs, facial recognition software, Global Positioning Satellites, and interactive
screens which are described below.

State-of-the-art explosive sensors. These sensors monitor the environment to
detect traces of chemicals in air. These sensors are capable of detecting hidden
explosives and can be very effective in providing a warning in advance [13].
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CCTVs. The CCTV cameras are installed at every hotspot. They continuously
process the images of the entire area, in order to keep a track of events occurring
there.

Facial recognition software. This software processes the scanned images
obtained by CCTVs to identify the individuals uniquely by comparing it to the
existing database [14].

Global Positioning Satellites. This is satellite based navigation system that
gives the location-based information. This location positioning technique is used
to locate the users in an area, and to generate the shortest route to the nearest
evacuation point.

Interactive screens. Interactive public displays are large screen digital displays
that can interact with users and return the data collected over the network. These
screens are used to display the alert status and the evacuation routes to the user
[15].

Fig. 25.3 Design of a Smart City to implement safety
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In this design, a central surveillance system acts as a backbone for monitoring
the entire city through cloud services. The sensors send the data gathered to the
‘central nervous system’ dynamically. The design shows the alerts generated on
detecting any explosive which is then displayed on public displays and internet-
enabled devices along with the evacuation routes. This design is multi purposed
and can be used in other services like traffic monitoring, pollution control, user
interfaces etc. depending upon the sensors used.

25.3.2 Remote Explosive Detection and Evacuation Plan

The hotspots are continuously monitored and tracked. The data collected at dif-
ferent hotspots are shared using cloud network to provide central assessment and
monitoring of the city. The tracking process follows the following Remote
Explosive Detection and Evacuation Plan (REDEP) (see Fig. 25.4):

1. All the nodes are initialized and synchronized.
2. The CCTVs return the images of everyone in the area.
3. Facial recognition software uniquely identifies the individuals.
4. Individuals with a history of criminal records cause a variable ‘criminal’ to be

set as true.
5. The state-of-art sensors detect the chemical traces of explosive vapors in air,

and sets a variable ‘evacuation’ to be true.
6. The output from 4 and 5 are used to generate alert levels:

(a) If ‘evacuation’ is true, high level alert is generated and evacuation plan is
followed.

(b) If ‘criminal’ is true, medium level alert is generated, and surveillance team
gets into action to verify the alert.

(c) If complaints about local crimes have been lodged, then a low level alert is
generated.

For the evacuation plan, an alert message is broadcast to the immediate cloud.
The message is then forwarded to the main cloud which sends alert messages and
evacuation routes to its users in that area with the help of GPS tracking. Alert
messages are also displayed on public displays and interactive screens installed in
area. Appropriate evacuation routes are displayed on them. The users are notified
through e-mail, SMS, HTTP POST and public addressing system.

GPS locator pulls out the instantaneous location of the people. Shortest route to
the nearest evacuation point in the area is generated from that location (see
Fig. 25.5). The evacuation routes are generated using tools such as EvacSpace [16]
used in emergency situations like this. Users are requested to follow the given
route to avoid panic. After people reach the evacuation point, the person’s profile
is saved and listed in the safe zone. Along with that, a message is broadcast on the
user profile informing that he is safe. Relatives and acquaintances can easily find
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out if the person is in a safe zone or not through the interactive API without
causing any network congestion.

If a medium level alert is generated, the surveillance team is brought into verify
the alert. If the team confirms the alert, the evacuation plan for the high level alert
is followed.

Fig. 25.4 REDEP strategy: safety implementation in Smart City
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If a low level alert is generated, the local security team deals with it to alert the
localities.

25.4 Challenging Issues

The deployment of such a large infrastructure faces many challenges which
includes the financial sustainability as a lot of funding is required to cover the
expenses.

Another challenging issues faced in the implementation of the safety archi-
tecture apart from the power and cost factors are false positives, location errors,
and failure of GPS. These are described below.

25.4.1 False Positives

Verification of false positives is a challenging issue. This issue can be solved by
the use of explosive detectors with minimum false positives. Example of such
detector is the Quantum Sniffer QS-BTS Benchtop explosive detector, which has
less than 1 % false positives [17].

Fig. 25.5 Route generated through Google maps with GPS tracker
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25.4.2 Location Errors

Location errors are present in Google Map API due to the environmental effects on
satellite signals, causing signal interference [18]. These errors need to be resolved.
According to the simulation carried by NAVSYS Corporation [19] for GPS
positioning (see Fig. 25.5), there are position errors of 0.7 m. Conventional
methods such as Kalman filter based methods [20, 21] are applied to detect the
error. Another new proposed method estimates camera parameters by minimizing
an energy function that is defined by using the re-projection error and considers
GPS positioning accuracy [22].

25.4.3 Failure of GPS

Another challenge is overcoming the threats posed on the disruption of GPS
services. The performance of GPS may be hampered due to some of the potential
threats like: solar disturbances and LOS between GPS satellites and receivers. The
terrorists may try to jam the signals using radio interference. Spoofing of signals is
yet another concern (Fig. 25.6).

25.5 Countermeasures for GPS Failure

There are some countermeasures to overcome the flaw of GPS failure. In a report
from TISN [23], one of the effective method introduced is ‘‘Controlled Reception
Pattern Antenna’’ or CRPA which determines the direction of a jamming source
and modifies its antenna reception pattern to ignore signals from that direction.
Another method is to employ a jamming signal to thermal noise ‘powermeter’

Fig. 25.6 GPS/INS/ST
position estimation error
(simulated GPS, INS, and star
tracker data were generated
using NAVSYS GPS toolbox
for MATLAB, N—North,
E—East, D—Down)
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which provides a source of integrity check on the reliability of the receiver. It
measures the total amount of power received by the antenna, and knowing the
amount of power expected from thermal noise, the receiver can measure the
amount of received jamming power.

We provide an alternate solution to the condition when GPS fails or the posi-
tioning is inaccurate. Mobile navigation techniques by using other sensors like
WLAN, Bluetooth, GSM, etc. based on Wi-Fi signals or ultrasound can be utilized
to determine the user position in case of GPS failure. The integration of different
services provides more positioning accuracy and low rate of failure. In [24] the
authors have described about various positioning techniques in case of GPS failure
and have provided a solution of integrating the Wi-Fi positioning with GPS to
provide more accuracy.

25.6 Conclusions

Using the mechanism described in this paper, it is possible to safeguard the people
against attacks and criminal activities. Technology is used to promote safety of
individuals. Thus smart cities can become the cornerstone of safety of individuals
by using the urban wireless infrastructures and integrating it with cloud services.
The next step we intend to pursue is to find solutions to potential problems like
privacy and false positives. With the aid of large-scale automation and high-
quality technology permeating every sphere of life, a safe and sound city can be
built.
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Chapter 26
A Versioning Subsystem of Metamodeling
System

Rünno Sgirka

Abstract A metamodeling system is a system for creating modeling systems. In
this paper, we propose a versioning subsystem for a web-based and database-based
metamodeling system as well as for the modeling systems which are created by
this metamodeling system. We describe briefly the metamodeling system, then
present a design of the proposed versioning subsystem, and finally discuss whether
the proposed design fits our needs for version management in our metamodeling
system.

26.1 Introduction

We have proposed a web-based and database-based metamodeling system [1] with
a query subsystem [2]. We call it WebMeta in this paper. WebMeta uses an object-
relational database system (ORDBMS) as its enabling technology and has a web-
based user interface. It is possible to use this system to create web-based and
database-based modeling systems.

Metamodeling systems are important in the context of model driven develop-
ment because they facilitate the creation of modeling systems that support the use
of domain specific languages and generation of code based on these languages.
The use of such languages and modeling systems improves communication
between developers and users of the developed systems, increases productivity of
developers, and helps developers to improve the quality of applications [3].
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Collaboration between developers also often requires version management,
whether for program code or the models the code is based on. In this paper, we
focus on version management of the metamodels, as well as the artifacts created
based on the metamodels. We use the more general concept artifact to denote the
different outputs a metamodeling system can produce—models, patterns, plans etc.

The first goal of the paper is to propose a design for the version subsystem of
our metamodeling system WebMeta. We propose a design for both the
metamodeling system and for the modeling systems created by the metamodeling
system. The second goal of the paper is to analyze whether the proposed design
satisfies our needs for version management.

The rest of the paper is organized as follows. In Sect. 26.2, we describe briefly
the design and working principles of our metamodeling system WebMeta.
In Sect. 26.3, we propose the design of the versioning subsystem for the
metamodeling system and the modeling systems created by the metamodeling
system. In Sect. 26.4, we briefly discuss whether the proposed design meets our
needs for version management. Finally, we conclude and describe further work
with the current topic.

26.2 A Web-Based and Database-Based Metamodeling
System

In this section, we describe briefly our web-based and database-based metamodeling
system, WebMeta. Both the metamodeling system and the modeling systems that are
created by using the metamodeling system use an ORDBMS as their enabling
technology.

Figure 26.1 presents the general architecture of the system [1, 2]. The database
allows us to integrate different parts of the system. At the logical level the database
consists of exactly one metamodel base, exactly one query base, and zero or more
artifact bases. We implement the metamodel base and the query base in a database
as a single SQL schema, which is ‘‘a persistent, named collection of descriptors’’
[4]. In addition, each artifact base is implemented as a separate SQL schema. We
have to use different schemas in order to prevent possible name conflicts.

The metamodeling system allows administrators to create web-based modeling
systems by using a web-based user interface. Developers (end-users) use the
modeling systems in order to manage (create, read, update, and delete) artifacts.
The administrators and developers do not have to use Java Applets or to install
additional plug-ins to their computer in order to use the system. Specifications of
modeling systems (metamodels) as well as artifacts, which have been created by
using these systems, are recorded in one database. The metamodeling and mod-
eling systems provide form-based user interface. The system does not allow
developers to create diagrams.
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Each modeling system, which is created by using our metamodeling system,
allows developers to create artifacts by using exactly one software language. The
administrators of each new modeling system have to specify the abstract syntax of
its underlying language in terms of a metamodel. In addition, an administrator has
to register settings of the user interface and user identification of the modeling
system as well as manage completeness and consistency (C&C) queries. The
system records the queries in the query base. Developers can execute these queries
based on artifacts.

Meta Object Facility (MOF) Specification [5] describes four-layer metadata
architecture. We can characterize the proposed system in terms of this architecture
(see Fig. 26.2). A meta-metamodel specifies the abstract syntax of a language that
one can use to specify new metamodels. In our system the meta-metamodel layer
is implemented as a set of base tables (tables) that together form the metamodel
base. All these tables are in exactly one SQL schema.

Our metamodeling system allows administrators to use exactly one meta-
metamodeling language to create metamodels. We have tried to keep the language
as simple as possible. In our system administrators have to specify metamodels in
terms of objects and sub-objects. Therefore, the metamodel base contains tables
Object and Sub_object among others.

Our system records metamodels in the tables of the metamodel base. In addition,
each metamodel that is recorded in the metamodel base has exactly one
corresponding artifact base, which is implemented as a separate SQL schema. It
helps us to prevent name conflicts between the elements of different metamodels. If
an administrator defines a metamodel m, then the system creates exactly one
corresponding schema s in the database. If an administrator defines a new object
that belongs to m, then the system creates corresponding base table (table) t in s. If
an administrator defines a new sub-object so of o, then the system creates
corresponding column c in t. The type of so determines the type of c. If the
sub-object is used to specify a relationship between o and o0 (objects which both
belong to m), then the system also creates a foreign key constraint to c.

Fig. 26.1 Architecture of the
WebMeta system
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In case of each metamodel in the metamodel base, the system creates auto-
matically object sysg_artifact with sub-object name. Prefix ‘‘sysg_’’ denotes that
this object is system generated. This object is necessary because it allows devel-
opers to create different artifacts, which are all recorded in the same artifact base
and have the same metamodel. The system also automatically ensures that each
main object (except sysg_artifact) oi or object oi that represents a relationship has
sub-object sysg_artifact_id that specifies a relationship between oi and
sysg_artifact, ensuring that the tables in each artifact base contain identifiers of
artifacts. It simplifies the creation of C&C queries about a single artifact—the
queries must perform the restriction operation based on column sysg_artifact_id. It
also simplifies the creation of some integrity constraints.

Each metamodel m has a set of associated well-formedness rules (constraints)
[6] that give information about the semantics of m. Each well-formed artifact,
which is created according to m, must satisfy all these constraints. In case of some
constraints, administrators can decide whether these constraints must be invari-
ants. In this case the system ensures that all the artifacts which are created
according to m and stored in the database of the modeling system conform always
to the constraints. The metamodeling system generates data definition language
statements to implement this kind of constraints as integrity constraints in the
database. In addition, there could be constraints that an artifact can initially vio-
late. Administrators can create C&C queries that allow developers at any time to
check artifacts in terms of these constraints. It makes possible gradual improve-
ment of artifacts.

If an administrator changes the specification of a modeling system (metamodel),
then he/she does not have to upload modified files to the server. If a developer
requests a particular page, then the system determines the structure and behavior of
the page based on data in the metamodel base. The content that is presented on this
page comes from an artifact base. It is similar to the extreme extending (X2)
approach [7] according to which ‘‘major parts of the presentation layer (GUI) reside

M3 layer –
meta-metamodel

M2 layer –
metamodel

M1 layer –
artifact

M0 layer –
information

Tables in the 
metamodel base

Tables in an 
artifact base

Data in the tables 
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sysg_Artifact,
State, 
Event

Created, 
Submitted

Layers of the 
metadata architecture

How is the data 
represented?

Examples

Data in 
the 

system 
catalogue

of a 
database

Order 900001 went 
from the state Created 
to the state Submitted 
at 2009-01-04
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tables of the 
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Administrator

Developer

Types of 
users

Fig. 26.2 Layers of the WebMeta system
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within the DB Server’’. It means that a DBMS generates dynamically HTML pages
used for user interaction. In our system, PHP engine generates the pages. However,
the specification of the structure and behavior of the pages is recorded in the
database.

During the creation of each modeling system an administrator has to specify a
hierarchy of main objects. It determines the order, based on which developers can
see and modify different elements of artifacts. Object sysg_artifact is always
automatically at the highest level of the hierarchy. For instance, an administrator
can specify that object State belongs to the second highest level. Therefore,
developers firstly have to create or select an artifact. After that they can manage
states that belong to the selected artifact.

26.3 The Versioning Subsystem of the Metamodeling
System

In this section, we propose a design for the versioning (or version management)
subsystem of the metamodeling system. This subsystem can be divided into two
parts—the versioning subsystem of the metamodeling system itself and the
versioning subsystem of modeling systems which are created by the metamodeling
system.

The versioning subsystem would allow administrators and developers to com-
mit (store) a snapshot of the metamodel or an artifact, respectively, which they
work on at a particular moment. This commit operation creates a numbered
revision, which contains the changes done between the previous revision and the
current one. The most current revision is also known as the head revision. If
the head revision is the first one for that particular metamodel or artifact, then all
the changes done until the moment of commit are stored in that particular revision.

We have decided to keep the versioning subsystem as light and simple as
possible and therefore we have chosen not to use automatic commit. The user has
to manually click the commit button which will then store the revision of the
metamodel or artifact he/she works on.

Figure 26.3 represents the class diagram of the versioning subsystem of the
metamodeling system (the dark grey classes). Our metamodeling system WebMeta
is database-based. The versioning subsystem will also be developed as a database-
based system, with all the revision data stored into database tables. In addition, the
new versioning subsystem can make use of the powerful query mechanism of the
DBMS.

Let us assume that an administrator has created a simple metamodel Element-
Model, with two objects Element and Relationship. Object Element has sub-objects
name and description, object Relationship has sub-objects first_element,
second_element and description, with the first two as foreign objects referencing
object Element. Figure 26.4 presents the class diagram of ElementModel.

26 A Versioning Subsystem of Metamodeling System 309



After an administrator clicks the commit button for metamodel ElementModel,
the information about revision date, creator and the metamodel this particular
revision is about will be stored into table Metamodel_revision (see Fig. 26.3). An
unique revision number will be created as well. Since there is no previous revision
available for that particular metamodel, all the changes done with this metamodel
will be stored. The versioning subsystem will scan the metamodeling system tables
Metamodel, Object and Sub_object, as well as the metamodel main object hier-
archy settings and user rights settings tables, and store the following information
into table Metamodel_revision_detail: table name, where the information is found;
record ID in question from that table; field name in that table which contains the
changed value; old field value from previous revision (empty if it is the first
revision for that particular metamodel) and new field value (empty if the value was
removed). Each revision detail has a revision change type, which can be one of the
following: Added, Updated, Deleted. For every field change, a new record is
created into Metamodel_revision_detail; deleting a metamodel element or meta-
model itself will be an exception. In that case, only one record with revision
change type Deleted will be added for the deleted element or metamodel and only
its table name and record ID are stored.

Let us now assume that an administrator has changed object Element’s sub-
object name to element_name, deleted sub-object description, and added another
object called Element_type with sub-objects name and description. Also, a foreign
object called element_type is added to object Element, which references object
Element_type. If the administrator commits those changes, all field values not

Fig. 26.3 Class diagram of
the versioning subsystem of
metamodeling system

Fig. 26.4 Class diagram of
the ElementModel
metamodel
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changed will be skipped and only the created or updated values will be recorded to
table Metamodel_revision_detail.

Table 26.1 represents a simplified view (some records are omitted) of the
records in table Metamodel_revision_detail, which correspond to the initial revi-
sion (in normal text) and the head revision (second revision for that metamodel; in
italic) of the changes in metamodel ElementModel.

Figure 26.5 represents the versioning subsystem (the dark grey classes) of the
modeling systems which are created by using the metamodeling system. For every
created metamodel, there will be a corresponding database schema. In these
schemas, there will be several system generated tables in addition to the tables
corresponding to the objects. References to those tables and the fields they contain
are also added to tables Object and Sub-object, respectively. One of the tables
already mentioned above is Sysg_artifact, where artifacts created by using the
modeling system will be stored. Besides Sysg_artifact, there are other system
generated tables, such as Sysg_user, where registered end-user (developer) data
will be stored. If user rights settings specify that end-users can see and manage
only the artifacts created by themselves, then Sysg_user_artifact table is used for
connecting end-users with artifacts.

The tables for versioning subsystem are also created automatically to each
schema corresponding to a metamodel. Table Sysg_revision holds information
about the artifact the revision is based on and the user who committed the revision.
Also, a unique revision number is also determined and stored there. Table
Sysg_revision_detail holds information about the object and sub-object, which
correspond to the database table and table field, respectively, where the changed
value is located. In addition, the ID of the record the changed value belongs to is
also stored into Sysg_revision_detail, as are the value before the change (empty, if
the value was just created) and the new or updated value. Finally, there is table
Sysg_revision_change_type, which, like the metamodeling system counterpart
Metamodel_revision_change_type, holds classifiers for revision detail types
Added, Updated and Deleted.

The tables of the versioning subsystem of the modeling system are very similar
to those in the versioning subsystem of the metamodeling system. The main dif-
ference is, that when with metamodeling system we had to link the revision with
metamodel and find the table and field name for the change in question by using
the system catalog of the DBMS, then for modeling system, instead of metamodel,
the revision is linked to the artifact the change took place in, and, as already
mentioned, instead of the table and field names, the corresponding object and sub-
object reference is provided. Because a revision is associated with one artifact at a
time, there is no possibility to commit a revision together for all of the artifacts,
which are located in the same modeling system.

Since the metamodeling system and the modeling systems created by the
metamodeling system are all database-based and so are the versioning subsystems
of those systems, the revision logging is much more easier than it would be, when,
for example, the metamodels and artifacts would be stored into files, but revisions
in are stored in database. We can use database queries to determine specific changes
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done in the head revision, compared to the previous one. Also, we can use queries to
determine the changes needed to restore a revision of a metamodel or an artifact.

Let us assume that a developer is using the modeling system based on the initial
metamodel of ElementModel (see Fig. 26.4). He/she wants to model the statement
‘‘a dog is an animal’’. For that, the developer creates an artifact DogStatement,
with two Element instances Dog and Animal and a Relationship instance linking
those two Element instances, with description value ‘‘is’’.

Table 26.2 represents a view of the records in table Sysg_revision_detail, which
correspond to the initial revision of the changes in artifact DogStatement, created
with the ElementModel modeling system.

26.4 Discussion

We have created a design for versioning subsystems of metamodeling system and
modeling systems which are created using the metamodeling system. The design
has not yet been implemented and there is no working proof-of-concept prototype.
In this section, we will try to analyze (strictly on design level), whether the
proposed design satisfies our needs for version management and what are the
drawbacks of this particular design.

As already mentioned above, we can make use of database queries, e.g. to find
differences between revisions, to find the exact changes needed to roll back
(restore) a revision etc. Since both the metamodeling system and the modeling
system created by the metamodeling system are database-based, there is no real

Fig. 26.5 Class diagram of the versioning subsystem of modeling systems
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benefit for using a file-based version management system like Apache Subversion
(SVN) [8] or Concurrent Versions System (CVS) [9].

Since we have tried to keep the versioning subsystem simple and light, it is
possible to extend the use of it to any subsystems of the metamodeling system, as
long as the target subsystem itself is database-based. For example, in addition to
the metamodeling subsystem of our metamodeling system WebMeta (covered in
this paper), we can use the version management provided by the versioning sub-
system also on the query subsystem [2] or the metamodel settings subsystem [1] of
WebMeta.

One of the main features of a versioning management system is so-called
branching. Branching is the duplication of an object under revision control (such
as a source code file, or a directory tree) so that modifications can happen in
parallel along both branches [10]. The originating branch is sometimes called the
parent branch. Child branches are branches that have a parent; a branch without a
parent is referred to as the trunk or the mainline [10]. In our versioning subsystem,
branching could be accomplished by creating a query, which selects the latest
changes of all elements of a metamodel or an artifact and then uses the data to
create another metamodel or artifact, respectively. That way the newly created
metamodel or artifact is the child branch of the original (parent) one. One possible
extension of the versioning subsystem could be to create the functionality which
allows administrators and developers to merge the changes made in branch
metamodel or artifact into the original (trunk) metamodel or artifact, respectively.

One of the main drawbacks of our proposed design is that in case there is a large
number of metamodels or artifacts created and the changes are committed fre-
quently by administrators or developers, tables Metamodel_revision_detail or
Sysg_revision_detail can grow very fast and the queries for selecting revision
differences or other data can get very slow. Possible solution for this might be to
set up table partitioning [11].

Another drawback is that this design cannot be extended to program code or
graphical representation of metamodels or artifacts (e.g. diagrams). Since our
metamodeling system WebMeta has been intentionally form-based for research
purposes, the latter is not that important. As with the former, then one of the main
purposes of a metamodeling system is to allow developers to create program code
based on artifacts (models). If there is a need for a change in the code, then the
artifact, not the code itself, is changed and code is re-created based on the updated
artifacts [3]. Therefore, we do not really need a versioning subsystem in our meta-
modeling system, which would support storing the changes done in program code.

We have chosen this kind of approach to our versioning subsystem, where only
the latest changes are recorded into a new revision. While this might be an
advantage, because the latest changes will most probably take much less table
space than the whole state of the metamodel or artifact (unless it is the first
revision of the metamodel or artifact), it could be also a possible drawback. Taking
a snapshot of the whole state of a metamodel or an artifact would allow us to
branch and merge different revisions more quickly, because we do not have look
for the latest changes throughout the revisions table.
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Branching has also a drawback. If we branch both a metamodel and an artifact
made based on that metamodel, we would experience a situation, where meta-
model might get changed and the revisions of artifacts would not be compatible
with the metamodel change. A possible solution would be to lock the metamodel
and allow us to branch as another metamodel, which can then be changed.

In our experience, there is no other metamodeling system, which makes use of a
version management subsystem, especially on a database level. There are, how-
ever, examples of version management systems used on modeling tools, for
example AMOR system [12].

We strongly support to use version management in terms of metamodeling and
modeling. Version management improves user collaboration in multi-user systems
and environments. It also stores the development history, which can be useful for
finding bugs or restoring a previous state of a metamodel or an artifact.

26.5 Conclusions

In this paper, we presented a design of versioning subsystems for our metamodeling
system WebMeta and the modeling systems which are created by using this
metamodeling system. Because both the metamodeling system and the modeling
systems are database-based, we have also designed the new subsystem as such. We
have described how the subsystem works on the database level, as well as discussed
whether the proposed design is suitable for our needs of version management. We
have pointed out the advantages and possible drawbacks of the design and inves-
tigated, whether there is a solution available for the latter and what it might be. We
have reached a conclusion that this design is practicable in terms of our database-
based metamodeling system and the modeling systems created by using the
metamodeling system.

Future work regarding this topic must include creating a proof-of-concept
prototype of the versioning subsystems for both metamodeling and modeling
systems. This includes user interfaces to commit revisions for both metamodeling
and modeling level, as well as to display differences between revisions, to branch a
metamodel or an artifact and to merge the changes made in the child branch back
to the parent (trunk) branch.
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Chapter 27
Difficulties in Understanding Object
Oriented Programming Concepts

Soly Mathew Biju

Abstract Understanding object oriented concepts is always a difficult task for
students. It is equally challenging for lecturers to teach these concepts. Over the
years teachers have used various methods to teach these concepts. The result of a
class test was analysed to identify the various areas students have difficulty in
understanding. The result will help in designing course material that would focus
on these areas of object oriented programming.

27.1 Introduction

Existing research shows that there have been a number of problems faced by
teachers teaching programming to undergraduate students. Students find it very
difficult to understand object oriented concepts like classes, constructor invocation,
overloaded constructors, friend functions and other object oriented concepts [2].
Students who have been exposed to procedural programming find it a little difficult
to move towards object oriented programming. It takes some time for them to
understand Object Oriented concepts. Object oriented concepts consist of a
number of classes within a single program.

This paper discusses the concepts of object oriented programming which are
difficult for students to understand.
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27.2 Teaching Methods Deployed

Student centred learning methods for programming classes are very effective.
Student-centred learning consists of facilitating understanding and conceptual
change or intellectual development [9]. As a teaching tool, programming assign-
ments are constructed to encourage students’ development of analytical, pro-
gramming writing skills. Watkins [8] argues that a student/learning-centred
concept of teaching is one where high quality learning is viewed as ‘‘requiring
active construction of meaning and the possibility of conceptual change on the part
of the learners’’.

In case of programming languages, this approach focuses on teaching concepts
by encouraging students to write and implement a program based on a concept to
solve the given problem.

Learning can be made possible within the lecture by making students do things
which are called ‘active learning’ [11]. For example, while teaching the concept of
classes, one of the examples used in an introductory class is as follows.
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The concept of encapsulation is taught. The fact that getdata () and showdata()
are member functions of the class and therefore could access all the variable
members is clearly explained to the students.

When a program was given to the students to work on many of them questioned
how the functions could access the variable members without passing them as
parameters to the functions.

Though the students claimed to understand the concept of data encapsulation
and the fact that the functions of a class can access the data members of that class,
they do not really understand it unless they start writing codes based on that
concept. To help them understand, these students are given home works and
assignments based on the concept taught in the class.

Ramsden’s [7] theory of Teaching as making learning possible seems to be
appropriate in case of programming classes. Teaching is comprehended as a
process of working cooperatively with learners to help them change their under-
standing. He also states that teaching involves finding out about students’ mis-
understandings, intervening to change them and create an environment for
learning. In programming classes conducted by me, this is implemented by con-
ducting quizzes and tests and providing appropriate feedback. Sometimes these
tests bring to light certain concepts that have been misunderstood, in such cases; I
make it a point to dedicating a part of the next session to reinstate the concept
correctly.

Another method implemented by me, is using pictorial representation to
describe different concepts or even use Unified Modelling Language diagrams
wherever applicable.

27.3 The Research

A research was conducted in order to identify the basic object oriented concepts
students have difficulty in understanding in a programming course. The students in
the course have a basic procedural programming background and this course is an
introduction to object oriented concepts.

27 Difficulties in Understanding Object Oriented Programming Concepts 321



27.3.1 Research Questions

The research questions were:

1. To what extent do students understand the underlying process which takes place
when creating an object, specifically when the constructors are overloaded?

2. To what extent do students understand how and which constructors are
implicitly called when a parameter is passed which objects construction.

3. To what extent do students understand how copy constructors are used?
4. To what extent do students understand how friend constructors are called in a

program?
5. Do the students understand the concept of data hiding and data encapsulation?
6. Do the students understand the working of a friend function?

27.3.2 Research Population

The research population had 30 students who took the test in the course ‘‘Applied
programming ‘‘ in C++ in the summer semester in 2008 and2009 after some basic
concepts of OOP were introduced.

27.3.3 Research Instruments

The research instrument was the class test which consisted of six questions cov-
ering one of the introduction chapters. The questions check whether the students
have understood the concepts of data encapsulation, data hiding, constructors, and
friend functions.

The test questions are as given below
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1 What will be printed as a result of the execution of the following statement?A a;
2 What will be printed as a result of the execution of the following statement?A

b(9);
3 What will be printed as a result of the execution of the following statement?A

b(a); where a is an object of the class A that has already been created.
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4 Add necessary lines of code to call the friend functions.
5 Consider the class student given above

6 Is there an error in the friend function of the class Student defined below? If so
correct it.

27.4 Discussion

The result of the test is given below
In question 1, the students were required to exhibit understanding of the

underlying process of creating an object. The constructor invoked by the object ‘a’
created in this question will initialize n to 0 and prints A constructor 1.

From Table 27.1 we can see that 30 % of the students did not thoroughly
understand the process of implicit innovation of constructors. These students were
confused and thought that the question had an error.

In question 2 the students were required to exhibit understanding of overriding
of constructors.

The match is found with the second constructor with signature A(int).The
output would be A constructor 2.

From the result above we can see that 30 % of the students did not understand
this concept. They wrote down both A constructor1 and A constructor 2 in the
answer sheet.

In question 3, the students were supposed to exhibit understanding of a con-
structor with the signature A(&Obj) that is the copy constructor is called.

We can see that 40 % of the students did not understand this.
In question 4, students were supposed to give the correct syntax for calling a

friend function. A friend function does not belong to any class but is the friend of
the class hence can access the data members of the class. A friend function can
access data members of the class only using the dot operator.
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30 % of the students have not understood the concept of friend functions.
In question 5, students were supposed to exhibit their understanding of data

encapsulation. The data member id is private hence cannot be accessed from the
main(). 20 % of the students did not understand this concept.

Question 6 is also related to friend function. the friend function accepts a
parameter of the object s of class student.

30 % of the students did not understand the concept of writing friend functions.

27.5 Conclusion and Future Research

To conclude, it is apparent from the above results that the students have a good
understanding of the following concepts:

• Data hiding can be done by declaring the data member as private.A private data
member cannot be accessed by functions outside the class.

On the other hand, the students had more difficulty with understanding the
following concepts:

The benefits and use of friend functions were not clearly understood by the
students.

The use of constructors and how overloaded constructors are invoked implicitly
as soon as the object is created.

Overall, the above results are relatively good. Students were expected to do
better and exhibit a better understanding of these concepts. The concept of
encapsulation, classes and objects are little difficult for students to follow. This
paper points out specific areas of difficulty which educators must be aware of so
that they can plan the learning process accordingly.

Many researchers in this area believe in introductory level of programming,
visualization for presenting new concepts for the students [3].

Academicians feel that there is a need to support the learning of OOP concepts
using software tools [4–6, 11].

As a result of this study, I am planning to propose a change in the way the
subject is taught.

Table 1 Test result

Section Mean STDEV

1 70 0.48305
2 70 0.48305
3 60 0.5164
4 70 0.48305
5 80 0.42164
6 70 0.48305
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For this subject, I plan to use the software Alice to introduce students to object
oriented concepts. Alice is an Open education Resource made available to the
teaching community by Carnegie Mellon. Alice was aimed at teaching computer
programming to students in an interesting 3D environment.

Alice is used for teaching students to program rather than teaching students a
specific programming language. It is a teaching tool for introductory computing. It
uses 3D graphics and a drag-and-drop interface to facilitate a more engaging, less
frustrating first programming experience [12].

Animated views can help the students in three central learning activities:
Understand programs; Evaluate existing programs; Develop new programs [1].

In Alice’s interactive interface, students drag and drop graphic tiles to create a
program, where the instructions correspond to standard statements in a production
oriented programming language, such as Java, C++, and C#. Alice allows students to
understand Object Oriented Concepts better through animation programs. By
manipulating the objects in their virtual world, students gain experience with all the
programming constructs typically taught in an introductory programming course.

A study will be conducted to measure the understanding of object oriented
concepts after the student have been introduced to Alice.
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Chapter 28
Real-Time System for Monitoring
and Analyzing Electrocardiogram on Cell
Phone

O. Muñoz-Ramos, O. Starostenko, V. Alarcon-Aquino
and C. Cruz-Perez

Abstract A novel framework on cell phone for recollecting, processing and
interpretation of patient’s electrocardiograms ECG as part of development of
health care and assisted living environments is presented in this paper. The pro-
posed architecture and algorithm provide continuous detection of the QRS com-
plex during real time ECG monitoring and interaction between doctor and patient
expanding coverage of medical services. The developed procedure for heart
activity monitoring uses a set of filters for image noise reduction and computes
ECG signal gradient for identification of the components with the greatest slope.
To highlight the steepest parts of ECG, the absolute value of gradient is averaged
over a moving window of 80 ms considered as the minimum duration of QRS
complex. In the decision phase, a peak detector is applied. The height of detected
peaks is compared to the threshold determined as the signal-to-noise ratio for final
definition of heart rate. The designed prototype has been tested using standard
MIT-BIH Arrhythmia Database and evaluated confirming that system has good
compromise between high transmission and processing speed and satisfactory
accuracy, which does not fall below the precision of commercial equipment for
heart monitoring.

O. Muñoz-Ramos (&) � O. Starostenko � V. Alarcon-Aquino � C. Cruz-Perez
Research Center CENTIA, Department of Computing, Electronics and Mechatronics,
University de las Américas-Puebla, 72820, Cholula, Mexico
e-mail: orlando.munozrs@udlap.mx

O. Starostenko
e-mail: oleg.starostenko@udlap.mx

V. Alarcon-Aquino
e-mail: vicente.alarcon@udlap.mx

C. Cruz-Perez
e-mail: claudia.cruzpz@udlap.mx

K. Elleithy and T. Sobh (eds.), Innovations and Advances in Computer, Information,
Systems Sciences, and Engineering, Lecture Notes in Electrical Engineering 152,
DOI: 10.1007/978-1-4614-3535-8_28, � Springer Science+Business Media New York 2013

327



28.1 Introduction

In recent years the computing power of mobile phones and their capabilities have
increased considerably with the addition of new processors, video cameras, sensors
and actuators. Development of operating systems, such as Apple iOS, Google
Android, Windows Phone 7 from Microsoft and RIM BlackBerry make cell
phones today capable to perform complex tasks previously restricted to these
devices.

The heart disease control on mobile devices is very important area because they
have high incidence among the population. There are many commercial systems
used to support health care and assisted living environments. As usually, personal
mobile health monitoring systems support the rehabilitation process of patients
after heart surgery or recovering from a heart attack [1, 2], recollecting patient’s
electrocardiograms ECG, heart rate and oxygen level in the blood [3], remote
control of cardio implants [4], tracking of patients by GPS in case of emergency
[5], expanding coverage of medical services to rural communities [6], real time
interaction and communication between doctors and patient [7], and others used
for diagnosis assistance [8–10].

The widely used algorithms for analysis of heart activity are based on inter-
pretation of ECG, detection of the QRS complex, heart rate as well as other vital
signs [7, 8, 10]. The well-known approaches include neural networks, genetic
algorithms, wavelet transforms, heuristic methods, etc. [11, 12]. However, the
complexity of these approaches and large number of floating point operations
during ECG analysis make little feasible the utilization of cell phones.

Therefore, instead of mentioned data processing approaches the simplified
algorithms are suggested to apply. They use filters, analyze amplitude and slope of
ECG signal, operate with thresholds and gradient to detect the QRS complex in
systems with limited resources, such as a cell phone [13]. For example, the most
used approaches for detection of the QRS complex in real time are the Pan-
Tompkins and Hamilton algorithms based on signal filtering and computing
derivatives [14, 15]. Table 28.1 resumes some high performance systems for heart
activity monitoring.

The paper has the following structure. In the second section, the proposed
architecture and algorithm are described. The Sect. 28.3 presents the designed
framework for heart monitoring and its implementation. In the Sect. 28.4 the
evaluation of system is discussed. Finally, the contributions of the paper are
presented in conclusions.

28.2 The Proposed Architecture and Algorithms

After analysis of well-known systems it was detected that the key parameters of
heart monitoring are the sampling frequency and number of ECG leads sent to cell
phone. Some systems report sampling frequency between 100 and 1,000 samples
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per second (sps) as recommended value [6, 7] considering that high sampling
frequency provides better signal quality but increments data quantity reducing
battery life of cell phone due to continuous work of processor.

28.2.1 Generalized Architecture of Heart Monitoring
on Mobile Device

The health-monitoring system on mobile devices may be introduced by three-level
architecture containing physical layer of data acquisition, mobile device-server
communication layer and application layer for data processing shown in Fig. 28.1.

The input data acquired by sensors represent patient’s vital and physiological
signs, for example, ECG, heart rate, blood pressure, temperature, volume of
oxygen in the blood, etc. A mobile device operates as communication node for
connected sensors, preprocessing recollected data before transmission them to
remote monitoring or emergency centers. The preprocessing is used for data
sampling, A–D conversion, compression, storage, and visualization on mobile
device. Additionally, a mobile device receives and visualizes notifications, alerts

Table 28.1 Mobile healthcare systems and their characteristics

System, device Data acquisition Output
parameters

Used
algorithms

Platform

Personal health
monitoring [1, 2]

ECG via bluetooth Heart rate,
arrhythmia
detection

Hamilton Windows
mobile

Wireless children
monitoring [3]

ECG via wireless Heart rate,
arrhythmia
detection

Hamilton Windows
mobile

AliveECG [8] ECG via wireless Heart rate Variable
sampling

iOS,

Android
H’andy Sana 210 [9] ECG, embedded Heart rate, blood

pressure,
glucose

Retransmission
to server

–

Mobile heart
monitoring [10]

ECG via bluetooth Heart rate Retransmission
to server

Android

Mobile biotelemetry
system [7]

ECG via bluetooth Heart rate,
arrhythmia
detection

100–1,000 sps Windows
mobile

HeartToGo [6] ECG via bluetooth Heart rate,
arrhythmia
detection

Pan Tompkins,
300 sps

Windows
mobile

Mobile personal ECG
monitoring
System [5]

Temperature, ECG,
blood pressure via
bluetooth

ECG samples Retransmission
to server

–
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and recommendation as result of applying different healthcare services. The pro-
posed system for ECG monitoring is presented in Fig. 28.2. It has been designed
with some modifications: all operation, such as for ECG reception, processing and
visualization are implemented on cell phone, which does not delegate any data
processing task to server. It is possible if a cell phone has enough processing
power and sufficient amount of memory. The interaction of cell phone with a
server is provided for emergency messages or alerts including situations when a
doctor requests data form mobile device of monitored patient.

The Bluetooth Connector establishes communication with the ECG acquisition
device, handles address acquisition and user preferences for transmission by that
device. The Connection Handler is responsible for receiving data sent by ECG
acquisition device preparing them for analysis, storage and monitoring changes in
the state of connection and generation of notifications or alerts for user. The ECG

Fig. 28.1 Block diagram of the system for heart monitoring on mobile device

Fig. 28.2 Architecture of system for ECG acquisition and preprocessing on mobile device
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Signal Analysis module implements the proposed algorithm to detect QRS com-
plex and patient’s heart rate.

The obtained results are processed by module of Notification and Alarm, which
generates and distributes the corresponding messages about events that may occur
in analyzed ECG, or because of changes in connection status, for example, loss of
connection, interruption, changes in heart rate, etc.

Data Storage and Retrieval module is responsible for persistent and secure
storage of ECG data and ensures their availability for heart monitoring applica-
tions. The control of system is provided according to preferences defined by User
Settings Manager (record, store and share information, such as user identification,
duration of analysis session, definition of a default acquisition device, etc.).

28.2.2 The Proposed Algorithm for Detection of QRS Complex

The proposed algorithm for ECG analysis is based on detection of QRS complex,
which is the most notable representation of the cardiac cycle. The QRS detection
algorithm has been implemented using as base the Pan-Tompkins QRS detector
improved by Hamilton [14, 15].

Data flow chart of the algorithm and results of applying filters to ECG signal are
shown in Figs. 28.3 and 28.4 respectively.

On the preprocessing stage, the ECG signal passes through a series of filters:
Low pass filter is used for reduction of signal noise. The high pass filter and first
derivative are applied for detection of signal gradient and identification of the
components with the greatest slope. To highlight the steepest parts, the absolute
value of gradient is averaged over a moving window of 80 ms considered as the
minimum duration of the QRS complex. In the decision phase, a peak detector is
applied. The height of detected peaks is compared to the threshold determined as
the S/N signal-to-noise ratio. If the height of peak is higher than threshold, it is
considered as a signal peak, otherwise it is interpreted as a noise peak. Finally, the
detected signal peaks corresponding to QRS complex are selected and used for
computing heart frequency.

The advantage of this algorithm is its adaptability to any heart rate. In addition,
the implementation of filters is provided by simple and fast shift operations with
integer numbers that permits to obtain satisfactory results on cell phone with
limited speed, memory resources, and computing power.

28.3 Designed Framework for Heart Monitoring

In order to evaluate the performance and efficiency of the proposed architecture
and algorithm the framework for ECG analysis on cell phone has been designed. It
consists of ECG acquisition module, heart activity monitoring module, and ECG
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storage and management module shown in Fig. 28.5. Electrocardiograms used by
this framework are obtained from MIT-BIH Arrhythmia Database available in
[16]. This database contains 48 records of 30 min two-channel ECGs with expert
annotations indicating occurrence of the QRS complex.

ECG acquisition module via BluetoothConnector supports communication
between ECG tool and phone by RFCOMM protocol, which allows emulating a
serial port on both devices to send the connection request and desired recording
time of ECG. Before ECG acquiring the ConnectionHandler defines signal char-
acteristics, such as sample rate, calibration value produced by ADC corresponding
to 0 volts (ADC zero), and gain factor of ADC (ADC gain). During data recovery,
ECG samples are converted to corresponding values in millivolts (mV) according
to Eq. 28.1 used then for correct ECG displaying.

Fig. 28.3 QRS complex
detector: flow chart of the
proposed algorithm
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Fig. 28.4 Application of filters in QRS complex detector

Fig. 28.5 Class diagram of the framework for heart activity monitoring
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mV ¼ sample value � ADC zero

ADC gain
ð28:1Þ

MonitoringService supports ECG data acquisition, processing and analysis,
management of database, user interaction interface and system testing. Addition-
ally, it delegates responsibilities to associated classes and defines a set of methods
to describe the changes in state of connection (on hold, online, offline, etc.) and
state of heart activity.

The BackupWorker receives data from Buffer and feeds DatabaseManager.
QRSDetector determines the time of event occurrence and updates the value of
heart rate using time interval between the last two QRS complexes. BoudedBuffer
supports a graphical interface that allows users to control the system, select data
acquisition device, define user preferences, start or stop transmission, display the
ECG, and others.

The prototype of system for heart activity monitoring has been implemented on
Linux operating system, particularly, on the Ubuntu version 10.10 for 64-bit
processors, using Eclipse development environment 3.6 and Toolkit WFDB library
functions [16]. Cell phone is Samsung Galaxy S, IG9000 with ARM Cortex A8
processor at 1 GHz, with 515 MB RAM, 5 GB of internal memory and Bluetooth
radio.

One of the most important requirements of heart monitoring system is its ability
to store, management, and retrieval of ECG records over long periods. The storage
capacity for ECG signals is limited by used sampling frequency. On cell phone
SQLite database manager has been used, which supports various operating systems
for mobile devices like Symbian, iOS, BlackBerry, Android. The stored ECG
records include parameters of data acquisition device (frequency, adc_zero,
adc_gai, sample_number and sample_value), identification number, date of cre-
ated record (record_id and created_at) and time of occurrence of QRS complex
(beat_time). As result, system with SQLite database provides simple and fast
management of ECG data on cell phone.

Designed interface provides Menu of Options that allows user to define an ECG
acquisition device, analyze a list of records stored in database, specify desired
transmission time and visualize real-time ECG. Some examples of applications for
continuous heart monitoring are shown in Fig. 28.6.

28.4 Experiments and Discussion

To determine the feasibility of the prototype and evaluate performance of the
proposed algorithm some tests have been done. They include analysis of battery
behavior during continuous heart monitoring, required time for transmission of
ECG and precision of heart rate interpretation by the algorithm. The power con-
sumption defines the time of ECG recording without recharging the battery. With
the battery of Samsung Galaxy S IG9000 cell phone with 100 % of capacity
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(1,500 mAh) the operational time was 6 h, 14 min for sequential transmission of
12 complete (30 min each) and one partial records supporting monitoring until the
battery is completely discharged.

For example, even though the battery is low, system processes the input signals
and detects emergency events when the value of heart rate is less than 60 (bra-
dycardia) or greater than 100 (tachycardia) beats per minute. Cell phone generates
audible alarm, which is maintained until the frequency heart returns to normal
range of 60–100 beats per minute. Some examples of these notifications and are
depicted in Fig. 28.7 a, b. In Fig. 28.7 b the system detects and notifies occurrence
of rapid heartbeats while the interface still presents the previous heartbeat.

For performance evaluation of our prototype with respect to ECG transmission,
processing and storage time, the 30-min ECG records have been transmitted from
MIT-BIH Normal Sinus Rhythm Database and MIT-BIH Arrhythmia Database

Fig. 28.6 a Principal menu of options. b Selection of ECG acquisition device. c User
preferences interface. d Main GUI for continuous monitoring

Fig. 28.7 Alarm notifications a bradycardia and b tachycardia. Transmission and storage time
measurements in tests with c 200 sps and d 360 sps
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using different sampling frequency of 128, 200 and 360 sps. For registration of
record transmission and processing-storage time, the prototype uses two timers
shown in principal interface. The first big size timer measures the time of ECG
transmission to phone, while the second small size timer measures the time from
start of transmission until the ECG is stored in the database.

The results of this test are illustrated in Fig. 28.7c and d. In the cases of 128 and
200 sps, the transmission time approaches the duration of 30-min ECG, such as
31:42 and 32:32 (in Fig. 28.7c) minutes respectively. However, in the case of 360
sps, the transmission time is increased almost in 50 % (59:48 min in Fig. 28.7d).
The values of small size timer in all three cases were similar to the transmission
time indicating that the time of data processing and storage takes less than one
second.

In Fig. 28.7d the heart rate value (71 bpm) obtained with 360 sps is different
comparing with the values obtained in the other cases (83 bps for 200 sps). It
means that the computed result with 360 sps is more accurate due to higher quality
of received signal. It is because the heart rate precision depends on the sampling
frequency.

After statistical analysis of multiple tests with different records and sampling
frequencies the relative error dð%Þof computing the heart rate obtained according
following equation

dð%Þ ¼
Nmax =min � Nreal

�� ��
Nreal

� 100% ð28:2Þ

lies in the range of ±10 % for 128 samples per seconds, ±8 % for 200 sps and
±4 % for 360 sps. Nmax =min � Nreal is the absolute error of real value Nrealof heart
rate measurement with respect to maximum or minimum measured values
Nmax =min. However, because of significant increment (almost twice) of transmis-
sion time for high sampling rate, it is not recommended to use sampling with more
than 200 sps despite using high technology phone like Samsung Galaxy S IG9000.
The increment of transmission time for 128 and 200 sps does not exceed 5 and
8 % respectively. This is a good compromise between high speed and satisfactory
accuracy, which does not fall below the precision of commercial equipments for
heart monitoring.

Visualization of ECG in real time is a very useful feature of the proposed
framework for heart monitoring. However, some concurrent operations, such as
ECG acquisition by cell phone, ECG retrieval from database and plot of ECG on
display have a significant impact on system performance. For example, in
Fig. 28.8 the ECG plot of 4:11 min is shown even though cell phone has com-
pleted 5:14 min of data reception and storage in database. Additionally, the
computed heart rate is more precise after 5:14 min (73 bps in Fig. 28.8b) than
after 4:11 min presented in plot (71 bps in Fig. 28.8 a). Evaluating low cell phone
performance during graphical visualization of ECG plot, the heart rate relative
error does not exceed ±3 % in the case of ECG received signal encoded by
200 sps.
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This problem may be solved by using mobile phone with high speed and
sufficient processing power as well as by extension of bandwidth of data com-
munication channel with ECG transmission tool.

28.5 Conclusion

The proposed architecture, which provides continuous data transmission and
processing on mobile device with limited computing resources, may be considered
as the conceptual contributions of this paper. This approach has sufficient merit to
be used as a reference in development of applications, such as personal health
monitoring system, mobile learning assistant, remote detection and control, etc.
Additionally, the proposed and implemented algorithm for ECG signal receiving,
processing, storage and visualization provides successful monitoring of heart
activity.

The relative error of computing the heart rate is less than ±10 % in the worst
case when sampling frequency of ECG signal is 128 sps, and it is less than ± 4 %
for 360 sps.

In terms of practical contributions, the proposed architecture integrates various
emerging technologies, which with minimum computational resources has oper-
ational performance enough to be used as heart monitoring system on cell phone
with the ability to process and visualize in real time ECG signals, detect and
manage situations of risk and provide the interaction between doctor and patient.

It is important to note that the prototype does not exclude diagnosis by a doctor.
Our intention is to propose applications that serve as the approach towards

Fig. 28.8 a ECG plot during real time monitoring and b corresponding heart monitor
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development of more complex health assistance systems expanding coverage of
medical services.

Acknowledgments This research is sponsored by Mexican National Council of Science and
Technology, CONACyT, Projects: #154438, and #156228.

References

1. Gay V (2009) A mobile rehabilitation application for the remote monitoring of cardiac
patients after a heart attack or coronary bypass surgery. In: Proceedings of the international
conference on pervasive technologies, Greece, pp 235–238

2. Leijdekkers P (2008) A self-test to detect a heart attack using a mobile phone and wearable
sensors. In: International symposium on computer-based medical systems (CBMS), Finland,
pp 93–98

3. Kyriacou E (2009) System for monitoring of children with arrhythmias. In: International
conference on pervasive technologies Greece, 2009, p 668

4. Biotronik (2010) BIOTRONIK—excellence for life. Dec 2010. http://www.biotronik.com/es/
lam/2246

5. Belgacem N, Boumerdassi S (2009) Mobile personal electrocardiogram monitoring system
with patient location. In: ACM international workshop on medical-grade wireless networks,
Louisiana, pp 69–72

6. Kulkarni S (2008) Smartphone driven healthcare system for rural communities in developing
countries. In: International workshop on systems and networking support for health care and
assited living environment, Colorado, pp 1–3

7. CardioNet. Mobile Cardiac Outpatient Telemetry (MCOT) – Cardiac Telemetry CardioNet
Event Monitors. December, 2010, available at http://www.cardionet.com/

8. AliveCor (2011) AliveCor—mHealth for iHumans. Jan 2011.http://alivecor.com/
9. H’andy Sana (2010) The doctor in the pocket. Dec 2010 .http://handysana.com/

10. IMEC (2010) Monitoring your health with your mobile phone. Oct 2010. http://
www2.imec.be/be_en/press/imec-news/wirelesshealthnecklaceinterface.html

11. Alarcon-Aquino V, Starostenko O (2009) Detection of microcalcifications in digital
mammograms using the dual-TREE complex wavelet transform. J. Eng Intell Syst
17(1):49–63

12. Gonzalez R, Woods R (2007) Digital image processing. Prentice Hall, New Jersey
13. Starostenko O, Alarcon-Aquino V (2010) Computational approaches to support image-based

language learning within mobile environments. J Mobile Learn Organ 4(2):150–171
14. Pan J, Tompkins WJ (1985) A real-time QRS detection ALGORITHM. IEEE Trans Biomed

Eng 32:230–236
15. Hamilton P (2002) Open source ECG analysis. J Comput Cardiol 29:101–104
16. Goldberger AL et al (2000) PhysioBank, PhysioToolkit, and PhysioNet: components of a

new research resource for complex physiologic signals. Circulation 101(23):e215–e220.
http://www.physionet.org/physiobank/

338 O. Muñoz-Ramos et al.

http://www.biotronik.com/es/lam/2246
http://www.biotronik.com/es/lam/2246
http://www.cardionet.com/
http://alivecor.com/
http://handysana.com/
http://www2.imec.be/be_en/press/imec-news/wirelesshealthnecklaceinterface.html
http://www2.imec.be/be_en/press/imec-news/wirelesshealthnecklaceinterface.html
http://www.physionet.org/physiobank/


Chapter 29
Research of Camera Track Based
on Image Matching

Yuan Wang

Abstract Description of camera motion is one of the critical issues to implement
automatic return for camera. This paper employs the Affine Transform Model to
describe global motion, thus reconstructing movement of the camera according to
information extracted from features of adjacent frames. Algorithm for feature
point extraction is mainly discussed. In combination with secondary matching,
SIFT (Scale Invariant Feature Transform) is improved by taking the density of
points into consideration. The experimental results show that this method enhances
the precision of matching with good real-time performance.

29.1 Introduction

Computer vision, a scientific discipline which thrives since the middle of 1960s, is
concerned with the theory and practice for building artificial intelligence systems
that extract information from visual data. In [1], it is described as a complement of
biological vision as mentioned. In [2], we are informed that computer vision is
widely used in many areas. A lot of research work has been carried out on image-
based 3D modeling, multi-view geometry, structure-from-motion, etc. In [3],
computer vision is applied in UAVs to improve their autonomies both in flight
control and perception of environment around them.

Image matching is one of the key points of computer vision. In [4], it indicates
that image matching is widely applied in medical image analysis, remote sensing
data analysis, computer vision and pattern recognition, image segmentation, etc. In
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[5], imaging matching is divided into three classifications: Gray Image-based,
feature-based and explanation-based. In [6], we learn that it is the high precision,
strong robustness, fast matching speed and matching automation that be pursued
by researchers. Finding corresponding image points precisely with good real-time
performance is a very active field of research. In [7], Quan Wang takes an
approach which treats the image matching problem as a recognition problem of
spatially related image patch sets. In [8], Alhwarin. F proposes two modification of
the popular SIFT algorithm to accelerate features matching, which involves
splitting the SIFT features into two types and extending them by a new attribute. In
[9], Grishin. V. A. puts forward image processing in two channels with substan-
tially different resolution as a method of computational costs reduction.

In [10], for enhanced matching precision of algorithm based on SIFT,
Mortensen adopts a global context vector of 60 dimensions similar to shape
contexts. But in [11], the performance of the descriptor is impaired through PCA
dimensions descending. In [12], Jieyu Zhang proposes a method of correcting
SIFT mismatching based on spatial distribution descriptor which involves too
much computational cost. In this paper, improvement for the method of feature
points extraction, selection and matching is made.

29.2 Description of Motion Based on Parameter Model

Relative movement that occurs between adjacent images taken on the same plane,
for example translation, rotation or the blending of them, can be treated as affine
translation between two coordinate axes. In this paper, affine Transform Model of
six parameters is employed. Affine translation is shown in Fig. 29.1.

Fig. 29.1 Affine translation
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As is shown in Fig. 29.1, coordinates of P in the two coordinate system are
(XSP, YSP), (XTP, YTP) respectively. The transformation between them is
expressed as:

XTP

YTP

� �
¼ XT0

YT0

� �
þ cos hX sin hY

� sin hX sin hY

� �
� XSP

YSP

� �

It can be further simplified as:

x
0

y
0

� �
¼ a b

d e

� �
x
y

� �
þ c

f

� �
¼ R

x
y

� �
þ T

where R and T represent:

Rotation matrix: R ¼ a b
d e

� �
¼ cos hX sin hY

� sin hX sin hY

� �

Translation matrix: T ¼ c
f

� �
¼ XT0

YT0

� �

Each parameter can be solved in formulae as follows:

(1) Rotation angle

We assume:

a ¼ y
0

2 � y
0

1

� �
� x2 � x1ð Þ � x

0
2 � x

0
1

� �
� y2 � y1ð Þ

b ¼ x
0
2 � x

0
1

� �
� x2 � x1ð Þ � y

0

2 � y
0

1

� �
� y2 � y1ð Þ

When |b| [ 0, rotation angle = arctan (a/b), otherwise it is 0.

(2) Scale factor

We assume:

a ¼ x
0

2 � x
0

1

� �

b ¼ x2 � x1ð Þ � cos rotationð Þ � y2 � y1ð Þ � sin rotationð Þ

When |b| [ 0, scale factor = a/b, otherwise it is 0.

(3) Deviation along the x axis and y axis

xtramslate ¼ x
0

1 � scale � ðx1 � cos rotationð Þ � y1 � sin rotationð ÞÞ

ytramslate ¼ y
0

1 � scale � ðx1 � sin rotationð Þ þ y1 � cos rotationð ÞÞ

Then, in the affine Transform Model of six parameters, each parameter can be
expressed as:
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a ¼ e ¼ scale � cos rotationð Þ

b ¼ �d ¼ �scale � sin rotationð Þ

c = xtranslate
f = ytranslate
In this paper, two-dimensional motion is described by resolving parameters. First,

read the image sequence to acquire several corresponding points [x y] T ? [x0 y0] T

between adjacent ones. Second, resolve motion parameters according to the for-
mulae. Finally, reconstruct camera movement in the light of the parameters obtained.

29.3 Extraction, Selection and Matching Algorithm

In [13], it is maintained that matching algorithm based on gray level fails to meet
real-time demand, while feature-based algorithm can do a quick work. In addition,
it possesses strong distortion-proof ability from gray level and shape.

In SIFT the feature points are extracted in multi-scale space. First, the image is
first convolved with Gaussian-blurs at different scales. Then the Difference-of-
Gaussian images are taken from adjacent Gaussian-blurred images per octave.
Once DoG images have been obtained, feature points are identified as local
minima/maxima of the DoG images across scales. If the pixel value is the
maximum or minimum among all compared pixels, it is selected as a candidate
feature point and its scale is recorded. Next, fit the feature points with a three-
dimensional quadratic function to specify their location and scale, while discarding
low-contrast ones and eliminating edge responses, which substantially improves
matching performance and stability.

In this paper, middle area is taken as ROI (region of interest) and produces
feature point solely in the light of [14]. The entire feature points obtained through
matching participates in computation, with a comprehensive consideration of
which delivers the final motion parameters.

A further constraint is put forward in order to ensure feature points being
identified precisely by reducing cumulative error, thus corresponding to the con-
tinuity of motion. This is done by matching between results of first matches.
Record common information, which includes motion parameters h, between image
i-1 and i as Ii-1 and get Ii in the same way. Then make a match between Ii-1 and
Ii for Di, which reflects common information of all. This is called secondary
matching and can track the feature points.

The algorithm is shown in Fig. 29.2.
Unmatched points that scatter in similar structure mismatch from time to time

because only local gradient information in neighborhood counts in SIFT
descriptor. So some more distinctive descriptors are expected. Edge feature is
taken into consideration as a new constraint to remove false points.

342 Y. Wang



Jieyu Zhang proposes a mismatch correcting algorithm based on spatial dis-
tribution descriptor which achieves a relatively high match rate. The partitioning
method Jieyu Zhang employs is shown in Fig. 29.3. However, the calcula-
tion procedures seems rather complicated due to the large number of feature points
that SIFT gets. So in this paper, image is partitioned in this way: center on a
specific feature point, we get segments in upper left, lower left, upper right and
lower right in turn. Side-length of the square is set as L which is the minimum
distance the point reaches image edge. Thus, global information is preserved while
iteration is greatly reduced.

When too much feature points are extracted, real-time performance should be
guaranteed by further constraint. Feature points that located in area where points
are sparse can be identified more easily with less mismatching, and vice versa. On
this point, I advance a density-based method to wipe off candidates that is falsely
report.

The expression of density of points is of the form:

Cx;y ¼
Xxþm=2 Xyþn=2

Bi;j

Start

Match between I i-1and Ii

3 noncollinear points

Record Ii-1

Read next image

First match

Record Ii and temp

Points exceeds n

Compute 

Ii-1 = Ii

mage sequence finished

End

NO

NO

NO

YES

YES

YES

Motion parameter 

Fig. 29.2 The flow chart of
algorithm based on secondary
matching
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Cx;y denotes the density of point ðx; yÞ in a certain rectangular area ðm� nÞ.
In this paper I choose square as the computational area, which meansm ¼ n.
Bi;j indicates whether or not ði; jÞ is a feature point. Bi;j is given the value of 1
when Bi;j is a feature point; otherwise it will be 0.

According to center-biased distribution characteristic of motion vector, uniform
extraction can be achieved by doing this: when feature points exceed the threshold
n, partition the middle area of the image into m regions in accordance with cross
center-biased distribution model, while feature points being divided into m groups.
If feature points within a certain region exceed n=m, put them in increasing order
after computing density for each feature point. Then take the first n=m points.
Total number will be kept within n after traversing the whole area.

By now, participants are greatly reduced in parameter calculation. Separated
point pairs that gain through selection into several groups. Each group is called
coefficient matrix and contributes to deliver a set of global motion parameter.
Then, establish a histogram to obtain motion parameter with the highest frequency,
namely pmax ¼ pðhÞ. Take the comprehension of all parameters that appear within
h� d; hþ d½ � (where the value of d is concerned with the number of point pairs

and the size of groups) as the final result. Flow gram of this algorithm is shown in
Fig. 29.4.

Whole workflow:

(1) Feature points selection: Utilize partition and density to select qualified points.
(2) First match: Record related information.
(3) Traverse all of the images.

29.4 Experimental Result

Original images in this experiment are shown in Fig. 29.5.
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Fig. 29.3 The method of
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Matching result of SIFT is shown in Fig. 29.6, from which we can see that
mismatch happens.

Figure 29.7 shows matching result of the correcting algorithm based on spatial
distribution descriptor.

Divide into m regions

Points exceed n/m in current region

Start

Extract

Points exceeds threshold

Calculate density

All regions traversed

Secondary match

Image sequence finished

End

YES

YES

YES

YES

NO

NO

NO

NO

Fig. 29.4 The flow chart of
sifting algorithm based on
density

Fig. 29.5 Original image
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But the computational cost fails to meet the demand of real-time performance.
Table 29.1 manifests that the method put forward in this paper does a better job.

Figure 29.8 demonstrates effect images that have been treated by the improved
method.

Tests for algorithm based on partitioning and density are done. According to
cross center-biased distribution model, I test 3-region, 5-region and 9-region
respectively.

Experimental results in Table 29.2 reveal that 5-region practice excels in
convergence along x axis, while movement distance per frame along y axis is
relatively stable. Moreover, it is superior to 9-region practice for its easy operation.

Figure 29.9 demonstrates the schematic of partitioning.

Fig. 29.6 Matching result
of SIFT

Fig. 29.7 Matching result of
the correcting algorithm
based on spatial distribution
descriptor

Table 29.1 Comparison of
the performance index of two
methods (S)

Index Correcting algorithm Improved method

Pairs 185 185
Time 4 0.0144
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5-region practice is put into effect. I make comparisons between algorithms
based on secondary matching and density for matching precision and running time.
Results are shown in Tables 29.3 and 29.4.

Fig. 29.8 Matching result of
improved method

Table 29.2 Comparison of four partition scheme

Partitioning x varðxÞ Dy varðyÞ Time(s)

Without -0.2101 0.0624 7.51 6.72 360
3-region -0.0989 0.0401 7.72 7.23 0.0396
5-region -0.0841 0.0362 7.68 6.79 0.0198
9-region 0.0931 0.0258 7.71 6.74 0.0258

Fig. 29.9 The schematic of
partitioning
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From Tables 29.3 and 29.4, we can reach to a conclusion that density-based
algorithm enjoys a good property with high precision and good real-time perfor-
mance when selecting feature points and rejecting false candidates.
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Chapter 30
Curriculum Design Change
of the Industrial Engineering BA Program

Eszter Bogdány, Ágnes Balogh, Gabriella Cerháti,
Tibor Csizmadia and Réka Polák-Weldon

Abstract Higher education institutions are complex adaptive systems that need to
respond to environmental pressures in a flexible way in today’s dynamically
changing environment. Resource dependency theory provides a framework to
understand the process of adaption required to meet challenges. Based on the
theory this paper introduces a case study presenting curriculum design change of
Industrial Engineering BA program at the University of Pannonia, Hungary. The
case study followed four steps of curriculum design change: reasons, design and
development, teacher preparation and course design, and course evaluation. As a
result of external and internal constraints the foreign language education and
learning modules of the Industrial Engineering BA program had to be improved in
2009. After almost 3 years of offering a new foreign language introductory course
the evaluation of the efficiency became necessary. Results show that learning
module change has a positive effect on student activities of foreign language
course enrolments and efficiency.

30.1 Introduction

This paper focuses on the question of how a higher education institution responds
to governmental expectations, in the form of changes in curriculum design.
Hungary as a medium-sized structurally open economy is increasingly exposed to
impacts of global social and economic trends. So, foreign language education and
learning is increasingly relevant in Hungary. It is a peculiar, hard to learn lan-
guage, spoken by only a small number of people. Consequently, economic policy
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making efforts of the present government aim at developing higher education
programs with a special focus on language education and natural sciences such as
Industrial Engineering.

The interesting point here is to what extent this situation has affected the course
results and the number of courses students enrolled in. Thus, in an international
perspective, the Hungarian case could provide an interesting contrast to those
countries where policy-making concerning curriculum design change of university
programs has been more comprehensive. As such it can be expected to add to the
growing body of knowledge on how higher education institutions are reacting in
response to contextually different external demands.

The paper is divided into three parts. The first part of the paper begins with a
theoretical chapter that elaborates the theoretical concepts touched upon in this
paper. The second part of the paper concentrates on the case study analysis. The
final part of the study contains a summary of the paper and presents some further
applications of the development process.

30.2 Theoretical Background

In this chapter the theoretical framework is discussed. The chapter provides an
overview of the resource dependency theory that will be used in this paper.

30.2.1 Resource Dependency

The point of departure for discussion is to understand the way an organization
responds to environmental pressures at the organizational level. The theoretical
framework developed by Pfeffer and Salancik [1] serves this purpose emphasizing
that to understand organizations one must understand how they relate to other
actors in their environment. The resource dependency approach is constructed on
the basis of the fundamental assumption that all organizational action is ultimately
directed at securing its survival.

Some organizations might be more important to an organization than others
with respect to resource acquisition. When the dependency is low, resistance
represents minimal risk to organizational interests because it ‘‘is no longer held
captive by a single or limited number of sources of social support, resources or
legitimacy’’ [2]. Thus, in sum, the resource dependence theory implies that an
organization’s responses to external requirements can be predicted from the
situation of resource dependencies confronting it.

In addition, organizational response to demands does not necessarily mean
passive adaptation, but rather a strategic choice to cope with external pressures [3];
dependency is not a simple one-way concept, it involves more. It gives the stra-
tegic repertory a focus [1]. It excludes the possibility that organizations contribute
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consciously to their own demise. The action or strategy chosen depends on the
motivations and preferences of organizational actors, the characteristics of the
exchange relation and the structure of the network. In addition, organizations also
focus on ‘‘altering the system of constraints and dependencies confronting the
organization’’ [1]. Thus they retain the ability to have some flexibility in the
responses to deal with particular issues.

Looking at the dependency relation from the governmental point of view, this
opens the possibility of University of Pannonia to change in accordance with
Hungarian Accreditation Committee priorities. As the aim of this study is to
explain to what extent University of Pannonia indeed responds to governmental
‘demands’, the resource dependency is a crucial approach. Higher education
institutions implement governmental initiatives in order to appear legitimate in the
eyes of government agencies, which control vital resources [4].

30.2.2 Applications of the Framework

The Higher Education Act requires all Hungarian higher education institutions and
their programs to be accredited regularly. In addition to institutional accreditation,
the Hungarian Accreditation Committee (HAC)also conducts separate program
accreditation under a variety of schemes required by law. Furthermore, degree
programs are evaluated in the five-yearly institutional accreditation process. The
HAC accredits national qualification requirements and all new programs launched
ata university. The application for launching a degree program, in which there
already are accredited national qualification requirements, focuses on the local
context in which the proposed program will run, such as the teaching staff and
infrastructure, as well as the curriculum.

All higher education institutions are expected to fulfill a set of requirements
stated by HAC which can derive from the institution and program accreditation
process. Specific recommendations have been made related to the improvement of
the Industrial Engineering program which was completed by the HAC at the
University of Pannonia in 2008. Regarding the improvement of foreign language
courses the HAC pointed out that it is advisable to separate preparing students to
language exams and the knowledge level of engineering and management disci-
plines in foreign languages. The evaluation of HAC did not imply directly
applicable actionsso the leadership had the freedom to implement strategic actions
specific to the Industrial Engineering program. Regarding strategic actions the
leadership considered the views of various stakeholders such as companies,
students, lecturers and guest lecturers [5, 6].
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30.3 Industrial Engineering Case Study

The case study explains and describes the reasons, process and results of the
improvement of foreign language education and learning at the Industrial
Engineering program. It allows investigating a phenomenon of interest within their
broad context. It also provides the opportunity to appreciate these impacts and to
explore to what extent the proposed concepts and theorized relationships are
viable. Additionally, the case study facilitates the appraisal of some variables
central to this inquiry that are not directly observable. In order to appraise these
concepts, the complex social, organizational settings in which they emerge should
be captured. The improvement process of foreign language education and learning
activities followed the steps developed by Richards [7].

30.3.1 Reasons

The improvement of the Industrial Engineering program started with the outlining
of the reasons behind the need for change. The main concerns regarding the
improvement of curriculum design of foreign language courses were the
followings:

• The HAC advised several foreign language course improvement approaches.
• Quality gap between the levels of language exam knowledge (English and

German for Special Purposes hereafter ESP/GSP language exam) and the
language skills required to complete special university courses—for a total of 6
credit points—offered in foreign languages.

• Often students passed ESP/GSP language exams after completing foreign
language special modules.

• The initiation of the Bologna Process (also called Bologna Accords) indicated
that the cycles of higher education qualification should be harmonized which
means that BA level qualification has dual function—offering ESP/GSP
language courses and foreign language special modules—and master level
qualification has single function and that is offering only foreign language
special modules.

As a result of the above explained propositions the structure of the university
curriculum design framework regarding foreign language special courses had to be
improved. Based on that a foreign language business introductory course was
initiated which provides basic professional foreign language knowledge which can
effectively foster the successful completion of foreign language special modules
later in the course of studies.
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30.3.2 Design

To further the efficiency of foreign language competencies it was considered to be
purposeful to separate foreign language exam preparation and teaching foreign
language special modules. The foreign language courses are offered by the Centre
of Foreign Language Education and the foreign language business introductory
and special courses are offered by the Faculty of Economics.

The development process of foreign language competencies can be divided into
two steps (Fig. 30.1):

(1) preparing students for the B2 level ESP/GSP language exam:

a Students are expected to take a language placement test or have to have a B2
level complex language exam in order to participate in the foreign language
course

b After either passing the placement test or proving the required language
knowledge by a language exam certificate students are allowed to sign in for
a two-hour foreign language course.

c By completing the foreign language course students are able to pass ESP/
GSP language exam in order to fulfill the learning output requirement

(2) In case of completing foreign language special courses, lectures and seminars
students are expected to take the above mentioned language placement test or
have to have a B2 level complex language exam in order to participate in the

Foreign language 
courses

Foreign language 
introductory courses

B2 level ESP/GSP or 
C2 level general 
language exam

BA Degree

Foreign language 
special courses
(6 credit points)

Absolutorium

Placement test or
B2 complex language 

exam

Learning outcome 
requirements

Fig. 30.1 The steps of
preparing students for
fulfilling language and BA
degree requirements
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foreign language introductory courses called ‘Comprehensive Business Stud-
ies I and II’(CBS I; CBS II) which includes relevant engineering and man-
agement topics. Upon passing CBS I and CBS II students fulfill the
prerequisite of foreign language special courses for a total of 6 credit points.

30.3.3 Teacher Preparation and Course Development

The core element of the improvement process was to launch a new foreign lan-
guage introductory course. The CBS I and II modules had to be fitted in the foreign
language curriculum because by participating in the learning process of the
introductory business modules student become able to succeed in the completion
of the foreign language special modules.

In the beginning of 2009 resulting from the need for the improvement of curric-
ulum design of the Industrial Engineering program the dean of the Faculty of Eco-
nomics along with the Head of Management and Leadership Department initiated the
addition of an introductory business module in two foreign languages, English and
German to the existing program curriculum. The idea was thoroughly discussed with
teachers of foreign language special modules in order to assure that the newly
introduced module has some real advantages both for students and other university
stakeholders. After representing the idea of the introduction of a new module those
involved directly in the course design process formed a working group focusing on
specific issues related to the new module. Two of the foreign language special
module teachers were involved in the working group throughout the whole process of
discussion, course design and implementation. The argument behind opting for those
two teachers was that their qualifications and experience allowed them to effectively
partake in the decision-making and design process. The working group had 6 months
to design the foreign language introductory module. The Head of Management and
Leadership Department acted as an advisor as well as a coordinator.

Firstly, all foreign language special module syllabi had been acquired for
detailed study. The principles followed in the study process of the collected syllabi
had to be agreed on. The members of the working group together with the advisor
and coordinator outlined the principles as the following:

• group syllabi according to their field of study such as engineering and
management,

• cluster syllabi based on similarity of their field of study,
• individual and group discussions with foreign language special module teachers

regarding the focal points of their teaching material.

The created clusters indicated the main topics that were covered in the foreign
language introductory course material and as the development process was final-
ized the teaching of the introductory course could begin. Teachers of the foreign
language introductory course recognized the undeniable benefits of creating a
student centered quality online course system. E-learning served and serves
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effectively as specific media to implement the learning and teaching process for
our students. It also provided platform for continuous course material develop-
ment. The Moodle architecture (an acronym for Modular Object-Oriented
Dynamic Learning Environment) had already been used at the university at the
time and it became an effective mode of critical knowledge transfer. The lack of
course specific textbook also indicated the need of adopting an effective student
centered course management system. Additionally, the challenges of reaching
large number of students and enabling a knowledge network of students could be
met.

On the one hand, essential learning material is uploaded regularly and on the
other hand teachers and students form real time study networks relying on the
various Moodle functions to enhance learning results.

The main functions used by teachers and CBS I and II course participants are:

• forums serving as message boards allowing students to post messages and
exchange ideas or problems related to course material,

• assignments for task completion and online feedback,
• questionnaires used to help students in their self-assessment process,
• news forum include all activities carried out by all course participants, teachers

and students.

E-learning tools have been evaluated by one of the students as ‘‘useful because
the CBS online course materials are available real-time and can be used as
reference when preparing for foreign language special course exams’’.

One of the lecturers teaching the CBS courses believe that since‘‘the
introductory courses are not language courses they specifically focus on profes-
sional language and provide competencies and self-confidence that allow students
to perform well at foreign language special courses’’.

A native guest lecturer added that ‘‘students’ communication abilities enhanced
in terms of their involvement in debates, they became more confident in using the
special terms of engineering and management fields’’.

30.3.4 CBS Course Evaluation

From 2009 the foreign language education and learning at the Industrial Engi-
neering program changed according to the above described process. After 2 years
of teaching experience the effectiveness of the new foreign language introductory
courses (CBS I and II) have been evaluated.

The positive effects of the new introductory course could be first seen in the
academic year 2010/2011 (Fig. 30.2). Up to that point the average course enrol-
ment was around 15 students per year. Following the completion of the intro-
ductory course students, relying more on knowledge acquired during their
introductory course studies became more willing to participate in foreign language
special courses.
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According to one of the students ‘‘CBS courses gave me the basic vocabulary of
engineering in English that made me feel positive about taking courses of native
guest lecturers’’.

The growing number of course enrolments indicates that the total number of
credit points acquired also increased from 2010 onwards (Fig. 30.3). The sharp
increase in the number of credit points does not only suggest that more students
enrolled in foreign language courses in general but also that the variety of courses
students enrolled in widened. It means that students became more open to enroll in
more difficult courses.

Despite the fact that the number of enrolments and credit points acquired
increased the average of foreign language course results improved only slightly
(Fig. 30.4). It shows that although the introductory course supports student
preparation to undertake foreign language special courses there is room for
improvement. The course results reached the average of 3.5 which is considerably
higher than results prior to the introduction of the CBS courses.

Fig. 30.2 Total number of
course enrolments

Fig. 30.3 Total number of
credit points acquired
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30.4 Conclusion

The main purpose of the curriculum design change of the Industrial Engineering
BA program was to improve the efficiency of foreign language course enrolment
and results. As it was detailed in our paper the process itself began as a response to
both external and internal pressures and heavily relied on resource dependency
theory. The case study methodology allowed us to present the main advantages
and disadvantages of the curriculum design development process which included
four steps: reasoning the planned changes, designing, preparing teachers and
developing course material and finally evaluating the newly introduced CBS
course.

The thoroughly executed preparation and course design stage of the process
lead to fast and flexible respond to environmental pressures. Moreover, continuous
e-learning course material development enhances our ability to respond tofuture
internal pressures. Considering the environmental constraints the strategic choice
and action to change foreign language education and learning modules of the
Industrial Engineering BA program have been considered effective by all stake-
holders and can serve as an example to other higher education institutions facing
similar challenges.
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Chapter 31
Comparing Two Methods of Sound
Spatialization: Vector-Based Amplitude
Panning (VBAP) Versus Linear Panning
(LP)

Jonathan Cofino, Armando Barreto and Malek Adjouadi

Abstract There is an interest in presenting the sound from ‘‘Screen Reader’’
programs used by blind individuals to access the World Wide Web in multiple
virtual ‘‘auditory columns’’, aiming to restore the perception of 2-dimensional
placement of items on contemporary web pages. As a prelude to that application,
this paper reports the experimental comparison of two forms of virtual placement of
sounds over 5 positions, in front of a computer user. The results indicate that there is
not a statistically significant difference in accuracy achieved by application of the
Vector-Based Amplitude Panning (VBAP) or the Linear Panning (LP) methods.

31.1 Introduction

For navigation of the World Wide Web (WWW), blind computer users rely on
programs called ‘‘Screen Readers’’ to vocalize text (performing text-to-speech
conversion of the contents of the web pages), identify forms, tables, and graphics,
and guide them while browsing. Screen readers operate by identifying a focus
(link, text box, menu item, etc.) and announcing relevant information about the
element of focus [1]. Although this technology is invaluable to those who use it,
navigation of a modern web site is often complicated by the complex two-
dimensional layout of many web pages. When forced to linearize screen content,
that is to output it as a single stream of sounds, screen readers must arbitrarily
choose the path of content read aloud while losing a sense of spatial orientation
within the web page. This usually means that the screen reader will follow the
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elements in the order that they have been coded in HTML without regard to how
these elements may actually be arranged on the webpage.

This study proposes to create a finite number of ‘‘auditory columns’’ that can be
distinguished by blind users in order to, eventually (in future work), build an
audio-navigable web page environment that aurally preserves the spatial structure
of the information contained in the web pages. Our focus in this study is on the
presentation of information in 5 distinct ‘‘auditory columns’’ which would require
the user to distinguish which of 5 locations was used for the virtual placement of a
sound. This auditory virtual placement can be accomplished by a variety of
methods, and this paper reports on the comparative study we performed, involving
two of those methods.

Our experiment compares the vector-based amplitude panning (VBAP) method
proposed by Pulkki [2] and the linear panning method. This study is a preliminary
step in determining whether the method used for panning has a significant influ-
ence in restoring the sense of space and orientation to the browsing of a blind user.

31.2 Methods

A Japanese study by Ohuchi et al. [3] has demonstrated that the sound localization
acuity of blind people is superior, on average, to that of sighted people. Those
researchers found this result by placing a listening test subject in the center of a
circular array of 12 (physical) speakers which were evenly spaced at 30-degree
intervals along the horizontal plane. No amplitude panning was used, as each sound
was actually played from one of 12 different physical locations (speakers) at a time.

In a 1998 paper [4], Pullki and Lokki discussed using the VBAP panning
method with a multichannel array of speakers to create an immersive three-
dimensional auditory display. For our intended application, it would be impractical
to require a typical computer user to sit at the center of a multichannel speaker
array; therefore, our experiment utilized two stereo speakers since this setup best
reflects a typical user’s audio playback situation. This necessitates stereo panning
to represent the five auditory columns mentioned previously.

Sound spatialization can be achieved through stereo panning. Each of the two
stereo speakers emits coherent signals with varying amplitudes. This difference in
amplitude creates the perception of a single auditory source emanating from a virtual
position located between the actual speakers [4]. By varying the respective ampli-
tudes, the virtual source can be ‘positioned’ anywhere between the two speakers.

31.2.1 Stereophonic VBAP Method

In the VBAP method, two speakers will be used to create an ‘‘active arc’’ as shown
in Fig. 31.1.
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Each speaker location can be expressed as a unit vector:

• l1 ¼ l11l12½ �T

• l2 ¼ l21l22½ �T

The vector corresponding to the virtual source, p, can be expressed as a linear
combination of the speaker vectors l1 and l2:

p ¼ g1l1 þ g2l2 ð31:1Þ

where g1 and g2 correspond to the gain factors of channels 1 and 2, respectively.
Equation (1) can now be expressed in a matrix form:

pT ¼ gL12 ð31:2Þ

where g ¼ ½g1g2� and L12 ¼ ½l1l2�T

An inverse for matrix L12 exists as long as the speakers are not placed
collinearly, i.e. both on the horizontal or vertical axis. The gain vector can now be
found as shown:

g ¼ pT L�1
12 ¼ ½p1p2�

l11 l12

l21 l22

� ��1

ð31:3Þ

Fig. 31.1 Stereophonic
configuration formulated with
vectors (as proposed in [2])
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To perceive all virtual sources as emanating from equidistant points, an active
arc of constant radius is required. To achieve this constant sound power level, g is
normalized to maintain:

gscaled ¼ gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

1 þ g2
2

p ð31:4Þ

To simplify the implementation of the VBAP method in two dimensions, an
angular approach is desirable as shown:

In Fig. 31.2, the virtual source is represented by an angle U, which is con-
strained by the two channel speakers spaced at equiangular positions (-U0, U0) on
either side of the x-axis.

In order to reconcile the angular approach with the need for channel-specific
gain constants, Bauer [5] reformulated Blumlein’s stereophonic law of sines in
phasor form as shown:

sin U
sin U0

¼ g1 � g2

g1 þ g2
ð31:5Þ

where 0�\U0\90�;

�U0�U�U0;

and g1; g2 2 ½0; 1�:

The equations above are only valid for when a listener’s head is held still and
forwardly oriented along the x-axis.

Fig. 31.2 Stereophonic
panning (angular formulation
as proposed in [2])
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As noted by Ohuchi et al. [3] and also by Pulkki and Karjalainen [6], if a
listener’s head is allowed to swivel, a stereophonic tangent law is more accurate:

tan U
tan U0

¼ g1 � g2

g1 þ g2
ð31:6Þ

where 0�\U0\90�;

�U0�U�U0;

and g1; g2 2 ½0; 1�:

It can be further shown that the gain vector g satisfies the tangent law above.
The two-channel stereophonic loudspeaker configuration matrix (L) components
and virtual source position components can be observed from Fig. 31.2.

l11 ¼ l12 ¼ cos U0

l12 ¼ l22 ¼ sin U0

p1 ¼ cos U

p2 ¼ sin U

The inverse of the L12 matrix can be determined:

L�1
12 ¼

l11 l12

l21 l22

� ��1

¼

l22 �l12

�l21 l11

� �

l11l22 � l21l12
ð31:7Þ

Equation (3) can now be reformulated:

g ¼ ½p1l22 � p2l21p2l11 � p1l12�
l11l22 � l21l12

ð31:8Þ

g1 ¼
cos U sin U0 þ sin U cos U0

2 cos U0 sin U0
ð31:9Þ

g2 ¼
cos U sin U0 � sin U cos U0

2 cos U0 sin U0
ð31:10Þ

g1 � g2

g1 þ g2
¼ 2 sin U cos U0

2 cos U sin U0
¼ tan U

tan U0
ð31:11Þ

It is now apparent that the VBAP method satisfies the stereophonic tangent law.
The five VBAP positions used in the experiment as well as the plotted gain

values used to implement them are pictured in Figs. 31.3 and 31.4.
It can be noted from the previous figure that the VBAP method produces a

concave pattern of speaker gains to implement panning.
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31.2.2 Linear Panning Method

To assess the benefits of the VBAP method, a simple linear panning approach will
be compared. Linear panning does not account for a constant sound power level
nor does it take into consideration the perceived angle of localization.

The graph in Fig. 31.6 was generated by the linear equations:

• left_gain = (�)(1 - pan)
• right_gain = (�)(1 ? pan)

where the parameter ‘pan’ corresponds to the desired horizontal panning
position.

The five linear panning positions used in the experiment as well as the plotted
gain values used to implement them are pictured in Figs. 31.5 and 31.6.

31.2.3 Experiment Design Methods

The objective of our experiment was to compare the level of accuracy with which
a typical computer user can identify the virtual placement of a sound (out of 5
possible locations) when VBAP and linear panning are used.

This experiment prompted each of the 20 (sighted) participants to locate a
virtual sound source in auditory space. Borrowing from the methods used by
Ohuchi et al. [3], the sound sources consisted of white noise and lasted 2 s in
duration. White noise was chosen for its flat power spectral density. Having equal
power across any given bandwidth, white noise is not subject to the directionality
commonly associated with single-frequency tones. Each stereophonic panning
method was used twice for each one of the five virtual positions, yielding 20 trials
of sound playback that the subject needed to identify as emerging from one of the
5 pre-set virtual source locations. The order of these virtual source locations and
the spatialization method used were randomized for each participant.

In each trial, the subject was given the indication to press the ‘‘enter’’ key to
make the trial sound play and then asked to enter a number: 1, 2, 3, 4, or 5 to
identify the spatial location that was perceived by him/her as the origin of the
sound. Since the intended spatialized locations were determined in advance, each

Fig. 31.3 VBAP panning
angles
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trial was scored as correct (if the subject’s numerical answer exactly matched the
numeric identifier of the virtual sound placement) or incorrect (in any other case).
Accordingly, a percentage of accuracy could be derived for each subject: when the
spatialization was performed with VBAP, when the spatialization was performed
with linear panning, and also a percentage of overall accuracy (using the results
obtained under both spatialization methods).

As can be seen in Figs. 31.1 and 31.2, the listening subject and the two speakers
form an isosceles triangle. Each speaker was placed 30 inches from the subject’s
chest making the lateral distance between the speakers 38.57 inches. This implies
that using the linear panning technique the listening subject should perceive that
the five virtual sound sources are placed at 9.64-inch intervals. It was important to
find a compromise between sufficient angles, distances, and space limitations (such
as the need for the two speakers to fit on a typical desk). Pulkki [2] states that in
two-dimensional amplitude panning the U0 angle typically chosen is 30�. In this
experiment, we extended the horizontal distances to make the sources more
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Fig. 31.4 VBAP panning (5 positions)

Fig. 31.5 Linear panning
parameters
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distinct in the linear panning method. This was accomplished by increasing the U0

angle from 30 to 40�.

31.3 Results

Localization accuracy percentages table

Subject # Overall VBAP Linear Diff

1 90 90 90 0
2 70 50 90 -40
3 95 100 90 10
4 70 70 70 0
5 95 100 90 10
6 100 100 100 0
7 85 90 80 10
8 75 90 60 30
9 95 90 100 -10
10 95 100 90 10
11 75 60 90 -30
12 60 70 50 20
13 85 80 90 -10
14 95 100 90 10
15 80 60 100 -40

(continued)
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(continued)

Subject # Overall VBAP Linear Diff

16 100 100 100 0
17 95 100 90 10
18 100 100 100 0
19 95 100 90 10
20 65 50 80 -30
Mean 86.000 85.000 87.000 -2.000
St. Dev. 12.732 18.209 13.416 19.358

31.4 Statistical Analysis

Statistical hypothesis testing was utilized for interpreting the data. The ‘‘null
hypothesis’’ was stated: the mean accuracy under the two methods is assumed to
be equal. An appropriate statistical test must be chosen to ascertain the validity of
the null hypothesis. A paired-samples dependent t test is desirable for its simplicity
and calculability, but it requires a normal distribution.

The Kolmogorov–Smirnov (K–S) and Shapiro–Wilk (S–W) tests are used to
determine whether the difference between the samples is normally distributed.
A significance value less than the typically chosen 0.05 indicates that a given set of
sample differences significantly deviates from a normal distribution. Using the
output from the PASW 18 statistical analysis software package, the K–S test
indicates that the significance is much lower than the threshold (0.003 \ 0.05) and
the S–W test displays a similar result (0.018 \ 0.05). Both tests indicate a
significant deviation from a normal distribution.

Tests of normality

Kolmogorov–Smirnova Shapiro–Wilk

Statistic df Sig. Statistic df Sig.

Difference 0.241 20 0.003 0.881 20 0.018

a Lillifors significance correction

Since the sampled differences are non-normally distributed, the Wilcoxon
signed-rank test will be used as it is non-parametric, meaning that it does not
assume normality as a prerequisite for hypothesis testing. To summarize, this test
gathers the sign and magnitude of the paired differences. The magnitudes of the
differences are then ranked from least to greatest, excluding the differences of zero.
Tied ranks are averaged, i.e., if the difference value ‘7’ is repeated as the 3rd, 4 and
5th ordered difference value then the value ‘7’ will have a repeated rank of
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(3 ? 4 ? 5)/3 = 4. The positive and negative differences are summed separately,
and the lesser sum is declared the test statistic W. This test statistic can then be
correlated with a significance value.

Using PASW 18, the output of the Wilcoxon signed-ranks test (Z-statistic) is
shown:

Wilcoxon Signed of Rank Test

Ranks

N Mean rank Sum of ranks

VBAP-Linear Negative ranks 6a 10.50 63.00
Positive ranks 9b 6.33 57.00
Ties 5c

Total 20
a VBAP \ Linear
b VBAP [ Linear
c VBAP = Linear

Test statisticsb

VBAP-linear

Z -0.175a

Asymp. Sig. (2-tailed) 0.861
a Based on positive ranks

As shown above, the Wilcoxon Test resulted in a significance value of 0.861,
much greater than the typical threshold 0.05. This result indicates that the null
hypothesis should not be rejected. In practical terms, this indicates that there is not
a statistically significant difference in the localization performance of our exper-
imental subjects when the spatialization was performed using the VBAP method or
the linear panning method, for this experimental configuration.

31.5 Discussion

In this preliminary experiment only 20 listening subjects were recruited (mean
age = 26.9 years, std. dev. = 6.215 years.). All of these 20 subjects were sighted
individuals with normal hearing. Using the findings from Ohuchi et al. it can be
hypothesized that blind and low-vision individuals would outperform their sighted
counterparts in terms of localization accuracy. This may also lead to a reduced
average differential between methods.
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Some test subjects noted that they could perceive a reduced intensity of some
sounds. This is most likely a result of the lack of gain coefficient normalization inherent
in the linear panning method. There may also be a psychoacoustic phenomenon of
perceived unequal loudness with respect to virtual source placement and localization.

As this was only a preliminary study, certain experiment variables could be
altered to benefit future experiments. The angle of placement for the speakers
could be widened or narrowed, and the number of positions could be expanded. It
is possible that increasing the number of subjects as well as widening the range of
ages would yield more normally distributed data, making the paired-samples t test
a possibility for statistical analysis.

31.6 Conclusion

The localization accuracy table shows that the mean accuracy percentage for both
methods was quite close. This observation can be summarized by noting that the
average difference of accuracy was only 2 percentage points. The VBAP method
was found to have a wider dispersion about the mean, as indicated by the greater
standard deviation as compared to the linear panning method. In general, the
overall average of 86 % indicates that the listening subjects were able to correctly
localize the audio in the experiment.

Based on the statistical analysis presented, this preliminary study suggests that
there is not a statistically significant difference between the VBAP and linear
panning methods for a 5-position array of sound sources like the one tested here.
Most application programming interfaces (APIs) for audio implement the linear
panning method. Therefore, this result justifies the prospective use of the linear
panning method to create five ‘‘virtual auditory columns’’ for the enhancement of
screen reader technology to help blind users navigate contemporary web pages.
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Chapter 32
Contrast Enhancement in Image
Pre-Compensation for Computer Users
with Visual Aberrations

Jian Huang, Armando Barreto, Malek Adjouadi and Miguel Alonso

Abstract Pre-compensation of display images in computers can enhance the
interaction of computer users with visual impairments and computers. However,
the pre-compensation process reduces the contrast of the images perceived by the
user, when the pre-compensated images are presented in display devices with
limited intensity levels. Therefore, the helpfulness of the pre-compensation pro-
cess is reduced by the accompanying contrast loss. This paper proposes a side-trim
histogram correction method aiming to improve the contrast of the image per-
ceived by the user after pre-compensation has been performed. The side-trim
method is based on the analysis of the histogram of the pre-compensated image, in
which the trimming process is performed automatically, without manual
intervention.

32.1 Introduction

Many computer users have difficulties identifying and recognizing pictures, icons
and text displayed on computer screens, which are the basic forms of information
presentation and interaction used by many software products, within the graphical
users interface (GUI) utilized in most computers. This is more obvious for those
computer users with severe low vision. Without the necessary vision correction,
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effective interaction with computers for these users could be quite limited. Tra-
ditionally, vision correction is mainly achieved by spectacles and contact lenses.
Laser vision correction, such as LASIK and LASEK, has also become popular
recently.

On the other hand, methods based on image processing have also been used to help
computer users with low vision to achieve better visual performance. Peli et al. [1, 2]
proposed a conceptual pre-emphasis model of image enhancement for the visually
impaired based on the contrast sensitivity function. Peli et al. [3] also used a wide-
band enhancement method to enhance the television images for the people with
visual impairments. Alonso et al. [4–6] proposed a pre-compensation method to
improve the intended display image for computer users with impaired vision. In
contrast with the traditional optical correction through lenses which modify the
images of external objects before reaching the eye, this pre-compensation approach
modifies computer images at their source, before displaying them to the users. This
pre-compensation method is based on the a priori knowledge of the visual aberration
of the user’s eye, which can be measured by a wavefront analyzer. The pre-com-
pensation method has been verified to be able to help computer users with visual
impairments under controlled experimental conditions. However, the implementa-
tion of the pre-compensation method results in contrast loss that limits its benefits.
This paper describes the essential reason for the contrast loss generated during the
process of pre-compensation and proposes a method to reduce this undesirable side
effect. Although the contrast enhancement process also comes with a degradation of
the pre-compensation effect, the side-trim method in this paper is able to increase the
contrast of pre-compensated images while keeping the degradation under control.

32.2 Background

The human visual system is considered as the combination of the optical system of
the eye and the neural processing of the light information that begins at the retina.
Like other optical systems, the imaging process in the human eye is described as the
linear mapping of the light distribution of external objects to the light distribution
on the retina, which is the light sensitive portion of the human eye. This makes it
possible to apply the theory of linear systems to the imaging system in the eye.

32.2.1 Visual Aberration

Visual degradation of the human eye is caused by visual aberration in the eye’s
optical system. The eye’s visual aberration can be modeled and quantified by the
wavefront aberration function (WAF). The wavefront aberration function, used to
describe the refraction characteristic of the eye, is defined as the difference
between the actual aberrated wavefront and the ideal spherical wavefront of light
coming into the eye [7]. Any wavefront aberration will degrade the resulting
retinal images.

372 J. Huang et al.



32.2.2 Point Spread Function

Any object, when viewed by any optical system, including the human eye, can be
considered as a two-dimensional array of point sources with variable intensity [7].
The image mapped by the optical system for a point source is called the point
spread function (PSF), which is analogous to the two-dimensional impulse
response function of the imaging system. Therefore, the process of forming a
retinal image can be represented by the convolution of the distribution of light
intensities in the external object being viewed and the PSF of the human eye, as
shown in Fig. 32.1.

32.3 Pre-Compensation Method

When pictures, text or icons are displayed on a computer screen and viewed by the
eye of a user with visual aberrations, the image formed on the retina will be
degraded. The pre-compensation method introduced here processes the images
before they are displayed, compensating, in advance, for the degradation that will
take place in the user’s eye, due to the eye’s visual aberration. This process is
illustrated in Fig. 32.2.

The pre-compensation model, which generates a suitable pre-compensated
image for any given original image (object), is built based on the a priori
knowledge of the visual aberration of the computer user’s eye, which could be
measured by a wavefront analyzer. The imaging system of the human eye is
considered as a linear system. Therefore, if the pre-compensation is correctly set, it
should, ideally, counteract the image degradation introduced by the eye. Suppose
an image with intensity oðx; yÞ is displayed on screen to be viewed by computer
users. Let us say the image is degraded due to the aberrations of the user’s eye,
resulting in a blurred image on the user’s retina with intensity iðx; yÞ The PSF of
the user’s eye is derived as psf ðx; yÞ based on the wavefront aberration function

PSF

OBJECT RETINAL 
PROJECTION

CONVOLUTIONFig. 32.1 Imaging of the
human eye as a convolution
process
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measured in a wavefront analyzer. As mentioned before, the distortion can be
described as a convolution process:

i x; yð Þ ¼ o x; yð Þ � psf ðx; yÞ ð32:1Þ

The optical transfer function (OTF), another useful function for describing
visual performance, is calculated by applying the Fourier Transform to the PSF as:

OTF u; vð Þ ¼ F psf ðx; yÞf g ð32:2Þ

And the modulation transfer function (MTF) could be derived as the modulus or
absolute value of the complex-valued OTF:

MTF u; vð Þ ¼ OTFðu; vÞj j ð32:3Þ

Therefore, in order to remove the degradation introduced by the PSF, the
Fourier transform of the pre-compensated image, Cðu; vÞ, could be calculated as:

C u; vð Þ ¼ Oðu; vÞ
OTFðu; vÞ ð32:4Þ

Accordingly, the pre-compensated image to be displayed on the screen cðx; yÞ
can be obtained through inverse Fourier Transform:

c x; yð Þ ¼ F�1 Oðu; vÞ
OTFðu; vÞ

� �
ð32:5Þ

However, Eq. (32.5) is not practical since errors in the measurement of the
wavefront aberration function will be greatly amplified when the value of
OTFðu; vÞ is close to zero. This is more significant for the low frequency com-
ponents as the low frequency errors will pass through the filtering implemented by
the PSF in the imaging process of eye. Thus, the Wiener filter is used to solve this
problem as:

PSF

PRE-COMPENSATED 
IMAGE

RETINAL 
PROJECTION

CONVOLUTION

Pre-compensation

OBJECT

Fig. 32.2 Diagram of the pre-compensation process
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C u; vð Þ ¼ Oðu; vÞ
OTFðu; vÞ

MTFðu; vÞ2

MTFðu; vÞ2 þ K
ð32:6Þ

and cðx; yÞ could be calculated by inverse Fourier transform:

c x; yð Þ ¼ F�1 Cðu; vÞf g ð32:7Þ

In (32.6), K is the regularization parameter that limits the amplification of
unknown noise components. Therefore, the intensity of pre-compensated image
could be generated based on (32.6) and (32.7).

32.4 Contrast Loss

Simply speaking, the PSF of human eye behaves primarily as a low pass filter,
which is also the reason why human eyes have limited ability to perceive high
frequency information [8]. From (32.6), it is not difficult to infer that the pre-
compensation process has characteristics of high pass filter. A low pass filter
allows the perception of flat areas in the images viewed, while inhibiting the high
frequency components. The pre-compensation process reduces the distortion
caused by the eye’s PSF, but it generates a pre-compensated image cðx,yÞ that has
a wider range than the original image, possibly even involving negative values.
One the other hand, display devices (e.g., an LCD) have limited intensity scales.
Therefore, cðx,yÞ needs to be shifted and scaled before display. Suppose the range
of cðx,yÞ is cmin; cmax½ � and the intensity range of display device is, ½dmin; dmax� the
shifted and scaled image is given by:

d x; yð Þ ¼ c x; yð Þðdmax � dminÞ
cmax � cmin

� cminðdmax � dminÞ
cmax � cmin

þ dmin ð32:8Þ

Thus, the Fourier transform of dðx; yÞ is given by:

D u; vð Þ ¼ aC u; vð Þ þ bdðu; vÞ ð32:9Þ

in which d is the Dirac delta function, a is defined as:

a ¼ dmax � dmin

cmax � cmin

; ð32:10Þ

and b is defined as:

b ¼ dmin �
cminðdmax � dminÞ

cmax � cmin

ð32:11Þ

Therefore, the Fourier transform of the image expected to form on the retina
after pre-compensation could be predicted as:
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P u; vð Þ ¼ aC u; vð ÞOTF u; vð Þ þ bd u; vð ÞOTFðu; vÞ ð32:12Þ

and pðx; yÞ could be derived by inverse Fourier transform of Cðu; vÞ. Since prac-
tically the range ½cmin; cmax� is always wider than ½dmin; dmax�, a is smaller than 1.
From (32.12), we can find that the image displayed loses part of its contrast during
the scaling process. The smaller a is, the more contrast is lost.

The contrast loss can be appreciated clearly in the simulation results show in
Fig. 32.3. In this case, one icon (open file folder), which is used frequently in GUI
design, is selected as the source image displayed on the computer screen. It is
shown in Fig. 32.3a. A human eye with -4D defocus aberration is selected to view
the icon in the simulation. Without pre-compensation, the image that will be
perceived is degraded as shown in Fig. 32.3c, due to the visual aberration of the
eye. In order to remove or reduce the degradation, pre-compensation is performed
on the image of Fig. 32.3a before display, resulting in the pre-compensated image
shown in Fig. 32.3b. The simulation of the retinal image that the user will perceive
when viewing Fig. 32.3b is shown in Fig. 32.3d. Its icon shape is sharper than
Fig. 32.3c. However, the contrast of Fig. 32.3d is evidently lower than that of
Fig. 32.3a. This is consistent with the mathematical derivation above. Note that the
image shown in Fig. 32.3a has extreme high contrast since its background is white.
This makes the relative contrast reduction after pre-compensation even larger. In a

Fig. 32.3 a Original image
intended for display. b Pre-
compensated image;
c Simulation of image
perceived when viewing
panel (a); d Simulation of
image perceived when
viewing panel (b)
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practical scenario, the pictures or icons usually do not have such high contrast
because extreme high contrast makes computer users feel uncomfortable.

32.5 Methods of Contrast Improvement

The simulation results show that the pre-compensation method improves the visual
performance of the subject by providing a clearer perceived image. However, the
contrast, also an important factor influencing the computer user’s visual quality, is
reduced in the pre-compensation process. It would be desirable to develop a
method of increasing the perceived contrast to overcome this limitation. It is not
difficult to note that most intensity values in the pre-compensated image, shown as
Fig. 32.3b, concentrate on the narrow band near the value of the background. This
is more evident from observation of its histogram, shown in Fig. 32.4, which
shows a shape that is typical for images after pre-compensation.

In general, histogram equalization is an effective way to increase contrast in this
kind of scenario. However, the histogram equalization is not linear since it dis-
tributes the packed intensities based on the cumulative distribution function
(CDF). Therefore, the shape of the histogram of pre-compensated images could
not be maintained, which may distort the effect of pre-compensation. In fact, the
contrast enhancement process is somewhat opposite to the inhibition of low

Fig. 32.4 Histogram of the pre-compensated image shown in Fig. 32.3b. Note that most of the
intensities concentrate on the center band
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frequency degradation. With the method we propose we seek to enhance the
contrast of the perceived image, while keeping the degradation of the pre-
compensation process at an acceptable level. From observation of Fig. 32.4, there
are few pixels located towards the two ends of the total range. Note that, the effect
of pre-compensation is mainly determined by the intensities around the center
band. If appropriate cutoff intensity levels are selected to trim the original histo-
gram, the contrast of the pre-compensated image could be enhanced. In this side-
trim method, the distortion of the pre-compensation model is isolated from the
critical intensity levels in the center band of the histogram, and the basic shape of
the histogram is kept. Thus, the pre-compensated image is transformed as:

c
0

x,yð Þ ¼
dmin; cðx; yÞ\cL

c x,yð Þ�cL½ �½dmax�dmin�
cH�cL

þ dmin; cL� c x,yð Þ� cH

dmax; c x,yð Þ[ cH

8
<

: ð32:13Þ

In (32.13), cL denotes the low side cutoff intensity and cH denotes the high side
cutoff intensity. c

0 ðx; yÞ is the pre-compensated image after transformation. In
practice, cL and cH can be set based on the statistical information of the histogram.
For example, we could traverse the intensity levels of the histogram from the peak
of highest frequency, to the left, to find the first intensity level with \0.1 % of
frequency and set this value to be cL. Correspondingly, we could traverse right
from the peak of highest frequency to the first intensity level with \0.1 % of the

Fig. 32.5 a Pre-
compensated image after
contrast improvement by
histogram equalization;
b Pre-compensated image
after contrast improvement
by side-trim method;
c Simulation of image
perceived when viewing
panel (a); d Simulation of
image perceived when
viewing panel (b)
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frequency and set this value to be cH. This threshold definition process can easily
be automated.

After applying this side-trim contrast enhancement method to it, the pre-
compensated image to be displayed is as shown in Fig. 32.5b. Simulating the
viewing of this image by the subject’s eye yields the image in Fig. 32.5d. This
simulated perceived image clearly exhibits better contrast than Fig. 32.3d. For an
additional comparison, Fig. 32.5a presents the pre-compensated image after
performing standard histogram equalization. The corresponding simulated
perceived image is shown in Fig. 32.5c. The histogram equalization method also
yields a perceived image with higher contrast, but it clearly aggravates the severity
of the ringing effect introduced by the pre-compensation process, which is not the
case for the side-trim approach. The icon shape in Fig. 32.5d also suffers from
some distortion, but it is kept at a tolerable level.

32.6 Conclusion

In this paper, the contrast limitation of vision correction method for computer
users by image pre-compensation is analyzed in detail. The contrast loss of image
perception after pre-compensation is caused by intensity extension during inverse
filtering and limited intensity levels of display devices. Overall, it seems that
contrast improvement could only be achieved in a tradeoff with the introduction of
distortion to the pre-compensation effect. This paper proposed a side-trim method
to raise the contrast of the pre-compensated image while keeping the distortion to
the pre-compensation effect at an acceptable level. While the results shown here
are exclusively based on simulations, the method is suitable for application to real
pre-compensation performed to facilitate computer access by users with visual
impairment.
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Chapter 33
Interaction with 3D Environments Using
Multi-Touch Screens

Francisco Ortego, Naphtali Rishe, Armando Barreto
and Melek Adjouadi

Abstract The increase in availability of multi-touch devices has motivated us to
consider interaction approaches outside the limitations associated with the use of a
mouse. The problem that we try to solve is how to interact in a 3D world using a
2D surface multi-touch display. Before showing our proposed solution, we briefly
review previous work in related fields that provided a framework for the devel-
opment of our approach. Finally, we propose a set of multi-touch gestures and
outline an experiment design for the evaluation of these forms of interaction.

33.1 Introduction

This paper presents the initial development of our approach to work with 3D data
environments using a multi-touch display. We introduce our emerging methods in
the context of important previous work, resulting in our proposed gesture recog-
nition approach and definition of translation and rotation gestures for multi-touch
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interaction with 3D worlds. In this same process, we try to answer two important
questions and provide an evaluation path to be implemented in the near future.

3D navigation and manipulation are not new problems in Human–Computer
Interaction (e.g., [1, 2]) as will be shown in our brief review of previous work.
However, with the availability of multi-touch devices such as the iPad, iPhone and
desktop multi-touch monitors (e.g., 3M M2256PW 2200 Multi-Touch Monitor) new
concepts have developed in order to help the transition to a post-Windows-Icon-
Menu-Pointer (WIMP) era. This gives rise to important questions such as:
(1) What is the most appropriate mapping between the 2D interface surface and the
3D world? and (2) Can previous techniques used with other devices (e.g., joystick,
keyboard and mouse) be used in 3D navigation?

To begin answering these questions, we first endeavor to understand touch
interactions and previous multi-touch work. We believe that all those aspects
create a foundation that is necessary for the development of a sound post-WIMP
framework [3]. After the related work section, we cover our proposed solution,
discussion and future work.

33.2 Background

33.2.1 Understanding Touch Interactions

A common option for multi-touch interaction is to use the set of points corre-
sponding to n touches in a direct manner. However, to achieve a more natural
interaction between the screen and the user, studies like [4–8] provide a different
take on how touch information can be used. For example, [4] studies finger ori-
entation for oblique touches which gives additional information without having
extra sensors (e.g., left/right hand detection). In another example, Benko and
Wilson [8] study dual finger interactions (e.g, dual finger selection, dual finger
slider, etc.). Additional work dealing with contact shape and physics can be found
in [6, 7]. In a very comprehensive review of finger input properties for multi-touch
displays [5] provides suggestions that have been used already in [4].

One aspect that is important to have in mind is whether to keep rotations,
translations and scaling separate [9] or combined [10]. If the latter is chosen, the
user’s ability to perform the operations separately may become a problem [9].

One very important point found in [11, 12] is that one-hand techniques are
better for integral tasks (e.g., rotation) and two hands perform better with separable
tasks. For our particular work, one can think of using one hand to perform common
rotations and translations, and using two hands when special rotations need to be
performed, utilizing the second hand to indicate a different point of reference.
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33.2.2 Virtual Devices

In [1], Nielsen and Olsen used a triad mouse to emulate a 3D mouse. What is
important about this work is how they perform 3D rotations, translations and
scaling (one at a time). For example, in 3D rotation, they use point P1 as the axis
reference and points P2 and P3 to define the line forming the rotation angle to be
applied to the object. In more recent work [10], one can find subtle similarities
with [1], in the proposition of defining a point of reference to allow seamless
rotation and translation.

The Virtual Sphere [2] is an important development in 3D rotation methods
previously proposed, which was tested against other virtual control devices. It was
found that the Virtual Sphere and the continuous XY ? Z device behaved best for
complex rotations (both devices behave similar with the exception that the
XY ? Z device does not allow for continuous rotations about all x, y, z axes).
The Virtual Sphere simulates a real 3D trackball with the user moving left-right
(x-axis), top-down (y-axis) and in circular fashion (z-axis) to control the rotation
of the device. Similar work can be found in [13] with The Rolling Ball and in [14]
with the Virtual Trackball. Another idea, similar to The Virtual Sphere [2] is the
ARCBALL [15]. The ARCBALL ‘‘is based on the observation that there is a close
connection between 3D rotations and spherical geometry’’ [16].

33.2.3 Gesture Recognition

Different methods for gesture recognition have been used in the past including Hidden
Markov Models [17], finite state machines [18, 19], neural networks [20], featured-
based classifiers [21], dynamic programming [22], template matching [23], ad hoc
recognizer [24] and simple geometric recognizers [25–27]. An in-depth review can be
found in [28]. For the purpose of this paper, we have concentrated in the simple
geometric classifier, also known as geometric template matching.

The $1 algorithm [25] provides a simple way to develop a basic gesture rec-
ognizer directed at people that do not have either the time or knowledge to
implement more complicated algorithms. For example, algorithms based on
Hidden Markov Models or neural networks. At the same time, $1 provides a very
fast solution to interactive gesture recognition with less than 100 lines of code
[25]. The algorithm goes through four steps. The first step is to resample the points
in the path. The idea is to make gestures comparable, by resampling each gesture
at N points (e.g., N ¼ 64) [25]. The second step is to find ‘‘the angle formed
between the centroid of the gesture and gesture’s first point’’ [25], which is called
the indicative angle. Then this step of the algorithm rotates the gesture so the
indicative angle is equal to zero. The third step includes the scaling of the gesture
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to a reference square which will help to rotate the gesture to its centroid. After
scaling, the gesture is translated to a reference point so the centroid is at (0, 0).
Finally, step 4 calculates the distance between the candidate gesture to each stored
template and using a score formula which gives 0 to the closest gesture and 1 to
farthest gesture [25]. The primary limitation of this algorithms are found in the
incorrect processing of 1D gestures.

The $N algorithm [26] extends the $1 algorithm [25] primarily to allow single
strokes to be recognized. The algorithm works by storing each multistroke as a
unique permutation. This means that for each multistroke composed of two 2
strokes, the system creates 8 unistrokes. Another particular feature of this algo-
rithm is that it allows the option for the stroke to be bounded by an arbitrary
amount of rotation invariance. For example, to make a distinction between A and
8, rotation must be bounded by less than �90� [26]. This algorithm also supports
automatic recognition between 1D and 2D gestures by using ‘‘the ratio of the sides
of a gestured’s oriented bounding box (MIN-SIDE vs. MAX-SIDE)’’ [26].
In addition, to better optimize the code, $N only recognizes a sub-set of the
templates to process. This is done by determining if the start directions are similar,
by computing the angle formed from the start point through the eight point.
In general, this algorithm which contains 240 lines, was faster than $1 when using
20 to 30 templates. Algorithms $1 and $N utilized the Golden Section Search [29]

Other methods similar to $1 [25] and $N [26] algorithms have been imple-
mented. For example, the Protractor Gesture Recognizer algorithm [27] works by
applying a nearest neighbor approach. This algorithms is very close to the $1
algorithm [25] but attempts to remove different drawing speeds, different gesture
locations on the screen and noise in gesture orientation.

33.2.4 Multi-Touch Techniques

We believe that all of the related work dealing with multi-touch, regardless whether it
was designed for manipulation of objects or navigation of 3D graphical scenes, can
contribute to the set of unifying ideas that serves as the basis for our approach.

Some of the work in 3D interactions has been specific for multi-touch, which is
our focus as well. In [10], Hancock et al. provide algorithms for one, two and
three-touches. This allows the user to have direct simultaneous rotation and
translation. The values that are obtained from initial touches T1, T2 and T3 and final
touches T 01, T 02 and T 03 are Dyaw, Droll and Dpitch which are enough to perform the
rotation in all three axes and Dx, Dy, Dz to perform the translation. A key part of
their study showed that users prefer gestures that involve more simultaneous
touches (except for translations). Using gestures involving three touches was
always better for planar and spatial rotations [10].

A different approach is presented in Rotate ’N Translate (RNT) [30], which
allows planar objects to be rotated and translated using opposing currents.
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This particular algorithm is useful for planar objects and it has been used by 3D
interaction methods (e.g., [31]).

A problem that occurs when dealing with any type of 3D interaction in multi-
touch displays, is the one of spatial separability [9]. To address this problem, in
[9], the authors proposed different techniques that will allow the user to perform
the correct combination of transformations (e.g., scaling, translation ? rotation,
scaling ? rotation ? translation, etc.). The two methods that were most successful
were Magnitude Filtering and First Touch Gesture Matching. Magnitude Filtering
works similarly to snap-and-go [9]. This method has some differences from normal
snapping techniques because it does not snap to pre-selected values or objects. In
addition, the authors introduce a catch-up zone allowing ‘‘continuous transition
between the snap zone and the unconstrained zone.’’ [9]. The latter method, First
Touch Gesture Matching, works by minimizing ‘‘the mean root square difference
between the actual motion and a motion generated with a manipulation subset of
each model’’ [9]. To select the most appropriate model, each prospective model
creates two outputs, best-fit error and magnitude of the appropriate transformation.
These outputs are given to an algorithm that decides which models to apply.

33.2.5 Design Guidelines

In [3], Jacob et al. proposed interfaces within a post-WIMP framework. In this
framework, they try to find a balance between Reality Based Interactions (RBI)
and artificial features. RBI includes Naïve Physics, Body Awareness and Skills,
Environment Awareness and Skills and Social Awareness and Skills. To allow an
application to balance itself, they proposed certain unrealistic features, providing a
tradeoff between RBI and artificial methods. The characteristics that can be traded
are: expressive power, efficiency, versatility, ergonomics, accessibility and prac-
ticality [3].

In another work [10], Hancock et al. also proposed some more specific
guidelines when dealing with multi-touch rotations and translation. This includes
the ability to provide more degrees of freedom than classical WIMP (ability to do
rotation and scale independently or together), provide a constant connection
between the visual feedback and the interaction, prevent cognitive disconnect by
avoiding actions that the user may not be expecting, and provide realistic 3D visual
feedback.

For a concise set of guides for 3D interaction, please review Bowman et al. [16].
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33.3 Proposed Solutions

33.3.1 Set Up

33.3.1.1 Camera

To test our work, we use OpenGL and perform the visualization through a virtual
camera developed in [32] and described by [33], as shown in Fig. 33.1. One can
see that the UP vector indicates which way is up, the EYE (or ORIGIN) vector
indicates the position of the camera and the AT (or FORWARD) vector indicates
the direction in which the camera is pointing.

33.3.1.2 Multi-Touch

We are using Windows 7 multi-touch technology [34] to test our proposed solu-
tions with a 3M M2256PW Multi-touch Display. Windows 7 provides two ways of
using the touches from the device. The first one is gesture-based, identifying
simple pre-defined gestures and the second is the raw touch mode which provides
the ability to develop any type of interaction. We chose the latter because our end
goal is to create custom user interactions and for that we preferred to work at the
lowest level possible that is available to us. Each touch has a unique identification
(ID) that is given at the moment of TOUCHDOWN, to be used during the
TOUCHMOVE, and to end when TOUCHUP has been activated. The ID gives us
a very nice way to keep track of a trace, which is defined as the path of the touch
from TOUCHDOWN to TOUCHUP.

Fig. 33.1 Camera view [33]
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33.3.1.3 Visual Display

As a test case, we have created a world with 64 by 64 by 64 spheres, in a cubic
arrangement, drawn in perspective mode, where each sphere has a different color.
This allows the user to test the 3D navigation provided by our gestures while
having a visual feedback. It is important to note that we colored the spheres in an
ordered fashion using the lowest RGB values in one corner and the highest values
in the opposite corner of the cube of spheres.

33.3.2 Gesture Recognition

We decided to perform our own gesture recognition as opposed to using language
oriented libraries [35]. The reason is that this gives us an ability to improve in
current techniques, specially when performance is required. This also gives us the
power to choose the best recognition techniques to use them in combination, while
assuring that users do not notice performance degradation. Finally, we believe that
working at a low level gives us control of the entire interaction environment. This
will keep the process simple without using obfuscated libraries, that provide
additional functionalities that may slow down the user experience.

For this particular study, we decided to use ad hoc recognition because of the
few gestures we implemented. For example, for the swipe gestures shown in
Fig. 33.2b, c, we determined if a given set of N points of the total M points from a
given trace (path) increased either in x and/or y axes. If the value increases, then
this qualifies as a swipe gesture.

However, this ad hoc method will be replaced with a template based matching
[25–27], in particular an adaptation of $N [26] algorithm. The reason that this was
not selected at this point, is that the $N algorithm will always yield a gesture. This
means that if a user performs an unknown gesture, the algorithm will still classify
the closest one. Thus, yielding an incorrect interaction. In future work, we will try
to find a proper threshold or a modification to the $N algorithm to remove this
constraint.

33.3.3 Gestures Interaction

We have decided to develop separate gestures for translation and rotation to
understand what combinations are more efficient for the user for 3D navigation.
This means that when rotating, the user will be rotating by a specific axis and
translations will be performed using two axes. We also decided to provide simple
gestures for our initial design to see the interaction of the users. Once we have
collected more data about the interaction, we can create more complex gestures, if
needed.
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33.3.3.1 Translation

In order to translate the camera, we decided to combine the X- and Y-axes and
leave Z by itself. The algorithm for the Y-axis is similar to Algorithm 1, replacing
the variable X with the variable Y. The algorithm for the Z-axis is similar to the Y-
axis with the exception that it uses 3 touches. In general, the user can perform
simultaneous translation by the x and y axes using one finger or translate by the z-
axis using three fingers. All the movements can be executed with a single hand.

33.3.3.2 Rotations

To address rotations, we have to think of rotation about x, y and z independently,
given that is our belief that separating the rotation will demand a lower cognitive
load from the user. This expectation is also supported by [9, 11, 12]. In addition,
all the rotations are designed to use only one hand, which is preferable, as dem-
onstrated in [9]. To keep the constraint of using only one hand, the algorithm
checks that the touches are within a cluster.

The gesture for rotation about x, as shown in Fig. 33.3, merits to be described in
more detail because the other two rotations about y and z use very similar algo-
rithms to those already described for the translations. The only difference is that y
and z rotations require two touches each. The gesture for rotation about x begins
with T1 and T2, which form an angle a with the horizontal axis. The user’s final
state is represented with T 01 and T 02, forming an a0 angle with the horizontal. Then,
the difference between a0 and a gives the rotation angle to be applied, about x.

Fig. 33.2 Multi-touch rotation gestures. a About 3D x-axis; b About 3D z-axis; c About 3D y-
axis
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33.4 Discussion

33.4.1 Gestures

We believe that the set of gestures that we are proposing based on the literature
reviewed in the background section and our own preliminary testing will give a
starting point to find the most natural gestures to interact in a 3D world using a
multi-touch device. Even after finding the most natural gestures for 3D navigation,
one will have to compare with other devices such as the ones found in Bowman
et al. [16]. As we will outline in the next section, we suggest to make the com-
parison with a 3D mouse [36].

The first question asked in the introduction was: What is the most appropriate
mapping between the 2D interface surface and the 3D world? We have proposed a
simple solution to the problem, through the set of gestures described above.
Defining and implementing the most natural mapping between this 2D multi-touch
interface and the 3D world may still require additional work, but the concepts
advanced in this paper may provide an interesting direction towards the solution of
this ongoing challenge.

The other question asked in the introduction was: Can previous techniques used
with other devices (e.g., Joystick, keyboard and mouse) be used in 3D navigation?
We propose that the answer is yes. We can build upon existing work that was
developed for the mouse or other interfaces, adapting it for use with multi-touch
displays whenever possible. An example of this is The Virtual Sphere [2]. We
could take The Virtual Sphere and create a similar device for use with multiple
fingers to allow a pure 3D rotation and translation, even emulating a 3D mouse
[36]. However, those considerations would be outside the scope of this paper.

In general, we find that multi-touch displays can work efficiently for achieving a
more natural user 3D interaction and 3D manipulation.

Fig. 33.3 Rotation about the
3D x-axis (see Fig. 33.1)
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33.4.2 Proposed Evaluation Technique

The considerations presented above inform our current process of planning the
experimental protocol and data analysis methods we will use for evaluating our
approach. To answer our research questions and test the proposed gestures, we will
recruit at least 30 subjects from the college student population at our university.
The reason for our choice of target population is that we believe that all students
will have a good grasp of basic mouse interaction, which will facilitate the
completion of the experimental tasks by the subjects.

The actual experiment, after allowing the user to become familiarized with the
interface, will consist of a set of tasks to test translation and rotation gestures
(independently) using our 3M 2200 Multi Touch Monitor (Model M2256PW) and
the 3D mouse made by 3DConnexion [36]. For each of the tasks, we will measure
the time of execution to complete the task, and the accuracy of the movement. For
the completion time, we will use an external game controller to start and stop the
time, and for the accuracy of the movement, we will automatically record the
initial and final positions. In addition to the automated recording of performance
data, we will ask the subjects to complete a short usability questionnaire [37].

33.5 Conclusion

Recently, multi-touch displays have become more widely available and more
affordable. Accordingly, the search for protocols that will simplify the use of these
devices for interaction in 3D data environments has increased in importance. In
this paper we have outlined some of the most valuable previous contributions to
this area of research, highlighting some of the key past developments that have
emerged in the 3D-interaction community. This review of pertinent literature
provides a context for the presentation of the core elements of the solution we
propose for the interaction in 3D environments through a multi-touch display.

Specifically, we proposed a set of multi-touch gestures that can be used to
command translations and rotations in 3 axes, within a 3D environment. Our
proposed solution has been implemented using a 3M M2256PW 2200 Multi-Touch
Monitor as the interaction device. This paper explained the proposed gestures and
described how these gestures are to be captured using the information provided by
the device. In our definition of the proposed multi-touch gesture set we have
established independent gestures for each type of translation and also for each type
of rotation. We decided to proceed in this way so that we can study how users
prefer to combine or concatenate these elementary gestures.

The next step in the development of our approach is to evaluate its efficiency in
a comparative study involving other 3D interaction mechanisms, such as a 3D
mouse. The ongoing process of planning the experiments for evaluation takes into
account the nature of the devices and general principles of design of experiments,
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in an effort to minimize the presence of confounding effects, such as subject
fatigue, etc. Our experiments may lead us to define alternative gestures to allow
more innovative means of interaction.
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Chapter 34
TCP with Extended Window Scaling

Michal Olšovský and Margaréta Kotočová

Abstract With the expanding amount of data transferred over communication
links it is necessary to improve the links and appropriate network devices to match
the traffic requests. The most common way of increasing network throughput and
improving performance in general is the replacement of the network devices and
links. This way is reliable but usually expensive. Different way of network per-
formance is the change of protocol stack. This paper introduces an effective way of
increasing network performance by means of improving the most common
transport protocol TCP. The improvement, called extended window scaling,
increases the amount of unacknowledged data in the network from 1 GB intro-
duced in RFC1323 to future 64 TB.

34.1 Introduction

The first version of the most common transport protocol TCP was introduced in
RFC793 in 1981 [1, 2]. To match the increasing traffic requests (bandwidth, delay,
etc.), it was necessary not only to improve hardware part of the communications,
but software part as well. Improvements of the TCP, usually called TCP variants or
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extensions, are mainly focused on the most equitable use of available communi-
cation lines [3, 4, 5].

The first improvement of the TCP for higher performance was published in
RFC1323 [6]. The most important part of this document introduces window
scaling extension. Since 1992 [6], there have been many new TCP variants, which
can be divided into 2 main groups based on the end network type—wired and
wireless networks [7, 8]. These groups consist of smaller groups whose key ele-
ment is the way how the congestion is detected. Based on this hierarchy, we can
recognize following variants: CUBIC, CompoundTCP, Sync-TCP for wired net-
works and JTCP, TCP CERL and CompoundTCP ? for wireless networks [9–13].
All these variants have one thing in common—after detected congestion, they
want to decrease and later increase congestion window while keeping in mind
intra/inter-protocol fairness.

The window scaling extension, introduced in RFC1323, solved the problem
with small congestion window. Based on the reserved field for window size in TCP
header, the maximal size of congestion window can be 64 kB [1, 6]. It means that
the amount of unacknowledged data in network cannot exceed the limit of 64 kB.
Using this extension, it is possible to extend the unacknowledged amount of the
data in the network up to 1 GB [6] which seems to be sufficient for the most
transmission links. On the other hand it can be insufficient in some specific
situations—reliable long-fat networks (LFN) with proxy generating aggregated
traffic can found this size limiting [14].

Our new approach increases today’s 1 GB–64 TB which can be found senseless
these days but the same opinions were shared when 64 kB and 1 GB congestion
window was introduced. As we later explain, the goal was to improve performance
but to keep the overhead and additional processing delay as minimal as possible.
Therefore the extension is used only in situations, when it is really necessary. This
extension can be used in combination with any existing TCP variant and extension.

34.2 Theoretical Background

The original size 1 GB has its justification in the way, how TCP handles and
verifies data in the network. As we know, TCP is numbering every single data
segment which will be sent out and is comparing the numbers in received segment
together with expected numbers. Based on the sequence and acknowledgment 32-
bit numbers TCP is able to reorder received segments and decide whether received
segment isn’t stray and out of actual window. Therefore TCP cannot use whole
4 GB (232) as addressing space and as congestion window as well. To decide
whether received segment isn’t old, TCP checks if sequence number of
the received segment belongs to interval of 231 bytes from the left border of the
congestion window. The same rule is applied to the right border. Based on this,
maximal congestion window size can be calculated using (34.1) which can be
simplified to (34.2).
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2�congestion window size \ 231 ð34:1Þ

congestion window size \ 230 ð34:2Þ

Maximal congestion window is defined as a product of 2scaling_factor and 216—1
(maximal unscaled congestion window). It means that scaling factor must be less
than or equal to 14.

Based on this equations we can said, that any further congestion window
enlargement cannot be done without the change of sequence and acknowledge-
ment number’s size together with support of larger than 32 bits variables.

34.3 The Principles of Main Features

While creating new TCP extension, it was necessary to keep in mind some
important factors—features, which had to be observed. Some of the main features
are:

• Backward compatibility with TCP protocol header and extension field format.
• The usage of the highest version of window scaling type supported on both

sides.
• Automatic usage with minimal overhead.

34.3.1 Backward Compatibility

To keep the backward compatibility with original TCP header, the only way how
to create a new TCP extension was to use the field for extensions (Options) despite
the fact that the easiest way will be to modify the reserved fields for sequence and
acknowledgement numbers in the TCP header. When we want to keep backward
compatibility with extension field format, we had to use format shown in
Table 34.1. The minimum length of the extension is 3 with changeable Value field.
Basic window scaling uses 3 B length formats. The appropriate fields are filled as
shown in Table 34.2.

It was necessary to use similar extension format as the window scaling does to
achieve the requested compatibility with basic window scaling. It means that fields
Type and Length have the same values. The only difference is the Value field,
which values can range from 43 up to 186. The new format of advanced window
scaling option is shown in Table 34.3. Details why it was necessary to use these
values are explained in the following chapters.
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34.3.2 Window Scaling Selection

Before the end node can use any extension, it has to be sure, that the other end
node will support the certain extension and chooses it as well. As it was introduced
in [6], when the end node wants to use TCP with some extension, it has to
announce this extension in appropriate TCP header part called Options during
initial three-way handshake at the beginning of the communication. This process
was clear with the basic window scaling. The new approach with backward
compatibility made it a bit more complicated so it had to be improved and
extended with some kind of coding and decoding process of the window scaling
extension’s announced type.

Coding and decoding processes are performed only when announcing the
extended window scaling extension. Standard window scaling extension is
announcing only scaling factor while the extended window scaling has to advertise
two parameters—scaling factor and number of bits which will be used for
enlargement of the sequence and acknowledgement number’s fields. All these
details need to be store in 8 bits.

34.3.3 Message Coding

As we stated extended window scaling isn’t announcing only scaling factor but the
number of bits which will be used for extension of the sequence and acknowl-
edgement number’s fields as well. Therefore the main goal of the coding process is
to calculate the number, which will be announced in the Value field from these two
values. The length of the extension format can be increased at least by 1 byte with
minimal length of 3 bytes (1 byte for data). It means that if the end node wants to
transfer additional bits of sequence and acknowledgement number during com-
munication with minimal overhead, it will use 1 byte for data which works 4 bits
for sequence number and 4 bits for acknowledgement number. Based on this, we
can said that number of bits which will be used for enlargement starts at 4, can be
increased with steps of 4 up to 32. Usage of any additional bits means to support

Table 34.3 Extended window scaling extension format

Type = 3 Length = 3 Value = \43; 186[

Table 34.1 General extension format

Type Length Value

Table 34.2 Window scaling extension format

Type = 3 Length = 3 Value = \0; 14[
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operations with numbers larger than 32 bits as well. To make sure that this number
will be a multiple of number 4 we use (34.3).

bits rounded ¼ 4� bits=4ð Þ ð34:3Þ

scaling factor ¼ 14þ 4� bits=4ð Þ ð34:4Þ

Value ¼ ð43þ 4� scaling factor=4ð Þ � 1ð Þ þ bit � 15þ XÞ ð34:5Þ

Maximal scaling factor which can be used for scaling process depends on the
number of bits for enlargement. It starts at 15, ends at 46 and can be calculated
using (34.4). The number which will be put in the Value field can be calculated
using (34.5) where X can be selected from the Table 34.4 and can vary from 43 up
to 186.

This unique number includes the information about the type of the highest
scaling extension the end node supports, about scaling factor which will be used
and number of bits which will be used for extension.

34.3.4 Message Decoding

The goal of decoding is to find out, what the second end node supports. At first, the
field Value needs to be checked. If the number belongs to the interval \0; 14[ it
means that the number is not coded and the node supports only basic scaling. Field
Value represents the used scaling factor. On the other hand, if the number belongs
to the interval \43; 186[ it means that the node support basic and extended
scaling as well. To get the offered scaling factor together with the number of bits
for the extension we cannot use any simple formula due to more factors used in
coding process. The best way is to use Table 34.5. Line Range represents the
received number in the Value field. Scaling factor for specific range can be cal-
culated using the formula in line Factor. This same rule can be applied to the
number of bits for extension which is placed in line Bits.

Both nodes have to keep their offered scaling factor and number of bits but
cannot use them without comparison with received offer from second node.

Nodes will compare the number of bits and in case these two values don’t
match, both nodes will use smaller number. Node which has to decrease the
number of bits has to decrease the scaling factor as well—node will use maximal
scaling factor allowed for used number of bits. Second node will be aware of this
as it has the same algorithm implemented and will expect congestion window
scaled with the new decreased scaling factor.

To this point, we wrote about nodes that support extended scaling. But in case
the node doesn’t support it, it cannot decode the message. As we stated in the

Table 34.4 X factor dependence on the number of bits

Bits 12 16 20 24 28 32
X 4 12 24 40 60 84
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beginning, one of the main goals was to keep the backward compatibility. It means
that if the node doesn’t support extended scaling, it won’t ignore this offer but will
simply use the basic scaling and the second node will use the same option. This is
possible because of these two things:

1. Default rule in RFC1323
2. Extension format.

Default rule in RFC1223 says, that if the node has received offer for window
scaling (Type = 3) and the field Value is greater than 14, it will accept the offer (in
case it supports it), set the local copy of the second end node’s scaling factor to 14
and use the basic scaling instead of ignoring the offer.

This brings us to the second thing—extension format. As we have written
extended window scaling uses nearly the same extension format—the same type
and length. It means that the node which doesn’t support the extended scaling will
look at the offer (Type = 3), check Value, set it to 14 and simply use the basic
scaling.

The end nodes can use:

• extended scaling if both nodes support it.
• no scaling if at least one of them doesn’t support scaling.
• standard scaling in other cases.

34.3.5 Usage

Extended window scaling can be used anytime during communication. At the
beginning both end nodes will increase the maximal values of congestion window
together with the limits of sequence and acknowledgement numbers. Standard
scaling process is extended with two new operations which enable the usage of
acknowledgement and sequence numbers larger than 32 bits while keeping the
backward compatibility with standard TCP header.

First operation is responsible for breaking the sequence and acknowledgement
numbers into 32 bit part and the rest. This operation is done after the packet is
created but before the TCP header is finalized (Fig. 34.1).

As soon as the sequence (SEQ) and acknowledgement (ACK) numbers are
increased, they are checked if they have exceeded standard limit 232. If not, the

Table 34.5 Extended window scaling decoding rules

Range 43–46 47–54 55–66 67–82
Factor v-28 v-32 v-40 v-52
Bits 4 8 12 16
Range 83–102 103–126 127–154 155–186
Factor v-68 v-88 v-12 v-140
Bits 20 24 28 32
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whole 32-bits SEQ and ACK are inserted into TCP header and the header is
released for further processing. If yes, the ability of extended scaling is checked. If
not present, numbers will overflow and the whole 32-bits SEQ and ACK are
inserted into TCP header and the header is released for further processing. If yes
and numbers are larger than 2(32+bits) the numbers will overflow. Otherwise TCP
header is checked if extension with type 30 is created (Table 34.6). If not,
extension is created. Lower 32 bits of ACK and SEQ are inserted into appropriate
field in the TCP header. The rest bits (up to 32) are inserted into created exten-
sion—the rest of ACK into R_A and the rest of the SEQ into R_S. Based on the
inserted bits, length of the extension is calculated. Both fields R_A and R_S have
to have the same length due to reading the values on the other node. Therefore any
empty bits are filled with ‘0’. As these bits represent upper bits, it doesn’t change
the value of the ACK and SEQ. The whole operation is shown in Fig. 34.2.

The goal of the second operation is to create SEQ and ACK of full-length. It
merges 32 bit number from header together with the rest from the extension field
(if present). This operation is done at the beginning of the L4 packet’s processing
but before the SEQ and ACK are checked (Fig. 34.3).

Once the received packet enters L4 processing phase, the header is checked if it
contains extension with type 30. If not, received SEQ and ACK from header are
used. If yes, the support of this extension in local node is checked. If local node
doesn’t support this extension, received SEQ and ACK from header are used. If
this extension is supported and present in header as well, new SEQ and ACK
numbers are created. Lower 32 bits of this number are taken from the standard
fields in the header, upper from the extension—from R_A for ACK and R_S for
SEQ. Once new numbers are created, header is released for further processing. The
whole operation is shown in Fig. 34.4.

Introduced extended window scaling allows the end nodes to increase the
congestion window beyond the 1 GB limit. Once the usage of this extension is
confirmed during initial handshake, it will dynamically adapt to the network sit-
uation and send additional bytes (overhead) in the header only when it is neces-
sary. This extension can be used in combination with any existing TCP variant and
extension.

Create packet Split numbers Complete header

Fig. 34.1 Split operation

Table 34.6 Extended window scaling usage format

Type = 30 Length = \3; 10[ R_A = \0; 232[ R_S = \0; 232[
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SEQ /ACK 
increased

A/S inserted into 
32b A/S fields in 

header

S/A > 2 **32

No

Rest S/A bits inserted 
into R_S/R_A in 

extension [type=30]

Lower 32b of S/A
inserted into 32b A/S 

fields in header

Extension 
[type=30] created

Extended 
scaling ?

Yes

Overflow

No
S/A > 

2**(32 +bits )

Yes

Yes

No

Header released 
for further 
processing

Extension 
[type=30]
created ?

Yes
No

Fig. 34.2 Split operation
workflow

Packet 
received

Merge 
numbers

Processing
Fig. 34.3 Merge operation
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34.4 Testing Model

New approach, introduced in this paper was tested theoretically and in ns-2
simulator, where it was implemented [15].

Before we move to ns-2 part let’s point out some specific situation:

1. Minimal overhead
2. Semi overhead
3. Maximal overhead

Header 
analysis

Use received 
ACK /SEQ

Extended 
scaling 

present ?

No

Take rest upper 
bits from R_A/R_S

Take lower 32 bits 
from standard 
header fields

Extended 
scaling in 

use?

Yes

Header released for 
further processing

Create new 
ACK /SEQ

Yes

Fig. 34.4 Merge operation workflow

Table 34.7 New limits of the congestion window

# Additional bits All bits Maximal scaling factor Maximal congestion window

1 4 36 18 16 GB
2 16 48 30 64 TB
3 32 64 46 4096 PB
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In all situations we want to show how can be congestion window increased by
using specific overhead. These results are shown in Table 34.7. As we can see,
using the minimal overhead of 3 bytes we are able to increase congestion window
up to 16 GB.

We have done many ns-2 tests, which were focused mainly on improving the
TCP performance by means of increasing the limit of congestion window. First
sets of tests were focused on extended three-way handshake functionality and the
validation of provided parameters. The rest of the tests were used to validate our
assumptions about congestion window limit.

Our testing scheme (Fig. 34.5) consists of two routers which were connected
with bottleneck link. Two end nodes were connected to each router—nodes A and
B to Router R0 and nodes C and D to Router R1. TCP communication was
established between the nodes A and C, while the aggressive UDP traffic was
flowing between the nodes B and D. UDP traffic wasn’t generated all the time,
only in specific intervals to achieve the state of congestion in the bottleneck link.
Every link had 250 ms delay and 1,000 Mbps bandwidth. Generated UDP traffic
had 1,000 Mbps rate. The queue size was 20,000 packets. During the performance
test when we wanted to reach maximal throughput we have suppressed any
aggressive UDP traffic.

Implementation of this extension has been associated with many obstacles—
e.g. absence of basing scaling, usage of 64 bit variables together with modification
of many core files. To eliminate processing delay many operations are imple-
mented as bit operations. There have been many outputs and results, which con-
firmed the basic functionality of the extended window scaling. Basic functionality
was confirmed in tests, where we checked the three-way handshake.

As we can see in Fig. 34.6 end nodes at the beginning of the communication
approved extended window scaling—they increased the maximum size of the
congestion window up to 16 GB (simulation with minimal overhead). Later, when

UDP

R1R0

B- UDP source

A - TCP sender C- TC P receiver

D-null

TCP

Fig. 34.5 Simulation scheme

402 M. Olšovský and M. Kotočová



the congestion window crossed the limit of 350 MB, simulation faced new
problem—simulator became unstable and the simulation crashed. We have done
further investigation and find out that the problem is in core functions of the
simulator. To confirm these assumptions, we worked only with 32 bit variables but
the problem remains. When the crash occurred, actual throughput was about
233,3 MB/s. We found this throughput as a limitation for ns-2, but the question if
ns-2 is suitable for high throughput simulations is another topic.

Apart from this issue, using the 32 bit (maximal) extension in this simulation
topology (RTT = 1.5 s) we would be able to achieve almost 21 EBps (21,845
PBps) throughput. In fact this number will be smaller, because the delay, which
occurs while processing a large number of packets in the routers, cannot be
neglected anymore and this would lead to increased RTT. The usage of the basic
scaling will allow throughput only up to 5 Gbps. It means that while using the
extended scaling we are able to achieve throughput greater nearly 4.109 times.

34.5 Conclusion

In this paper we have proposed the new approach of increasing the TCP perfor-
mance. Firstly, this approach allows the usage of congestion window larger than
1 GB. Secondly, it shows how to improve TCP performance while keeping the full
backward compatibility.

It seems that new available congestion windows are too large and can be
overestimated for most transmission links. On the other hand it can be insufficient
in some specific situations. Based on our assumptions it will be common in the
next few years if we consider that using the minimal overhead of 3 bytes we are
able to extend congestion window from today’s 1 GB to 16 GB. This introduced
approach can be taken as a sophisticated solution without the usage of replacement
methods.

co
ng

es
tio

n 
w

in
do

w
 [B

]

Changeable maximal congestion window size

time[s]
0 5 10 15 20 25 30 35 40 45 500

2.109

4.109

6.109

8.109

1.1010

1,2.1010

1,4.1010

1,6.1010

1,8.1010
Fig. 34.6 Changeable
maximal congestion window
size

34 TCP with Extended Window Scaling 403



We believe that this paper can contribute to the important research field in the
communication network performance.
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Chapter 35
Offering SaaS as SOA Services

Ali Bou Nassif and Miriam A. M. Capretz

Abstract Software as a Service (SaaS) is an approach in which software applications
are delivered on demand to users as services. Service Oriented Architecture (SOA) is a
promising paradigm that allows companies that run their software on different plat-
forms to interoperate among each other. The popularity of SaaS has been soaring since
customers do not have to carry the burden of paying money upfront to purchase
software licensing. The interest in using SOA to run different applications has been
proliferating, especially since web services have started to implement SOA. Research
is being conducted to observe how SOA can benefit SaaS. This paper presents an
overview of SaaS, SOA and web services. Moreover, a new model is proposed to
show how SaaS can be offered as SOA services. Furthermore, a real-life example is
given to demonstrate the benefits of using the proposed model.

35.1 Introduction

Web evolution has been visible right from its initiation in order to support several
important services. These include social networking, entertainment and business
applications. The term service has been widely used in the web to support people’s
demands in many activities. Amazon Web Services (AWS) and Google Apps offer a
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variety of services. Microsoft found that offering services to customers is inevitable
and has introduced Microsoft Azure to compete with AWS and Google Apps.

There has been a huge tendency and intrigue to turn conventional software into
services by both vendors and customers. Software as a Service (SaaS) is a tech-
nology that offers software applications as services. SaaS is an online delivery of
software to customers [1]. Rather than purchasing a software license (On-Premise
software) for an application such as Customer Relationship Management (CRM)
or Enterprise Resource Planning (ERP) which might cost thousands of dollars,
customers subscribe to applications from a SaaS provider and pay fees based on
the usage of the application. In a SaaS environment, software becomes a collection
of services. The service is deployed from a centralized datacentre and accessed
through the Internet on a recurring fee basis [1, 2]. Demand for SaaS providers is
increasing and the SaaS architecture should be improved to accommodate the
substantial increase of new customers [3]. The advantages of SaaS are obvious as a
SaaS provider is the one who manages the application and supporting infra-
structure and not the customer. For the customer, the use of SaaS reduces costs of
maintaining an infrastructure and the updating of Software.

Many SaaS providers such as Salesforce.com (the top SaaS vendor in CRM),
offer SaaS solutions in the form of editions. Each edition has a set of features.
Reference [4] shows an example of Salesforce.com’s editions and their features.

The main drawback of most SaaS vendors such as Salesforce.com, is that
customers cannot choose the features of the application that they are interested in.
Instead, they have to subscribe to a specific edition and pay for that edition, even if
only a few features of this edition are being used.

Service Oriented Architecture (SOA) can be defined as a flexible set of design
architectures that embodies a collection of services that communicate amongst
each other [5]. SOA allows software functionalities to be available in a form of
services to anyone who requests it, provided they are authorized to use these
services. SOA is not new. People in the past used SOA for Object Request Brokers
(ORBs) which were based on the CORBA mechanism.

SaaS and SOA are completely different. The two terms can be confusing
because they both contain the word ‘‘service’’. SaaS can be summarized as the way
that software is delivered and used, while SOA is concerned about how software is
structured. SaaS applications might or might not rely on SOA. However, if the
functionalities of SaaS applications can be converted into SOA services and
deployed through SOA, the benefits of leveraging these services in business will be
enormous. In this case, any enterprise can satisfy its own business needs by
selecting the services they wish from different SaaS providers through SOA.

The rest of the paper is structured as follows. Sections 35.2 and 35.3 present the
principles and the architecture of SaaS and SOA respectively. Section 35.4
introduces the relationship between SOA and web services. Section 35.5 illustrates
the related work. Section 35.6 demonstrates the proposed model to provide SaaS
as SOA services. Section 35.5 presents a real-life example to describe the model.
Finally, Section 35.6 concludes the paper.
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35.2 SOA and Web Services

The terms SOA and web services could be confusing. SOA and web services are
not the same. SOA is an architecture, while web services can be seen as a tech-
nology. Web services can implement SOA but SOA can also be implemented by
other technologies such as REST, CORBA, Distributed Computing Environment
(DCE) and Java Enterprise Edition (Java EE) [6].

Although SOA can be implemented with service-based technologies other than
web services, these technologies have been criticized for not being loosely cou-
pled. Web services became highly acceptable as a standard for SOA implemen-
tation because they are pervasive, loosely coupled and are supported by most
software vendors. In web services, messages are used for communication as
opposed to using operations in older technologies.

Web services can explicitly map the elements of SOA to form a reliable and
unobtrusive solution of registering, discovering and executing services. Fig-
ure 35.1 depicts the mapping between web services and SOA technologies [7].
Figure 35.2, shows that the web service provider publishes its services with the
web service broker using Web Services Description Language (WSDL). The web
service requester searches for services registered with the service broker using
Universal Description, Discovery, and Integration (UDDI). The role of the service
broker is important as customers (service requesters) might search for multiple
services and each might have a different service provider. Registering the services
with a central broker provides the flexibility required for customers to send queries
to find services. Finally, when a customer finds a service, the web service requester
binds the web service provider through SOAP protocol.

According to Sneed, there are four main sources for web services [8]. The first
source of web services can be purchased from a web service supplier. Secondly,
web services can be accessed from the open source community. The third source
of web services can be developed from scratch and finally, the fourth source of
web services can be extracted from existing applications.

Fig. 35.1 Mapping between
web services and SOA [7]

35 Offering SaaS as SOA Services 407



Sneed argued that if reliability, maintainability, cost, time and testability are
taken into consideration, the fourth source which is extracting services from
existing applications can be the smartest choice especially for companies who
have been in the business for a long time, and thus they have a repository of
software functionalities that can be converted to SOA services.

35.3 Related Work

The related work in this area focuses on two main parts. The first part is how to
offer On-Premise applications as SaaS. The second one is how to migrate legacy
systems to SOA. The two approaches are different, since it is not necessary for
SOA to be the infrastructure of SaaS.

35.3.1 Offering On-Premise Applications as SaaS

There are several approaches to offer On-Premise applications as SaaS. These
include:

1 Hosting the application with a third party server: If an application is written in a
third generation language such as Java or C#, the application can be hosted with
a third party provider [2, 9]. With little modification of the application
(especially the interface), customers can access the software online. In this case,
the application is offered to customers as a service. This is similar to the case of
the Application Service Provider. This method has been criticized because the

Fig. 35.2 Transition from
SaaS to SOA
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offered service is tightly coupled. For instance, customers do not have a lot of
freedom to tailor the application to meet their needs. Furthermore, upgrading the
application might be inconvenient to some customers.

2 On-Premise applications offered as Web services: In this case, the application
can be transformed into a web service [9]. Web services can then be offered to
customers through SaaS. Several technologies exist such as SOAP and REST to
convert applications to web services.

3 On-Premise applications can be migrated to SaaS through Commercial tools:
The application can be moved to a SaaS provider through commercial tools
[10]. Some of these tools act as a mediator between the customer and the SaaS
vendor. In this case, an enterprise might choose to migrate part of its business to
SaaS and keep the other part on their servers.

35.3.2 Migration from Legacy Systems to SOA

Although SOA is not new, the demands for SOA have been rapidly increasing after
the frills that have been added by web services to SOA environment. Many
technologies exist to build SOA applications from scratch, but there is a substantial
amount of legacy systems that have an enormous value to their business and
consequently these legacy systems cannot be ignored. This stimulated the search
for techniques to migrate legacy systems to SOA.

Zhang and Yang [11] defined three main categories to transform legacy system
to services. The first category is called black-box approach. In this approach,
legacy code is integrated into services through adapters. Adaptors are software
layers which surround legacy code. The second category is called white-box
approach. In this approach, a reengineering process is applied through investi-
gating, analysing and modifying the legacy code to discover the business logic and
then to obtain the code components that can be offered as web services. The third
category is the -grey-box technique. This technique includes both the black-box
and the white-box techniques to integrate legacy systems to services.

In this section, three approaches to migrate legacy systems to SOA are dem-
onstrated. These approaches include:

1 Wrapping Legacy Software for Reuse in a SOA: This work was proposed by
Sneed [8]. In this approach, legacy software is wrapped into an XML shell such
that software functionalities can be proposed as web services. This can be
achieved through three stages. These stages include salvaging the legacy code,
wrapping the legacy code and linking the web services to the business processes.
In the first stage, legacy code which is valuable to reuse is identified and
business operations and functions are discovered. The second stage is to wrap
the legacy code with a WSDL interface. This is achieved by transforming each
entry into a method and each parameter into an XML data element. The legacy
code is then packaged with SOAP framework. The final stage is to link the web
services to the business processes and SOA. This is achieved through a proxy.
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2 Architecture Transformation, From Legacy to Three-Tier and Services: This
work was proposed by Heckel et al. to transform legacy systems to three-tier
architecture to support SOA [12]. The methodology used in this approach is
mainly composed of four steps. The first step is to annotate the legacy source
code by code categories. This is to associate each code category with the ele-
ments of the target architecture (3-tier), e.g., as user interface, business logic or
data. The second step is called Reverse Engineering. In this step, a source graph
model is constructed from the annotated source code. This graph is also an
instance of a metamodel graph. The third step is redesigning the source graph
model to the target graph model to conform to the three-tier and SOA. The
redesign state is done using graph transformation rules. The relation between the
annotated code and the target model is also saved to support transforming target
graph model into the target code. The last step in this methodology is called
Forward Engineering. In this step, the target code is generated using the target
graph model with the annotated source code.

3 A Wrapping Approach for Migrating Legacy System Interactive Functionalities
to Service Oriented Architectures: This work was proposed by Canfora et al.
[13]. The authors presented a black-box approach to integrate interactive
functionalities of legacy software into services. Interactive systems are session-
based systems where a user exchanges messages with a computer. This can be
achieved through a browser or input forms when the user submits a query to the
system. The system then processes the query and executes it by presenting an
output to the user. The black-box approach is represented by a wrapper which
encompasses the user interface and interacts autonomously during the execution
of each query with the legacy system on behalf of the user.

35.4 Transition from SaaS to SOA

In this section, a novel model is proposed as presented in Fig. 35.2 to illustrate
how SaaS applications can be offered as SOA services. This model is divided into
six main stages. These stages include:

A Determination of SaaS Maturity Level (DSML): In this stage, the SaaS appli-
cation is thoroughly investigated and analyzed to determine for example, the
size, maturity level of the application, and programming language used to build
the application. The goal of this stage is to determine the coupling level (loose
or tight or in between) among the functionalities of the application.

B Nomination of Applications for SOA (NAS): This is the second step of the
model. The goal of this step is to select a SaaS application, or mainly, the parts
of an application that will be transformed to SOA services. In many cases, it is
not required to transform the whole SaaS application to SOA. It is possible that
parts of the application will be converted to SOA and the other parts will be
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kept as SaaS. For example, a SaaS vendor might choose to select a feature,
which they believe is very competitive in the market, and offer it as SOA
service.

C Feature Identification: Each SaaS software has a predefined set of features
[14, 15]. An example about the features of Salesforce.com CRM application is
shown in Ref. [4]. For instance, Salesforce.com offers its CRM application as
five editions: Contact Manager, Group, Professional, Enterprise, and Unlimited.
Each edition has a collection of features. In this stage, we are concerned to
define and list all the features of the SaaS application part which was nominated
to be transitioned to SOA.

D Nomination of Features: In the previous stage, all features of an application part
were listed. In this stage, some features will be selected to be candidates for
SOA services. The selection of these features is based on the contribution which
they may provide to business.

E Services Extraction: In the previous stage (Nomination of Features), some
features may not be candidates to become SOA services because they might be
tightly coupled or depend on other features. In this stage, selected features will
be offered as web services through SaaS. Not all web services are SOA services
because some web services are not coarse grained and loosely coupled. This
depends on the technology being used with web services, e.g. REST or SOAP.
In this stage, services that are written with legacy code will be wrapped with
XML shell.

F Services Enrichment: This is the final stage of the model and after this stage,
services are ready to be engaged with SOA. In this stage, web services will be
checked if they conform to SOA principles (reuse, loosely coupled, coarse
grained, etc.). For instance, REST services are not loosely coupled as SOAP
services. Here, some services might be redesigned to match SOA principles or
standards. Another important point in this stage, is with regards to Sales-
force.com; instead of offering five different editions, each containing a group of
features. Salesforce.com can now offer more than fifty services, each with a
different price.

After the SaaS application is divided into services that comply with SOA
principles, the services are now ready to participate with SOA. As shown in
Fig. 35.2, the SaaS vendor can act as a service provider who publishes its services
with a broker. The SaaS vendor can also be a service requester. In this case, the
SaaS provider can acquire additional services from other providers and add them
to its application.

The main advantage of the proposed model is that any SaaS provider can offer
services as opposed to offering features that are packaged within editions. More-
over, any customer can select the services that they are interested in from a service
provider and also select different services from another provider to form a new
business model or application. The new business application will be a collection of
services supported by different providers that communicate with each other to
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provide business values to the company. Section 35.5 provides a real-life example
to demystify the premise of the proposed model.

35.5 Real-Life Example

In this section, an example is presented to demonstrate the proposed model. The
proposed model was evaluated using a SaaS company called TopCRM. TopCRM
is a relatively small company that provides CRM to their customers. Our proposed
model was used to help TopCRM convert part of its application into SOA services.
TopCRM underwent the five stages of the proposed model during the transition
process. This included:

A DSML: During this stage, an investigation was conducted thoroughly to study
the characteristics of the application This included the requirements, architec-
ture, design, programming language as well as the network and the hardware
infrastructure. The results showed that the application was designed using UML
models, implemented using C#. There were three main servers that were used to
run the business and to store the database. The maturity level of the TopCRM
was considered as medium. The database architecture used could be expressed
as assigning a single instance and separate database for each tenant (customer).
The reason behind using separate databases is that separate databases for each
customer are easy to be managed.

B Nomination of Applications for SOA (NAS): In this stage, a preliminary study
was performed to see whether or not the whole system or just a fraction of it
would be converted to SOA services. TopCRM proposes CRM solutions
through five main sections. These sections include Contact Manager, Sales,
Marketing, Data Warehousing and Communications. At this stage, TopCRM
recommended the Data Warehousing section to be offered as SOA services
because TopCRM believed that this section could be competitive in the market.

C Feature Identification: During the Feature Identification stage, all features of the
Data Warehousing section were identified. These include data_analysis,
report_generator and data_storage.

D Nomination of Features: In this stage, the data_storage feature was selected to
be a candidate to become an SOA service. This was because TopCRM believed
that this feature can compete with similar features from other providers in the
market. When this feature is offered as a service, users can seamlessly store
their data securely at TopCRM’s servers.

E Services Extraction: In this step, the data_storage feature was converted to a
web service using SOAP, WSDL and UDDI. At this stage, the web service
data_storage was not guaranteed to be a valid as an SOA service.

F Services Enrichment: In this stage, the data_storage service was tested using
SOA principles. The service was found to be loosely coupled because of the
characteristics of the SOAP protocol. However, there was an issue regarding the
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reusability of this service. SOA services must be reusable by multiple appli-
cations. To support reusability of the service, new servers were added to handle
the large number of users that will use the service. Virtualization technology
was involved in the new system to support maintenance and security. Fur-
thermore, the old database structure (single database per tenant) was not the best
choice to support the new system because the old database would be very costly
if it would be used for a larger number of customers. To resolve this problem,
the old database was modified to become a shared database to support more
users.

After passing through the six steps of our proposed model, services could be
extracted from SaaS applications and would be ready to be published with SOA
brokers to be used by customers. Finally, TopCRM published its data_storage
service with a broker and many customers are now enjoying the feature.

35.6 Conclusion

Software as a Service has been rapidly adopted because customers save the money
needed to purchase software licensing and hardware infrastructure to run the
software upfront. On the other hand, web services and SOA have been offering
many benefits by allowing heterogeneous systems to communicate with each
other. The benefits of offering software and hardware as services are enormous.
Because legacy systems exist in almost any organization, several works have been
conducted to transition legacy systems to SOA. On the flip side, SaaS applications
exist and SaaS vendors are looking for techniques to merge SaaS with SOA.

In this paper, a novel model was proposed to discuss how SaaS can be offered
as SOA services. This model is mainly composed of six stages. First, the maturity
level of the SaaS application will be determined. Second, applications or parts of
these applications will be nominated for SOA services. Third, the features that
belong to an application or to an application section will be listed. Fourth, features
that are nominated to participate with SOA will be listed. Fifth, the nominated
features will be converted to web services. In the last stage, web services will be
modified to conform to SOA principles and finally these services become ready to
be published through SOA. A real-life example was also presented to demonstrate
the proposed model.
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Chapter 36
Using Conceptual Mini Games
for Learning: The Case of ‘‘The Numbers’
Race’’ (TNR) Application

C. T. Panagiotakopoulos and M. E. Sarris

Abstract This study reports the basic characteristics of an experimental con-
ceptual mini-game called ‘‘The Numbers’ Race’’ (TNR), developed with Microsoft
Visual Studio. The TNR mini-game concerns a standalone training application that
aims at raising achievement levels in the simple mathematical task of addition and
giving insights into the strategies used by children when performing simple
computational tasks. In this paper the design and the development issues for TNR
application are also discussed. Finally, the results of summative evaluation are
presented concerning TNR effects on a student sample. The results are very
encouraging regarding the improvement of the sample’s computational skills.

36.1 Introduction

Probably the greatest problem that teachers encounter in contemporary education
contexts is the lack of motivation that students often exhibit. As described by
researchers [1], this problem is aggravated in the case of mathematics, and
debilitated motivation may have major repercussions for the learning process, such
as the disinclination to do exercises or consult textbooks. In an effort to tackle
these issues, educators have begun to reconsider the traditional forms of learning
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instruction. Recent reforms, in mathematics education particularly, explore and
implement alternative approaches [2].

Since the 2000s, a major shift towards the use of computer mini-games for
teaching and training has been observed, replacing the former obsolete rote
learning methods. What is particularly appealing about mini-games to the field of
primary education is that they incorporate two important features. They can target
both part-task training and smaller learning objectives [3]. In that sense, current
teaching approaches can support the notion of student-centeredness in education
by reinforcing a small set of goal-oriented learning objectives suitably adjusted for
each individual student.

The emphasis that current teaching approaches put on students’ engagement in
constructing knowledge on their own is relevant to the constructivist learning
theory [4, 5]. According to constructivism, learning is an internal process where
knowledge is accumulated (built up) when individuals assimilate and incorporate
new experience into an existing framework [6, 7]. One way of providing children
with interesting experiences is via games and simulations. During the last decades,
when ICT was embedded in mainstream teaching practice, educational computer
games tended to exploit children’s natural tendency to play. Thus, possible posi-
tive effects of educational computer games may be attributed to the fact that
children are willing to spend time and effort on mastering the games.

For this to happen, children must be actively engaged in this process. As
observed by Prensky, a combination of 12 elements makes computer games
engaging [8]. Among others, fun, interaction, goal problem-solving, outcomes and
feedback are probably the most significant features. In an interesting review by
another researcher [9], it was found that an equally important factor is the edu-
cational context in which the games are used. Educational computer games are
most likely to present positive results in mathematics, physics and language. The
beneficial effects of gaming are to be found when specific content is targeted and
objectives precisely defined [10].

One subcategory of educational games is mini-games, which can help children
to obtain basic skills in mathematics or reading, providing both entertainment and
instruction to the target audience [11, 12]. Mini-games are short games with simple
and immutable rules. The mini-games that focus on a concrete concept are often
called conceptual mini-games [13].

In this paper we describe the operation of a mathematical mini-game named
‘‘The Numbers’ Race’’ (TNR). The TNR application was designed to address
simple computation skills in addition and was developed as an alternative edu-
cational tool to enhance mental calculation skills. We also analyze the operation of
the application, describe its structure, illustrate the parameters affecting its oper-
ation and present the initial results of its final evaluation. The sample consisted of
students from primary education and the results are very encouraging as regards
the improvement of their computational skills.
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36.2 TNR Application: Identification

36.2.1 Description

The TNR application was developed during 2011 in the Computers and Educa-
tional Technology Laboratory of the Department of Primary Education of the
University of Patras (www.cetl.elemedu.upatras.gr).

The target group of the developed application is primary education students.
The TNR application operates as follows: the educator defines two integer num-
bers, creating a subset of integers between them. The application, using random
variables [13, 14], creates a predefined number of additions in this subset. For each
addition the application presents the result (SUM) and the first addend
(ADDEND1), whereas the second addend is requested (ADDEND2). The second
addend appears consecutively, among nine possible addends (ADDEND2_A[i],
i = 1 to 9), only one of which is displayed each time. The requested possible
addend moves clockwise each time and stops in the middle of the application’s
window, between the pictures of ADDEND1 and SUM. The user has a specified
time for response, answering on the correctness or non-correctness of the proposed
combination of addends—sum.

The user is able to:

(a) Ignore the proposed combination of addends—sum by not responding.
(b) Identify that the combination is wrong.
(c) Identify that the proposed combination is correct.

Figure 36.1 displays how the application operates, with the appearance of a
trinity of numbers (sum—addends). The number SUM is the possible sum of the
two numbers: the ADDEND1 and the ADDEND2_A(i), when i = 1 to 9. The
number ADDEND1 is the first addend. The ADDEND2_A(i) represents each time
one of the nine possible addends, from that only one if added to the ADDEND1
gives sum the number SUM.

Note that each time only one of the proposed number from the ADDEND2_A(i)
array is visible, which is moved between ADDEND1 and SUM.

If the user correctly decides that the displayed combination of addends—sum is
incorrect (X), the score of the ‘‘No match’’ counter rises. If the answer is wrong,
the ‘‘Error’’ counter, that indicates the total number of wrong answers, increases.

If the user decides that the proposed combination of addends—sum is correct
(4) then again, if they are right, the score in the counter ‘‘Score’’ rises; otherwise,
the ‘‘Error’’ counter increases.

In the second case, when the proposed combination of addends—sum is correct
and the user’s selection is correct, the application begins a new race, proposing a
new set of numbers.

In the next figure (Fig. 36.2) an actual screenshot of the application is
presented.
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At the bottom of the application’s window there are the controls, with ‘‘X’’ for
the identification of the wrong combination and ‘‘4’’for the identification of the
correct combination. In the middle, beneath the numbers, there is a progress bar
with a red mark, indicating the time remaining for the user’s decision. The clock

Fig. 36.1 Graphical representation of the application’s operation. The numbers are moving
circularly, stopping for a predefined time for users to decide whether the action is right or wrong

Fig. 36.2 An actual screenshot of the TNR application
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starts counting when the moving ADDEND2_A[i], stops under the ADDEND1
and its duration is determined by the educator/administrator (Fig. 36.3).

36.2.2 Application’s Operational Features

The application runs under Microsoft Windows 7 or earlier versions of the Win-
dows operating system, using a typical microcomputer. Access to the application,
from the user’s perspective, is personalized. All of the application’s operational
features are configured through an appropriate window with scroll bars and check
boxes (Fig. 36.4).

The educator/administrator using this window is able to modify:

(1) The moving speed of the numbers. To this end the values of two variables can
be changed. The first one changes the movement’s step (in pixels) and the
other changes the time (in ms) between two successive steps of the moving
number.

(2) The minimum and maximum number of sums. These two numbers are the
limits for the calculation of the sequences of sums.

(3) The number of the requested additions, i.e. the number of repetitions of the
game.

(4) The time allowed for the user to make a decision. For this purpose the
movement step (in pixels) and the time (in ms) must be set between two
successive steps of the moving mark (progressive bar), which is located under
the three numbers, in the middle of the application’s window.

Fig. 36.3 An actual screenshot of TNR while the system is waiting for the user’s decision.
Arrows demonstrate the numbers’ movement
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(5) Either the full set of user’s actions and decisions or only the maximum score
of the user’s performance to be recorded. If all of the user’s actions are
recorded the administrator has the ability to trace the interaction between user
and application in detail (with response times and actions), either reading these
from the screen or passing on the data in a Microsoft Excel file for further
statistical analysis.

(6) The sequence of random numbers’ sets. If this checkbox is ticked the sequence
will remain the same while the application is running on multiple different
computers. This is important for research, when we want all students to deliver
the same sequence of number sets and in the same order.

36.2.3 Development Issues

Several timers were used for the development of the application. Bearing in mind
compatibility, ease of installation and usage with regard to different computers, we
were careful not to use any custom control files (Object Linking and Embedding—
OLE custom controls) or ActiveX files.

Special sounds point out the crucial events, e.g. when the numbers start moving,
when the user is rewarded or when an error has to be noted. These sounds were
recorded and embedded in the application, so as to operate without any prompts
from the system or from other peripherals.

The application starts running when the appropriate button is clicked (the first
of the group of three buttons, bottom-right of the window in Fig. 36.3). After that,
the application checks if a user name is imported and, if so, reads the parameters of
the operation. Then, the two numbers DN and UP that determine the limits of the
SUM are calculated with random variables; the first SUM between A1 and A2, the
ADDEND1 between one and SUM, and the ADDEND2 as the difference between
SUM and ADDEND1 (stage 1).

The specific process is described in the following flowchart (Fig. 36.5).

Fig. 36.4 Configuration window of the application’s operational features. The highlighted
number shows the time for the user’s decision in seconds
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After stage 1, a one-dimensional array is created, i.e. the ADDEND2_A(i) with
nine items, which will be filled with the nine alternative ADDEND2 values. First
of all, with a random variable the position (pos) is selected, and the unique correct
ADDEND2 is placed in position in the array (stage 2).

In the next stage (stage 3) the remaining items of the array ADDEND2_A[i]
and random variables are set so that all are different.

The next flowchart presents the iterative process of the control and data
placement in the array ADDEND2_A[i] (Fig. 36.6).

Fig. 36.5 The flowchart of
the sum’s production

Fig. 36.6 The data flow in
which all remaining items of
possible second addends in
the array ADDEND2_A[i]
are placed
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All three stages mentioned above are repeated as many times as the variable
that controls the iterations of the additions (scroll bar ‘‘Repetitions’’ in the window
of the application’s configuration of the operational parameters) determines. For
this purpose an appropriate array (Repetition_Array) is created, with rows equal to
the number of repetitions and items in every row: the SUM, the ADDEND1 and
the nine items of the array ADDEND2_A[i].

The application then runs as presented in the flowchart of Fig. 36.7, acquiring
every time all the required information from the Repetition_Array. Figure 36.7
shows the generic flowchart of the application for the user interface.

The application’s development was based on the linear model with multiple
prototypes [15] and the programming language used is Microsoft Visual Studio.

Fig. 36.7 The generic
flowchart of the application
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36.2.4 Design and Esthetic Issues

In previous software development [12–14] it was noted that although the
construction of numbers’ images is a lengthy process it can be avoided. We
noticed, however, that unlike the motion of a picture-object, the movement of a
label-object is accompanied by flickering. In TNR application we decided on the
automatic creation of numbers with label-objects, which are placed into picture-
objects, for smooth movement and flicker-free motion. This may reduce the
esthetic and the potential of custom pictures but on the other hand it also decreases
the difficulty of implementation and increases the autonomy of the application and
the ability to adapt to new circumstances and possible extensions.

We also made an attempt to insure that the integrated sounds enhanced the
functionality without discouraging users but highlighted certain crucial situations.

Our effort was focused on labeling at least two points: when every race starts
and when the ADENND2_A[i] stops between ADDEND1 and SUM, when the
clock for user response starts ticking.

To avoid misleading visual messages the colors used were pale, except for the
areas where we wanted to attract the attention of the user.

36.2.5 Application’s Evaluation

The development of the application was performed through continuous tests and
formative evaluation by the members of the research group of the Computers and
Educational Technology Laboratory (CETL). A small sample of three primary
education students in the sixth grade was also used. This sample was excluded
from the final evaluation of the application.

Gradually, until the application was finalized, a few prototypes (of the appli-
cation) were produced and examined by the evaluators, who implemented parts of
the predefined requirements [15–17].

Subsequently, the application was pilot-tested with a summative evaluation,
whose results will be analyzed in detail in the next section.

36.3 Evaluation Results

36.3.1 Methodology

Overall, 38 sixth-grade primary school children were selected for this study. The
participants were tested individually in the computer laboratory. Data collection
was co-ordinated by a single person in order to avoid any possible experimenter
effects during both the treatment and the data collection phases. The main
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experimental procedure was preceded by a pilot test. Results led to minor revisions
of the calibration settings. Typical desktop personal computers with Microsoft
Windows 7 were used for collecting the data.

A pre-test/post-test design was administrated for assessing children’s simple
mathematical calculation skills. Two sets of stimuli were used in the pre-test/post-
test session. In the first set participants were asked to calculate an array of 15
double-digit addends addition tasks, whilst the second set constituted 15 three-digit
addends. Both sets of tasks were visually presented on a whiteboard. A fixation
point (1 s) preceded the stimuli and participants were asked to determine whether
the presented sums were correct or wrong and put their answers on a separate
answer sheet. Stimuli disappeared after 60 s.

In the main experimental procedure participants were requested to complete a
10-stage session (approx. 60 min) for both the double-digit and the three-digit
addends. Individual scores were calculated for each participant. The post-test
followed the main experimental procedure. A two-week interval between pre- and
post-test evaluation was allowed to insure the minimization of any warm-up
effects.

36.3.2 Results

Table 36.1 presents the mean reaction time scores (in seconds) for both double-
and three-digit addends. Children’s responses were classified in four categories.
Thus, the No-Error category contains the negative answers in the case where the
proposed sum was correct. When the proposed sum was incorrect and participants
correctly selected the ‘‘X’’ button, answers were allocated to the No-Success
category. The Yes-Error category denotes answers where the proposed sum was
incorrect, but participants failed to identify it and pressed the ‘‘4’’ button, whereas
the Yes-Success category denotes answers where participants correctly identified
the proposed sum as correct.

The data were subjected to a univariate ANOVA with Reaction Time as the
dependent variable. Response (No-Error, No-Success, Yes-Error, Yes-Success)
and Addends (two-digit, three-digit) were used as the fixed factors. Any significant
differences between Responses were analyzed with Sheffé post hoc tests.

Table 36.1 Mean Reaction Time Scores (In Seconds)

Response 2digit addends 3digit addends

No-Error 0.4754 (0.2588)a 0.5205 (0.2226)
No-Success 0.4617 (0.2324) 0.5045 (0.2117)
Yes-Error 0.4614 (0.2440) 0.6205 (0.2693)
Yes-Success 0.4697 (0.2404) 0.4731 (0.2006)
a Standard deviation is given in parentheses
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Simple main effects analysis revealed significant effects of Responses
[F(7,3834) = 4.23, p \ 0.01] and Addends [F(1,3834) = 27.57, p \ 0.001] on
Reaction Time scores. There was also a significant interaction between the effects
of Responses and Addends on Reaction Time scores [F(3,3834) = 4.71, p \ 0.005].
The post hoc multiple comparisons were conducted by applying a Sheffé correc-
tion (p \ 0.05). The analysis unveiled significant differences between the
No-Success and No-Error responses in the double-digit set (p \ 0.05), as well as
between Yes-Success and Yes-Error in the three-digit set (p \ 0.001).

Figure 36.8 illustrates the mean reaction time scores for each set of addends.
To evaluate the TRN application a pre-test/post-test design was selected. Our

main focus was on assessing both usability issues and the application’s potential, if
any, for enhancing children’s mathematical skills. Table 36.2 displays the mean
accuracy scores in the pre- and post-test assessments.

As Fig. 36.9 depicts, children achieved higher scores in the post-test evaluation
session for both double- and three-digit addends. Mean differences were calculated
by using separate paired-samples t-tests. For both the addition of double-digit
addends and three-digit addends tasks the analysis revealed significant differences
[t(569) = -6.46; p \ 0.001] and [t(569) = -6.15; p \ 0.001], respectively.

After the main experimental procedure participants were asked to complete a
brief structured non-disguised questionnaire. The questions mainly concerned the
application’s ease of use, esthetics and effectiveness.

With regard to the application’s ease of use, participants were of the opinion
that there were no difficulties regarding its use, as illustrated in Table 36.3.

Even if the students, according to them at least, did not find the use of the
application difficult, we performed an additional analysis so that the distinctive
features of TNR could be investigated at greater length. The analysis revealed
statistically significant differences between the factors that caused the most diffi-
culties while the application was in use (Friedman’s x2 = 45.03; df = 3;
p \ 0.001). The mean rankings are presented in Table 36.4. The speed with which
the numbers move seems to be the most problematic factor.

Fig. 36.8 Mean reaction time scores for each response category (in seconds)
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TNR’s attractive features, as reported by children, were analyzed with a
Friedman’s test. The analysis revealed statistically significant differences
(x2 = 48.57; df = 3; p \ 0.001). Table 36.5 shows the mean ranking for every
factor. The most attractive factor for the participants was the ease of use.

A final analysis concerned whether and to what extent participants believed that
TNR improved their performance while executing arithmetical calculations
(Fig. 36.10). A Chi-square test of goodness-of-fit was performed to determine the
degree to which TNR improved participants’ mental addition skills. The effective-
ness was not equally distributed in the population (x2 = 19.53; df = 3; p \ 0.001).

Table 36.2 Mean accuracy scores in the pre- and post-tests (%)

Mathematical operation Pre-test Post-test

Addition (double-digit addends) 59 (49)a 68.42 (46.52)
Addition (three-digit addends) 56 (50) 69.12 (46.24)

a Standard deviation is given in parentheses

Fig. 36.9 Mean performance scores for pre- and post-test assessments (%)

Fig. 36.10 TNR’s effectiveness (%)
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36.4 Discussion and Conclusions

This paper discusses development and evaluation issues concerning a mathemat-
ical mini-game entitled ‘‘The Numbers’ Race—TNR.’’ The TNR application was
developed primarily as an alternative educational tool intended to support the
current mathematical teaching approaches. Like most educational mini-games,
TNR’s objective is to exploit children’s tendency to play in order to get them
engaged in different mental mathematical calculations.

The application described so far is comprised of two separate modules: addition
and subtraction. In this study we focused on the results of the addition. It is worth
noting that the design of the application allows the integration of addition and
subtraction of decimal numbers.

During the formative evaluation several programming and operational features
improved so much as to meet the theoretical background for developing educa-
tional software, such as the user interface design and appearance, usability,
motivational aspects and ease of use [16].

To evaluate the TNR application a multi-stage process was selected. The pre-
test/post-test assessment was followed by a questionnaire designed to gather
information on both the overall performance of the application and its specific
components regarding ease of use, esthetics, etc.

Table 36.3 Frequency and
Percentage of Answers about
the Ease of Use

Answer Frequency Percentage

Very easy 16 42.1
Easy 14 36.8
Neutral 8 21.1
Difficult 0 0.0
Very difficult 0 0.0
Total 38 100.0

Table 36.4 Rankings for
Ease of Use

Factor Mean ranking

Mathematical task 2.26
Mouse use 3.68
Speed 1.84
Attention detachment 2.21

Table 36.5 Rankings for
Attractiveness

Factor Mean ranking

Score 3.0
Movement 2.37
Colors 3.26
Ease of use 1.37
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Data analysis revealed differences between double- and three-digit addends in
terms of both accuracy percentages and reaction time scores. Although the focus of
this paper is not the cognitive factors that lie behind mental computation tasks, it is
important to note that the analysis revealed significant variation between the dif-
ferent response categories. In the double-digit addends addition tasks differences
were observed between the No-Error and No-Success responses, and the same
pattern of results emerged between the Yes-Error and Yes-Success categories.

The pre-post assessments clearly showed substantial improvement in mental
computation skills both for double- and three-digit addends between the initial and
the final tryout. It is important to note that the effectiveness of the TNR application
was also pointed to by the participants, as the questionnaire analysis revealed.

Finally, participants found the TNR application to be user-friendly and easy. It
should be noted at this point that when children were asked to select the most
attractive factor the ease of use received the highest ranking.

Our results suggest that the implementation of ICT applications in mainstream
teaching practice may offer significant positive effects and seem to be in line with
previous research on the field [12–14]. Future work includes the development of
the TNR application with Java for use with mobile appliances.
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Chapter 37
Visual Cryptography Based on Optical
Image Projection

Rita Palivonaite, Algiment Aleksa and Minvydas Ragulskis

Abstract A visual cryptography scheme based on optical image projection is
proposed in this paper. Initially the secret image is split into two shares. Then, such
digital images are constructed in share’s planes that their projections in the
projection screen would correspond to each of the appropriate shares. Geometrical
parameters describing the location of shares’ planes and focus points of projectors
are additional security parameters of the encoded image. Direct overlapping of the
reconstructed shares does not leak any information on the encrypted image. The
original image can be interpreted by a naked eye when appropriate projectors are
placed at predefined locations of the geometrical setup.

37.1 Introduction

Visual cryptography is a cryptographic technique which allows visual information
(pictures, text, etc.) to be encrypted in such a way that the decryption can be
performed by the human visual system, without the aid of computers. Visual
cryptography was pioneered by Naor and Shamir in 1994 [1]. They demonstrated a

R. Palivonaite (&) � A. Aleksa � M. Ragulskis
Research Group for Mathematical and Numerical Analysis of Dynamical Systems,
Department of Mathematical Research in Systems, Kaunas University of Technology,
Studentu 50-222, LT-51638 Kaunas, Lithuania
e-mail: rita.palivonaite@ktu.lt

A. Aleksa
e-mail: algiment.aleksa@ktu.lt

M. Ragulskis
e-mail: minvydas.ragulskis@ktu.lt

K. Elleithy and T. Sobh (eds.), Innovations and Advances in Computer, Information,
Systems Sciences, and Engineering, Lecture Notes in Electrical Engineering 152,
DOI: 10.1007/978-1-4614-3535-8_37, � Springer Science+Business Media New York 2013

431



visual secret sharing scheme, where an image was broken up into n shares so that
only someone with all n shares could decrypt the image, while any n-1 shares
revealed no information about the original image. Each share was printed on a
separate transparency, and decryption was performed by overlaying the shares.
When all n shares were overlaid, the original image would appear.

Since 1994, many advances in visual cryptography have been done. Extended
visual cryptography is presented in [2]. Four—share visual cryptography scheme
for color images is proposed in [3]. A Visual Cryptography (VC)-based system for
sharing multiple secret images is developed in [4]. Visual cryptography schemes
are defined and analyzed for grey level images whose pixels have g grey levels
ranging from 0 to 1 are presented in [5]. Colored visual cryptography without color
darkening is proposed in [6]. Cheating prevention in visual cryptography is
developed in [7]. Visual cryptography schemes with optimal pixel expansion are
introduced in [8]. Image encryption by random grids is presented in [9]. A new
method of producing multicolored share images based on visual cryptography is
proposed in [10]. A novel technique named halftone visual cryptography is
proposed to achieve visual cryptography via halftoning [11]. Colored visual
cryptography scheme based on additive color mixing is presented in [12].The best
pixel expansion of various models of visual cryptography schemes is investigated
in [13]. A new definition of the contrast of the visual cryptography is proposed in [14].
General construction of extended visual cryptography schemes is proposed in [15].
A high contrast and capacity efficient visual cryptography scheme for the encryption of
multiple secret images is introduced in [16]. Image encryption by multiple random
grids is presented [17].

We propose a modification of the classical visual cryptography scheme when
each share has to be projected on the screen. We exploit the principle of the
projection moiré technique [18] when an image projected on to the projection
plane undergoes non-affine transformations (if only the projection angle is not
perpendicular to the projection plane). The proposed method requires n projectors
(if the original image is broken into n shares). Each of the projectors must project
its share on the screen at the predefined geometrical location (projection angles for
each projector can be different). Without loss of generality we will describe the
method when the original image is broken into 2 shares only.

Each share is constructed in such a way that its projection (at strictly predefined
geometrical parameters of the projector) would result into a projected image of a
share which can be used to visualize the original secret image. Someone who has
all shares can decrypt the secret image only if he knows how to project all these
shares. Direct overlaying of n transparent shares (or projection of at least one of
the shares at a wrong angle) would not leak any information about the secret
image. Such an encryption technique can be considered as a visual cryptography
scheme with additional security protection.
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37.2 Description of the Projection Technique

As mentioned previously, we will use 2 shares to illustrate the proposed visual
cryptography method based on projection techniques. The basic principle of the
method is illustrated in Fig. 37.1. Two shares are projected on the projection
plane; every share is located at a different position in the 3D space. Coordinates of
focal points and the geometrical location of each share determine unique locations
of each of projectors. The secret image appears on the projection plane when both
shares are projected appropriately. It should be noted that Fig. 37.1 is only a
schematic diagram. We do not show geometrical deformations of the projected
rectangular images; exact geometrical locations of the projection plane and two
shares are determined not only by their normal vectors. In fact, one has to solve an
inverse problem of an image construction. One has to construct a share given a
structure of the projected share and geometrical parameters of the projector.

Initially we assume that the equation of the projection plane is z ¼ 0;
n ¼ 0; 0; 1ð Þ. As mentioned previously, a projected image on the projection plane
must form a matrix of dots (it is assumed that a pixel is smaller object than a dot).
Since we consider a classical visual cryptography scheme, every element of the
projected matrix can be described as

M1 i; jð Þ 2 0; 1f g; i ¼ 1; 2; . . .; r1; j ¼ 1; 2; . . .; r2 ð37:1Þ

where M1 is the projection of the Share 1; r1 and r2 define the resolution of the
visual cryptography scheme. The numerical value 0 corresponds to the black color;
1 corresponds to the white color (all intermediate values would correspond to
appropriate grayscale colors). Similarly, both shares are also represented as
matrixes of dots.

Lets assume that the origin of the 3D frame is a point Oð0; 0; 0Þ; coordinates of
the focus point are F1ðfx; fy; fzÞ; n1 ¼ nx; ny; nz

� �
; the equation of the first share’s

Fig. 37.1 A schematic
diagram illustrating the
principle of visual
cryptography based on the
projection technique
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plane is nxxþ nyyþ nzz ¼ p (p is such that the focus point is between the share
and the projection plane).

The first step is the selection of a local 2D frame in the share’s plane. This is
necessary because a share needs not only to be placed in a correct plane, but also
rotated around its normal vector up to a correct angle. Initially, the origin of the 2D
local frame O1 is set as an intersection point between the line F1O and the share’s

plane: O1 �tO � fx þ fx;�tO � fy þ fy;�tO � fz þ fz

� �
, where tO ¼ p�nxfx�nyfy�nzfz

�nxfx�nyfy�nzfz
. Next,

images of points Að1; 0; 0Þ and Bð0; 1; 0Þ are computed in the share’s plane and
denoted as A1 and B1. Then, base vectors of the local 2D frame in the share’s plane
are denoted as:

i1 ¼
O1A1

jO1A1j
; j1 ¼

O1B1

jO1B1j
ð37:2Þ

Elementary transformations yield:

i1 ¼
tA 1� fxð Þ þ tOfx;�tAfy þ tOfy;�tAfz þ tOfz

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tA 1� fxð Þ þ tOfxð Þ2þ �tAfy þ tOfy

� �2þ �tAfz þ tOfzð Þ2
q ;

j1 ¼
�tBfx þ tOfx; tB 1� fy

� �
þ tOfy;�tBfz þ tOfz

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�tBfx þ tOfxð Þ2þ tB 1� fy

� �
þ tOfy

� �2þ �tBfz þ tOfzð Þ2
q ;

ð37:3Þ

where; tA ¼
p� nxfx � nyfy � nzfz

nx 1� fxð Þ � nyfy � nzfz
;

tB ¼
p� nxfx � nyfy � nzfz

�nxfx þ ny 1� fy

� �
� nzfz

It can be noted that vectors i1 and j1 are not necessarily orthogonal. The next
step is the construction of an image of a dot from the projection plane in the
share’s plane. In general, computation of coordinates of an image point in a 2D
local frame in the share’s plane involves solution of a linear algebraic system of
equations. Let coordinates of a point in the projection plane are Cðx; y; 0Þ. Then,
coordinates of its image point in the share’s plane are C1 tC x� fxð Þþð
fx; tC y� fy

� �
þ fy;�tCfz þ fzÞ where tC ¼ p�nxfx�nyfy�nzfz

nx x�fxð Þþny y�fyð Þ�nzfz
. Now, a vector O1C1

has to be expressed in a linear combination of base vectors i1 and j1:

O1C1 ¼ cx � i1 þ cy � j1 ð37:4Þ

where cx and cy are 2D coordinates of the point C1 in the share’s plane. It can be
noted that Eq. (37.4) produces 3 linear algebraic equations. One of these equations
can be omitted (or used as a criterion for checking if the point C1 is exactly
mapped on the share’s plane). Other two equations can be used for determination
of cx and cy (we omit details for brevity):
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ixcx þ jxcy ¼ tCðx� fxÞ þ tOfx;

iycx þ jycy ¼ tCðy� fyÞ þ tOfy:

(
ð37:5Þ

Reconstruction of a point’s local coordinates in the second share’s plane is
analogous to the procedure described above. As mentioned previously, a dot can
be comprised from many pixels (this is determined by the resolution of the pro-
jected image). A schematic diagram of the image computation process is presented
in Fig. 37.2. A set of four black and white dots in the projection plane A is shown
at the top of Fig. 37.2; the corresponding image in projected through the focus
point F into the share plane B. Note that only one share plane is illustrated in
Fig. 37.2; the splitting rule is a standard random scheme used in classical visual
cryptography [1].

37.3 The Construction of Images in the Share Plane

The construction of digital image in the share plane is not a straightforward task
simply due to fact that the image in the share plane B is skewed in respect of
the orthogonal matrix of pixels in the share image (Fig. 37.2). It is clear that the
proposed system of visual cryptography will not work if the size of a pixel in the
share plane is comparable to the size of a projected dot in the projection plane.

The algorithm for the computation of grayscale levels of pixels in the share
plane is illustrated in Fig. 37.3. The shape of the inclined grid of dots in the share
plane is illustrated in Fig. 37.3a. Note that the projected grid in the projection
plane is rectangular and corresponds to the position of pre-defined dots (Fig. 37.2).
The size of pixels in the share plane is illustrated by the dashed grid in Fig. 37.3a.
The computational procedure for the reconstruction of the grayscale level at the
pixel in the ith row and the jth column in the share plane is explained in Fig. 37.3b.

Fig. 37.2 A schematic
diagram representing of the
construction of the images in
the share plane; A stands for
the projection plane; F is the
focus point; B is the share
plane. Note that only one
share plane is shown
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We cover the surface of the i-jth pixel in the share plane by a rectangular matrix
of points. Every point of this matrix is projected to the projection plane.

A point is marked by an empty circle in Fig. 37.3b if the coordinates of the
projected point in the projection plane correspond to a white dot. Analogously, a
point is marked by a black circle if the projected point is located inside a black dot
in the projection plane.

Now, the grayscale level gij at the i-jth pixel is computed according to the
equation:

gij ¼ round 255
wij

n

� �
ð37:6Þ

where wij is the number of white points and n is the total number of points in the
area occupied by the i-jth pixel in the share plane.

The reconstructed grayscale digital image is shown in Fig. 37.3c. It is clear that
the quality of the projected image is directly related to the size of a pixel in the
share plane.

The effect of the pixel size in the share plane to the quality of the image in both
share planes is illustrated in Fig. 37.4. We show the digital images in the share
plane (left columns in Fig. 37.4) and the projected images to the projection plane
(right columns in Fig. 37.4). The quality of digital images in the share plane
depends on the ratio between the size of the dot in the projection plane and the size
of the pixel in the share plane; A stands for the ratio 2:1; B stands for the ratio 5:1;
C—10:1; D—20:1 and E—50:1.

It is clear that it is pointless to discuss a visual cryptography scheme based on
projected images if one cannot reproduce a realistic image in the projection plane.
Our computations show that at least 50 9 50 pixels in the share plane should
correspond to one dot in the projection plane. Moreover, the quality of the

Fig. 37.3 A schematic diagram representing of the reconstruction of the grayscale levels of
pixels in the share plane; the size of pixels in the share plane is denoted by dashed grid. The
inclined grid corresponding to the projected image in the projected plane is shown in (a).
The algorithm for the computation of the grayscale level at the i-jth pixel is illustrated in (b).
The reconstructed image in the share plane is shown in (c). Note that only one share plane is
shown
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projected image depends of the geometrical set-up. The more inclined is the angle
of the projection the higher must be the ratio between the size of the dot in the
projection plane and the size of the pixel in the share plane.

It is possible to assess the quality of the projected image by comparing the
original image (Fig. 37.2a) and the projected image (images in the right column in
Fig. 37.4). We use root mean square error estimate (RMSE) and plot these errors
as a function from the angle of projection s (Fig. 37.5).

Fig. 37.4 The quality of
digital image in the share
plane depends on the ratio
between the size of the dot in
the projection plane and the
size of the pixel in the share
plane. The left column shows
the image in the share plane;
the right column—the
projected image in the
projection plane. The angle of
projection s ¼ 0:01
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It can be seen that RMSE errors depend both on the ratio between the sizes of
dots but also on the projection angle s. The general recommendation is to select
larger dots in the projection plane if the projection angle is rather inclined.

37.4 Computational Experiments

Initially we use a classical cryptography scheme to split a digital image (three
letters KTU) into two shares. Both shares are shown in Fig. 37.6a and Fig. 37.6b.
Direct geometrical superposition yields an image which can be interpreted by a
naked eye (Fig. 37.6c). It can be noted that inaccurate superposition of two shares
prevents visual interpretation of the encoded image.

The next step is the construction of such digital images in shares’ planes that
their projected images would coincide with original shares shown in Fig. 37.6a
and Fig. 37.6b. This is an inverse problem of image construction described in the
previous section.

Following parameters of the geometrical setup were selected for computational
experiments: F1 ¼ 0; 0; 10ð Þ; F2 ¼ 0; 4; 10ð Þ; n1 ¼ �s; s;�1ð Þ; n2 ¼ s;�s;�1ð Þ;
distance between the plane of the share 1 and F1 is equal to 10; distance between
the plane of the share 2 and F2 is also equal to 10; the width of the secret image is

Fig. 37.5 The relationship among the ratio between the size of the dot in the projection plane
and the size of the pixel in the share plane, the angle of projection s and the RMSE of the
projected image
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4 units; the height is 3 units. Reconstructed images of share 1 and share 2 at
s ¼ 0:1 are shown in Fig. 37.7a, b.

As mentioned previously, projections of share 1 and share 2 in the projection
plane should correspond to digital images in Fig. 37.6a, b. But nonlinear trans-
formations occurring during the process of projection and described in the pre-
vious section cause the appearance of parasitic moiré patterns in the superposed
image in the projection plane (Fig. 37.8a, b).

Reconstructed images of shares in their planes can be considered as a next
security level in a visual cryptography scheme. Direct superposition of these
shares prevents visual interpretation of the encrypted image, which becomes
observable only when shares’ planes become almost parallel to the projection
plane (Fig. 37.9c).

37.5 Concluding Remarks

A classical visual cryptography scheme is extended by introducing projection
effects which distort original shares when they are projected on the surface of a
projection plane. Such extensions can be considered as a next step in the security
level of the image encryption. Both shares are constructed in such a way that their

Fig. 37.6 Illustration of a classical visual cryptography: a, b show two shares in the projection
plane; c exact geometrical superposition of both shares in the projection plane produces the
secret image

Fig. 37.7 Reconstructed images of share 1 (a) and share 2 (b); direct geometrical superposition
of share 1 and share 2 does not reveal the secret image (c)
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projections would coincide with the original shares of the encoded image (at
strictly defined geometrical parameters of the projection scheme). Distortions
occurring during the construction of both shares damage the allocation of appro-
priate pixels and thus direct overlapping of both shares cannot leak any infor-
mation about the encoded image.

We have used a simplified geometrical projection scheme. In practice (if a CCD
projector is used to project an image on the screen) one should take care of
distortions caused by non-ideal lenses. Also one should consider the effect of the
depth of the projection’s focus on the screen, especially if the projection angle is
high and the projector is far from the screen.

The proposed image sharing scheme is still a visual cryptography scheme.
Computational algorithms are necessary to construct the shares, but visualization
does not require a computer; this is a completely visual process. But one needs to
place two projectors with high accuracy in reference to the projection screen,
instead of simply overlapping two shares.

Finally, it can be noted that the proposed scheme can be extended to an n shares
scheme, halftone or even color visual projection cryptography schemes.

Fig. 37.8 Projected and superposed images of share 1 and share 2 in the projection plane;
normal vectors of the shares’ planes are n1 ¼ �s; s;�1ð Þ; n2 ¼ s;�s;�1ð Þ; a at s ¼ 0:1; b at
s ¼ 0:01; c at s ¼ 0:0001

Fig. 37.9 Direct geometrical superposition of share 1 and share 2; a at s ¼ 0:1; b at s ¼ 0:01;
c at s ¼ 0:0001
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Chapter 38
A New Service Offered by Digital Radio
for Vehicle Drivers

Cabani Adnane and Mouzna Joseph

Abstract In this article, we present the advantages of digital radio and specially
the T-DMB standard services for road users like TPEG and BIFS. We propose a
new T-DMB service using BIFS for the rescue operation during the French red
plan.

38.1 Introduction

During these last years, various services are offered to the motorists via the radio
and mainly via the FM band. These services are included under the Radio Data
System (RDS). Limitations due to the bandwidth (1.2 kbit/s) were felt quickly.
With the emergence of the digital radio, the opportunity to offer richer services
became possible. The bandwidth of digital radio is hundred times superior than
RDS.

In France, it is in December 2007, that the Ministry of Culture and
Communication published an order which fixes the regulatory framework of the
deployment of the digital radio. The Terrestrial- Digital Media Broadcasting
(T-DMB) standard was chosen for the broadcasting of the digital radio.

The purpose of the deployment of digital radio is to provide listeners with better
sound quality, access to data associated with programs that complement the sound
like album cover, the guest picture, information about the weather, etc.
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In this paper, we present the contribution of digital radio and the various
services that may be offered to road users.

This work was carried out under the project Radio NUmérique TERrestre
(RANUTER). It is a research program that aims to design and prototype, then test
and evaluate new services made possible by digital radio.

38.2 Analogical Radio and RDS

The Radio Data System (RDS) [1] was developed within the European Broad-
casting Union during the 1980s. The RDS is standardized by the European
Committee under the name EN 62106. This system can offer a range of useful
services to motorists. We can cite the following ones:

– Traffic Program (TP): It indicates if the radio channel is likely to disseminate
traffic information or not.

– Traffic Announcement (TA): It indicates if the radio channel can inform about
the traffic.

– Enhanced Other Networks (EON): It performs automatic handover to TA.
Once it is completed, the receiver returns to its previous sound channel.

– Traffic Message Channel (TMC): It informs with a text or a panel on the screen
about the traffic (accidents, delays, etc.).

38.3 Digital Radio

38.3.1 The Broadcasting Standards

With the development of digital radio, richer services can be offered to motorists
thanks to a larger bandwidth. The T-DMB permits a bit rate up to 1.5 Mbit/s.
It offers a better sound quality with the Advanced Audio Coding (AAC), inter-
active services like slideshows and Binary Format for Scenes (BIFS). T-DMB uses
Transport Protocol Expert Group (TPEG) standard for traffic alerts. Its advantage
is to provide a richer alert content which is independent of the language of the
country. This was not the case in RDS.

Digital radio is born with the Digital audio Broadcasting (DAB) standard [2].
The standard has evolved to DAB+ and then to T-DMB.

DAB uses the MPEG-2 Layer II compression. With this type of compression, it
is possible to aggregate 6–9 programs using the same multiplex (on a bandwidth of
1.5 MHz). The number varies with the selected compression ratio.
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The DAB+ uses the algorithm of MPEG-4 HE-AACv2 audio. It is possible to
broadcast 12–18 channels via a multiplex.

The standard T-DMB has been specially designed for video broadcasting for
handheld devices like smart phones. The encoding used is MPEG-4 HE-AACv4
for channel audio and MPEG-4 H.264 for the video. Only 2–3 television programs
can be broadcast on the same multiplex. For the audio, it is possible to group 6–9
programs on the same multiplex. This standard also allows the streaming of BIFS.

Note that on the same DAB multiplex, it is possible to broadcast DAB, DAB+
and T-DMB. The choice of the broadcast standard does not impact the network
design which remains the same for all audio broadcasting standards.

To listen to the digital radio, there are three different receiver profiles [3]:

– Profile 1—Standard Radio Receiver: It does not have a screen or a basic
alphanumeric display.

– Profile 2—Medium Radio Receiver: It has a small color screen. They can
display text and static images.

– Profile 3—Multimedia Receiver: It has large screens that can view videos.

For these three profiles, it is recommended that receivers can decode analog
radio on AM and FM bands jointly with the digital radio.

We will focus on T-DMB services as it’s the most updated and richest standard
of digital radio.

38.3.2 Services on T-DMB

38.3.2.1 TPEG

TPEG is a standard included in T-DMB and used for traffic alerts [4].
The TPEG message composition is shown in Fig. 38.1. Every message

(Application Event) is associated with a location (TPEG-location). The TPEG-
location container indicates the GPS coordinates and additional location descrip-
tion (e.g. in a junction, middle of the street, near a fuel station, etc.). Every
description is referenced in a table as a number so that the location message does
not depend on the language. The language used is indicated in the default language
code field.

The application Event container is composed of one of the next information
messages:

– Road Traffic Message (TPEG-RTM): The purpose of this service is to send
messages about road traffic: traffic information, accidents, congestion and travel
time. The application is specified in ISO TS 18234-4.

– Public Transport Information (TPEG-PTI): Provides information about public
transportation: maritime, urban (bus, metro, rail) and aviation. The application is
specified in ISO TS 18234-5.
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– Parking Information (TPEG-PKI): This service provides information about
parking: The number of vacancies, occupancy, etc. The application is specified
in ISO TS 24530-5.

– Traffic Event Compact (TPEG-TEC): It’s the equivalent of RDS-TMC. The
main added value is the dynamic route guidance for GPS navigation system.
The dynamic route guidance.

– Congestion and Travel-Time (TPEG-CTT): It gives information to drivers on
congestion levels and journey times.

– Weather information for travelers (TPEG-WEA): It provides information on
weather that may affect traffic conditions of roads.

– Traffic Flow and Prediction [5]: This application provides information on cur-
rent traffic and future road network. For example: delay, speed, and travel times
on sections of roads.

– The Wi-Fi hotspots (hotspot): It shows hotspots around the receiving point.
– Environment: It gives information on the air quality and index of pollution.

38.3.2.2 BIFS

BIFS is a binary format for two- or three-dimensional audiovisual content. It is
based on VRM L and part 11 of the MPEG-4 standard [6]. BIFS is an MPEG-4
scene description protocol composed of 3D geometric forms, text and videos. The
standard describes the interaction between these objects and how to animate them.
BIFS is a useful standard which permits mixing audio, video, animations and text
in a single interactive MPEG4 file. Coding of animation and text uses vector
representation permitting a better quality than text and animation included inside
an MP4 video. Once coded, a BIFS application can be included in a video channel
over the T-DMB multiplex.

Fig. 38.1 TPEG message composition
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In the next paragraph, we propose a new service on T-DMB using a BIFS
application. This service is dedicated to organize rescue operations in the so-called
French red plan.

38.3.3 The Proposed Service

Figure 38.2 shows the service that we have proposed to the rescue teams.
An organization called Support Center (SC) establishes its headquarter near the
incident which can be a building collapse, a fire or an explosion when a red plan is
triggered. The support center guides the rescue operation but also provides
information for the crews and for vehicles involved in the action. A Control Center
(CC) filters the information (photos, geo localization, and briefing) that arrived
from the SC. The CC generates a DMB signal containing the same information.
It scrambles the data with a secret key known only by the vehicles concerned. This
key is already stored in the receiver’s memory.

We implemented a BIFS application capable of being transported on the
T-DMB Mean Service Channel (MSC), and an intuitive Graphical User Interface
(GUI) that permits the CC to select the contents and generation for the BIFS
application.
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Fig. 38.2 The proposed service
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38.3.3.1 The Graphical User Interface

The GUI shown in Fig. 38.3 is developed using JAVA language. The user can
choose a photo or a video as MP4 file, set GPS coordinates and choose a map like
Google maps for the incident localization. He can also precise the address directly
and type a briefing text, the button preview shows the BIFS application prior to its
sending, and the button MUX mixes the inputs to a single output MP4 file. This
JAVA based application, first, generates an XMT-A file containing the information
elements (Video, audio, text and pictures), then, the XMT-A is transformed to an
MP4 file which is sent to MSC channel.

The result of the generation is shown on Fig. 38.4. The output is a BIFS
application read by the OSMO player [7].

38.3.3.2 Simulation of the T-DMB Scrambling

In order to provide a scrambled content, we used MATLAB � to simulate the
scrambling process on

T-DMB. We conceived a T-DMB transmitter with the SIMULINK blocks.
Figure 38.5 shows the composition of the conditional access scrambler which uses
a real time triggered sub-system. This sub-system provides the Control Word
(CW). An XOR operation is applied between the input and the CW to provide the
scrambled data. The CW is built by a pseudo-random generator according to the
standard Ref. [8].

Fig. 38.3 Control Center interface
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The ‘‘IN1’’ source connects the input file to the scrambler. The file is the MP4
BIFS. Matlab extracts the picture or the video into an 8 bit element Matrix and
processes the scrambling on the media.

Fig. 38.4 The BIFS
application

Fig. 38.5 The scrambling simulation process
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Matlab scrambling

38.4 Conclusion

In this article, we listed the added value of T-DMB as a standard chosen by France
for the digital radio. We saw that TPEG is richer than RDS and that it’s language
independent. We then explained BIFS and proposed a service for the French red
plan rescue. In this service, we developed the JAVA application for the Control
Center and shown the result as a BIFS application. We simulated the T-DMB
control access scrambling (CAS) to provide the content to the privileged rescue
vehicles (firemen, police, medical staff).
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Chapter 39
Separation of Concerns in Extensible
Control Systems

Martin Rytter and Bo Nørregaard Jørgensen

Abstract The extensibility of non-trivial control systems is often constrained by
unsatisfactory separation of concerns. Unfortunately, concerns frequently
encountered in the control system domain are difficult to separate using domain
independent approaches—e.g. aspects and other advise-based techniques. Thus,
improved extensibility can only be achieved by inventing domain-specific soft-
ware architectures for control systems that improve separation of concerns. In this
paper, we analyze concerns emerging in a control system for industrial plant
cultivation in greenhouses, and we present a software architecture that improves
the separation of those concerns. The experience shared in the paper is the result of
cooperation between software engineers, plant physiologists, and a control system
vendor.

39.1 Introduction

An extensible system is a system that promotes the introduction of new func-
tionality. Ideally, we would like independent extensibility—i.e. a situation where
extensions can be combined without requiring a global integrity check [1]. Inde-
pendent extensibility is particularly useful when a system is built from components
that are independently developed.
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Extensibility is one of several good properties that tend to emerge when striving
for separation of concerns [2]—in our opinion, perhaps the most important one.
Other desirable properties emerging from separation of concerns include modular
reasoning and smaller codebases.

Many works strive for improved separation of concerns by suggesting general
approaches that are independent of the problem domain—e.g. novel contributions
such as hyperspaces [3], aspects [4], open modules [5], and many more. While the
pursuit for general solutions have contributed many novel approaches, and while
such approaches certainly can appear to be very elegant, they also have built-in
limitations that constrain extensibility.

Specifically, domain-independent approaches to separation of concerns tend to
compromise independent extensibility. The fundamental source of the problem is
that the combination of independently developed system components requires a
global integrity check.

Examples of domain-independent techniques that compromise independent
extensibility include AspectJ and Hyper/J [6].

In the case of Hyper/J [3], it is possible to integrate incompatible hyperslices by
using a new hypermodule to define new versions of existing types. The problem
with this approach is the need for client migration—whenever a new version of a
type is defined, there may be clients that need to be migrated to use the new
version. Ensuring that all relevant clients are migrated requires a global view of the
system. In other words, Hyper/J does not satisfy the requirement for independent
extensibility.

While Hyper/J promotes a copy-and-migrate approach to integrating new
functionality, AspectJ [4] relies on in-place modification of existing types. The
fundamental idea is to modify existing types so that new functionality is woven
around the main program’s structure. When weaving a single aspect with a base
program, intimate knowledge of the base program is often required, to guarantee
that no invariants are violated. A more serious problem emerges when multiple
aspects are woven with the same base program. In this case, an aspect may not
merely break invariants in the base code—it may also break any other aspect in the
system with which it interacts. Therefore, the combination of independently
developed aspects requires a global integrity check, and thus the requirement for
independent extensibility is not met.

It might be tempting to suggest that aspects do not produce conflicts unless they
modify shared state in the base program. On the contrary, the order in which
aspects are woven into the code may greatly influence program behavior [7]. Some
languages—e.g. AspectJ—provide means to control the order in which aspectual
advices are executed. This might be used to solve some aspect interaction prob-
lems, but not all. And in any case, using this approach requires a global view of the
system.

Many works have proposed ideas that strive to partly overcome the problems
mentioned above. We see primarily three different kinds of approaches: first, it is
possible to use tools such as IDE support [8] and aspect-oriented test practices [9]
to help programmers manage aspect interaction—needless to say, this does not
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remove the need for a global integrity check. Second, it is possible to create
specialized composition mechanisms [10] or coordination aspects [11] that allow a
composer to resolve certain conflicts—using such approaches also requires the
composer to have global knowledge. Third, it is possible to introduce language
features that constrain aspects so that the room for interaction is smaller [5, 12]—
at best, such approaches help manage aspect interactions, but still, independent
extensibility cannot be guaranteed.

While we acknowledge the novelty of many aspect-oriented approaches, we
have no hope that aspects can facilitate extensibility and independent development
[13].

Failing to see how domain-independent approaches to separation of concerns
can improve extensibility, we suggest that more efforts are focused on less general
solutions. Specifically, we believe that the best way to achieve improved exten-
sibility is to discover domain-specific software architectures that support separa-
tion of concerns that are common in a particular domain. In other words, there is
no general solution—thus, the problem of separating concerns must be solved once
for each domain using component frameworks [14].

In this paper, we will investigate a domain where we find separation of concerns
to be a particularly challenging task: non-trivial control systems. Here we consider
a control system to be a system that controls other systems—e.g. an autopilot
system in a car controls the car’s throttle system. We consider a control system to
be non-trivial when more than one concern affects the control of a controlled
subsystem—this will be illustrated in more detail in Sect. 39.2.

The main contribution of this paper is the presentation of a software archi-
tecture for non-trivial control systems. The architecture promotes separation of
control-related concerns and thus facilitates extensibility. We have used the
architecture to construct a control system for industrial plant cultivation in
greenhouses. We use this case study to motivate and evaluate our work.

The rest of the paper is organized as follows. Section 39.2 introduces the reader
to plant cultivation in greenhouses—in particular, we focus on control concerns
that frequently occur in this domain, and why they are difficult to separate. In
Sect. 39.3, we present a software architecture that we have used to achieve sep-
aration of control concerns. Section 39.4 presents experience with the use of our
architecture to design a real system. Finally, Sect. 39.5 concludes the paper.

39.2 Greenhouse Climate Control

In this section, we will introduce greenhouse climate control—a non-trivial control
system domain.

Industrial plant cultivation in greenhouses is a domain with vast amounts of
variability and many interacting concerns. Greenhouses may be equipped with
different sets of sensors, different sets of actuators, the plants being grown may
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have different plant physiological properties, and various control concerns may be
selected and prioritized differently by different growers.

Traditionally, plant cultivation in greenhouses has been carefully controlled by
domain experts—i.e. growers—while automated control systems only have had
responsibility for simple tasks such as maintaining setpoints, raising alarms, etc.
However, during the past decades plant physiologists and control system vendors
have pushed for increased automation. Increased automation has the potential to
utilize resources more effectively—e.g. exploit fluctuating energy prices when
controlling supplementary light, refrain from using heating energy that does not
result in increased plant growth, and so on.

While plant physiologists have invented many control strategies that require
increased automation [15–17], unfortunately, only a few attempts have been made
to combine multiple strategies in a common platform [18]. There are many reasons
for this. However, we consider many of the most important reasons to be related to
the difficulty of separating control-related concerns. When control-related con-
cerns are not separated,

• it is difficult to develop new control concerns without compromising existing
ones,

• it is difficult to customize a control system for a particular production envi-
ronment, and

• it may be difficult for the grower to understand the system’s behavior.

To illustrate the problem of separating control-related concerns, we will now
introduce a small control-system example. The example is a small part of a system
we are working on. An overview of the system is shown in Fig. 39.1. The full
circles indicate inputs to the system, e.g. sensor values, user-specified configura-
tion parameters etc. The empty circles indicate outputs, e.g. setpoints. Boxes
indicate control concerns. Finally, the dashed lines indicate how control concerns
are related to inputs and outputs. To improve readability, the example shows only
a few selected inputs, outputs, and concerns. Statistics on the size of the full
system is given in Sect. 39.4.

We will now briefly discuss the goals of each concern in Fig. 39.1:

W C

LV

Ventilation
Growth 

optimal C

Utilize C
Growth 

optimal H

H

Frost 
protection

FT
Fig. 39.1 Conceptual
overview of a greenhouse
control system
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• Ventilation must ensure that the temperature inside the greenhouse, T , never
exceeds a specified maximum temperature, V . Ventilation is achieved by
opening windows, W .

• Growth optimal C is concerned with dosing an optimal amount of supplemen-
tary CO2 into the greenhouse. The concern uses the current light level, L, as
input to a model that produces an optimal CO2 setpoint, C.

• Utilize C must ensure that all supplementary CO2 is put to good use. This means
that opening windows (see W) and dosing of supplementary CO2 (see C) must
not happen simultaneously.

• Growth optimal H must ensure that the temperature in the greenhouse promotes
growth. The concern uses the current light level, L, as input to a model that
produces an optimal heating setpoint, H.

• Frost protection must ensure that the temperature in the greenhouse never gets
below a specified minimum temperature, F. This means that H must always be
greater than F.

In Sect. 39.1, we referred to a control system as being non-trivial, when mul-
tiple concerns in the system affect the same controlled subsystem. In our system,
outputs are the interface to controlled subsystems—e.g. the value of the heating
setpoint, H, is used to control a heating system. Figure 39.1 illustrates that our
system is non-trivial, since outputs—e.g. H—are affected by multiple concerns.

In our experience, it is the presence of shared outputs that makes separation of
concerns in non-trivial control systems difficult to achieve. The problem is that an
output is a shared resource, and that multiple concerns attempting to control this
resource may produce a resource conflict [19]. The kinds of resource conflicts that
emerge cannot be resolved using domain-independent techniques for separation of
concerns—the conflicts are inherent to the domain. E.g. multiple concerns with a
desire to set the heating setpoint, H, may produce a conflict, as only one value can
be chosen. If multiple concerns are programmed to control a shared resource in
ways that contradict each other, then no domain-independent resolution of the
conflict can be found.

Note that the presence of shared inputs does not produce similar problems,
since the interface of inputs cannot be used in ways that produce conflicts—inputs
are not ‘‘controlled’’, they are merely ‘‘observed’’ or ‘‘read’’.

The only approach by which conflicts over shared outputs can be solved, while
maintaining separation of concerns, is to design the resource interface in such a
way that it supports a protocol for conflict resolution. When this approach is used
on a larger scale, it is often referred to as a component framework [14]. An
operating system is an example of a component framework. For example, access to
files—i.e. a kind of resource—is usually coordinated by a protocol that allows
multiple programs—i.e. concerns—to simultaneously read a file, while write
access requires exclusive access. Coordinated access to files is possible, only
because the system call API is designed with the required protocol in mind.
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The choice of conflict-resolution protocol depends on the problem domain. In
Sect. 39.3, we will elaborate on a number of protocols, and we will suggest one
that is fit for the greenhouse control system domain.

39.3 Separation of Control Concerns

In Sect. 39.2, we have seen that conflicts over shared outputs may hinder sepa-
ration of control concerns, and that this prevents us from creating extensible
systems. In this section we will evaluate different protocols for their ability to
separate control concerns that depend on shared outputs. The goal of this sepa-
ration is extensibility—i.e. the ability to add new control concerns to the system—
or remove existing ones—without modifying existing control concerns.

A naive protocol for negotiating the value of a shared output is chain of
responsibility—see Fig. 39.2. When using this protocol, the interface of a shared
output, e.g. H, may be as simple as a traditional set-method. The concerns are
organized in an ordered chain. Each concern in the chain gets to invoke the set-
method in turn. Thus, concerns late in the chain may override decisions made by
concerns earlier in the chain. The problem may also emerge with more complex
shared resources—e.g. in a blackboard system [20].

Protocols that rely on a chain of responsibility suffer from the following related
problems:

• Creating a chain of responsibility that works require knowledge of the relative
importance of all concerns that share access to outputs. When such knowledge is
needed, we find it problematic to claim that concerns are separated. In any case,
the protocol does not satisfy the requirements for independent extensibility [1].

• Even if we are prepared to require global knowledge of the relative importance
of concerns, it cannot be guaranteed that a suitable chain can be constructed.
This problem can be seen with many composition mechanisms: it is not always
possible to create a suitable mixin ordering [21]. Similarly, global knowledge
does not imply that a suitable aspect ordering exists.

set(Value) : void
Output

ConcernImpl

Fig. 39.2 Resolving
conflicts over a shared output
using a chain of responsibility
requires global knowledge
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• In our experience, the need for global knowledge is not only required when
constructing the chain. In practice, this knowledge tends to become assumptions
inside the implementation of individual concerns. In particular, concerns late in
the chain tend to rely on implementation details of previous concerns.

In summary, protocols that rely on a chain of responsibility do not facilitate
independent extension with respect to control concerns that share outputs.

Another attempt to achieve the required separation of concerns is utilitarian
protocols—e.g. see Fig. 39.3. In this approach, each concern provides a fitness
function. Given a proposed value, the fitness function returns a utility—a measure
of the extent to which the concern desires the proposed value. Given a set of fitness
functions, the protocol finds the output value by maximizing the sum of all util-
ities. The rationale behind this protocol is that the total utility offers the best
compromise between concerns with partially conflicting goals.

Protocols that rely on the summation of utilities suffer from the following
problems:

• It is difficult to establish a common utility scale among independently developed
concerns. When maximizing the sum of ‘‘different kinds’’ of utility, we are not
really searching for ‘‘an optimal solution’’, as there is no common notion of
optimality. Instead, we are performing a form of satisficing [22].

• Even if a common utility scale can be established, it is possible that a concern is
suppressed in ways that are clearly unacceptable. E.g. even if the frost-protec-
tion concern ‘‘thinks’’ that lowering the heating setpoint to minus 20 celsius
would be disastrous, then this decision might be executed, if other concerns
prefer this result.

In our experience, the lack of a common notion of optimality is often acceptable
when dealing with control systems in the greenhouse domain. A more important
problem is the cases where a control concern is suppressed by other concerns in
ways that are clearly unacceptable. When the protocol may lead to this result, it is

fitness(Value) : Fitness
Concern

ConcernImpl

Output

Fig. 39.3 Resolving
conflicts over a shared output
using a utilitarian protocol
may produce situations,
where individual concerns are
suppressed in ways that are
unacceptable

39 Separation of Concerns in Extensible Control Systems 457



impossible to develop concerns independently, because critical assumptions can-
not be guaranteed when independently developed concerns are combined. If it is
difficult—or impossible—to satisfy all concerns, then ‘‘no solution’’ is preferable
to an ‘‘unacceptable solution’’. If no solution can be found, it may be possible to
alert a user, or it is possible to control the climate using a fallback strategy.

The suppression problem experienced with the utilitarian approach may be
solved by constraint-based protocols—see Fig. 39.4. A constraint-based protocol
requires each concern to implement an accept function that determines if a given
value is acceptable or not. From the protocol’s point of view, each concern is a
constraint, and the role of the protocol is to find a solution that satisfies all
constraints.

Constraint-based protocols avoid the suppression problem because each con-
cern can clearly specify what part of the solution space is acceptable, and what is
not. However, a purely constraint-based approach suffers from other problems:

• Purely constraint-based approaches treat all solutions as equally good. This is
not a problem when implementing ‘‘hard concerns’’ such as ‘‘make sure the
heating setpoint is above five celsius’’. However, when implementing ‘‘soft
concerns’’ such as ‘‘prefer the heating setpoint to be close to the growth-optimal
temperature’’ constraint-based approaches are insufficient.

• It is our experience that due to the limitation outlined above, developers of ‘‘soft
concerns’’ are easily tempted to over-constrain the solution space—e.g. to write
accept functions that reject suboptimal solutions even though this is not strictly
necessary. With respect to extensibility, over-constraining the solution space is
particularly problematic, because it is too late for any developer to relax
problematic constraints at the time independently developed concerns are
combined.

In summary, constraint-based approaches are insufficient—in particular when the
domain contains ‘‘soft’’ control concerns.

accept(Value) : Bool
Concern

ConcernImpl

Output

Fig. 39.4 Resolving
conflicts over a shared output
using a constraint-based
protocol may produce results
that are unnecessarily
suboptimal
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While utilitarian and constraint-based approaches all have limitations, we have
developed a hybrid protocol that separates control concerns to an extent that makes
independent extension attainable—see Fig. 39.5. The hybrid protocol allows the
developer of a control concern to implement both an accept function and a fitness
function. This hybrid approach solves the problems that emerge when utilitarian
and constraint-based approaches are used separately:

• The protocol uses the set of accept functions to constrain the solution space to
only contain acceptable solutions.

• The protocol uses the set of fitness functions to find the best solution within the
space of what is acceptable to everyone.

The solution space in Fig. 39.6 illustrates how the best acceptable solution is
found. First, accept functions constrain the solution space—e.g. C1 ensure frost
protection and C2 avoid high temperatures that would be harmful to plants.
Second, the solution is found by searching for the maximum total utility—e.g. the
highest point on the U curve that is acceptable. In Fig. 39.6, the solution space
contains only a single output. To illustrate a solution space for the control system
depicted in Fig. 39.1, four dimensions are needed—three output dimensions and
one for total utility. Note that when multiple output dimensions are present, a
concern’s ‘‘opinion’’ about the value of one output may depend on the value of
another output. Therefore, it is insufficient to search for appropriate output values
one output at a time—all outputs must be evaluated together.

Until now we have discussed the choice of protocol primarily in terms of the
interface that control concerns depend on. Interfaces are sufficient in order to
explain how concerns are separated—in fact, the ability to separate concerns is the
very purpose of interfaces. However, to see how ‘‘it really works’’ we will now
give an outline of the protocol implementation.

accept(Value) : Bool
fitness(Value) : Fitness

Concern

ConcernImpl

Output

Fig. 39.5 Resolving
conflicts over a shared output
using a hybrid protocol
facilitates extensibility and
separation of control
concerns
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Essentially, the purpose of our protocol is to solve a constrained optimization
problem [23, 24]: the goal is to find a set of output values that all concerns can
accept and that concerns collectively consider as ‘‘fit’’ as possible. Many different
search algorithms could be applied to solve this kind of problem. However, a
problem that is seen with many algorithms is that they perform badly given a
complex fitness landscape—e.g. they get stuck at local optima. In our architecture,
the search algorithm implementation cannot rely on assumptions about the shape
of individual concerns’ fitness functions. Therefore, the composite fitness function
might very will be complex. It is therefore important to choose a search algorithm
that can deal with complex fitness landscapes. We have chosen to use a genetic
algorithm, as it is easy to implement and known for its ability to handle complex
fitness landscapes [25]. Needless to say, a genetic algorithm for our problem may
be configured in various ways. Our typical configuration of the algorithm is
summarized below:

• A chromosome is a set of output values—one for each output in the system.
• The algorithm’s starting population is initialized with a set of random

chromosomes.
• The algorithm’s selection strategy is designed so that a chromosome is always

rated the lowest possible value if just a single concern in the system cannot
accept it. Acceptable chromosomes are rated according to the concerns’ nor-
malized average perception of the chromosome.

• For each generation the worst half of the population is thrown away and
replaced by new chromosomes. New chromosomes are randomly created using
either mutation (making a change to the value of a random output) or crossover
(combining the output values of two chromosomes). Only chromosomes that are
in the better half are used for mutation and crossover.

C1 C2

H [ C]

Total utility

0 5 30

U

Solution

Fig. 39.6 The best solution
is found by maximizing total
utility within the space of
what is acceptable to
everyone
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• The algorithm terminates after a fixed set of generations. If the best chromosome
is acceptable, then it is used by the application. If not, then the application must
act accordingly—e.g. inform the user, use a fallback strategy etc.

Given this configuration, we have been able to satisfy control concerns encoun-
tered while developing a control system for plant cultivation in greenhouses.
Experience from this effort is discussed in Sect. 39.4.

39.4 Experience

Using our architecture, we have created an extensible control system for industrial
plant cultivation in greenhouses. In this section, we will present a few facts about
the system and we will share experiences gained from architecting and main-
taining the system.

The current system is the result of an iterative process spanning three years. At
the beginning of this process, the system’s architecture was very different. The old
system was created by porting a number of essential components from the
IntelliGrow system [18]. In IntelliGrow, control concerns were organized in a
chain of responsibility—this legacy of IntelliGrow’s architecture greatly domi-
nated the old system.

The new system started to emerge about one year ago. The new architecture
relies on the hybrid protocol, as it is described in Sect. 39.3. Another important
trait of the new system is that it is built on top of the NetBeans Rich Client
Platform [26]—a service-oriented component platform. Thus, all functionality—
including the core of the hybrid protocol—is distributed as components—modules
in NetBeans lingo. At the time of this writing, the system is composed from 23
components. The total size of the system is 15,163 lines of Java code (excluding
blank lines and comments). We use the system in various configurations. However,
in total we support 29 input resources, 5 output resources, and 20 control concerns.

Obviously, a non-trivial control system has many features that are not directly
related to control—this is the case for the old as well as the new system. Both
systems have components for user-customizable graphs, integration with dat-
abases, integration with sensors, integration with actuators, and much more.
However, the heart of both systems is the ability to control the production envi-
ronment. For the reasons previously discussed, this is also the part of the system
that is most difficult to make extensible.

Figure 39.7 illustrates how the separation of control logic was changed fun-
damentally in the new system. In the old system (top part of the figure), control
concerns were organized in a chain of responsibility: first, input values were read
from the environment. Second, all outputs were manipulated by one concern at a
time. Finally, outputs were written back to the environment. In the new system
(bottom part of the figure), control concerns are organized using our hybrid pro-
tocol: first, inputs are read from the environment. Second, our hybrid protocol is
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used to satisfy all concerns in the system. Finally, if an acceptable solution is
found, the output values are written to the environment.

After having performed an informal, yet thorough, comparison of the two
systems, we consider the following differences to be particularly important:

• It has become easier to add control concerns without performing a global
integrity check. In the old system, the introduction of a new control concern
often required detailed knowledge or even modification of existing concerns. In
the new system, the usual scenario is that new control concerns can be intro-
duced without modifying existing ones.

• It has become possible to model control concerns with finer granularity. In the
old system, a typical configuration is built from 5 complex concerns—a roughly
functionally equivalent configuration of the new system is built from 17 simpler
concerns, each of which is significantly smaller than concerns in the old system.
The finer granularity indicates that individual concerns are more self-con-
tained—this corresponds well with our general experience.

• The mindset required to write a concern is very different in the two systems: in
the old system, writing a concern is all about focusing on writing an algorithm
for how to come up with ‘‘the result’’. In the new system, writing a concern is
about evaluating proposed solutions. The new style of writing concerns may
seem backwards at first. However, in our experience, with a little practice, it
becomes possible to write much smaller control concerns that are much more
mutually oblivious to each other.
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C2
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C2 .. Cn

Cn

Old system:

New system:

Inputs

Outputs

Inputs

Outputs

Fig. 39.7 While the old
system organized control
concerns in a chain of
responsibility, the new
system uses our hybrid
protocol to resolve conflicts
over shared outputs
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• The architecture of the new system has improved our ability to explain the
system’s composite behavior to the user. In the old system, it was difficult to
explain interaction among control concerns to the user. In the new system, we
are able to dynamically analyze which control concerns are in conflict. This is
an aspect of the system that we would like to improve even more in the future.

In summary, it is our experience that the proposed architecture improves
extensibility with respect to control concerns in non-trivial control systems.

39.5 Conclusion

Non-trivial control systems constitute a domain where extensibility is particularly
difficult to achieve. We have suggested that poor separation of control-related
concerns is an important source of these difficulties. Unfortunately, we do not see
how domain-independent techniques for separation of concerns can improve the
situation. Thus, the best way to improve extensibility is the design of a domain-
specific software architecture that improves separation of control concerns.

We have presented an architecture that promotes separation of control-related
concerns in non-trivial control systems. The core of the architecture is a protocol
capable of resolving conflicts among control concerns that share output resources.
Our protocol is a hybrid that uses a genetic algorithm to combine a utilitarian
approach—i.e. each concern implements a fitness function—with a constraint-
based approach—i.e. each concern implements an accept function. The combi-
nation of both approaches is important in order to separate control-related concerns
without encountering problems that emerge from using one approach without the
other: first, with purely utilitarian approaches, a control concern may be sup-
pressed by others in ways that are unacceptable. Second, with purely constraint-
based approaches, there is a tendency to choose suboptimal solutions, as all
acceptable solutions are treated as equally good. Our hybrid approach improves
the situation with respect to both problems.

We have used our architecture in a non-trivial control system for industrial
plant cultivation in greenhouses. It is our experience that the architecture has
facilitated separation of control-related concerns and thus improved extensibility
of our system.

We think there is a need for research that pursues separation of concerns
without insisting on domain-independent solutions. In this paper, we have inves-
tigated the domain of non-trivial control systems. In the future, we would like to
see our architecture applied to a larger set of systems. We would also like to
investigate other domains where separation of concerns is difficult to achieve.
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Chapter 40
Illicit Image Detection: An MRF Model
Based Stochastic Approach

Mofakharul Islam, Paul Watters, John Yearwood, Mazher Hussain
and Lubaba A. Swarna

Abstract The steady growth of the Internet, sophisticated digital image pro-
cessing technology, the cheap availability of storage devices and surfer’s ever-
increasing interest on images have been contributing to make the Internet an
unprecedented large image library. As a result, The Internet quickly became the
principal medium for the distribution of pornographic content favouring pornog-
raphy to become a drug of the millennium. With the arrival of GPRS mobile
telephone technology, and with the large scale arrival of the 3G networks, along
with the cheap availability of latest mobile sets and a variety of forms of wireless
connections, the internet has already gone to mobile, driving us toward a new
degree of complexity. In this paper, we propose a stochastic model based novel
approach to investigate and implement a pornography detection technique towards
a framework for automated detection of pornography based on contextual con-
straints that are representatives of actual pornographic activity. Compared to the
results published in recent works, our proposed approach yields the highest
accuracy in detection.
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40.1 Introduction

Accessing the Internet with the computers and a range of other communicating
devices are increasingly a modern day must have for children and young people
around the globe. Not only are they establishing new cultural norms, they are also
becoming mainstream within education. A great majority of minors globally spend
bulk amount of their time online to locate their educational stuff and as a source of
perfectly innocent fun and games. But every child and young people who uses the
Internet will almost certainly be exposed at some stage to material that will shock
and possibly harm them, or they will come into contact with organization or
individuals who mean them injury. To follow potentially catastrophic conse-
quences throughout a children’s lifetime, he/she needs only one such encounter to
go wrong. It is therefore, no surprise that the Internet as well as the social net-
working sites pose a serious threat to our children who are more or less vulnerable,
either some or all of the time while they are on the Internet. The risks posed by
criminals who attempt to share, exchange, consume and produce child exploitation
material, however, are fairly clear, and law enforcement is faced with the difficult
task of trying to deal with the sheer volume of material (and offences) in a
streamlined and systematic way.

Research [1] shows some of the statistics on pornography as shown in the pie-
chart below (Tables 40.1, 40.2);

Apart from the exposure of age inappropriate content to minors, dealing with
pornography in the workplace is a serious challenge for many large organizations
but employing a block-all-images Internet browsing and email policy no longer
provides a viable solution. In a paper written by McGuire et al. found that the
viewing of pornography can serve as a source of a paraphilic ‘‘vivid sexual fan-
tasy’’ which, when contemplated during masturbation, may condition men into
perversion [2]. Further, research also established a direct link between pornogra-
phy consumption and crimes like sexual abuse, rape, violence, and child moles-
tation [3–5].

Research showed that most of the audience belongs to the lower levels that
gradually progress towards higher levels. If we are able to put a stopping mech-
anism some where in this low level area, it will protect people from entering the
most exiting world of arousal and being pornography addicted.

Contemporary research established a link between child pornography and adult
pornography. From that point of view, it will not only prevent people from viewing
the most erotic and bestial images but also put an end for the potential paedophiles
who are currently belongs to less severe groups to progress further towards most

Table 40.1 Pornograpy statistics: top ten reviews

Every second— $3,075.64 is being spent on pornography
Every second—28,258 internet users are viewing pornography
Every second—372 internet users are typing adult search terms into search engines
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severe groups that eventually make them professional paedophiles at some stage.
From the studied literatures, we find a progression model for pornography con-
sumer as shown in Fig. 40.1.

So, there is a fundamental demand in real time classification of images to block
inappropriate contents at home and in a business or commercial environment. The
problem therefore is the detection and prevention of certain types of images. Real-
time detection of pornography can effectively prevent pornographic images from
entering at home and into the workplace via email and Internet browsing.

The software industry suggests two types of solutions to combat with the
problem of pornography––collecting the adult web site addresses and collecting
key words of adult web pages. While the former allows the user to access the
requested page upon verifying its IP address, the latter performs the content

Table 40.2 Comparison of performance between the proposed and Belem and Cavalcanti [21]
approach for lower body parts

Method TP FP FN TN PRE REC Acc

Upper body parts
Belem and Cavalcanti [21] 161 61 39 139 0.73 0.81 0.75
Proposed 189 32 19 168 0.86 0.95 0.89
Lower body parts
Belem and Cavalcanti [21] 161 61 39 139 0.73 0.81 0.75
Proposed 189 32 19 168 0.86 0.95 0.89

Fig. 40.1 Worlwide
pornographic revenue
(courtesy: top ten reviews)
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analysis for providing access to the user. Here, the filtering programs block the
pages from viewing upon finding any related key word of the web page in user’s
computer. The drawback of these systems is that it is an uphill task to collect all
adult web site addresses because hundreds of new web sites are launching every
day. The drawback of the latter system is that it tends to block the sex education
pages due to the key words used on these pages. In addition, pornographic web-
sites introducing new keywords to attract peoples and minors, that are being most
often used by the users during browsing (Fig. 40.2).

We are interested in the computational foundations of vision that helps us
designing machine vision systems with applications to pornographic image
detection. Our proposed project aims to find out the solutions for some funda-
mental questions in computer vision. How can we recognize persons, guns, cars,
boats and many other suspicious categories of objects in cluttered pictures? How
can we be trained these categories in the first place? Can we provide machines
with ability akin to this?

Fig. 40.2 Progression model
for pornography consumer

Fig. 40.3 Mixing weight of
colour and texture
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The remainder of this paper proceeds as follows: In Sect. 40.2 we present
previous work in this specific field. In Sect. 40.3, we describe our proposed por-
nography detection model, which estimates body part appearance models for
pictorial structures using latent relationships between the appearances of different
body parts. Experimental results demonstrating the accuracy and efficiency of the
proposed approach are discussed in Sect. 40.4 and finally in Sect. 40.5, we present
our conclusion and future work (Fig. 40.3).

40.2 Related Work

While significant research have already been conducted on pornography or illicit
image detection most often with miscellaneous low and high level features, and
other visual cues in fact, no research has looked closely at the subject.

In fact, all the pornography detection approaches are based on skin detection
module that defines a decision rule based on which skin and non-skin pixels will be
discriminated. A decision rule based on the distance of the pixel color to skin tone
using a metric plays the crucial role in the discrimination process as this metric is
defined by the skin color modelling technique. The final goal of skin-color
detection is to choose a classifier that will discriminate between a skin and a non-
skin. From classification point of view, skin-color detection can be viewed as a two
class problem: skin pixel vs. non-skin pixel.

Literature suggests different classifiers are employed by different authors for
skin detection based on their respective contexts, where data distributions or data
modelling played a crucial role. Our literature review suggests three specific types
of skin modelling techniques––Explicitly defined skin region, Non-parametric
distribution modelling, Parametric distribution modelling, and Adaptive model-
ling. In Explicitly Defined Skin Region techniques, threshold is a parameter that
stipulates the values a pixel can be if it is to be considered as skin. In Nonpara-
metric distribution modelling, Normalized Lookup Table (LUT), Naïve Bayes
Classifier, and Self Organizing Map (SOM) are most often used as skin classifier.
Single Gaussian, Mixture of Gaussians, Multiple Gaussian Clusters, and Elliptical
Boundary Model are mostly used as Parametric Model for skin color detection.
Adaptive skin model employs two or more skin-color models from the models as
discussed above in combination or in sequence to make the technique robust
against the varying conditions. In other word, it is called ‘Hybrid Model’.

Most of the adult image or pornographic detectors employed these skin color
models based on different color space along with some other high level features
like shape, color moment, color mean, region descriptors for their classification
schemes.

A mathematical approach of grouping the images using the detected skin
regions and extracted high level region features from these regions that might have
link to the pornography is called pornographic classification, which is mainly
focussed on classification of the skin region into benign or pornographic. We can
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broadly categorize pornographic image classifier into three groups: Supervised
Machine Learning, Geometric Classifier, and Boosting Classifier. Supervised
Machine Learning can be further categorized hereunder into four groups. Super-
vised Machine Learning can be further categorized hereunder into four groups––
Support Vector Machine [6–8], Neural Network, Decision Tree [9], and K-Nearest
Neighbour [10]. Fleck et al. demonstrated an affine-invariant model that define
human as a set of rules describing how to assemble possible girdles and spine-
thigh groups, where both the individual geometry of the body parts and the rela-
tionships between parts are constrained by the geometry of the skeleton which
eventually provides an appropriate and effective model for human body recogni-
tion [11]. Bootstrapping induces a classifier on a small set of labelled data and a
large set of unlabeled data. Lee et al. reported an increase of sensitivity from
81.74–86.29 % with boosting algorithm [12].

Cusano et al. reported better performance of SVM than multiple decision
trees [6]. Bosson et al. found that neural networks (83.9 specificity) gave slightly
better results to that of k-NN and SVM [13]. Bosson et al. attained 94.7 % sen-
sitivity and 95.1 % specificity using NN with MPEG-7 Descriptors. Zheng et al.
[11] found that DT is able to provide better accuracy than NN and SVM [13]. Xu
et al. demonstrated superior performance of k-NN over NN [10].

Almost all the existing techniques proposed region descriptors that are in fact,
not directly aimed at capturing contextual constraints representatives of pornog-
raphy rather based on some heuristic high level statistical and geometrical features
on skin region like area, size, shape, location, and their relationships in terms of
some ratios, resulting poor performance in finding the actual pornographic stuff on
images and thus failing to utilize its full potential in areas like detection of por-
nography. Further, the extracted features as employed in the existing work are
found to be vulnerable under the inherent imaging artifact like intensity inho-
mogeneity, scale, rotation, transformation, occlusion, and camera viewpoint.
These are the void in the literature that this research is attempting to fill.

40.3 Our Proposed Approach

Although the identification and detection of pornographic activity in an image is
easy to a human observer, automatic and accurate identification is difficult and
complex. Obtaining satisfactory detection results depends mainly on the ability of
the descriptors in characterizing pornographic contextual constraints.

Segmentation of skin colour often used as feature in different face and human
tracking applications plays a crucial role in locating and identifying a naked human
object in an image. Initially, skin regions of an image are segmented based on the
colour to reduce the search space, resulting a faster approach appropriate for real
time applications. Literature suggests a significant contribution in skin detection
area over the last decade. Different authors suggested different approaches for skin
detection based on different colour model out of which YCrCb playing a dominant
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role due to the fact that the luminance and chrominance components in this colour
space are stored separately [14–20]. As a result, YCrCb is greatly suited to skin
detection and some authors [14] reported found that the YCbCr gives the best skin
detection results compared to seven other colour space transformations. In fact, we
are not going to contribute anything in skin detection rather we use an existing skin
detection technique [17] that has been found to be robust.

The resulting segmented skin region of a body is then divided into two parts––
upper body part and lower body part that are independently searched with our
proposed approach to detect pornography specific contextual constraint. While the
upper body part is searched for detecting breast, the lower part is for pubic areas,
especially the genitalia.

We employ Markov Random Fields (MRF) model to encode the contextual
constraints representative of pornography and use these constraints as prior
knowledge on pornographic activity in an image during classification. Markov
Random Fields (MRF) model theory is found to be extremely robust in capturing
contextual contexts in an image, especially under noisy condition.

40.3.1 Feature Extraction and Selection

Feature extraction and selection are the keys to robust and accurate image clas-
sification and in fact, play the most crucial role in pornography detection in this
particular work. Here, we proposed a new hybrid feature derived from the generic
low level features like colour and texture, which has been found to be robust and
accurate in characterizing the appearance and internal structure of an image
region.

• Color Feature: 50 skin patches are collected by just cropped off the segmented
body region in each training image. A new low level color feature is derived
utilizing the pure chromatic information (‘u’ and ‘v’) of the original CIE-Luv
color model as;

Chroma Cðu;vÞ ¼ Cðu;vÞ � Cðu;vÞ mean ð40:1Þ

where, N = Nos. of pixels in a single skin patch, and

Cðu;vÞ mean ¼

PN

n¼1
Cðu;vÞ

N

Dropping the luminance component ‘L’ and considering ‘u‘ and ‘v‘ values,
offering us a significant advantage for utilising pure color information in the
detection process. Using pure color information, a skin model or detector gets
an ability to be able to adapt to the changes in the lighting and the viewing
environment. The key advantage of being a lighting invariant color spaces
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made few spaces like CIE-Luv, YCbCr, and HSI the most popular choices to
the research community working on skin detection.

In addition to the color, texture is another feature that can be employed as a cue
for image analysis. Texture features are constructed in such a way that they
characterize local variation in intensity or color within the neighbourhood sur-
rounding the pixel. As a result, a value is assigned to the pixels with a given
texture. Research suggests, color and texture based analysis are in combination
capable of producing more accurate results than either the color or texture feature
used independently [21].

Literature suggests the wavelet transform outperforms its other counterparts
while applied in cluttered image having complex background. The wavelet
transform has the capability to capture subtle texture information on objects appear
on cluttered background more precisely than other texture descriptors [21]. Based
on wavelet transform we derive a more powerful texture descriptor that is found to
be robust in discriminating even subtle differences in texture.

• Texture Feature: In a similar manner like chroma feature above, we define
another low level texture feature employing the diagonal, horizontal, and ver-
tical coefficients as yielded by the DWT as;

dwtðd;h;vÞ ¼ coefðd;h;vÞ � coefðd;h;vÞ mean ð40:2Þ

where, N = Nos. of pixels in a single skin patch, and

coefðd;h;vÞ mean ¼

PN

n¼1
coefðd;h;vÞ

N

where coefðd;h;vÞ denotes diagonal, horizontal, and vertical coefficients.

However, mixing weight of colour and texture, which is pertinent to accuracy in
capturing image appearance throws an open problem. Up to date research, com-
puter vision and image processing in particular do not provide any authenticated
relationship between these two while applied in combination, which incite us to
run an experiment to find out an optimal weight ratios of these two. In our
experiment, we have sourced 100 pornographic images freely available on the
Internet and run an MLE (Maximum Likelihood Estimation) based segmentation
scheme on these images to segment skin regions on them. Misclassification rate
are plotted against both colour and texture component to find a cogent mixing
weight.

Percentage of colour and texture components are taken at 5 % interval starting
from 10 to 90 % and the graph is plotted on the mean classification error based on
the segmentation results as obtained for the 100 images as chosen earlier. The
plotted curve shows its minimum at 65 % colour and 35 % texture. So, we use this
mixing weight of colour and texture in our work.
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In addition to the colour and texture low level features, we add another
powerful local image region descriptor called the ‘Local binary patterns‘ (LBP).
The LBP has been found to be a powerful feature allowing a classifier or detector
to exploit fundamental properties of local image texture efficiently and effectively
in a classification or matching. Applying LBP on an image yields occurrence
histogram, which is a powerful texture descriptor that contains information about
the distribution of the local micro-patterns like edges, spots, flat areas, over the
image region. Label for every pixel of the image is assigned by the original LBP
operator applying a thresholding technique on the centre pixel with his 3 9 3
neighbourhood.

• Local Binary Feature: Local Binary Patterns were originally introduced as a
texture descriptor by Ojala [22], and have subsequently been employed as face
and expression identification features [23, 24].

LBPP;R x�ð Þ ¼
XP�1

p¼0

u xp � x�
� �

2p u yð Þ ¼ 1: y� 0
0: y\0

�
ð40:3Þ

where p = nos. of neighboring pixels, R = radius of the neighborhood.

In this particular work, local binary patterns are extracted from the individual
chromatic channels to preserve channel-wise discriminative ability in terms of
LBP.

Now, we combine these extracted low level features to get a high dimensional
feature vector representative of each individual image and image object, which we
call Luminance Invariant Region Descriptor (LIRD);

LIRD ¼ ½
XN

n¼1

fðchromaðu;vÞg � 0:65þ

fdwtðd;h;vÞg � 0:35þ lbpðr;bÞÞg�
ð40:4Þ

40.3.2 Classification

For pixel classification, we employ the MAP-MRF labelling, where Pðf jdÞ is the
posterior distribution of an MRF. In Bayes labelling, it’s an important step to
derive this distribution. The problem here is to labelling the pixel into two class––
malign (pornographic) or benign (normal). So, it’s a binary classification problem.
Assuming the joint prior distribution of a pornographic image is

Pðf Þ ¼ 1
Z

e�Uðf Þ ð40:5Þ
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where Uðf Þ ¼
P
ij

P

i0 2fi�1;iþ1; j�1; jþ1g
ðfij � fi0 j0 Þ

2 is the prior energy for an image

contains pornographic contents. Assuming that the observation is the true porno-
graphic object on images plus independent Gaussian noise, dij ¼ fij � eij, where
eij ¼ Nðl; r2Þ, then the likelihood distribution will take the form

pðdjf Þ ¼ 1

Pm
i¼1P

n
j¼1

ffiffiffiffiffiffiffiffiffiffi
2pr2
p e�Uðdjf Þ ð40:6Þ

where Uðdjf Þ ¼
Pm

i¼1

Pn

j¼1
ðfij � dijÞ2=2r2 is the likelihood energy. Now, we can

compute the posterior probability as

Pðf jdÞ1e�Uðf jdÞ ð40:7Þ

where

Uðf jdÞ ¼ Uðdjf Þ þ Uðf Þ ð40:8Þ

¼
Pm

i¼1

Pn

j¼1
ðfij � dijÞ2=2r2

ij þ
Pm

i¼1

Pn

j¼1
ðfij � fði�1;j�1ÞÞ2 is the posterior energy. The

MAP estimate is equivalently found by minimizing the posterior energy function

f � ¼ argf min Uðf jdÞ ð9Þ

The only parameter that we need to estimate is rij, which can be done by
employing the EM (Expectation and Maximization) algorithm. Now, Uðf jdÞ is
fully specified and the MAP-MRF solution is completely defined.

40.4 Experimental Results and Discussion

We have sourced the pornographic images freely available on the Internet for
training and testing purpose. Selected images are full body frontal and of upright
position with a 10–15 % tilt in horizontal direction. All the images are divided into
upper body part and lower body part. Upper body parts and lower body parts are
now projected separately to a common coordinate frame, where they are roughly
aligned in location and scale. We apply our novel descriptor LIRD on both the
parts taken from the 200 images for feature extraction that eventually are
employed for training our classifier to classify pornographic object and porno-
graphic image in terms of likelihood energy and prior energy respectively. The
likelihood energy and prior energy for non-pornographic object and benign
(normal) image are considered as rest of the world i.e., :Uðdjf Þ and :Uðf Þ
respectively.
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For testing purpose, we have downloaded another 200 images—100 full body
frontal pornographic images in upright position with a 10–15 % tilt in horizontal
direction, and 100 normal human body images that do not contain any porno-
graphic activity and have similar orientation. All the images are divided into two
parts akin to the training images as done earlier. Skin segmentation is done on
pornographic test images to detect the naked skin followed by division of the same
into two parts––upper body parts and lower body parts cutting halfway through the
belly button. We employ a person detector [25] to locate the person in the normal
images to reduce the search space followed by the same procedure to get the upper
body and lower body parts.

Pixel labelling is done on upper body parts and lower body parts separately for
detection of breast and genitalia respectively using the MAP-MRF labelling as
derived earlier in the previous section.

An experimental study reveals that pornography detection rate increases with
increase of the number of pixel labelled to pornographic in an image up to a certain
point. We have obtained such an optimal point i.e., 60 %, which yields maximum
detection accuracy. Above 60 %, no significant improvement has been noticed in
our experiments. Details of the experiments are not provided here due to space
constraint.

A popular measure, called Precision and Recall (Eq. 40.10), based on True
Positive (TP), True Negative, False Positive (FP), and False Negative (FN) is
applied on both—our experimental results and the results obtained from another
pornography image detector proposed by Belem and Cavalcanti [21] to evaluate
the performance of our novel approach. We selected Belem and Cavalcanti [21]
for performance comparison as its authors reported more than 90 % accuracy.
Apart from the Precision and Recall, we also compared accuracy (Eq. 40.11) of
our approach with Belem and Cavalcanti [8].

Pr ecision ¼ TP

TPþ FP

Recall ¼ TP

TPþ FN

ð40:10Þ

Accuracy ¼ TPþ TN

Pþ N
ð40:11Þ

We experienced a bit lower performances with Belem and Cavalcanti [14] than
what claimed by the authors. The low performance might be attributed to the use
of unconstraint images in this particular work.

40.5 Future Work and Conclusion

We have proposed a novel pornography detection approach, where pornography
specific contextual contexts based on few low level image features are encoded to
detect pornography with maximum accuracy. The proposed approach is primarily
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aimed at detection of pornography specific objects in an image using MRF model,
which has been found extremely effective while dealing with unconstraint and
cluttered images. The proposed approach is applicable to the frontal images with
upright position but can be extended by modelling other pornographic orientations
(non-frontal and non-upright) as well. To the best of our knowledge, this is the first
of its kind which is able to recognize pornography using actual pornography
specific contextual constraint and thus paves the way for research in this area to
not only help pornography detection, but also to contribute significantly in security
and surveillance, human body movement and pose identification, medical imaging
and much more.
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Chapter 41
Illicit Image Detection Using Erotic Pose
Estimation Based on Kinematic
Constraints

Mofakharul Islam, Paul Watters, John Yearwood, Mazher Hussain
and Lubaba A. Swarna

Abstract With the advent of the Internet along with sophisticated digital image
processing technology, the Internet quickly became the principal medium for the
distribution of pornographic content favouring pornography to become a drug of
the millennium. With the advent of GPRS mobile telephone networks, and with the
large scale arrival of the 3G networks, along with the cheap availability of latest
mobile sets and a variety of forms of wireless connections, the internet has already
gone to mobile, drives us toward a new degree of complexity. The detection of
pornography remains an important and significant research problem, since there is
great potential to minimize harm to the community. In this paper, we propose a
novel approach to investigate and implement a pornography detection technique
towards a framework for automated detection of pornography based on most
commonly found erotic poses. Compared to the results published in recent works,
our proposed approach yields the highest accuracy in recognition.

41.1 Introduction

Internet access to the computers and a range of other communicating devices are
increasingly a modern day must have for children and young people around the
world. Not only are they establishing new cultural norms, they are also becoming
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mainstream within education. Majority of adolescent worldwide spend a great
majority of their time online to locate their educational stuff and as a source of
perfectly innocent fun and games. But every child and young people who uses the
Internet will almost certainly be exposed at some stage to material that will shock
and possibly harm them, or they will come into contact with organization or
individuals who mean them injury. To follow potentially catastrophic conse-
quences throughout a children’s lifetime, he/she needs only one such encounter to
go wrong. It is therefore, no surprise that the Internet as well as the social
networking sites pose a serious threat to our children who are more or less
vulnerable, either some or all of the time while they are on the Internet. In fact,
potential outcome of the Internet use is questionable as a little is understood yet of
the potential problems and benefits associated with it, and the overall impact on the
society from social benefit point of view that may arise. The risks posed by
criminals who attempt to share, exchange, consume and produce child exploitation
material, however, are fairly clear, and law enforcement is faced with the difficult
task of trying to deal with the sheer volume of material (and offences) in a
streamlined and systematic way.

Research [1] shows some of the statistics on pornography as shown in the
pie-chart below (Fig. 41.1).

Apart from the exposure of age inappropriate content to minors, dealing with
pornography in the workplace is a serious challenge for many large organizations
but employing a block-all-images Internet browsing and email policy no longer

Fig. 41.1 Worldwide
pornographic revenue
(courtesy: top ten reviews)
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provides a viable solution. Web and email are more media-based than ever before,
and it is common for business document and mail to contain images such as logos,
publicity shots etc. In a paper written by McGuire et al. [2] found that the viewing
of pornography can serve as a source of a paraphilic ‘‘vivid sexual fantasy’’ which,
when contemplated during masturbation, may condition men into perversion.
Further, research also established a direct link between pornography consumption
and crimes like sexual abuse, rape, violence, and child molestation [3–5].

Therefore, it is obvious that exposure of pornography and age-inappropriate
materials, either legal or illegal have a devastating impact most often turns into a
complex, often compulsive, psychosexual disorder with profound implications on
us and our children who all use the internet or will do soon (Table 41.1).

Research showed that most of the audience belongs to the lower levels that
gradually progress towards higher levels. If we are able to put a stopping mech-
anism somewhere in this low level area, it will protect people from entering the
exiting world of arousal and being pornography addicted.

Contemporary research established a link between child pornography and adult
pornography. From that point of view, it will not only prevent people from viewing
the most erotic and bestial images but also put an end for the potential paedophiles
who are currently belongs to less severe groups to progress further towards most
severe groups that eventually make them professional paedophiles at some stage.
From the studied literatures, we find a progression model for pornography
consumer as shown in Fig. 41.2.

So, there is a fundamental demand in real time classification of attached images
to block inappropriate contents in a business or commercial environment. The
problem therefore is the detection and prevention of certain types of images. Real-
time detection of pornographic images can effectively prevents pornographic
images from entering into the workplace via email and Internet browsing.

Prevention of explicit sexual content is an extreme challenge that paved the way
to a growing industry aimed at blocking and filtering such contents. The software
industry suggests two types of solutions to combat with the problem of pornog-
raphy—collecting the adult web site addresses and collecting key words of adult
web pages. While the former allows the user to access the requested page upon
verifying its IP address, the latter performs the content analysis for providing
access to the user. Here, the filtering programs block the pages from viewing upon
finding any related key word of the web page in user’s computer. The drawback of
these systems is that it is an uphill task to collect all adult web site addresses
because hundreds of new web sites are launching every day. The drawback of the
latter system is that it tends to block the sex education pages due to the key words
used on these pages.

Table 41.1 Internet pornography statistics

* Every second—$3,075.64 is being spent on pornography
* Every second—28,258 internet users are viewing pornography
* Every second—372 internet users are typing adult search terms into search engines
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In order to prevent access to pornographic sites, many commercial systems
are available in the market. The commercial softwares/tools like Net-Nanny,
CyberSitter, CyberPatrol and ChildWebGuardian allows access upon comparison
of IP addresses/URLs and key words based on a long list of pornographic site IP
address/URL and key words in their system databases. Although it is effective in
blocking well-known pornographic sites and pages of pornographic links, it
miserably fails in blocking pages containing pornographic image galleries since
these most often do not contain links to other pages or objectionable text.

Other commercial systems such as ScreenShield, Snitch, System Recon and
Enologic NetFilter Home in fact, deter the viewing of objectionable images rather
then blocking where these systems consider the percentage of skin within an image
to classify the image as to whether or not pornographic. Such an approach has been
found not very accurate in practice and requires inspection by a human observer to
make conclusion.

We are interested in the computational foundations of vision that helps us
designing machine vision systems with applications to pornographic image
detection. Our proposed project aims to find out the solutions for some funda-
mental questions in computer vision. How can we recognize persons, guns, cars,
boats and many other suspicious categories of objects in cluttered pictures? How
can we be trained these categories in the first place? Can we provide machines
with ability akin to this?

This project primarily aimed at detection of pornography using erotic pose
based on kinematic constraints. Erotic images focus on themes with either
indicative, erotic or sensual scenes or subjects, sometimes with depictions of
human nudity and lovemaking, but not always of an extremely explicit, gratuitous
or pornographic nature. These kinds of films often appeal to the emotions of the
viewer, with their emphasis on pleasure, physical desire, and human
companionship.

The remainder of this paper proceeds as follows: In Sect. 41.2 we present
previous work in this specific field. In Sect. 41.3, we describe our proposed
pornography detection model, which estimates body part appearance models for
pictorial structures using latent relationships between the appearances of different
body parts. Experimental results demonstrating the accuracy and efficiency of the

Fig. 41.2 Progression model
for pornography consumer
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proposed approach are discussed in Sect. 41.4 and finally in Sect. 41.5, we present
our conclusion and future work.

41.2 Related Work

While significant research have already been conducted on pornography or illicit
image detection most often with miscellaneous low and high level features, and
other visual cues in fact, no research has looked closely at the subject.

In fact, all the pornography detection approaches are based on skin detection
module that defines a decision rule based on which skin and non-skin pixels will be
discriminated. A decision rule based on the distance of the pixel color to skin tone
using a metric plays the crucial role in the discrimination process as this metric is
defined by the skin color modelling technique. The final goal of skin-color
detection is to choose a classifier that will discriminate between a skin and a non-
skin. From classification point of view, skin-color detection can be viewed as a two
class problem: skin pixel versus non-skin pixel.

Literature suggests different classifiers are employed by different authors for
skin detection based on their respective contexts, where data distributions or data
modelling played a crucial role. Our literature review suggests three specific types
of skin modelling techniques—Explicitly defined skin region, Non-parametric
distribution modelling, Parametric distribution modelling, and Adaptive model-
ling. In Explicitly Defined Skin Region techniques, threshold is a parameter that
stipulates the values a pixel can be if it is to be considered as skin. In Nonpara-
metric distribution modelling, Normalized Lookup Table (LUT), Na Bayes
Classifier, and Self Organizing Map (SOM) are most often used as skin classifier.
Single Gaussian, Mixture of Gaussians, Multiple Gaussian Clusters, and Elliptical
Boundary Model are mostly used as Parametric Model for skin color detection.
Adaptive skin model employs two or more skin-color models from the models as
discussed above in combination or in sequence to make the technique robust
against the varying conditions. In other word, it is called ‘Hybrid Model’.

Most of the adult image or pornographic detectors employed these skin color
models based on different color space along with some other high level features
like shape, color moment, color mean, region descriptors for their classification
schemes.

A mathematical approach of grouping the images using the detected skin
regions and extracted high level region features from these regions that might have
link to the pornography is called pornographic classification, which is mainly
focussed on classification of the skin region into benign or pornographic. We can
broadly categorize pornographic image classifier into three groups: Supervised
Machine Learning, Geometric Classifier, and Boosting Classifier. Supervised
Machine Learning can be further categorized here under into four groups.
Supervised Machine Learning can be further categorized here under into four
groups—Support Vector Machine [6–8], Neural Network, Decision Tree [9], and
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K-Nearest Neighbour [10]. Fleck et al. [11] demonstrated an affine-invariant
model that define human as a set of rules describing how to assemble possible
girdles and spine-thigh groups, where both the individual geometry of the body
parts and the relationships between parts are constrained by the geometry of the
skeleton which eventually provides an appropriate and effective model for human
body recognition. Bootstrapping induces a classifier on a small set of labelled data
and a large set of unlabeled data. Lee et al. [12] reported an increase of sensitivity
from 81.74 to 86.29 % with boosting algorithm.

Cusano et al. reported better performance of SVM than multiple decision trees
[6]. Bosson et al. [13] found that neural networks (83.9 specificity) gave slightly
better results to that of k-NN and SVM. Bosson et al. attained 94.7 % sensitivity
and 95.1 % specificity using NN with MPEG-7 Descriptors. Zheng et al. [8] found
that DT is able to provide better accuracy than NN and SVM [13]. Xu et al.
demonstrated superior performance of k-NN over NN [10].

Another approach aimed at robust pornography detection proposed by the same
group of authors where pornography specific contextual constraints are employed
to pornography detection but no comparisons are made as both of them are con-
temporary work and presented in the same conference [14].

Almost all the existing techniques proposed region descriptors that are in fact,
not directly aimed at capturing contextual constraints representatives of pornog-
raphy rather based on some heuristic high level statistical and geometrical features
on skin region like area, size, shape, location, and their relationships in terms of
some ratios, resulting poor performance in finding the actual pornographic stuff on
images and thus failing to utilize its full potential in areas like detection of por-
nography. Further, the extracted features as employed in the existing work are
found to be vulnerable under the inherent imaging artifact like intensity inho-
mogeneity, scale, rotation, transformation, occlusion, and camera viewpoint.
These are the void in the literature that this research is attempting to fill.

41.3 Our Proposed Approach

Although the identification and detection of pornographic activity in an image is
easy to a human observer, automatic and accurate identification is difficult and
complex. Obtaining satisfactory detection results depends mainly on the ability of
the descriptors in characterizing pornographic contextual constraints. There are
sufficient reasons to believe that the pornographic images would not be of highest
standard as these images were neither taken in ideal conditions nor taken by any
skilled photographer. In addition, fears, tension, and panic associated with these
sorts of heinous activity or crime are not conducive at all to have quality photo-
graphs, resulting poor quality images that suffer numerous imaging artifacts
originated from intensity inhomogeneity, shadow, occlusion and unorthodox
camera manoeuvrings. As a result, noisy images are the final output at pornog-
rapher’s end that would eventually turns into input in our proposed project. Pre
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processing i.e., noise removal, enhancement, and reconstruction are not practicable
at all on multiple terabyte of image data on the Internet and being found in
confiscated hard drives and other storage media by the LEAs. These noisy data
poses a great challenge for the descriptors to be able to extract contextual contexts,
representative of any specific context. In order to deal with such difficulty, we will
employ erotic pose estimation to detect pornography rather than applying classi-
fication purely on extracted low or high level features.

Detecting humans pose in an image is noteworthy due to numerous reasons.
Pose and/or pose sequence are extremely useful in depicting human’s attitude and
action.

Here, we propose a novel approach for estimating part appearance models from
a single image. We employ generic detector to determine an approximate location
in terms of location distribution and scale reference frame on the object as done in
[15–17]. The basic motivation of our proposed approach is based on two obser-
vations—(i) some parts have rather stable location relative to the reference frame,
(ii) different parts are statistically related in the appearance model. This implies
that the appearance of some parts can be predicted from the appearance of other
parts.

Over the last few years Pictorial Structure (PS) [1, 18, 19] has guided most of
the research on articulated pose estimation paradigm. PS [1, 14, 16, 18, 19], are
usually used for humans pose estimation though it is equally effective in any
articulated object class like aeroplane, car, cow, lion etc. PS is basically a prob-
abilistic model that portrays objects made of parts tied together by pair wise
potentials encoding contextual constraints as prior. In addition, a unary potential
measures part’s position to generate an appearance model of the Part. Finally,
MAP classifier infers spatial configuration of the parts (the pose of the object).

The relative location distribution of parts with respect to the reference frame
and the dependencies between the appearances of different body parts are learned
from training images with ground-truth pose annotated by a stickman. These
relations are exploited generating appearance models for body parts given a new
image. In determining the appearance model for more mobile parts (e.g. lower
arms, lower legs), parts (torso) having higher location distribution with respect to
the reference frame plays a crucial role.

A human body parts are represented by the general framework of pictorial
structure, where body parts are tied together in conditional random field.
Typically, parts li are rectangular image patches and their position is parameterized
by location (x, y), orientation h, and scale s. The posterior of a configuration of
parts L = {li} given an image I is

PðLjI; hÞ1 expð
X

i;j2E

wðli; ljÞ þ
X

i

/ðlijI; hÞ ð41:1Þ

where, the wðli; ljÞis a pair wise potential term correspond to a prior on the relative
position of parts based on kinematic constraints (e.g. the upper arms and upper legs
must be attached to the torso). The term (li | I, h) is an unary potential depicts the
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local image evidence for a part in a particular position. How parts should look like
entirely depends on appearance models h that measure the dissimilarity between
the image patch at li and the appearance model for part i. The appearance models
are in fact, parameters of the PS and must be provided by an external mechanism.

We extend the model (41.1) by adding some new low level features to make it
more accurate and robust under diverse imaging artifacts. Model (41.1) is pri-
marily based on edge features and RGB colour features, which appears to be
vulnerable while applied on unconstraint and cluttered images. We add texture
features in addition to the existing color features to extend its ability to extract
similarity of body parts appear on cluttered background. So, in addition to the
color, texture is another feature that can be employed as a cue for image analysis.
Texture features are constructed in such a way that they characterize local vari-
ation in intensity or color within the neighbourhood surrounding the pixel. As a
result, a value is assigned to the pixels with a given texture. Research suggests,
color and texture based analysis are in combination capable of producing more
accurate results than either the color or texture feature used independently.

However, mixing weight of colour and texture, which is pertinent to accuracy in
capturing image appearance throws an open problem. Up to date research, com-
puter vision and image processing in particular do not provide any authenticated
relationship between these two while applied in combination, which incite us to
run an experiment to find out an optimal weight ratios of these two. In our
experiment, we have sourced 100 pornographic images freely available on the
Internet and run an Maximum Likelihood Estimation (MLE) based segmentation
scheme on these images to segment skin regions on them. Misclassification rate
are plotted against both colour and texture component to find a cogent mixing
weight (Fig. 41.3).

Fig. 41.3 Mixing weights of
colour and texture
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Percentage of colour and texture components are taken at 5 % interval starting
from 10 to 90 % and the graph is plotted on the mean classification error based on
the segmentation results as obtained for the 100 images as chosen earlier. The
plotted curve showing its minimum at 65 % colour and 35 % texture. So, we use
this mixing weight of colour and texture in our work.

While the YCrCb space is employed as colour feature, Haar wavelet transforms
are employed as texture features. Literature suggests a clear dominance of YCrCb,
reason why we prefer it. Similarly, wavelet transform outperforms its other
counterparts while applied in cluttered image having complex background. The
wavelet transform has the capability to capture subtle texture information on
objects appear on cluttered background more precisely than other texture
descriptors [19].

YCrCb is the most popular choice, where ‘Y’ represents luminance computed as
a weighted sum of RGB values, and chrominance values ‘Cb’ and ‘Cr’ computed
by subtracting the luminance component from ‘B’ and ‘R’ values, offering us a
significant advantage for utilising pure color information in the detection process.
Using pure color information, a skin model or detector gets an ability to be able to
adapt to the changes in the lighting and the viewing environment. The key
advantage of being a lighting invariant color spaces made YCrCb space the most
popular choice to the research community working on skin detection. Although
there is a strong debate on whether or not the luminance component ‘Y’ playing
any significant role in the detection process we discard it considering the lumi-
nance invariance approach of our proposed algorithm.

In this paper, our improvement mainly focussed on the unary potential, where
we introduce a texture histogram in addition to the existing colour histogram to
generate appearance model. So, unary potential takes the form;

X

i

/ðlijI; hÞ ¼
X

i

d � /CðlcjC; hcÞ þ
X

i

ð1� dÞ � /TðltjT ; htÞ ð41:2Þ

where, d is a colour component weight, C is colour image, T is texture image,
hc and ht are describing how parts should look like in terms of colour and texture
respectively, lc and lt are image patch and texture patch respectively, and /C and
/T are local evidence for a part in respect of colour and texture respectively.

A person detector’s detection windows is the input to our method [20].
Two observations are the main motivation of this particular approach: (i) some

parts have relatively stable location in the detection window, W = (x; y; s). For
example, the torso is typically in the middle of an upper-body detection window;
(ii) the different body parts appearances are related (e.g. the upper-arms often have
the same color as the torso).

Now, two statistical observations—location prior of the body parts and
appearance transfer mechanism are learned, where location prior holds distribution
of the body part locations relative to the detection window and appearance transfer
mechanism improves the models derived from the location prior by combining
models for different body parts. The training data consists of images with ground-
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truth pose annotated by a stickman, i.e. a line segment for each body part
(Fig. 41.4). Given a detection window and the learnt location priors, initial
appearance models are estimated and then subsequently refined by the appearance
transfer mechanism.

41.3.1 Learning Location Prior from the Training Images

For each body part i, we learn the prior probability
LPi (x, y) 2 [1, 0] for a pixel (x, y) to be covered by the part before considering

the actual image data (Fig. 41.4). These are in fact, location prior of the body parts
with respect to the detection window/frame.

The LPs are learnt from training images with ground-truth pose annotated by a
stickman (Fig. 41.4a). A generic person detector is initially run to find a person
detection window. Now, association of stickmen to detection windows are made as
shown in (Fig. 41.4b). Then all the training stickmen are projected with
the common coordinate frame aligning the location and scale roughly. Finally, the
maximum likelihood estimate is employed to learn the LPs for every pixels in the
window. Example LPs are presented in (Fig. 41.4c) LPs for the head and torso are
found quite sharp and localized, while LPs for the arms and legs are more diffuse.

Fig. 41.4 Learning location priors. From top left a a training image b detection windows
(magenta), window associated to the stickman (white), body part rectangles (green) obtained by
widening the stickman line segments (red), c learnt location priors for different body parts
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As the lower arms and lower legs can move around freely, the location of these
body parts appears very uncertain a priori.

41.3.2 Transferring Appearance Models Between Body Parts
Training Phase

In our case, i.e., pornographic image, all the body parts have same colour due to
existence of skin on them offering us to exploit this intrinsic relation between the
appearances in prediction. Being inspired by the influence of the above relations,
here we employ a transfer mechanism to combine the appearance models of dif-
ferent body parts, where the input appearance models are derived from estimated
LPs. The final output of this transfer mechanism is a new appearance model of a
part as a linear combination of the input appearance models of all parts. The newly
estimated appearance model requires a mixing weight of part i, in the combination
of part p. The appearance model is defined as;

AMTM
pc ¼

X

i

wpcAMLP
c ð41:3Þ

where, AMc
LP is the initial colour appearance model derived earlier from the colour

location prior.
Similarly, we get the texture appearance model from the texture location prior

based on the similar assumptions that all the body parts have similar skin texture;

AMTM
pt ¼

X

i

wptAMLP
t ð41:4Þ

We learn the mixing weights wpc and wpt by minimizing the squared difference
between the appearance models produced by the transfer mechanism (AMpc

TM and
AMpt

TM) and those derived from the ground-truth stickmen (AMGT) as done in [21].

41.3.3 Estimation of Appearance Model for a Test Image

Estimation of good appearance models composed of two steps—colour & texture
model and soft-segmentation based on the colour & texture models.

The colour & texture model estimation has three distinct steps. First, a standard
coordinate frame is transformed from the detection window W cropping out of the
input image and rescaling it to a fixed size to estimate the LPs. The next step is
estimation of colour & texture models from the LPs. Finally, refined colour and
texture models Pr (c | fg) and Pr (t | fg) are learned applying appearance transfers as
in Eqs. (41.3) and (41.4) respectively.
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Characterize the appearance of the body parts are estimated using the aforesaid
colour & texture models. In addition, we also estimate here a background model Pr
(c | bg) and Pr (t | bg)for each body part following Ramanan [22]. The learned
foreground and background colour and texture models are employed to derive the
posterior probability for a pixel to belong to a part i using Bayes theorem,
assuming equal prior probability for foreground and background colour and
texture.

PiðfgjcÞ ¼
PiðcjfgÞ

PiðcjfgÞ þ PðcjbgÞ ð41:5Þ

PiðfgjtÞ ¼
PiðtjfgÞ

PiðtjfgÞ þ PðtjbgÞ ð41:6Þ

Based on the posterior foreground probabilities for both colour and texture, a
soft-segmentation for each body part is done on the image to generate a cue for the
modified unary term in Eq. (41.2).

41.4 Experimental Results and Discussion

We have sourced the most common categories of erotic poses from uncontrolled
pornographic images freely available on the Internet to run our experiment. This
data is challenging due to the inherent imaging artifacts as mentioned in Sect. 41.1.
Cluttered images, noise due to electro-magnetic interference, often dark illumi-
nation, persons appearing at a wide range of scales are some of the many diffi-
culties adhered to image data. We have annotated 400 pornographic images having
erotic poses, where roughly upright and approximately frontal images are only
chosen. A person is annotated by a 10-part stickman (head, torso, upper and lower
arms, upper and lower legs). The whole person must be visible in image. Now, LPs
and mixing weights are computed as described earlier in this section.

Once LPs and mixing weights are computed from the training images, the
proposed model is ready to estimate good appearance models for new test images.

For testing purpose, we have downloaded another 200 pornographic images of
erotic categories from the Internet. Another 200 non-nude images from categories
as sports, including aquatic sports, arts, and others with clothed people pictures
having assorted poses are also downloaded from the Internet for testing purpose.
Pose estimation procedure are followed as:

1. Detection of person using detection windows suggested in [16];
2. Estimation of part-specific color and texture models as described in previous

section;
3. Detection window along with the detected person is subjected to image parsing

engine [22] using directly our color and texture models in the unary potential to
estimate the person’s pose.
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A popular measure, called Precision and Recall (Eq. 41.7), based on True
Positive (TP), True Negative, False Positive (FP), and False Negative (FN) is
applied on both—our experimental results and the results obtained from another
pornography image detector proposed by Belem and Cavalcanti [23] to evaluate
the performance of our novel approach. We selected Belem and Cavalcanti [23]
for performance comparison as its authors reported more than 90 % accuracy.
Apart from the Precision and Recall, we also compared accuracy (Eq. 41.8) of our
approach with Belem and Cavalcanti [23] (Table 41.2).

Pr ecision ¼ TP

TPþ FP

Recall ¼ TP

TPþ FN

ð41:7Þ

Accuracy ¼ TPþ TN

Pþ N
ð41:8Þ

We experienced a bit lower performances with Belem and Cavalcanti [23] than
what claimed by the authors. The low performance might be attributed to the use
of unconstraint images in this particular work.

41.5 Future Work and Conclusion

We have proposed a novel pornography detection approach, where erotic poses
works in tandem with some low level features on human body images to detect
pornography with maximum accuracy. We primarily base on Eichen and Ferrari’s
work [20], which primarily aimed at human pose estimation, but extended it with
addition of texture feature on top of colour feature to foster the effectiveness of the
proposed technique while dealing with unconstraint and cluttered images. While
Eichen and Ferrari employed RGB colour features, we apply YCrCb space to make
it more appropriate for skin detection. Further, luminosity component, ‘Y’ is
discarded considering illumination or luminosity invariance. To the best of our
knowledge, this is the first of its kind which is able to recognize pornography using
erotic pose effectively with highest accuracy and thus paves the way for research in
this area to not only help pornography detection, but also to contribute

Table 41.2 Comparison of performance between the proposed and Belem and Cavalcanti [23]
approach

Method TP FP FN TN Pre Rec Acc

Belem and Cavalcanti [23] 161 61 39 139 0.73 0.81 0.75
Proposed 189 32 19 168 0.86 0.95 0.89
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significantly in security & surveillance, human body movement and pose identi-
fication, medical imaging and much more. The model may be extended further for
detection of pornography based on other erotic poses (non-frontal and non-upright)
that are not considered in this particular work.
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Chapter 42
Energy Efficient Public Key
Cryptography in Wireless Sensor
Networks

Vladimir Cervenka, Dan Komosny, Lukas Malina
and Lubomir Mraz

Abstract As Wireless Sensor Networks are getting to be more applied in
commercial solutions (e.g. Smart Grid and Energy Saving Outdoor Lighting) the
more important issue, is to provide proper security. This paper gives a comprehensive
study of threats faced by Low Rate Wireless Personal Area Networks defined by
IEEE 802.15.4. Although several security protocols have been developed to address
this issue most of them are aimed just for a particular layer or application.
Furthermore, they usually introduce great overhead in terms of energy and
communication. Our effort is not just to point out security problems, but to propose
energy efficient solution. We introduce and analyze energy efficient system
providing symmetric key cryptography and public key cryptography so that both are
possible to compute with help of advanced encryption standard hardware accelera-
tor. We show that this hardware based solution is more than 100 times more energy
efficient than purely software solution.

42.1 Introduction

Wireless Sensor Network (WSN) is becoming very popular as it has been
plentifully deploying in miscellaneous applications taking advantages of their
numerous features. Devices in these Low Rate Wireless Personal Area Networks
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(LR-WPAN) are characterized by short range, low bit rate, low power and low
cost. The low power requirements allow utilizing of a wide range of alternative
energy sources thus nodes could be easily placed almost everywhere not only for
their small size. Many of these devices are limited in their computational power,
memory and energy availability. Particular nodes communicate among themselves
via radio links based on the IEEE 802.15.4-2006 standard. Moreover, 6LoWPAN
protocol (defined in RFC 4944) provides the ability of TCP/IP communication so
that it is possible to reach also IP enabled devices [1]. The common security
mechanisms such as IPsec or TLS are generally not very appropriate due to their
complexity and large computation and communication overhead.

42.1.1 Security Requirements

Cryptography ensures features or requirements such as data confidentiality,
authentication, data integrity and non-repudiation. Generally, network security
distinguishes three basic security features: data confidentiality, data integrity and
availability. But security in wireless sensor networks needs to meet more specific
requirements and thus adds: data freshness, time synchronization, secure locali-
zation, privacy or self-organization [2].

The set of security features depends on the purpose and intended architecture. The
meaning of the basic additional security requirements in WSNs are listed below:

• Data confidentiality: only authorized recipients should understand the content of
messages.

• Authentication: the identity of communicating entity must be correct and the
one that it claims to be. Also data authentication exists and is defined as orig-
inality of data created by trusted entity.

• Data integrity: data which traverse to recipient should not be altered.
• Non-repudiation: a node cannot deny the authenticity of its signature.
• Availability: WSN services must be available at all times.
• Sequential freshness: old messages cannot be replayed by any adversary again.
• Time synchronization: the secure mechanism should be time-synchronized

especially for collaborative WSN.
• Secure localization: each sensor should be secured properly against the false

localization attack.
• Privacy: in a special case, sensors require the confidentiality of their identity.
• Self-organization: each sensor should be self-organizing and self-healing after

topology changes or attempts of attacks.

Confidentiality is not an essential requirement for most applications; instead we
are looking for a message authenticity. Let’s assume a fire alarm system for example.
The fact that fire broke out is not obviously a secret, but we need to be assure that the
information comes from a trustworthy source. In other example, someone can be
interested in economic benefits in terms of Smart Grids. People can try to tamper
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power meters to reduce measured consumption. That is why the data authentication is
needed.

Cryptographic techniques can be divided into two generic types, described in
the next section.

42.1.2 Security Mechanisms

(1) Symmetric key cryptography—symmetric cryptosystems
Symmetric Key Cryptography (SKC) applies encryption and decryption
operations for data confidentiality. Both communication participants must hold
their keys in secret, because the encryption key is the same as the decryption
key, and is easily derivable. Moreover, the secret keys must be securely
distributed to all participants. Symmetric key cryptography is already defined
in the MAC layer of IEEE 802.15.4 standard which uses advanced encryption
standard (AES). Nevertheless, the secure distribution of the secret keys
provided by key management system (KMS) is still a challenging task.

(2) Public key cryptography—asymmetric cryptosystems
Public key cryptography (PKC) essentially differs from the symmetric cryp-
tosystem in key mechanism. The asymmetric cryptosystems use for encryption
and decryption operations public key and different secret private key. Deriving
the private key is computationally very unfeasible as discrete logarithm
problem (DSA, Diffie Hellman protocol) or factoring problem (RSA) is often
used. Given this fact, only private key could be kept in secret and the public
key can be known for everyone. However, PKC is not very suitable for WSNs
due to the fact that decryption operations could take a long time on constrained
devices and have a great power consumption. It is well known that Elliptic
Curve Cryptography (ECC) is better suited for the resource constrained
devices because it can achieve the same level of security with a far smaller key
size, thus reducing processing and communication overhead. For example the
Elliptic Curve Digital Signature Algorithm (ECDSA) with 160-bit keys
provides comparable security to RSA with 1,024-bit keys [3].

Although, the symmetric cryptography is highly suitable for WSN, a mecha-
nism for the key establishment and authentication needs to be always considered.
However, contemporary key managements are still very energy demanding. In our
paper, we show the energy efficient method allowing use of both symmetric and
asymmetric cryptography.

The remainder of the paper is organized as follows. In Sect. 42.2, possible
solutions for security in sensor networks and related work are discussed.
Section 42.3 presents an analysis of many security vulnerabilities of current
protocols. In Sect. 42.4, a review on platforms for wireless sensor networks is
presented along with brief description of the chosen platform. Section 42.5
describes the architecture of energy efficient cryptosystem that allows for
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symmetric and asymmetric cryptography. The comparison of energy consumption
of software and hardware based cryptography algorithms with obtained results are
shown and discussed in Sect. 42.6. Finally, Sect. 42.7 concludes the paper results
and outlines the future work.

42.2 Security Solutions in WSN and Related Work

The main problem in terms of security in WSN is the shared wireless medium.
Wireless channel is wide open to attackers and any interested party within
communication range can listen to the transmitted messages. Furthermore,
low-cost requirements limit the physical safeguards and it is relatively easy to
capture a node. There is no simple ‘‘protocol’’ solution so that additional hardware
would not be required. Thus, the final cost would rise. The physical safeguard is
the most challenging task which needs to be investigated more.

42.2.1 The IEEE 802.15.4 Standard

As the most WSN solutions are based on IEEE 802.15.4 standard (ZigBee,
6LoWPAN and partly WirelessHART and ISA100) it is important to consider its
security capabilities. The IEEE 802.15.4 standard defines physical (PHY) and the
Medium Access Control (MAC) protocols and interconnections of devices via
radio communication in a LR-WPAN [4]. The maximum frame size is fixed to 127
bytes while 25 bytes are reserved for a frame overhead at MAC layer. Supported
over-the-air data rates reaches up to 250 kbps for 2.4 GHz and other physical
layers on 915 and 868 MHz are available as well. A channel access method
utilizes both slotted and unslotted CSMA/CA.

The MAC sub-layer operates in one of three security modes: unsecured mode,
secured mode or access control list (ACL) mode [5]. Frame security is a set of
optional services that may be provided by the MAC; nevertheless, not every
application needs them. The available security services are:

• Access control: allows MAC to select devices to communicate with and deny
communication with other devices.

• Data encryption: offers symmetric cipher so only devices with the same key can
decrypt the message. Encryption is provided to data payloads, beacon payloads
and command payloads. Encryption of acknowledgement messages is not
supported.

• Frame integrity: uses a message integrity code (MIC) to ensure that the message
was not modified by other parties without cryptographic key. Frame integrity is
provided, again, to data payloads, beacon payloads and command payloads.
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• Sequential freshness: optional service, which offers very basic replay protection
by appending sequence of values to the message.

These services are available in three security modes:

(1) Secured mode
There are seven security suites (see Table 42.1) which employ any of four
security services (access control, encryption, integrity and freshness). As we
suggested earlier, standard take advantage of AES with 128 bit keys and 128
bit block size. The AES-CTR stands for AES Counter mode whereas the AES-
CCM utilizes AES-CTR and AES-CBC. Security suites 1–4 offer, optionally,
sequential freshness results in 5 bytes of overhead. AES cipher blocks with
integrity codes of 128, 64 and 32 in length are available for suites 2–7.

(2) Access control list mode
This mode provides an authentication service according to the access control
list of devices allowed to communicate with. However, there is no crypto-
graphic security and message source address can be easily spoofed.

(3) Unsecured mode
No security services are provided in this mode. This mode is suitable for
special cases such as testing or operating within large secure areas.

A great advantage is that by reusing AES in a smart way, we are able to achieve
all security services with only one cryptographic algorithm. However, IEEE
802.15.4 does not define the processes of key establishment/distribution or
authentication. One possible solution is introduced in Sect. 42.5.

42.2.2 Pairwise Secret Key

The simplest solution of secret key establishment is to use a wide shared key, but a
compromised node means a compromised network. Revealed secret key, even
from a single node, can be used for decryption of any network traffic. A slightly

Table 42.1 IEEE 802.15.4 security suites [5]

Suite Bits of integrity
protection

Access
protection

Encryption Integrity Sequential
freshness

1 AES-CTR 0 Yes Yes No (Optional)
2 AES-CCM-128 128 Yes Yes Yes (Optional)
3 AES-CCM-64 64 Yes Yes Yes (Optional)
4 AES-CCM-32 32 Yes Yes Yes (Optional)
5 AES-CBC-

MAC-128
128 Yes No Yes No

6 AES-CBC-
MAC-64

64 Yes No Yes No

7 AES-CBC-
MAC-32

32 Yes No Yes No
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better solution is to use a wide shared key to establish a set of link pairwise keys
and then erase the wide shared key. This technique, however, does not allow
deploying of additional nodes after initialization. Other interesting solutions are
based on variations of random key pre-distribution schemes. The very basic idea is
to distribute random subset of the pool to each node. Two nodes have to find a
common key in their pool in order to establish a session key and communicate
with each other. The problem is when an adversary compromise a sufficient
number of nodes the complete key pool can be easily reconstructed.

Furthermore, many advanced techniques were described in [6]. Liu and Ning
presented framework for pairwise key establishment based on polynomial-based
key pre-distribution scheme and probabilistic key pre-distribution scheme, which
use polynomial pool instead of a key pool. Secret on each sensor node is generated
from a subset of polynomials in the pool. Only nodes with the secret generated
from the same polynomial can establish a pairwise key.

They also introduced novel schemes like a random subset assignment scheme or a
hypercube-based scheme, which arranges polynomials in a hypercube space, assigns
each sensor node to a unique coordinate in the space, and gives the secrets generated
from the polynomials related to the corresponding coordinate [6]. Each sensor node
can then identify whether it can directly establish a pairwise key with another node, or
what intermediate nodes it can contact to indirectly establish the pairwise key.
Advantages are resilience to node compromise and high probability to establish a
pairwise key between non-compromised nodes, even if some nodes are compromised.

Nevertheless, two neighbor nodes are able to establish pairwise key only with
some certain probability. When two neighbor nodes cannot establish a direct key,
they need to find one or more intermediate nodes to help them. Hence, this
technique may introduce additional communication with even more than two
nodes. Moreover, after adding a new node to the network, the setup server
performs the pre-distribution process for the new node and then it has to inform the
deployed nodes which leads, again, to extra communication overhead. Pre-
distribution schemes keys are not, still, a realistic option. When plenty of different
devices need to communicate an automated key management has to be considered.

42.2.3 lTESLA and Its Derivates

Many proposed solutions utilize asymmetric digital signatures for the authenti-
cation, but they suffer from high communication overhead of 50–1,000 bytes per
packet [7]. One-time signatures based on symmetric cryptography are also
challenge. Timed, Efficient, Streaming, Loss-tolerant Authentication Protocol
(TESLA protocol) was originally aimed to provide efficient authenticated broad-
cast with regular desktop workstations. It has an overhead of approximately 24
bytes per packet and it authenticates the initial packet with a digital signature [7].

However, it was not designed for such constrained devices as in WSNs. That has
given rise to lTESLA design [7]. To authenticate a packet lTESLA simply
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computes a message authentication code on the packet P1 with a key KT which is a
key of a key chain, generated by a public one-way function F such as MD5. The
interesting part is that at the time when packet is received by node, the message
authentication code key is known only by the sender (base station). The node stores
the packet in a buffer until the base station broadcasts the verification key. Time is
divided into time intervals and every interval is associated with one key of a key chain
so that packets sent within one time interval are authenticated with the same key. To
achieve this, nodes need to be loosely time synchronized and have one authentic key.
The message authentication code key KT can be prospectively computed by any
subsequent key e.g. KT ? 2 by applying KT = F(F(KT ? 2)). Simultaneously, each
receiver is also able to authenticate subsequent keys of the one-way key chain by the
same procedure. Time-released key chain is visible in the Fig. 42.1.

However, lTESLA protocol is computationally very expensive and it has high
energy requirements as disclosed keys need to be broadcasted to all receivers and
each key have to be re-computed. Also initial key chain commitments is unicast-
based distributed and so introduce high communication overhead and we are not
sure even about the robustness to compromised sensors. The simplest way to
disrupt the communication is just to jam the communication channel only when
disclosed keys are being transmitted.

Although, many lTESLA modifications have been proposed, they still suffer
from particular issues. In spite of some modifications trying to solve these issues
(Multi-level lTESLA, Tree-Based lTESLA), they still do not solve the problem as
a whole [6]. Multi-level lTESLA introduce lower overhead, tolerance of message
loss and resistance to denial-of-service (DoS) attacks. Tree-based broadcast
authentication supports multiple senders and allows for revoking the broadcast
capabilities. All the lTESLA derivates, however, need to be loosely time syn-
chronized, which is not a trivial task to implement but very easy to disrupt.

42.3 The Analysis of Security Vulnerabilities of
Current Protocols

42.3.1 Vulnerability of the Physical Layer

Goodspeed et al. [8] proposed Packet-in-Packet technique to remotely inject raw
frames into wireless networks by exploitation of the PHY layer, inspired by Orson
Welles authored attack in 1938. As an example, let’s assume that Alice is a sender
and Bob is a receiver. An adversary just needs only prepend its own packet to
Alice’s packet with preamble and sync, and then retransmit several times.

Fig. 42.1 Time-released key
chain for source
authentication [7]
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There are three possibilities at the receiver’s side. In the first case, Bob receives
every symbol and interprets the packet correctly. In the second case, adversary’s
packet is dropped along with the Alice’s due to failed checksum. The third case
makes this attack possible. When a symbol error occurs before the body part, then
there is no checksum to cause the packet to be dropped and inner preamble plus
sync will determine the start of the frame. Symbol errors within digital radio
packets actually occur with relatively high frequency.

This sort of injection has been successfully tested on IEEE 802.15.4 and
ANT ? standards [8]. Although, there are number of complications which have to
be taken into account in this approach, it has clearly showed a serious lack of
security on the PHY layer. Almost any available cryptography is quite likely the
best solution to injection attacks.

42.3.2 ZigBee Protocol

Many of ZigBee vulnerabilities have been mentioned and practically demonstrated
along with tools for exploiting ZigBee and IEEE 802.15.4 which allows for
eavesdropping on ZigBee networks, packet decoding, injecting and replaying
traffic [9].

Similarly, numerous weaknesses such as data interception, masquerading by the
third party as well as man-in-the-middle (MItM) attack against ZigBee derived
Radio Frequency for Consumer Electronics (RF4CE) standard have been reported
[10]. Shon et al. have proposed enhanced key agreement method for this standard.
Their approach with two-phase key seed distribution is based on the device
authentication of the IEEE 802.16 standard. First, the controller receives target’s
certificate and verify whether the certificate is provided from an authenticated
target through the verification process of Certificate Authority (CA). Then, the
controller sends its own certificate along with Unique ID (UID) and Seed
Encryption Key Random number (SEEK_R). The UID and SEEK_R are encrypted
by target’s public key with the signature of a controller after applying hash-
function. In the second phase, one of two proposed mode (quick or main) is
performed to distribute 255 seed values in order to generate the link encryption
key.

However, the proposed system has the additional computation cost of supporting
PKC and high energy demands of transferring 255 seed values.

42.3.3 Pseudorandom-Number Generator Implementation

Although, architecture of security system might be well designed there are still
many particular issues which should be considered such as the proper pseudo-
random-number generator (PRNG) for cryptographic signatures and session keys.
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Finnigin et al. [11] has presented a brute-force attack on an ECC system with a
poor random-number generator (TinyOS). The results have shown that 50 % of the
node’s address space leads to a private key compromise in 25 min. An extreme
example of a poorly implemented random-number generator causes ECC
vulnerability has been presented by Goodspeed in [12]. The PRNG data generated
in Z-Stack ZigBee Smart Energy Profile (version 2.2.2-1.30) initializing the ECC
functions are actually predictable, repeated in one of two 32 kB cycles. It allows
for eavesdropping on encrypted communications and cracking the AES key for
symmetrical communication.

42.4 Platforms for Wireless Sensor Networks

42.4.1 Common Platforms

Probably the most used WSN platforms are TelosB/TmoteSKY, MICAz and IRIS.
They have been designed to meet the LR-WPAN requirements, which means low
bit rate, low power and low cost. They are equipped with only 8/16-bit micro-
controllers operating at the maximum frequency of 8 MHz. This speed of pro-
cessing is sufficient for most applications, and with help of the native AES support,
it can offer quite reasonable cryptographic security.

Even though, there are efforts to implement PKC, particularly ECC, to these
platforms like TinyECC [13], NanoECC [14], WM ECC [15] or [16] the proposed
implementations are still very energy demanding due to long processing times.
Moreover, microcontrollers usually work at the maximum clock speed (8 MHz)
which require 3.6 V power supply [17].

The hardware architecture of the whole system is also very important, which
outlines the results from [18]. The authors found out that even when the same chip
is used, the computational time can be radically different. MICAz and TmoteSKY
use the same Chipcon CC2420 transceiver with the support of AES. MICAz is,
however, about 15 times faster than TmoteSKY.

42.4.2 Chosen Platform

For our implementation we chose the microcontroller EFM32G890F128 as the
best options because of its extremely low power consumption, very powerful
processing and hardware support for AES-128 and AES-256. This microcontroller
is based on ARM Cortex-M3 core, includes a 32-bit RISC processor which can
achieve as much as 1.25 DhrystoneMIPS/MHz, 128 kB Flash and 16 kB RAM
[19]. In spite of these advantages, a unit price is not higher than the one of the
microcontrollers mentioned in Table 42.2.
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42.5 Cryptosystem Architecture

With all these pieces of knowledge in mind, we decided to make use of great
possibilities of AES services defined in IEEE 802.15.4 standard, particularly the
AES-CCM-64 with only 8 Bytes of overhead. However, as we mentioned earlier,
IEEE 802.15.4 does not define the processes of key distribution or node authen-
tication. Taking advantage of ECC on constrained devices (Sect. 42.2) Ephemeral
Elliptic Curve Diffie-Hellman (ECDHE) could be used to establish shared keys
and ECDSA (particularly the ECC-based TLS handshake) for authentication.

Noting the process power of 32-bit ARM processor on one hand, and the
hardware support for AES-256 on the other, the AES-CCM ECC Cipher Suites for
TLS proposed in draft [20] seems to be the most efficient solution for WSN field.
The cipher suites use ECDHE as its key establishment mechanism and can be used
with DTLS. They are based on the authenticated encryption with associated data
(AEAD) algorithm defined in RFC 5116. Moreover, the AEAD_AES_128_CCM
algorithm, used in this cipher suite, actually uses AES-128 as a block cipher. That
is the key element which allows utilization of an AES hardware accelerator. The
chosen cipher suite TLS_ECDHE_ECDSA_WITH_AES_128_CCM requires
additional support for secp256r1 curve and SHA-256 hash algorithm.

Although, there are more ECC-based algorithms optimized for 32-bit proces-
sors available like a CompactECC [21, 22] but they are supposed to be proceeded
by processor as whole. Instead, the AES-CCM ECC Cipher Suites make use of
AES algorithm, which is highly advantageous in such a constrained environment
as WSN. Furthermore, it is possible to utilize AES co-processor and so achieve
extremely low power consumption.

42.6 Evaluation

The hardware AES operations on EFM32G890F128 are available in Energy Mode
0 (EM0) and Energy Mode 1 (EM1). The main processor is on, during the EM0
and can process other data, whilst in the EM1 the processor is in sleep mode, but
the AES support is still available. Figure 41.2 shows the dependency of current
consumption on processing time for both possible modes.

A comparison of the energy consumption of hardware and software based AES
solutions is available in Fig. 42.3 and Table 42.3. For this comparison the software

Table 42.2 Common WSN
platforms

Platform MCU Radio chip AES support

TelosB TI MSP 430 CC2420 Yes
TmoteSKY TI MSP 430 CC2420 Yes
MICAz TI MSP 430 CC2420 Yes
IRIS ATMega128 AT86RF230 No
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implementation was based on [22]. This algorithm is specially optimized for
architecture of ARM Cortex M-3. Even if we compare the best results for software
encryption (749,520 nJ) and hardware encryption (7,290 nJ), at 32 MHz, it is
clearly visible that hardware implementation reduces energy consumption more
than by a factor of 100. For further comparison, the hardware implementation
of AES encryption on MICAz consumes 1.83 and 14.30 lJ on TelosB [23].
The software implementation then consumes 39.08 and 28.16 lJ on MICAz and
TelosB, respectively [23].

Fig. 42.2 Current consumption of hardware AES implementation on microcontroller
EFM32G890F128. Encryption/decryption one 128-bit data block with 128 bit key. EM0 energy
mode 0 - run mode, EM1 energy mode 1 - sleep mode. Measured for VDD = 3.0 V

Fig. 42.3 Comparison of energy consumption: hardware versus software AES implementation.
Encryption/decryption one 128-bit data block with 128 bit key. EM0 energy mode 0 - run mode,
EM1 energy mode 1 - sleep mode, HW hardware encryption/decryption, SW-E software
encryption; SW-D software decryption
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42.7 Conclusion and Future Work

In this paper we described the current security issues in WSNs and outlined
possible solution for energy demanding key establishment. We investigated the
efficiency of hardware accelerator for 128/256-bit AES encryption and decryption.
Furthermore, we presented a method how to efficiently reuse this accelerator to
achieve confidentiality, data integrity and even the key establishment with data
origin authentication via Ephemeral Elliptic Curve Diffie-Hellman and Elliptic
Curve Digital Signature Algorithms, while taking advantage of AES-CCM ECC
Cipher Suites. We demonstrated that the hardware based cryptographic solution is
more than 100 times more energy efficient than software based solution. Moreover,
we used only one microcontroller so that no additional hardware like special
hardware was needed. Since the memory requirements were not objective in this
study, it was not considered for the investigation.

As a future work we plan to evaluate our system with other implementations.
Also more complete solution based on behavior monitoring and trust management
would be desirable.

Table 42.3 Comparison of energy consumption

Process I [uA] VDD [V] P [W] t [ls] E [nJ]

EFM32 HW EM1 @ 1 MHz 103 3 0.000309 54.00 16,686
EFM32 HW EM1 @ 7 MHz 392 3 0.001176 7.71 9,072
EFM32 HW EM1 @ 14 MHz 700 3 0.002100 3.86 8,100
EFM32 HW EM1 @ 28 MHz 1,316 3 0.003948 1.93 7,614
EFM32 HW EM1 @ 32 MHz 1,440 3 0.004320 1.69 7,290
EFM32 HW EM0 @ 1 MHz 220 3 0.000660 54.00 35,640
EFM32 HW EM0 @ 7 MHz 1,337 3 0.004011 7.71 30,942
EFM32 HW EM0 @ 14 MHz 2,590 3 0.007770 3.86 29,970
EFM32 HW EM0 @ 28 MHz 5,068 3 0.015204 1.93 29,322
EFM32 HW EM0 @ 32 MHz 5,760 3 0.017280 1.69 29,160
EFM32 SW-E EM0 @ 1 MHz 220 3 0.000660 1,388.00 916,080
EFM32 SW-E EM0 @ 7 MHz 1,337 3 0.004011 198.29 795,324
EFM32 SW-E EM0 @ 14 MHz 2,590 3 0.007770 99.14 770,340
EFM32 SW-E EM0 @ 28 MHz 5,068 3 0.015204 49.57 753,684
EFM32 SW-E EM0 @ 32 MHz 5,760 3 0.017280 43.38 749,520
EFM32 SW-D EM0 @ 1 MHz 220 3 0.000660 1,697.00 1,120,020
EFM32 SW-D EM0 @ 7 MHz 1,337 3 0.004011 242.43 972,381
EFM32 SW-D EM0 @ 14 MHz 2,590 3 0.007770 121.21 941,835
EFM32 SW-D EM0 @ 28 MHz 5,068 3 0.015204 60.61 921,471
EFM32 SW-D EM0 @ 32 MHz 5,760 3 0.017280 53.03 916,380

Encryption/decryption one 128-bit data block with 128 bit key. EM0 energy mode 0 - run
mode, EM1 energy mode 1 - sleep mode, HW hardware encryption/decryption, SW-E soft-
ware encryption; SW-D software decryption
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Chapter 43
Implementation of VLSB Stegnography
Using Modular Distance Technique

Sahib Khan and Muhammad Haroon Yousaf

Abstract This work proposes a spanking new technique, Modular Distance Tech-
nique, to implement Variable Least Significant Bits Stegnography, in spatial domain,
providing twofold security. It is an overriding and secure data embedding technique
having low data hiding capacity of with least distortion. This is much immune to
Steganalysis providing a large Key Size. This technique can be implemented with
Euclidean, Chess Board and City Block distances with same data hiding capacity for
each and contributing significantly to the key size. The key size of modular distance
technique is almost 27 times of the size of the square of cover image. Low distortion
made it difficult for intruder to detected hidden information and large key size make it
difficult to extract the hidden information. This technique is contributing a data hiding
capacity of 12.5–56.25 % with SNR ranging from 29.7 to 8 db. The hiding capacity
and SNR varies with changing reference pixel, base of Mod and type of distance.

43.1 Introduction

This Stegnography is an art of concealed writing i.e. to hide useful information
inside other risk-free cover file in a way that does not allow any snooper to even
detect that there is a hidden information present [1] and transmitting hidden
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messages through innocuous cover carrier in such a manner that the existence of
the embedded messages is imperceptible [2].

The history of Stegnography is very old; starting from Greeks till today it is
used in a variety of applications. Greeks used it writing message on some material
and later covering it with wax, tattooing messages on bald head, later growing hair
to cover it up. In World War II invisible inks were used to write messages in
between the lines of normal text message [3]. World War II saw the use of
microdots by Germans. In microdots technology, photograph of secret message
taken was reduced to size of a period. This technology was called ‘‘the enemy’s
master piece of espionage’’ by FBI director Edgar Hoover [4].

Now a day’s Stegnography has found many applications [5, 6] and become an
emerging research area, encompassing copyright protection, water marking [7, 8],
fingerprinting and data hiding. A broad overview of data embedding and water-
marking methods is available in [9]. Additional resources related to Stegnography
and watermarking are obtainable at [10].

To implement Stegnography both in spatial domain or transform domain many
different techniques have been introduced [11, 12]. Discrete Cosine Transform
(DCT) is used and data is hidden by exploiting the coefficient of DCT of the cover
image [13]. Wavelet Transform is also used for data hiding. The most important
technique implemented in spatial domain is least significant bits (LSB) Stegnog-
raphy utilizing the least significant bits of cover file elements (pixels, samples
etc.). The 4 Least Significant (4LSB) Stegnography is one of the well-known
techniques of this family. In 4LSB Stenography four least significant bits of cover
file elements are used for data embedding [14]. The 4LSB method is implemented
for color bitmap images (24 bit and 8 bit i.e. 256 color palette images) and wave
files as the carrier media. The 4LSB Stegnography [15, 16] is having a good
enough data hiding capacity of 50 % and is used for the exchange of secret
information over public channel in a safe way. All algorithms employed for any
type of format have pros and cons and depend upon the environments used [17].

43.2 VLSB Stegnography

Although 4LSB Stegnography is very effective [18] but this technique is very
insecure. Once a snooper come to know that hidden information is present it is very
easy to retrieve the hidden information. To overcome this problem a new data hiding
method is proposed called Variable Least Significant Bits (VLSB) Stegnography
having variable data hiding capacity and distortion. This technique is used o hide
variable amount of data in cover file in more secure way [19], instead of a fix data as
in 4LSB Stegnography. To hide variable amount of data in cover file in more secure
way using VLSB Stegnography a variable amount of data is hidden in every
individual pixel of each sector of the cover file. VLSB Stegnography can be
implemented in various ways depending on the algorithm devised. A proper
algorithm is needed to decide that how much data should be hidden in which pixel or
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group of pixels of cover image. VLSB Stegnography has been implemented with
Decreasing Distance Decreasing Bits Algorithm [20] with significantly increased
hiding capacity, distortion and key size. The distortion created in cover image using
DDDB algorithm is non uniform over the cover the stego image and is very
significant for larger hiding capacity.

To get a uniform and non-detectable distortion with a large key size a new
technique, Modular Distance Technique, is presented in this work. The proposed
technique is having a small data hiding capacity with negligible distortion and
large key size and provides twofold security mechanism. Low distortion and large
SNR made the hidden message imperceptible and large key size make it hard to
retrieve the hidden information.

43.3 Modular Distance Technique

The main theme of VLSB Stegnography is to hide variable amount of data in a
cover file/image and an appropriate algorithm/technique is needed to implement it.
Modular distance Technique (MDT) is one of such methodologies to implement
VLSB Stegnography with small data hiding capacity and large key size and signal
to noise ratio (SNR).

MDT is a distance based technique it can be implemented with Euclidean,
Chess Board and City Block distance. The prevision of three types of distances is
very important and contribute much to the key size because the snoopers is not
aware of the type of distance used on the sender side in data hiding process.

To implement VLSB Stegnography with MDT first of all a reference pixel/
point usually the centre point is selected. Then the distance between the reference
pixel and the pixel under process is calculated by using either Euclidean, Chess
Board or City Block distances. MDT then takes the modulus of the calculated
distance and on the bases of the value of modulus the number of bits ‘‘Bi’’ to be
embedded in that pixel is decided. The number of bits to be substituted varies from
0 to 8 and any number of bits within this range can be embedded in a specific
pixel. How much bits ‘‘Bi’’ are embedded in a pixel is the key to retrieve the
hidden information. This contributes much to the security of the information. After
all pixels of a cover image or the whole message are processed, all the pixels are
combined to get a stego image. The stego image should be much closed to
the original cover file in resemblance so that the snoopers doesn’t suspect about the
presence of the hidden information.

The implementation of Variable Least Significant Bits Stegnography with
Modular Distance Technique is shown in block diagram in Fig. 43.1.
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43.3.1 Hiding Capacity

The data hiding capacity of VLSB Stegnography using Modular Distance Tech-
nique varies with reference pixel, type of distance and the base of modulus. The
gray scale image is a 2-D array of pixels having ‘‘R’’ number of row and ‘‘C’’
number of columns, so the total number of pixels ‘‘N’’ is:

N ¼ R� C ð43:1Þ

And each pixel’s intensity is represented by 8 bits. So the total size of the image
in bits is:

Sizetotal ¼ N � 8 ð43:2Þ

Modular Distance technique provides us the liberty to embed any number of
bits ‘‘Bi’’ ranging from 0 to 8 in a pixel of a cover image. The total data to be
hidden in a cover image is dependent on the number of bits ‘‘Bi’’ substituted in
each pixel. So the total bits embedded ‘‘Be’’ in the cover image are:

Fig. 43.1 VLSB
stegnography with modulus
distance
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Be ¼
XN

i¼1

Bi ð43:3Þ

The data hiding capacity ‘‘C’’ of VLSB Stegnography using Modular Distance
technique is:

C ¼ Be

Sizetotal

� 100 ð43:4Þ

43.3.2 Key Size

Modular Distance Technique is much secure method for the implementation of
VLSB Stegnography. This much immune to Steganalysis; because of it’s of built-
in encryption. The aim of Stegnography is to hide data in a cover file in non-
perceivable manner but if snoopers comes to know about the presence of secret,
the snoopers has to try ‘‘K’’ different combinations to extract the hidden data
exactly. The key size of MDT depends on the size of cover image and number of
types of distances. An image with rows ‘‘R’’ and columns ‘‘C’’ will have a total of
‘‘N’’ pixels in the image. Using MDT we can hide a number of bits ‘‘Bi’’ ranging
from 0 to 8 bits each pixel so there are 9 possible values for a single pixel and three
choices of distance type in MDT. So the total key size ‘‘K’’ of Modular Distance
Technique is:

K ¼ 3 � ðR � CÞ � C9
1 ð43:5Þ

K ¼ 3 � ðR � CÞ � 9 ð43:6Þ

K ¼ 27 � ðR � CÞ ð43:7Þ

K ¼ 27 � N ð43:8Þ

Where N: Size of cover image.
R: Number of rows of cover image
C: Number of columns of cover image
K: Number of possible keys (Key Size)
The reference point/pixel also contribute a lot to the key size as there are ‘‘N’’

number of pixels/point is cover image and any of the pixel can be used as a
reference. The reference point used on the sender side during data hiding process
should be kept secret without the knowledge of an exact reference the retrieval of
data/message is impossible. Now if the reference point is considered then the key
size will be:
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K ¼ 27 � N � N ð43:9Þ

K ¼ 27 � N2 ð43:10Þ

K ¼ 27 � ðR � CÞ2 ð43:11Þ

So there are a total ‘‘K’’ number of possible ways to hide data in a cover image.
Larger the value of ‘‘K’’ more difficult it would be for an unauthorized person to
extract data from the Stego-Image even if the snoopers came to know that some
data is hidden in the image he must have to try ‘‘K’’ various combinations to
retrieve data exactly.

43.3.3 SNR and PSNR

The aim of Stegnography is to hide information in a cover image in such a manner
that no one detects the presence of hidden data. For a best Stegnographic technique
the stego should be closely resemble to the cover image. The quality of the stego-
image is measured quantitatively by calculating signal to noise ratio (SNR) [21,
22] and peak signal to noise ratio (PSNR) [21, 22]. SNR for a Stego image in
Decibels is calculated as:

SNR ¼ �10Log
sumððCover � StegoÞ2

sumððCoverÞ2Þ

" #�1

ð43:12Þ

And PSNR for a stego image in Decibels is calculated as:

PSNR ¼ �10LogðMeanððCover � StegoÞ2ÞÞ ð43:13Þ

43.4 Implantation

The results presented in this paper is obtained by implementing the VLSB Steg-
nography using Modular Distance Technique (MDT) by selecting centre pixel of
cover image as reference pixel and calculating the distances of all the pixels are
calculated with respect to the reference point. Then mod 8 of the distance of each
pixel is taken. If the mod 8 of the distance is 0, 8 bits are used for data hiding in
that pixel if mod 8 are 1, 2, 3, 4, 5, 6 and 7, then 7, 6, 5, 4, 3, 2 and 1 bits are used
for data hiding respectively. The data hiding capacity, SNR and PSNR of the stego
image are calculated. Then the reference point was changed the same combination
was applied to calculate Capacity, SNR and PSNR. The results obtained using
different type of distances; bases of mod and reference point are given in detail in
experimental results section.
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43.5 Experimental Results

As I discussed in the earlier section that Modular Distance Technique can be
implemented using three different types of distance i.e. Euclidean distance, Chess
Board distance and City Block distance. In this section the results of Variable
Least Significant Bits Stegnography using MDT method with different bases of
mod function and with different reference point/pixel are presented one by one in
details.

43.5.1 Results of MDT Using Euclidean Distance

To scrutinize the effect of change in the reference point/pixel on the Hiding
Capacity, SNR and PSNR, experiments were performed. Using MDT base of the
Mod is kept constant and reference point is changed. The results are obtained for
Mod 8 and with reference point centre, (0, 0), (1, 10), (10, 1), (100, 50) and (500,
500) and the stego images obtained are shown in Fig. 43.2(a, b, c, d, e and f)
respectively. The hiding capacity, SNR and PSNR are listed in Table 43.1. It has
been observed from the experimental results that the parameters (Capacity, SNR
and PSNR) vary with changing reference points.

Now to evaluate the outcome of VLSB Stegnography Implemented with MDT
for changing the value of Base of Modulus of distance. To get Hiding Capacity,
SNR and PSNR, experiments were performed. Using MDT base of the reference
point is kept fixed i.e. (10, 1) and Base of the Modulus is altered. The results are
obtained for Base 16, 8, 4, 2 and 1 with a fixed reference point (10, 1) and the stego
images obtained are shown in Fig. 43.3(a, b, c, d and e) respectively. The hiding
capacity, SNR and PSNR are listed in Table 43.2. It has been observed from the
experimental outcome that the Hiding Capacity increases with deceasing Base of
Mod while SNR and PSNR decreases.

43.5.2 Units Results of MDT Using Chess Board Distance

To observe the effect of change in the reference point/pixel on the Hiding
Capacity, SNR and PSNR, experiments were performed. Using MDT base of the
Mod is kept constant and reference point is changed. The results are obtained for
Mod 8 and with reference point centre, (0, 0), (1, 10), (10, 1), (100, 50) and (500,
500) and the stego images obtained are shown in Fig. 43.4(a, b, c, d, e and f)
respectively. The hiding capacity, SNR and PSNR are listed in Table 43.3. It has
been observed that all the parameters vary with varying reference point.

Now to evaluate the effect of change in the value of Base of Modulus of distance
on the Hiding Capacity, SNR and PSNR, experiments were performed. Using MDT
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Stego Image Stego Image(a) (b)

Stego Image Stego Image(c) (d)

Stego Image Stego Image(e) (f)

Fig. 43.2 The resulted stego images from VLSB stegnography using MDT with Euclidean
distance for fixed base of modulus and varying reference point/pixel a Stego image with centre as
a reference point b Stego image with (0, 0) as a reference point c Stego image with (1, 10) as a
reference point d Stego image with (10, 1) as a reference point e Stego image with (100, 500) as a
reference point f Stego image with (500, 500) as a reference point

Table 43.1 Capacity, SNR and PSNR using Euclidean distance with varying reference points

Sr. No. Mod Reference Capacity SNR PSNR

1 8 Centre 12.5000 % 29.7496 5.6852
2 8 (0, 0) 12.5070 29.6667 5.6022
3 8 (1,10) 12.5168 29.4023 5.3378
4 8 (10, 1) 12.5168 29.4014 5.3369
5 8 (100, 50) 12.5169 29.3964 5.3319
6 8 (500, 500) 12.5200 29.5388 5.4744
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base of the reference point is kept fixed i.e. (10, 1) and Base of the Modulus is
changed. The results are obtained for Base 16, 8, 4 and 3 with a fixed reference
point (10,1) and the stego images obtained are shown in Fig. 43.5(a, b, c and d)

Stego Image Stego Image(a)

Stego Image Stego Image(c)

Stego Image(e) 

(d) 

(b) 

Fig. 43.3 The resulted stego images from VLSB Stegnography using MDT with Euclidean
distance for fixed reference point (10, 1) and varying bases of Mod a Stego image with Mod 16
b Stego image with Mod 8 c Stego image with Mod 4 d Stego image with Mod 2 e Stego image
with Mod 1

Table 43.2 Capacity, SNR and PSNR using Euclidean distance with varying base of mod

Sr. No. Mod Reference Capacity (%) SNR PSNR

1 16 (10, 1) 12.5081 29.5760 5.5115
2 8 (10, 1) 12.5168 12.5168 5.3369
3 4 (10, 1) 12.5350 29.0572 4.9927
4 2 (10, 1) 12.5734 28.4121 4.3476
5 1 (10, 1) 12.6537 27.3269 3.2624
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Stego Image Stego Image(a) (b)

Stego Image Stego Image(c) (d)

Stego Image Stego Image(e) (f)

Fig. 43.4 The resulted stego images from VLSB stegnography using MDT with Chess Board
distance for fixed base of modulus and varying reference point/pixel a Stego image with centre as
a reference point b Stego image with (0, 0) as a reference point c Stego image with (1, 10) as a
reference point d Stego image with (10, 1) as a reference point e Stego image with (100, 500) as a
reference point f Stego image with (500, 500) as a reference point

Table 43.3 Capacity, SNR and PSNR using Chess Board distance with varying reference points

Sr. No. Mod Reference Capacity (%) SNR PSNR

1 8 Centre 12.5 29.7496 5.6852
2 8 (0, 0) 23.4670 13.9030 -10.1615
3 8 (1, 10) 23.4122 13.9070 -10.1575
4 8 (10, 1) 23.4123 13.9064 -10.1580
5 8 (100, 50) 23.4252 13.8950 -10.1694
6 8 (500, 500) 23.4333 13.8959 -10.1686

520 S. Khan and M. H. Yousaf



respectively. It is observed experimentally that Mod 2 and Mod 1 create lots of
distortion with very large data hiding capacity. Due the no affordable distortion
Mod 2 and Mod 1 can’t used for Stegnographic purposes in this proposed using
Chess Board distance. The hiding capacity, SNR and PSNR are listed in Table 43.4.
It has been observed that all the parameters vary with varying the value of Base.

43.5.3 Equ Results of MDT Using City Block Distance

To observe the effect of change in the reference point/pixel on the Hiding
Capacity, SNR and PSNR, experiments were performed. Using MDT base of the
Mod is kept constant and reference point is changed. The results are obtained for
Mod 8 and with reference point centre, (0, 0), (1, 10), (10, 1), (100, 50) and (500,
500) and the stego images obtained are shown in Fig. 43.6(a, b, c, d, e and f)
respectively. The hiding capacity, SNR and PSNR are listed in Table 43.5. It has
been observed that all the parameters vary with varying reference point.

Now to evaluate the effect of change in the value of Base of Modulus of
distance on the Hiding Capacity, SNR and PSNR, experiments were performed.
Using MDT base of the reference point is kept fixed i.e. (10, 1) and Base of the
Modulus is changed. The results are obtained for Base 16, 8, 4, 2 and 1 with a fixed

Stego Image Stego Image(a)

(c) (d)Stego Image Stego Image

(b) 

Fig. 43.5 The resulted stego images from VLSB stegnography using MDT with Euclidean
distance for fixed reference point (10, 1) and varying bases of Mod a Stego image with Mod 16
b Stego image with Mod 8 c Stego image with Mod 4 d Stego image with Mod
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Table 43.4 Capacity, SNR and PSNR using Chess Board distance with varying base of mod

Sr. No. Mod Reference Capacity (%) SNR PSNR

1 16 (10, 1) 17.9561 16.7826 -7.2819
2 8 (10, 1) 23.4123 13.9064 -10.158
3 4 (10, 1) 34.3582 10.9521 -13.112
4 3 (10, 1) 41.6555 9.7148 -14.349

Stego Image Stego Image(a) (b)

Stego Image Stego Image(c) (d)

Stego Image Stego Image
(e) (f)

Fig. 43.6 The resulted stego images from VLSB stegnography using MDT with City Block
distance for fixed base of modulus and varying reference point/pixel a Stego image with Centre as
a reference point b Stego image with (0, 0) as a reference point c Stego image with (1, 10) as a
reference point d Stego image with (10, 1) as a reference point e Stego image with (100, 500) as a
reference point f Stego image with (500, 500) as a reference point
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reference point (10, 1) and the stego images obtained are shown in Fig. 43.7(a, b, c
and d) respectively. It is observed experimentally that Mod 1 creates lots of
distortion with very large data hiding capacity. Due the no affordable distortion
Mod 1 can’t be used for Stegnographic purposes in this proposed using City Block

Table 43.5 Capacity, SNR and PSNR using City Block distance with varying reference points

Sr. No. Mod Reference Capacity (%) SNR PSNR

1 8 Centre 23.4375 13.9057 -10.1588
2 8 (0, 0) 23.4375 13.9052 -10.1593
3 8 (1, 10) 23.4375 13.9020 -10.1625
4 8 (10, 1) 23.4375 13.9019 -10.1626
5 8 (100, 50) 23.4375 13.9026 -10.1619
6 8 (500, 500) 23.4374 13.9046 -10.1599

Table 43.6 Capacity, SNR and PSNR using City Block distance with varying base of mod

Sr. No. Mod Reference Capacity (%) SNR PSNR

1 16 (10, 1) 17.9688 16.8023 -7.2622
2 8 (10, 1) 23.4375 13.9019 -10.1626
3 4 (10, 1) 34.3750 10.9495 -13.1150
4 2 (10, 1) 56.2500 7.9680 -16.0965

Stego Image Stego Image
(a)

Stego Image Stego Image(c)

(b) 

(d) 

Fig. 43.7 The resulted stego images from VLSB stegnography using MDT with City Block
distance for fixed reference point (10, 1) and varying bases of Mod a Stego image with Mod 16
b Stego image with Mod 8 c Stego image with Mod 4 d Stego image with Mod 2
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distance. The hiding capacity, SNR and PSNR are listed in Table 43.4. It has been
observed that all the parameters vary with varying the value of Base.

Now on comparison of all the stego images with original cover image and Stego
image of 4LSB Stegnography shown in Fig. 43.8 (a and b), it can be seen that all the
stego images obtained by VLSB Stegnography using Modular Distance Technique
closely resemble the cover image and the quality of the stego images is much better
than that of 4LSB Stenography’s Stego image. But at the same time it can also be seen
that for some specific values of reference point and base of Mod, the stego images are
much distorted even with low data hiding capacity as shown in Figs. 43.5d and 43.6
(e and f). The SNR and Capacity vary with the input parameters. The appropriate
selection of Reference Pixel and Base for Mod is the key to fine results.

43.6 Conclusion

After In this paper I have proposed an efficient technique to implement VLSB
Stegnography. The proposed scheme has a large key size and Signal to Noise ratio.
The stego image quality is very high, closely resembles to the cover image, so that
hidden information are invisible. Due to good enough SNR and large Key size the
MDT is providing twofold security. The hiding capacity and SNR varies with both
base of Mod and location of reference point/pixel. The selection of appropriate
values of both of these parameters is very important and plays a vital role in the
whole Stegnographic process.
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Chapter 44
A Graphic User Interface for H-Infinity
Static Output Feedback Controller Design

J. Gadewadikar, K. Horvat and O. Kuljaca

Abstract In this work a MATLAB/SIMULINK based graphic user interface
Design Scheme is described. H-Infinity Static Output Feedback controllers are
very easy to implement once designed. The original design process to find the
controller is a mathematically rigorous process; in this work we suggest a simpler
process using a graphic user interface with a few simplifications introduced.

44.1 Introduction

The use of output feedback allows flexibility and simplicity of implementation.
Moreover, in practical applications, full state measurements are not usually
possible. The restricted-measurement static output-feedback (OPFB) problem is of
extreme importance in practical controller design applications including flight
control [1], manufacturing [2], and elsewhere where it is desired that the controller
have certain pre-specified desirable structure, e.g., unity gain outer tracking loop
and feedback only from certain available sensors. A survey of OPFB design results
is presented [3]. Finally, though many theoretical conditions have been offered for
the existence of OPFB, there are few good solution algorithms. Most existing
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algorithms require the determination of an initial stabilizing gain, which can be
extremely difficult.

It is well known that the OPFB optimal control solution can be prescribed in
terms of three coupled matrix equations [4], namely two associated Riccati
equations and a spectral radius coupling equation. A sequential numerical algo-
rithm to solve these equations is presented [5]. However several problems are still
open, most of the solution algorithms are hard to implement, are difficult to solve
for higher order systems, may impose numerical problems and may have restricted
solution procedures such as the initial stabilizing gain requirements. In this paper a
MATLAB and simulink based graphic user interface is described to help users
design an H-Infinity Static Output Feedback Controller using the tools presented in
[6]. This paper documents a recent invited presentation at Mathwork’s Robust
Control System Group. The theme of this work is how to present an easy to use
graphic user interface to let the control system designer use mathematically rig-
orous methods like H-Infinity. The paper is organized as follows, in Sect. 44.2 a
brief introduction of the design task is given along with necessary and sufficient
conditions of H-Infinity Static Output Feedback; Sect. 44.3 describes the GUI
Interface design process steps. Section 44.4 explains the realization of the graphic
user interface; Sect. 44.5 demonstrated GUI with a model, and finally a conclusion
is given.

44.2 Design Task

The design task is to create a Simple prototype for a GUI-Based tool to help
customers design multivariable H-Infinity Static Output Feedback controllers in a
Simulink Environment. One of the goals of this exercise is that the graphic user
interface must demonstrate user work flow. The overall objective is to create a tool
to let users take advantage of H-Infinity Static Output Feedback Control Meth-
odology; final requirement is to demonstrate the process through a simple problem.

44.2.1 System Definition and Design Objectives

A brief description of the Necessary and sufficient conditions is given in the next
section which is followed by an explanation of how these can be converted into
relevant design objective, constraints and additional requirements for a graphic
user interface.
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44.2.1.1 Necessary and Sufficient Conditions: H-Infinity Static
Output Feedback

Consider the linear Consider the linear time-invariant system of Fig. 44.1 with
control input u(t) output y(t), and disturbance d(t) given by

_x ¼ Axþ Buþ Dd; y ¼ Cx; ð44:1Þ

and a performance output z(t) that satisfies kz(t)k2 = xTQx ? uTRu, y = Cx, for
some positive matrices for some positive matrices Q C 0 and R [ 0. It is assumed
that C has full row rank, a standard assumption to avoid redundant measurements.

By definition the pair (A, B) is said to be stabilizable if there exists a real matrix
K such that A� BK is (asymptotically) stable. The pair (A, C) is said to be
detectable if there exists a real matrix such that A� LC is stable. System (44.1) is
said to be output feedback stabilizable if there exists a real matrix K such that
A� BKC is stable. The System L2 gain is said to be bounded or attenuated by c if

R1
0 zðtÞk k2dt
R1

0 dðtÞk k2dt
¼
R1

0 ðxTQxþ uT RuÞdtR1
0 ðdT dÞdt

� c2 ð44:2Þ

(a) Bounded L2 Gain Design Problem

Defining a constant output-feedback control as

u ¼ �Ky ¼ �KCx ð44:3Þ

It is desired to find a constant output-feedback gain K such that system is stable
and the L2 gain is bounded by a prescribed value c.

Theorem 1 Necessary and Sufficient Conditions for H-Infinity Static Output
Feedback Control

Assume that Q C 0 and (A,
ffiffiffiffi
Q
p

) is detectable. Then system defined by
Eq. (44.1) is output-feedback stabilizable with L2 gain bounded by c, if and only if

i. (A, B) is stabilizable and (A, C) is detectable;
ii. There exist matrices K* and L such that

K � C ¼ R�1ðBT Pþ LÞ ð44:4Þ

Fig. 44.1 System
description
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where P [ 0, PT = P, is a solution of

PAþ ATPþ Qþ 1
c2

PDDT P� PBR�1BT Pþ LT R�1L ¼ 0 ð44:5Þ

44.2.1.2 Gui Design Objective, Constraints and Additional Requirements

Objective of the graphic user interface is to present user a simple and more
intuitive schematic to find the H-Infinity Static Output Feedback gain for a system
modeled in simulink as shown in Fig. 44.2 such that output feedback controller is
found using an iterative design algorithm inbuilt in the GUI. Here the objective is
to Design Controller to reduce the disturbance effect with a constraint to use static
gains only.

Additional Requirements in this exercise is to have a Relative control over how
much Control Input to be used, how much Outputs to be made faster, and how
much Disturbance to be rejected. Here the controller gain matrix K as described in
Eq. 44.3 can be found using an algorithm which solves Eqs. 44.4 and 44.5
simultaneously. Further the solution depends on matrices Q and R, and the system
L2 gain. In this GUI design exercise matrices Q, and R will be assumed as identity
matrices initially and the user can change these matrices using an interface.
Increasing the weights of elements in the design matrix Q will make the states
faster, and increasing the weights in the design matrix R will make the states
slower with less control input being used. Parameter c can be assumed as dis-
turbance gain, lower it is lower is the effect of the disturbance on the outputs.

44.3 Graphic User Interface Design

This section describes the GUI Interface design process steps. Sections 44.3.1 and
44.3.2 describes the steps users must make, Sect. 44.3.3 describes GUI outputs and
Sect. 44.3.4 described user controller selection and further testing.

Fig. 44.2 System description
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44.3.1 User Workflow

In this section a user work flow is defined. The first step is to specify closed-loop I/
Os in the model. Here it is assumed that a simulink model as shown in Fig. 44.2 is
already available for the plant including a controller, and system block. In this step
specific inputs and outputs are indicated using standard simulink procedure. An
arrow pointing on a small circle downwards on a signal is representation of an
input signal, and an arrow pointing upwards is a representation of the output as
shown in Fig. 44.4. The next step is to specify the blocks or subsystems repre-
senting the controller. This stage is important as the model need to know the
controller block. Later in this paper explained is the procedure how the GUI
automatically replaces this controller after finding the H-Infinity controller using
the user inputs. The next step is to specify the performance and stability goals for
the inputs and outputs. This is to decide in weighing of the Q, and R matrices and
the disturbance rejection gain c. The last stage is to design the controller and
observe the response of the controller and replace the controller block identified
earlier with the identified one. All of the steps defines the user workflow process.

44.3.2 User Inputs

As described earlier the user has to provide the Q matrix, R matrix and the
disturbance rejection gain c. In the graphic user interface the Q and R matrices are
initially selected as the identity matrices and a scaling parameter multiplying the
respective matrices is used and given to user to design the static output feedback
gain. Disturbance rejection gain c can also be changed by the user. In order to
make it more intuitive for the user the Q multiplication factor is called as system
response slider; R multiplication factor is called as control input slider, and the c as
the disturbance gain slider. User can change these slider values using the mouse,
lower system the response slider is slower is the system response. Lower control
input slider means higher control efforts, better disturbance rejection and faster
system response. For the Disturbance Gain Slider lower the value better is the
disturbance rejection.

44.3.3 GUI Outputs

This section defined the GUI outputs, namely four outputs will be used. Three
outputs will be the direct representation of the input sliders, these will be system
response representative value, control input representative value, and disturbance
gain representative value. This way user can see the values he/she is varying and
can adjust the controller accordingly. There will be one more output in the
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graphical form which will plot all the system outputs for the inputs and the
disturbance values. For example of the system has two disturbance signals, two
noise signals, two command inputs and two outputs. The graphical response will
include the effect of all the inputs individually to all the outputs and there will be a
twelve figure window for the user to effectively see the response at individual
channel. User can look at these outputs and change the controller till he/she get the
one best suitable for his/her needs.

44.3.4 User Controller Selection and Further Testing

For user controller selection and further testing there is a user controller selection
pushbutton ‘‘Replace controller’’ to return satisfactory multivariable controller to
the Simulink. User than can use Simulink Interface to see the response of the
controller, user can also vary disturbance values and come back to GUI to design
new controller for the changed disturbance values.

44.4 GUI Realization

As shown in the Fig. 44.3, clicking on the GUI button ‘‘Click to run GUI’’, opens
the Simulink Model, gets current linearization I/O points and linearizes the model
while removing the contribution of the controller. The next step automated step is
to obtain System Response, Actuator Output, and Disturbance Rejection Guide-
lines from user. Once the guidelines are obtained the GUI calculates H-Infinity
Static Output Feedback Gain. After calculating the gain GUI combines the system
with the controller, provide visual feedback to the user in terms of responses and
finally, let user apply design to Simulink block diagram. Next section describes
various functions and callbacks used to realize the GUI.

44.4.1 Functions and Callbacks

Various functions and callbacks are used towards realization of this graphic user
interface. GUI opening function will open whenever ‘‘Click to run GUI’’ button in
the simulink will be clicked, the GUI Opening Fun is to set the default controller
and plot the output for the default controller. At this stage GUI interface will open
where user can change various slider values. As explained earlier there will be
three sliders, namely System Response, Control Input, and Disturbance Gain.
Whenever the slider values are changes a function called linear_sim will be called.
The linear_sim will act as an interface between the GUI and the simulink, it first
will retrieve the plant removing the existing controller. To calculate the control

532 J. Gadewadikar et al.



gain only the plant model data is needed (namely matrices A, B, C, and D). The
linear_sim than will retrieve all the current slider values and define Q, R, and c
values from the slider. Function linear_sim than will call the H-Inf Static Output
Feedback algorithm and will return the controller to linear_sim, at the final stage
the outputs using the returned controlled will be shown in the GUI output window.
Once the user is satisfied with the design push button in the GUI window ‘‘Replace
Controller’’ will replace the controller in simulink and plot the simulink outputs in
GUI. Next section describes the H-Infinity Iterative algorithm used by the sub-
routine H-Inf SOFB algorithm.

44.4.1.1 H-Infinity Static Output Feedback Algorithm

1. Initialize: Fix c C c*. Set n = 0, L0 = 0. Solve a standard (e.g., LQR) Riccati
equation for given Q and R and obtain a stabilizing SVFB gain as initial gain
Ks(0). Define closed-loop matrix ~A0 ¼ A� BKsð0Þ:

2. nth iteration: Solve ARE for P

Pnð~AnÞ þ ð~AnÞT Pn þ Qþ KT
sðnÞRKsðnÞ þ

1
c2

PnDDT Pn ¼ 0; ð44:6Þ

update K, project onto nullspace perpendicular of C

Ksðnþ1Þ ¼ RKsðnÞ � BT Pn; ð44:7Þ

update L

Lnþ1 ¼ RKsðnÞ � BT Pn; ð44:8Þ

Fig. 44.3 Quanser 2 degrees
of freedom system
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update closed-loop system matrix

~Anþ1 ¼ A� BKsðnþ1Þ; ð44:9Þ

3. Check convergence. If converged, go to step 4 otherwise set n = n ? 1 go to
step 2.

4. End. Set OPFB gain K = KsV1(S0)-1UT.

44.4.2 MATLAB/SIMULINK Inbuilt Functions Used

Various MATLAB/SIMULINK functions used in this exercise are briefly descri-
bed, for details please refer to the Mathworks documentation for various tool
boxes [7] for more details. The function ‘‘getlinio’’ is to get linearization I/O
settings for Simulink model, ‘‘linlft’’ is to receive the plant without controller from
Simulink, ‘‘lft’’ is used to combine the plant with the multivariable controller,
‘‘assignin’’ to define the controller parameters in workspace, ‘‘get_param’’ to
receive Simulink step input values, and ‘‘set_param’’ to set Simulink parameters.

44.5 GUI Demonstrations

This section briefly demonstrates the design using an example model, a model
available in the laboratory is used to show the simulations. In this exercise we have
used a quanser two degree of freedom helicopter model, but the user can use any
other plant using the schematic presented in the paper.

In this helicopter model there are two DC motors actuating two propellers
affecting pitch and yaw angles, this system is a good candidate for showing
H-Infinity Static Output Feedback approach using a graphic user interface.

Fig. 44.4 Simulink system setup
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In Fig. 44.4 one can observe the disturbance in outs getting on the control input
channel, there are two set command inputs, pitchref and yawref for pitch and yaw
respectively, there is some noise in the output channel defined by n1 and n2
blocks. ‘‘Click to run GUI’’ will open the default GUI and one can change the
slider values and can see the system outputs as shown in Fig. 44.5.

44.6 Conclusion

In this paper a MATLAB/SIMULINK based graphic user interface design
procedure is explained. The GUI can be easily modified to change the plant and
controller values. The procedure allows user to directly change the design
parameters and see the effect without going into mathematical details.

Acknowledgments The first author would like to acknowledge support of department of
Homeland Security’s Scientific Leadership Award 2009-ST-062-000024.

Fig. 44.5 Graphic user interface
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Chapter 45
Active Contour Texture Segmentation
in Modulus Wavelet Feature Spaces

Ashoka Jayawardena and Paul Kwan

Abstract In this paper we discuss a model that is able to segment textures using
active contours. Our technique is based on active contour techniques using curve
evolution. We build our model on properties of human vision, in that we segment the
textures in a certain feature space. We will show the advantages of using modulus
feature spaces. Wavelet coefficients are shown to exhibit local features both in space
and frequency domains. We will implement our model in modulus wavelet subbands.

45.1 Introduction

The idea behind the active contour image segmentation is that a contour evolves
subject to constraints imposed by the image such as image gradient. The active
contour image segmentation algorithms can be implemented using classical snakes
[1, 2] or level sets. In both these implementations active contours are energy
minimizing curves and hence are formulated as energy minimization problems.

The curve evolution models are particular interest to us. When the curve (or the
front) evolves in the normal direction of the curve we arrive at the following
evolution scheme [3]:

o/
ot
þ Fjr/j ¼ 0 ð45:1Þ
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The speed F is normally modelled by mean curvature thus resulting in mean
curvature motion. The mean curvature evolution equation is given by [3, 4]

o/
ot
þ jr/jdiv

r/
jr/j

� �
¼ 0 ð45:2Þ

The mean curvature motion has been extensively used to model geometric flow. In
the level sets implementation the evolving curve is normally embedded in the zeroth
level set. They have shown to be able to undergo automatic topologic changes.

Active contour segmentation algorithms have been developed where object
mean can be used to discreminate textures [4]. However mean fails to discreminate
many textures in the presence og high variances. Julesz [5] has proposed a sta-
tistical description of texture that is consistent with human visual perception which
is now recognized as the Julesz conjecture.

A texture is defined as a homogeneous random field (RF) uðx; yÞ on a finite
lattice ðx; yÞ 2 L � Z

2. The Julesz conjecture quoted in [6] states that: there exists
a set of functions fkðuÞ such that samples drawn from any two RFs that are equal in
expectation over this set are visually indistinguishable under some fixed com-
parison conditions. Mathematically,

EðfkðuÞÞ ¼EðfkðvÞÞ;
8k)samples of u and v are perceptually equivalent.

ð45:3Þ

Thus as long as we find the right feature functions f we can use the expectation
as the discrimanatory variable. However, we use feature functions which are
evaluated at each pixel location to enable active contour segmentation.

45.2 Energy Minimization Model

Lets define u : DI ! R be the image which we want segment into two partitions.
Lets define the feature function f : DI ! RN , where N is the number of feature
dimentions, be the feature space where the feature function is evaluated at each
image location, i.e. pixels.

We use the following external energy model:

E1ðC; c1Þ þ E2ðC; c2Þ ¼
Z

insideðCÞ

ðfðx; yÞ � c1ÞT Dðfðx; yÞ � c1Þdxdy

þ
Z

outsideðCÞ

ðfðx; yÞ � c2ÞTDðfðx; yÞ � c2Þdxdy
ð45:4Þ

where c1 and c2 are constants and D is a diagonal matrix with positive values.
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It can be seen that when c1 is the mean of the feature space f inside the contour
C and c2 is the mean of the feature space f outside the contour C, EðC; c1; c2Þ ¼
E1ðC; c1Þ þ E2ðC; c2Þ achieves its minimum for the given contour C. To see this
we calculate the partial derivatives of EðC; c1; c2Þ with respect to c1 and c2.

oðEðC; c1; c2ÞÞ
oc1

¼ �2D

Z

insideðCÞ

ðfðx; yÞ � c1Þdxdy

oðEðC; c1; c2ÞÞ
oc2

¼ �2D

Z

outsideðCÞ

ðfðx; yÞ � c1Þdxdy

When c1 and c2 are the mean of inside and outside regions of the contour C, the
above two partial derivatives vanish. If we further assume that for each feature
dimension the feature value of a texture object is approximately constant, it is clear
that when C is the contour seperating the objects EðC; c1; c2Þ achieves its global
minimum. We have the following result.

Theorem 1 Let u : DI ! R be an image function and f : DI ! R be a feature
function of the image. Let the feature image f consists of two homogeneous random
fields R1 and R2. Let D1;D2 be a disjoint partition of DI resulted from the two
random fields such that D1 [ D2 ¼ D. Let R1 has l1 mean and R2 has l2 mean.
Then if l1 6¼ l2,

EðC; c1; c2Þ ¼
Z

insideðCÞ

ðf ðx; yÞ � c1Þ2dxdy

þ
Z

outsideðCÞ

ðf ðx; yÞ � c2Þ2dxdy

achieves its infimum at the object boundary.

Proof Let the DI is arbitrarily partitioned into DA [ DB such that DA and DB are
disjoint. Let RA and RB are the random fields corresponding of DA and DB. Let R1

and R2 has variences r1 and r2 and density functions p1ðl1; r1Þ and p2ðl2; r2Þ
respectively. Since R1 and R2 are homogeneous random fields, it is clear that the
densities of RA and RB are given by

pAðlA; rAÞ ¼ kAp1ðl1; r1Þ þ ð1� kAÞp2ðl2; r2Þ

and

pBðlB; rBÞ ¼ kBp1ðl1; r1Þ þ ð1� kBÞp2ðl2; r2Þ

respectively where kA and kB are given by
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kA ¼
R

DA\D1
dxdy

R
DA

dxdy

and

kB ¼
R

DB\D1
dxdy

R
DB

dxdy
:

Now it can be shown that

lA ¼kAl1 þ ð1� kAÞl2

lB ¼kBl1 þ ð1� kBÞl2

rA ¼kAr1 þ ð1� kAÞr2 þ kAð1� kAÞðl1 � l2Þ
2

rB ¼kBr1 þ ð1� kBÞr2 þ kBð1� kBÞðl1 � l2Þ
2:

Now the error E is given by

E ¼rA

Z

DA

dxdyþ rB

Z

DB

dxdy

¼r1

Z

DA\D1

dxdyþ r2

Z

DA\D2

dxdy

þ
R

DA\D1
dxdy

R
DA\D2

dxdy
R

DA\D1
dxdyþ

R
DA\D2

dxdy
ðl1 � l2Þ

2

þ r1

Z

DB\D1

dxdyþ r2

Z

DB\D2

dxdy

þ
R

DB\D1
dxdy

R
DB\D2

dxdy
R

DB\D1
dxdyþ

R
DB\D2

dxdy
ðl1 � l2Þ2

¼r1

Z

D1

dxdyþ r2

Z

D2

dxdy

þ
R

DA\D1
dxdy

R
DA\D2

dxdy
R

DA\D1
dxdyþ

R
DA\D2

dxdy
ðl1 � l2Þ

2

þ
R

DB\D1
dxdy

R
DB\D2

dxdy
R

DB\D1
dxdyþ

R
DB\D2

dxdy
ðl1 � l2Þ2

Thus it is clear that the error of any other partition is larger than the error of object
partition r1

R
D1

dxdyþ r2
R

D2
dxdy. �

Let the step function H and the dirac impulse function d are given by
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HðtÞ ¼ 1 if t� 0
0 if t\0

�

and

dðtÞ ¼ d

dt
ðHðtÞÞ respectively.

Then we can write the external energy Eq. 45.4 as follows:

EðC; c1; c2Þ ¼Z

DI

ðfðx; yÞ � c1ÞT Dðfðx; yÞ � c1ÞHð/ðx; yÞÞdxdyþ

Z

DI

ðfðx; yÞ � c2ÞT Dðfðx; yÞ � c2Þð1� Hð/ðx; yÞÞÞdxdy

ð45:6Þ

In order to perform the gradient decent of the energy equation, we can
decompose the evolution equation of /tðx; yÞ as:

o/
ot
¼ o/

ot external
þ o/

ot internal

Now external energy component of the evolution equation is given by

o/
ot external

¼def dðEðCÞÞ
d/

¼dð/Þ �ðfðx; yÞ � c1ÞT Dðfðx; yÞ � c1Þ
�

þ ðfðx; yÞ � c2ÞT Dðfðx; yÞ � c2Þ
�

It is clear from the above equation that if the image domain consists only a
single texture object then external energy contribution to the evolution equation is
zero. Therefore, only locally discriminative features contribute to the evolution
equation.

Using similar steps as in [4] we arrive at the following level set formulation of
the curve evolution:

o/
ot
¼d�ð/Þ ldiv

r/
jr/j

� �
� v

�

� k1ðfðx; yÞ � c1ÞT Dðfðx; yÞ � c1Þ
þk2ðfðx; yÞ � c2ÞT Dðfðx; yÞ � c2Þ

�
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45.3 Modulus Wavelet Feature Space

Since
R

wðx; yÞdxdy ¼ 0, the EðwÞ, i.e. the expectation of a wavelet coefficient, is
zero. However variance of the wavelet coefficients depends on the texture. Since
coefficient mean is the discriminating criteria of our active contour segmentation
model, we need to transform the wavelet coefficients to a certain feature space
where variance energy is transferred into mean. The modulus feature space does
exactly that. To quantify, to what extent variance energy gets transferred into the
mean, lets assume that wavelet coefficients are zero mean gaussian process with
variance r. It can be shown that [7]

EðjxjÞ ¼ r

ffiffiffi
2
p

r

Eðjxj2Þ ¼ r2

Therefore,

Eððjxj � EðjxjÞÞ2Þ ¼ Eðjxj2Þ � ðEðjxjÞÞ2

¼ r
p� 2

p

� �

Thus the variance is reduced and transferred into mean.

45.3.1 Wavelet Subband Pre-Processing

Since our classification algorithm is based on the deviation from mean, each
subband may respond to a particular object differently, i.e. may respond with a
higher object mean than the global mean or lower object mean than the global
mean. When using more than one feature space, the expectation of feature values
for each texture objects is critical since even though each feature space may
discriminate the texture objects when combined they may cancel out discrimina-
tory features in terms of expectation and variance of feature values. This is indeed
the case for horizontal and vertical modulus wavelet subbands since those sub-
bands are orthogonal. When this occurs we need transform some subbands into
negative images to have the same classification response for the same object. We
apply the following transform:

�absðf ðx; yÞÞ þ k ð45:7Þ

where absð:Þ is the absolute value function and k is some constant. This pre-
processing step improves the feature space correlation resulting in improved
homogeneity of the feature space for a particular object.
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45.4 Results and Discussion

The active contour algorithm of Chan and Vese [4] fails to segment the texture
images in wavelet domain since the mean of the wavelet coefficients zero.

We have only used horizontal and vertical subbands of the wavelet transform.
The diagonal subband has been omitted since it contains mixture of both hori-
zontal and vertical directional features. The low pass subband has been omitted
since our choice of texture images has the same mean for both texture objects.

We have used maxðx;yÞðabsðf ðx; yÞÞÞ for the value of k in 7. Separable wavelet
subbands are capable of extracting horizontal and vertical features of the image.
When texture objects can be discriminated using horizontal and vertical features
individual subbands are sufficient for active contour segmentation as illustrated in

Fig. 45.1 a is the horizontal wavelet subband of the original texture image. b is the segmented
image of the image (a). c is the vertical wavelet subband of the original texture image. d is the
segmented image of the image (c)
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Fig. 45.1. The Fig. 45.2 illustrates the active contour segmentation with both
horizontal and vertical subbands.
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Chapter 46
A Framework for Verification of Fuzzy
Rule Bases Representing Clinical
Guidelines

M. Esposito and D. Maisto

Abstract The increase of expert knowledge is characterizing medical domain and
determining a constantly growing and interacting number of relevant standardized
specifications for care known as clinical guidelines. However, most clinical
guidelines, especially when expressed in the form of condition-action recom-
mendations, embody different kinds of structural errors that compromise their
effectiveness. With this respect, this paper presents a framework to represent
condition-action clinical recommendations as ‘‘IF-THEN’’ fuzzy rules and to
verify the presence of some structural anomalies. In particular, we propose a
method to detect redundancy, inconsistency and contradictoriness—a structural
anomaly introduced in this paper for the first time—in a very simple and under-
standable way by using the concept of similarity between antecedents and
consequents. Formalization in fuzzy degrees for these anomalies can be straightly
interpretable as measurements suggesting how to suitably modify the clinical rules
to eliminate or mitigate undesired effects. The framework has been assessed on a
relevant sample set identified from the clinical literature with profitable results.
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46.1 Introduction

The increase of expert knowledge is characterizing medical domain determining,
as a consequence, an increase of the specialization phenomenon. Specialization, in
its turn, produces a constantly growing number of clinical guidelines.

Clinical guidelines are standardized specifications for care, developed by a
formal process incorporating the best scientific evidence of effectiveness with
experts’ opinions [9]. Their aim is promoting more consistent, effective, and
efficient medical practices and improving healthcare [22].

These forms of specialized knowledge can be provided by clinical Decision
Support Systems (DSSs), i.e., computer applications designed to support clinical
decision making [19].

In general, DSSs built from clinical practice guidelines need a suitable repre-
sentation—ontologies or condition-action rule bases—able to encode the medical
knowledge into a logical formalism that can be effectively used by a reasoning
engine to plan healthcare activities.

In particular, condition-action clinical rules, represented as ‘‘IF-THEN’’ rules,
can encode elementary care recommendations, by specifying one or at most a few
conditions linked to specific actions [18], permitting to cover most diagnostic and
therapeutic guidelines.

Up to now, several decision support implementations have been widely studied
[1, 11], by focusing on condition-action clinical recommendations. However,
actually, one prerequisite for their broad acceptance and efficient application to
medical settings is the guarantee of a high level of quality and reliability [5].
Moreover, as shown in numerous studies, most condition-action clinical recom-
mendations embody different kinds of structural anomalies that compromise their
practical value, such as inconsistency, i.e., some contradictory conclusions can
be derived from two or more condition-action clinical rules, and redundancy,
i.e., a useless and ineffective repetition of semantic information by two or more
condition-action clinical rules [5, 18].

Anomalies can be thought as characteristics of the clinical guideline knowl-
edge, independently of the knowledge coding formalism. However, each decision
support implementation encodes clinical rules in a specific representation for-
malism, with its own syntax and semantics.

Further, verification and validation for correcting such anomalies are never
definitive since guidelines are often subject both to evolution and changes.

Some studies, indeed, have shown that guideline medical knowledge generally
becomes outdated in few years [17]. Therefore, a released guideline needs to
undergo periodic reviews and revisions in order to maintain its connection with
evidence-based practice [15]. Moreover, it is confirmed that a revision of generic
setting-independent clinical guidelines, with the aim of adapting them to local
clinical contexts, improves care providers’ adherence to them [14]. The above
should make clear that medical knowledge encoded in guidelines is never totally
defined and bounded, also because clinical practice changes over time.
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Furthermore, clinical guidelines do not need every clinical parameter is con-
sidered: just some parameters are useful to characterize a certain diagnosis or
treatment. In some situations, it is interesting to compare two different guidelines
with the intention of merging them, for example. This entails the necessity to
assess the existence of structural anomalies between rules either having just some
condition variables in common, or that do not share any condition variables,
although concurrently working on the same action variable.

For this reason, a DSS modeling clinical guidelines should have, among its
main characteristics, the ability of managing incomplete information, e.g., some
missing variable value.

Starting from such considerations, this paper presents a framework for verifying
the reliability of condition-action clinical recommendations encoded in the form of
fuzzy rules, with the final aim of determining inconsistency and redundancy
anomalies in a simple and understandable fashion.

Similarly, this paper introduces a novel anomaly, denoted as contradictoriness,
which shows a potential inconsistency stemming from the incompleteness of the
adopted rule base.

The proposed framework establishes a representation of clinical guidelines in a
fuzzy-rule base and defines the measures for the aforementioned anomalies in
terms of similarity between antecedents and consequents.

A key issue relies on the formalization of fuzzy degrees for these anomalies that
can be simply interpreted by final users as measurements suggesting the modifi-
cations to be applied to the clinical rules in order to eliminate or mitigate the
existing undesired effects. The method has been profitably assessed on a sample set
of clinical rules identified from the relevant clinical literature.

The remainder of the paper is structured as follows. In Sect. 46.2, both the
motivations for adopting the fuzzy logic formalism to encode clinical rules and an
overview of existing methods for verifying fuzzy rules are reported. In Sect. 46.3,
the proposed method for verifying clinical rules encoded by exploiting the fuzzy
logic formalism is presented. A clinical scenario for validating the framework is
described in Sect. 46.4. A brief discussion concludes the paper in Sect. 46.5.

46.2 Related Work

In the last few years, the Computer Science community has supported the tran-
sition to evidence-based medicine by creating the technologies necessary to make
clinical knowledge more accessible, manageable and updatable [3].

In more detail, from an information management perspective, a condition-
action clinical rule must be encoded into a decision support implementation. With
this respect, the most critical activity is the selection of a mediating representation
in a computable format [18].

Three specific issues affecting this activity are: (1) the inherent vagueness of the
natural language of the clinical rules; (2) the need of managing incomplete
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knowledge and successive guideline revisions to maintain its own evidence-based
integrity; (3) the uncertainty arising because patients with highly similar clinical
characteristics might receive very different recommendations from the guideline
[7].

Additionally, measured and collected data lying on borderline cannot be strictly
or clearly defined [7]. On the other hand, a physician may make mistakes or may
misinterpret the indications of a guideline because the boundary between normal
and abnormal status is not clearly set, or fail to carry out a complete test for
diagnosis [21].

In this work, Fuzzy Logic has been identified as the most suitable approach to
describe vagueness and imprecision, since it enables to explicitly represent natural
vagueness rather than abolishing it, by means of a precise mathematical language.
The most notable advantage in the adoption of fuzzy logic for encoding condition-
action clinical rules is that they can be written in a form similar to natural language
and provide recommendations consistent with the human thinking. A consequence
of this transparency is that fuzzy rules are easy to develop and understand.

Representing condition-action clinical recommendations in the form of fuzzy
rules implies the adoption of verification methods specifically devised and
developed to work on fuzzy DSSs. Until now, different approaches have been
adopted to study the problem of verifying a fuzzy rule base. They can be divided
into global and local approaches.

Global (or dynamic) methods rely on the idea that any anomaly can be detected
by involving the rule evaluation in the analysis [23, 24]. If an anomaly occurs
within a fuzzy rule base, then this imposes the existence of some constraint on the
results of the inference. Thus, the inference process is tightly involved in the
verification.

Local (or static) methods try to detect anomalies in a fuzzy rule base by using
similarity, affinity or matching measures [2, 10]. These methods examine subsets
(e.g., a couple) of rules within the rule base and assess the degree of overlapping
between the fuzzy sets associated to the propositions forming either conditions or
conclusions.

The conceptual differences between the two verification approaches have as
consequence the achievement of different results [20]. This is the major outcome
we need to deal with if we compare local and global approaches to the verification.
In general, the choice to use a specific approach depends on the particular
application case analyzed [20].

For what concerns verification of condition-action clinical rules, global
approaches do not result the most appropriate since the encoding of condition-
action recommendations into fuzzy logic does not generate rule chaining. Rule
chaining expresses the dependencies among rules, namely it expresses, more
specifically, dependencies among the actions of a rule and the conditions of other
rules. Condition-action clinical rules essentially involve 1-level fuzzy rules
without chaining, since the action inferred by a rule is just a suggestion to report to
clinicians and it cannot generate any feedback for activating other clinical rules.
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As a result, local approaches result the most suitable to verify clinical condi-
tion-action rules. However, it seems approaches proposed in literature can hardly
lead to a practical verification of fuzzy rule bases due to the lack of generality and
the poor understandability of the suggested methods.

Further, to the best authors’ knowledge, other verification methods need to
work on rules involving the same variables. Practically, these methods do not
envisage the possibility that in some rule there can be certain variables not
expressed.

In such a direction, the proposed framework essentially performs a local ver-
ification based on a general definition of the inconsistency, redundancy and con-
tradictoriness concepts for fuzzy clinical rules in terms of similarity between
antecedents and consequents. A gradual hint is integrated in these definitions, in
accordance with the imprecise character of fuzzy DSSs. The strength of this
method relies on the formalization of fuzzy degrees of structural anomaly pres-
ence, which can be simply interpreted by final users as measurements oriented
towards modifications of the clinical rules in order to eliminate or mitigate
undesired effects potentially caused by contradictory or redundant knowledge.

46.3 A Framework for Fuzzy Rule Base Verification

The proposed framework has been developed to detect structural anomalies within
a fuzzy Rule Base System (RBS) encoding condition-action clinical
recommendations.

In the presented approach, structural anomalies are detected by means of a
similarity measure defined for both the antecedents and consequents of rules stored
into the RBS. Such measures, in their turn, derive from similarity degree between
fuzzy sets representing the terms adopted in the rules.

Differently from classical systems, two or more sets can be said ‘similar’ in
fuzzy logic if there is an overlapping between their membership functions. As a
result, it is possible to define a fuzzy similarity measure that associates to every
couple of fuzzy sets their degree of overlapping [16]. Among several definitions of
fuzzy similarity measure [16], we have chosen to adopt a very common definition
based on set-theoretic considerations. Given any two fuzzy sets A and B defined in
a universe U, the fuzzy similarity measure used is defined by:

rðA;BÞ ¼ MðA \ BÞ
MðA [ BÞ ð46:1Þ

where M(�) associates to any fuzzy set the integral on U of its own membership
function. r, as it is possible to see by (46.1), varies in [0, 1] and it is 0 or 1 when
the fuzzy sets are not at all or completely overlapped, respectively.

Obviously, the set-theoretic similarity measure r can be applied just to fuzzy
sets. However, it is possible to extend the concept of similarity measure to both the
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antecedents and the consequents of the rules of a fuzzy system. To this aim,
several methods have been proposed and each of them needs the rules satisfy some
specific requirements [8].

In this paper we provide, as a part of the local verification approach designed, a
method to assess the similarity of fuzzy rules with antecedents in Conjunctive
Normal Form (CNF).

In the CNF, the rule antecedents are formed by conjunctions of a set of
propositions, each of them composed of a disjunction of a set of linguistic terms
defined for an input variable. This representation has been chosen because of its
high degree of compactness and knowledge synthesis.

In addition, rule antecedents can have an arbitrary subset of input variables
expressed in describing the considered database. The introduction of this
hypothesis tries to formalize the fact that not every variable present in a rule base
may be present in each rule as well. Contrarily to what is typically proposed for
RBSs [13], we manage this missing information by adhering to Open World
Assumption (OWA) [4]. This choice depends of the fact that Closed World
Assumption (CWA) assumes as false every proposition that cannot be proven true.
As a result, under CWA any statement not expressed is considered false, while,
under OWA it has a null value. Thus, in this framework, no information is inferred
by variables with value not explicitly asserted.

Finally, this verification method is independent of the specific implementation
used for the connectives and it can be applied to Zadeh, Lukasiewicz, Gödel and
product logic.

Given the sets of linguistic variables {xu} and {yv}, with u = 1, …, n and
v = 1, …, m—representing the inputs and the actions of the RBS, respectively—,
and their relative fuzzy sets Au and Bv, let us consider a generic fuzzy rule Ri

involving the subset of variables {xu}i ( {xu} and the action yv [{yv}:

Ri : IFAi xuf gi

� �
THENBi yvð Þ ð46:2Þ

The condition Ai({xu}i) is written as:

Ai xuf gi

� �
� AND

xu2 xuf gi

Ai xuð Þ½ �

with

Ai xuð Þ � OR
j

xu is A j
iu

� �� �

where A j
iu are terms of the linguistic variables xu in the clauses Ai(xu).

On the other hand, the consequent is defined on a single action variable yv to
which is associated a term Biv :

Bi yvð Þ � yv is Bivð Þ

The statement in (46.2) can also be expressed in a more compact way through
the implication connective as follows:
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Ri : Ai xuf gi

� �
! Bi yvð Þ

With the help of the similarity measure for fuzzy sets, it is possible to introduce
the definition of similarity for rule antecedents (SRA) and similarity for rule
consequents (SRC). Let us consider two fuzzy rules:

Ri : Ai xuf gi

� �
! Bi yvð Þ

Rk : Ak xuf gk

� �
! Bk yvð Þ

then SRA and SRC of these rules are defined as follows:

SRAði; kÞ ¼ T S r A j
iu;A

l
ku

� �� �
j;l

n o

u

� 	
ð46:3Þ

SRCði; kÞ ¼ r Biv;Bkvð Þ ð46:4Þ

where T(�) and S(�) are the T-norm and the T-conorm (or S-norm) implementing the
logical connectives AND and OR. Practically, we propose to compute the SRA by
firstly measuring, for each input variable, the similarity between he terms in the
disjunctive clause and making, subsequently, their S-norm; secondly, by calcu-
lating the T-norm of the S-norm values achieved over the input variables.
According to OWA, variables not expressed in both compared rules are not
evaluated. Differently, to calculate SRC, we simply apply the (46.1) to the terms
used in the consequents of the compared rules.

To better illustrate the proposed similarity measures we provide a simple
instance. Let us consider the rules

R1 : x1isA1
11

� �
OR x1isA2

11

� �� �
AND x2isA1

12

� �
! y1isB11ð Þ

R2 : x1isA1
21

� �
AND x2isA2

22

� �
AND x3isA1

23

� �
! y1isB21ð Þ

and let us suppose that connectives are implemented according to Zadeh logic
[25]. By applying the (46.3) and the (46.4), we have:

SRAð1; 2Þ ¼ min max r A1
11;A

1
21

� �
; r A2

11;A
1
21

� �� ��
; r A1

12;A
2
22

� ��

SRCð1; 2Þ ¼ r B11;B21ð Þ

It worth making to note that the variable x3 is present in rule R2 but not in rule
R1. As a consequence, the similarity measure r(NULL, A23) is not defined.

At this point, we can describe how to estimate the degree of some structural
anomalies of two fuzzy condition-action clinical rules. Such a method allows to
conciliate the satisfaction of the fuzzy formalism with the intuition and the
common sense of human beings.

In general, fuzzy condition-action clinical rules are considered inconsistent if
they have similar antecedents, but dissimilar consequents. It is worth noting that,
differently from the classic logic, two rules can be also inconsistent if their premise
parts and consequence parts are not necessarily the same and different ones,
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respectively. On the other hand, two rules could contradict each other if their
premises have little similarity but their consequences are pretty similar.

A definition of inconsistency that seems to satisfy the discussed requirements
has been provided by [8]. Given two fuzzy rules Ri and Rk, their inconsistency is
defined as:

Inc Ri;Rkð Þ ¼ 1� exp �
SRA i;kð Þ
SRC i;kð Þ � 1
� 	2

1
SRA i;kð Þ

� 	2

8
><

>:

9
>=

>;
ð46:5Þ

Analogously to the (46.5), we propose a new definition for the redundancy [6].
Two fuzzy condition-action clinical rules are considered redundant if both their
antecedents and consequents are similar. However, this structural anomaly can
occur in different degrees based on the relationships among the antecedents.
Therefore, the degree of redundancy of two fuzzy rules Ri and Rk, can be computed
by means of:

Red Ri;Rkð Þ ¼ exp �
SRA i;kð ÞþSRC i;kð Þ

2 � 1
� 	2

SRA i; kð Þ � SRC i; kð Þð Þ2

8
><

>:

9
>=

>;
ð46:6Þ

From the aforementioned considerations, the concepts of consistency and
redundancy are not concrete in fuzzy logic and they can only be described by a
degree. Moreover, both (46.5) and (46.6) are defined if only if rule premises are
comparable, i.e., if and only if the antecedents of the examined rules have some
condition variable in common ðfxugi \ fxugk 6¼ [Þ.

The third structural anomaly we introduce is a direct consequence of OWA
premised in our framework. It can happen that two rules Ri and Rk have not
comparable premises, i.e., with input variables {xu}i and {xu}k not matching at all
ðfxugi \ fxugk 6¼ [Þ, but consequences involving the same action variable yv. In
this case, while antecedents are not comparable by similarity, it is possible to
evaluate just the similarity degree of their consequents. If the consequents are
dissimilar then Ri and Rk could determine a contradiction. In fact, their premises
can be contemporaneously verified and assert different values for the same action
variable, under specific values assumed by the antecedent attributes.

According to these considerations, we propose calling this anomaly, describing
a sort of inconsistency due to the incompleteness of the rule base, as contradic-
toriness and calculating its measure as:

Cont Ri;Rkð Þ ¼ exp � SRC i; kð Þ
1� SRC i; kð Þ


 �2
( )

ð46:7Þ

defined if and only if ðfxugi \ fxugk 6¼ [Þ.
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Definitions (5) and (6) and (7) have some fundamental properties characterizing
them as measures.

Equations (46.5) and (46.6) are applicable when rule antecedents are compa-
rable; they have value 1 if the rules have exactly both the same antecedents and
consequents. When the rules have both the antecedents and consequents totally
different, inconsistency and redundancy reaches its lowest value, i.e., 0.

If antecedents are totally different and consequents are exactly the same, then
inconsistency and redundancy go to 0. In the opposite case, i.e., when antecedents
are exactly the same but the consequents are totally different, redundancy is 0 but
inconsistency has the value 1. In all the other cases, when both antecedents and
consequents are similar in some degree, inconsistency and redundancy ranges in
[0, 1.0].

Equation (46.7) is defined just when rule antecedents are not comparable; it
assumes values in [0, 1.0] and it is equal to 0 when consequents are perfectly
similar and is equal to 1 when they are completely dissimilar.

46.4 An Applicative Scenario: The Gold Guidelines

The framework above described has been validated by its application on a prac-
tical sample case. For this purpose, we have considered some clinical recom-
mendations extracted from the GOLD guideline [12] for diagnosis, management
and prevention of Chronic Obstructive Pulmonary Disease (COPD).

COPD is a preventable and treatable disease with some significant extra-pul-
monary effects. In its severe forms, COPD leads to respiratory failure, hospital-
ization and eventually suffocation. Spirometry is the standardized and reproducible
test adopted to establish the presence of airflow obstruction, indispensable in
confirming the diagnosis of COPD.

Characteristically, parameters measured by spirometry are the forced expiratory
volume in one second (FEV1) and the forced vital capacity ratio (FEV1/FVC).

Starting from the values of FEV1 and FEV1/FVC, and in addition to the pres-
ence of other chronic respiratory failures, the GOLD guideline has developed a set
of clinical rules for classifying the COPD stage, as reported into Table 46.1.

Table 46.1 The set of clinical rules for classifying the COPD stage

I: Mild FEV1/FVC \ 70 %
FEV1 predicted [ 80 %

II: Moderate FEV1/FVC \ 70 %
50 % \ FEV1 predicted \ 80 %

III: Severe FEV1/FVC \ 70 %
30 % \ FEV1 predicted \ 50 %

IV: Very Severe FEV1/FVC \ 70 %
FEV1 predicted \ 30 % or FEV1 predicted \ 50%
plus CRF
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These clinical rules have been modified according to a smooth fashion and
encoded in terms of fuzzy rules. More in detail, three linguistic variables have been
assigned to FEV1 predicted, FEV1/FVC ratio and Chronic Respiratory Failure
(CRF), respectively, for modeling condition parts of the rules. Additionally, the
linguistic variable Stage has been defined to model the action part of the clinical
rules.

At this point, physicians in accordance with the knowledge formalized into
Table 46.1, have identified some linguistic terms for which we have defined
membership functions. For each considered linguistic variable, the used linguistic
terms and their membership functions are reported in Fig. 46.1. A trapezoidal
membership function has been used for the variables FEV1 predicted, FEV1/FVC
ratio and Stage, whereas a singleton membership function has been applied to
CRF, since it models a categorical concept.

By employing these linguistic variables and terms, we have written a set of
eight ’’IF-THEN’’ rules aimed at identifying the appropriate COPD stage, as
shown in the Table 46.2. This set of rules has been intentionally encoded wrongly,
by including some inconsistent, redundant and contradictory rules.

Subsequently, the set of rules shown in Table 46.2 has been examined by means
of proposed verification method assuming, to calculate the similarity measures, the
Zadeh implementation for the connectives AND and OR.

By using the (46.5), the fifth rule is detected as inconsistent with the first, the
second and the third ones with an inconsistency degree equals to 1.

By applying the definitions (46.6), it attains that the third rule is redundant with
respect to the second one and the eighth one is redundant with respect to the
seventh one, both with a redundancy degree equals to 1.

Finally, through the (46.7), we find out that the eighth rule has contradictoriness
degree equals to 1 with the first and the second one, and equals to 0.999 with the
fourth one.

As a result, by exploiting such indications provided in terms of inconsistency,
redundancy and contradictoriness degrees, the fuzzy rule base has been updated by
deleting from Table 46.2 the third, the fifth and the eighth rule.

Thus, the verification process has allowed to detect structural anomalies in the
former rule base (Table 46.2) and, successively, to fix it in such a way that it is
coherent with respect to the GOLD guidelines.

46.5 Conclusions and Future Works

In this paper, a framework to encode clinical guidelines in DSS fuzzy rule bases
with its verification is presented.

In order to do that, guidelines are formalized in ‘‘IF-THEN’’ fuzzy rules with
antecedents in CNF form involving an arbitrary number of linguistic variables.
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Fig. 46.1 From the top to the bottom: membership functions for FEV1 predicted (Low (in red),
Moderate (in blue), High (in cyan), Very High (in black)), FEV1/FVC ratio (Low (in red), High
(in blue)), CRF (Absent (in red), present (in blue)) and Stage (Mild (in red), Moderate (in blue),
Severe (in cyan), Very Severe (in black))
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Subsequently, a verification method to detect redundancy, inconsistency and
contradictoriness—a novel anomaly presented in this work for the first time—has
been introduced.

Redundancy, inconsistency and contradictoriness have been formulated in
terms of degrees by taking in account the definition of similarity between ante-
cedents and between consequents for couples of rules.

The method has been profitably assessed on a sample set of condition-action
clinical recommendations known as GOLD guidelines and identified from the
relevant clinical literature.

The results demonstrate how the verification method proposed is able to suggest
rule base modifications in order to eliminate or mitigate undesired errors, even-
tually caused either by an incorrect formulization of the clinical guideline or by
their successive revision/extension.

In the future, we are planning to test the application of this framework on larger
guidelines and we are going to study its computational characterization (cost,
scalability etc.).
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Chapter 47
Communication Impact on Project
Oriented Teaching in Technology
Supported Education

Martin Misut and Katarina Pribilova

Abstract Article describes results of research conducted at Faculty of Education
of Trnava University in Trnava. One of the stated goals was to find out what is the
impact of communication among students and teachers, as well, on the effec-
tiveness of project oriented education. Experiments were made with students
during the computer science courses.

47.1 Introduction

With the arrival of new technologies the possibilities of communication in edu-
cation will also be possibly changed. Communication is essential for teamwork
within projects and can significantly affect learning processes and learning out-
comes as well. New technologies open up additional possibilities for the learning
communities’ creation. But that requires acquisition of new communication skills
for the teachers and students.

Today’s working with technology takes place through range of media, from
interactive websites to virtual meeting environments. NCREL and The Metiri
Group [1] included technological literacy and effective communication in aca-
demic standards in one of their reports. Research conducted at the Massachusetts
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Institute of Technology (MIT) also indicates that adaptation onto changes in
technology requires not only knowledge how to use technology tools, but the
ability to use these tools [2].

Macromedia and Certiport [3] carried out research studies in North America,
Great Britain and Australia. They surveyed people’s views on the requirements,
goals and trends in digital communications, as well as the effective communication
using digital formats such as video, audio, animation and pictures. Initial findings
indicate following three results in the use of digital communications:

• Trends: people use the new forms of digital communications to become more
productive, their communication to be more persuasive and effective.

• Job success: individuals, organizations and industry, all find value in digital
communication technology.

• Certification: Certification is of great interest for digital communication skills

Communication plays significant role in education. Intensive research has been
carried out in the field of communication in education mainly in connection with
new technology opportunities in last decade e.g. [4–8].

Two different modes are known for Computer Mediated Communication
(CMC)–asynchronous and synchronous. Asynchronous CMC occurs in different
time and does not need parallel participation of disputants; synchronous CMC
occurs in real time and disputants must be present. Asynchronous CMC, broad
used in e-learning, deepen discussion, enables communication of students in dif-
ferent time, keeps ongoing discussion, and all students can contribute to discus-
sion. Soles a Moller [9] referred that synchronous CMC is more suitable for
extroverts, while asynchronous CMC for introverts.

Burnett [10] noted that synchronous online chat has been long ignored as a
medium for productive group discussion between distance learning students and
their tutors. However, synchronous CMC is increasingly recommended as an
appropriate discussion format in higher education [11]. Shotsberger [12] evaluated
professionally developed program aimed at helping teachers to implement math-
ematics professional standards. The program included weekly web-board syn-
chronous chats, which required the participants read materials, brainstormed ideas
for learning and included the realization of standards. All participants described
the possibility of interaction with the teacher to obtain new information on the
implementation of the program as very effective. Ohlund, Yu, Jannssch-Pennell a
Digangi [13] presented the results of research in which respondents were divided
into four groups according to the use of communication medium: (1) email, (2)
chat, (3) email and chat, and (4) other communication tool. Respondents who use
synchronous and asynchronous forms of online discussions were largely able to
fulfil the required course activities. Research has shown that the combined syn-
chronous and asynchronous online discussing maximize personal engagement in
learning. Yout and Shapiro [14] reported a case study in which students higher
ranked asynchronous communication than synchronous communication.
G. M. Johnson [15] has done research which compared two WebCT
communication tools, synchronous chat and asynchronous discussion. The
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research found that about 40 % of respondents indicate that they prefer synchro-
nous chat and 60 % of respondents preferred asynchronous discussion. Experi-
enced users decided more often to use chat instead of asynchronous discussion
forum. Research also showed that about 43 % of respondents identified that they
learned best when used synchronous chat and about 57 % of respondents identified
the asynchronous discussion. Although these studies confirm that digital com-
munication has become one of the basic skills needed for career advancement, it
involves more than just achieving computer literacy. Success in school and at work
depends on knowing how to choose the right medium for the message, and then
design and create various forms of communication.

Since some general knowledge exists about student preferences and impact of
communication onto education process we would like to know communication
preferences of our students as well as the impact of student’s communication
practices on project teamwork in learning environment at Trnava University.

47.2 The Research Realization and Organization

Within the complex research supported by VEGA grant we researched also how
students use individual electronic communication mediums in the education pro-
cess realized in the form of project-oriented education. The research has been
realised in fall term 2009–2010 at the Faculty of Education at Trnava University in
Trnava. Students were split into two clusters: face-to-face and blended learning
cluster. The model, recommended by Turek, was used for planning and realisation
of the project oriented education [16].

The research goal was set as follow: to find out how form and means of
communication impact the project oriented education effectiveness within the
computer science courses. Following hypotheses were tested:

H1: Students prefer electronic communication medium no regard of the education
form.

H2: There is statistically significant difference between project assessments of
students working with following mediums: 1. Group—chat; 2. Group—
e-mail; 3. Group—discussion forum; 4. Group—face-to-face discussion.

H3: Duration of the communication medium usage has influence on the project
assessments.

The research sample consisted of 171 students in the third year of undergrad-
uate full time study in the fields of Teaching. Students were classified into four
working groups according to the preferred communication medium. The first
group used as the preferred medium synchronous chat, the second group used the
asynchronous e-mail, third group asynchronous discussion forum, and the last
group preferably used synchronous communication face-to-face.

Each working group formed team of three students. Students were grouped
according to their study achievements. At the initial seminar, students were
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informed in detail about the implementation of the educational process throughout
the semester. Each group had to solve the project, which consisted of the following
tasks:

1. To prepare the relevant teaching plans for the selected subject.
2. To propose activities, using ICT, for different phases of the learning process

within the subject.
3. To elaborate a short description of any means of ICT, its benefits, and how

students use it in one lesson.
4. To prepare an interactive presentation about the project and present it.

Student projects were evaluated using the following criteria: originality, quality
of proposed activities, using ICT, an interactive presentation (readability, clarity,
interactivity, structure, presentation, visual aids use).

Students that studied face-to-face, attended seminars regularly (every week
according to the schedule) – throughout the term and worked on their projects in
classroom as well as outside. This was the reason, why they needed to keep a
communication log, where they recorded each personal meeting, and other com-
munication acts made during the work on projects.

Three other groups attended face-to-face seminars only three times during the
semester. During these workshops, each group consulted finished work with the
teacher. The objective of personal meeting was to check the results obtained for
any given project. The project result presentations were made at the last face-to-
face seminar. Students also attended five prescheduled two-hour meetings
depending on the preferred communication medium (chat, e-mail, and discussion
forum). These students needed to keep a communication log, where they record the
time of communication, communication subject, communication participants, and
communication medium, as well.

Research has proved some of our expectations through verifying validity of
stated hypotheses.

47.3 Interpretation of Research Results

In Hypothesis H1, we assumed that students prefer electronic communication
medium no regard of the education form. Table 47.1 shows the distribution of
student preferences in whole student set. The preferences of the students groups
are shown in detail in Table 47.2.

Table 47.1 The proportion between the usages of communication medium

Face-to-face Electronic means

Percentage ratio 29.5 70.5
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We found that electronic communications significantly outweigh a face-to-face
communication and even students who were enrolled for face-to-face form of
education have a higher percentage of use of electronic communication means
(61.73 %) compared with a face-to-face communication (38.27 %). Based on
these results we proved the validity of the hypothesis H1. The electronic com-
munication means, which are largely based on impersonal and yet interactive
communications are becoming increasingly popular among students and provide
them with new opportunities in education. Whether the independence of electronic
communication, where teachers and learners are not necessarily in the same place
and at the same time during communication or gain greater opportunities to obtain
information necessary for the development tasks within the project.

Facts, that electronic communication is currently developing, are confirmed by
further results (Table 47.3) (Figs. 47.1, 47.2, 47.3).

The e-mail, asynchronous communication mean, was most often used by stu-
dents in projects (31.1 % of all communication means). The second most common
used communication mean was a face-to-face discussion represented with 29.5 %
portion followed by synchronous chat with 27.8 %. One of possible explanation is
that students have more time to write messages with asynchronous means because
the sender does not wait for an immediate response. This increases the ability to
process information and may have a positive impact on the quality of the
information.

Hypothesis H2 stated that there is statistically significant difference between
project assessments of students working in groups using different communication
means as preferred selection: 1. group—chat; 2. group—e-mail; 3. group—dis-
cussion forum; 4. group—face-to-face discussion. Research was oriented onto the
influence of preferred means of communication, type of communication medium
and length of communication on the results. The goal was to find out whether the
results of each group are comparable and which one of communication means
leads to improved results for project results. The method of analysis of variance
ANOVA F (3.64) = 5.263, p = 0.0026 confirmed that between the project results

Table 47.2 The correlation between the usages of communication medium depending on the
form of education

Education form Group Face-to-face Electronic means

Blended learning 1.group 29.04 70.96
2.group 26.69 73.31
3.group 27.46 72.54

Face-to-face 4.group 38.27 61.73

Table 47.3 Percentage share of communication means by groups

Groups Face-to-face Chat Phone E-mail Discuss forum

% Ratio of all means 29.5 27.8 1.6 31.1 10
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Table 47.4 Influence of communication means on the results

Groups Project results Project results
Average SE

1. group—chat 73.64188 1.316393
2. group—e-mail 68.71679 1.723564
3. group—discussion forum 77.50272 1.520040
4. group—face-to-face discussion 71.43025 1.861662

Fig. 47.1 The proportions
between the usages of
communication medium

Fig. 47.2 The correlation
between the usages of
communication medium
depending on the form of
education

Fig. 47.3 Percentage share
of communication means by
groups
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are a statistically significant difference, so hypothesis H2 is valid (Table 47.4;
Fig. 47.4).

Students achieved the best results with usage of discussion forum as preferred
communication mean. Students preferably used e-mail achieved the worst results.
Comparing results of different groups among themselves, statistically significant
difference exists only between the second (e-mail) and the third group (discussion
forum) (p = 0.0017) (Table 47.5).

Results of described research showed, that inclusion of a discussion forum as a
means of communication in the project oriented education can improve it taking
into account the limits bordered the research.

Hypothesis H3 stated that the length of interpersonal communication using
communication means among the members of project team has an impact on the
results of the project. Multiple linear regression (R2 = 0.15; F(4.64) = 2.734;
p = 0.036) showed that only the length of a face-to-face communication had
statistically significant (p = 0.017) effect on the results of the project (Table 47.6).

It is possible to conclude that the longer lasted face-to-face communication in
solving students’ project, the better were results of the projects (Fig. 47.5).
However, the validity of hypothesis H3 is not confirmed because other variables

Fig. 47.4 Influence of communication means on the results

Table 47.5 Tukey post hoc test—comparison of peer groups

Groups Chat (p) E-mail (p) Discussion forum (p) Face-to-face discussion

Chat – 0.115797 0.230079 0.766985
E-mail 0.115797 – 0.001782 0.709253
Discussion forum 0.230079 0.001782 – 0.065365
Face-to-face discussion 0.766985 0,709253 0.065365 –
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(time spent on the discussion forum and chat), no significant affected the evalu-
ation of the project.

47.4 Conclusions

The research results showed that preferred communication medium and commu-
nication duration have an impact on the project results. It also showed that the
discussion forum is a suitable communication medium for the project teamwork.
Based on these findings, it is suitable to include this communication medium in the
project oriented education.

Electronic communication expands everyday in the whole society, mainly in
industry and business. Education cannot ignore this trend and moreover, needs to

Table 47.6 Results of multiple linear regressions with the results of the evaluation project as a
dependent variable

Beta SE beta B SE B t (63) p

Group -0.294247 0.132528 -1.8592 0.83738 -2.22027 0.030006
face-to-face (in min) 0.315913 0.128568 0.0112 0.00454 2.45717 0.016769
Discuss forum (in min) 0.134761 0.116962 0.1663 0.14434 1.15217 0.253604
Chat (in min) 0.130709 0.126681 0.0033 0.00317 1.03179 0.306114

Fig. 47.5 Multiple linear regression
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prepare students for life. The success of graduates in the job market is dependent
on their knowledge and skills. Research described in this article has ambition to
develop educational process by improved understanding of the electronic com-
munication use in project oriented education.
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Chapter 48
A Failure Modes and Effects Analysis
of Mobile Health Monitoring Systems

Marcello Cinque, Antonio Coronato and Alessandro Testa

Abstract Many solutions are emerging for the remote and continuous monitoring
of unpredictable health problems, such as cardiac diseases. These are designed to
be minimally invasive for health monitoring and based on smart and mobile
technologies conformable to the human body, helping to improve considerably the
autonomy and the quality of life of patients. Clearly, the correct functioning of
these systems is very critical for the safety of patients, hence their practical
application calls for stringent dependability requirements which need to be
assessed against potential failure modes since the inception of the system, in its
design phase. Despite the criticality of the problem, there is still little knowledge
about the typical failures that may affect the correct functioning of these systems.
Without such knowledge, it becomes difficult to devise effective countermeasures
to failure events. To fill this gap, this paper proposes a Failure Mode and Effect
Analysis (FMEA) for a typical mobile health monitoring system. Based on past
results and extensive studies, the analysis allowed to identify the main failures,
their consequences, and possible causes, affecting the functional components of
modern health monitoring systems.
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48.1 Introduction

Today, more and more elderly people are challenged by acute and chronic illnesses
and injuries. It has been estimated that eight out of ten elderly people are living with
the health challenges of one or more chronic diseases. Hence, the development of
systems for the remote monitoring of health conditions has earned lots of attention
in the academia and the industry during the last years. This is also justified by the
ever increasing healthcare costs and the increasing aging of the world population
[1]. The remote monitoring of a patients’ health status, while they are out of the
hospital in their personal environment, helps to greatly reduce hospitalization costs,
while offering the possibility of slowly progressing their chronic diseases and
ensure continued recovery after being discharged from an acute care setting.

To this purpose, cabled measurement equipment is already used to guarantee
reliable and robust control of vital signs. However such systems complicate patient
autonomy and mobility. Hence, wireless technologies and mobile devices are
starting to be applied to build more comfortable and patient-friendly health
monitoring systems [2].

Despite these advantages, the use of wireless channels and the adoption of
commodity hardware/software platforms, such as smartphones, pose new chal-
lenges on the correct functioning of health monitoring systems. Wireless channels
can be affected by packet loss, due to shadowing and absence of signal coverage.
Commodity platforms are not immune from failures, which could affect both the
hardware and the control software. Finally, cheap and wireless-enabled medical
devices can exhibit wrong readings and temporary disconnections from the so-
called Body Area Network (BAN [3]). These issues may induce the medical staff
to take wrong decisions or to administer wrong dosages of medicine. In turn, these
decision can happen to be fatal for the patient.

For these reasons, the problem of failure detection and management in health
monitoring systems is starting to be addressed in the literature, especially for
mobile systems. However, several studies are based on simplistic failure
assumptions or on basic fault-tolerance schemes (such as, sensor redundancy)
which are not assured to cover all possible failure scenarios. For instance, sensor
replication is ineffective against smartphone failures.

We claim the importance of analyzing the possible failure modes in the early
stages of the development process, e.g., during the design, in order to come-up
with architectural solutions able to face a large set of critical failures. This is a well
established practice in the electronic field, where Failure Modes and Effect
Analysis (FMEA) results are available for single medical devices. Nevertheless,
this is not enough to characterize a whole mobile health monitoring system.

To fill the gap in the knowledge about the possible threats that may affect the
correct functioning of health monitoring systems, this paper reports the results of a
FMEA conducted to identify the failure modes of the main components composing
such systems. The analysis takes advantage of our past experience and detailed
field studies on the dependability of mobile devices, wireless communication
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technologies, such as Bluetooth, and wireless sensor networks (WSNs), and builds
on such results to propose a comprehensive characterization of the problems that
may affect modern health monitoring systems. The resulting FMEA table is meant
to be a guidance tool to direct future research efforts towards the realization of
more dependable health monitoring systems.

The rest of the paper is structured in the following paragraphs. The related work
is presented in Sect. 48.2. Section 48.3 introduces the FMEA methodology used to
analyze the possible failures. Section 48.4 describes the typical architecture of a
mobile health monitoring system. In Sect. 48.5 we discuss about the results on the
realized FMEA. Finally, Sect. 48.6 reports our concluding remarks.

48.2 Related Work

The recent research is progressively recognizing the need of novel solutions to
build dependable health monitoring systems. These solutions mainly focus on two
key issues: node failures and wireless network interference.

Regarding node failures, both WSNs and BANs may suffer from intentional or
unintentional node removal or unresponsive nodes. While in WSNs, this issue can
be resolved with new path discovery or redundant paths, in BANs this may cause
the loss of important physiological data being monitored by the failing sensor.
A combination of node redundancy and multi-sensor data fusion was one of the
solutions proposed to face these issues [4, 5]. The introduction of redundant sensors
measuring the same physiological sign (i.e., two or more oximeter sensors) avoids
the loss of any vital data if a node becomes compromised or faulty. In addition, they
can serve to facilitate multiple paths when the routing becomes an issue.

Interference is a major concern with all wireless devices, and has the potential
to cause significant delays and data loss. Sensors can interfere with each other in
the BAN as well as being subject to environmental noise. This is partially due to
the lack of harmonious regulations and standards, as demonstrated in [6, 7]. A
solution would be to eliminate the wireless aspect of the intra-BAN network [8, 9]
. BAN systems such as MITHrill [8], SMART [8], and MobiHealth [10] all employ
a wired connectivity between sensors and the aggregator. However, these solutions
strongly limit the usability of the system, especially for elderly people, and makes
it hard to interconnect all the sensors to commodity mobile devices, such as
patients’ smartphones, hence requiring ad-hoc aggregating devices which increase
the overall cost of the system.

Hence, current solutions address only partial issues (e.g., node failures only) or
they completely avoid to face other problems (e.g., using cables instead of wireless
channels). However, several unexplored issues can limit the adoption of mobile
health monitoring systems, such as smart phone failures, cellular network con-
nectivity, and many others. Each failure mode in turn needs proper countermea-
sures to be handled at runtime. Thus, a more comprehensive view of the failure
modes of these systems is needed.
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48.3 FMEA Fundamentals

To properly evaluate a process or product for strengths, weaknesses, potential
problem areas or failure modes, and to prevent problems before they occur, a
Failure Modes and Effects Analysis (FMEA) can be conducted. FMEA is a
team-based, systematic and proactive approach for identifying the ways that a
process or design can fail, why it might fail, and how it can be made safer [11].
The purpose of performing an FMEA, as described in US MIL STD 1629 [12], is
to identify where and when possible system failures could occur and to prevent
those problems before they happen. If a particular failure could not be prevented,
then the goal would be to prevent the issue from affecting health care organizations
in the accreditation process.

An FMEA provides a systematic method of resolving the questions: how can a
process or product fail? What will be the effect on the rest of the system if such
failure occurs? What action is necessary to prevent the failure?. It represents a
procedure for analysis of potential failure modes within a system for classification
by the severity and likelihood of the failures. To realize a FMEA, the system is
divided in components/functions that are divided in subcomponents/subfunctions;
it considers a table in which the rows are composed by the subcomponents/sub-
functions and the columns represent respectively the failure modes, the possible
causes and the possible effects.

The FMEA team determines, by failure mode analysis, the effect of each failure
and identifies single failure points that are critical. It may also rank each failure
according to the criticality of a failure effect and its probability of occurring.

There are a number of reasons why this analysis technique is very advanta-
geous. Here are just a few:

• FMEA provides a basis for identifying root failure causes and developing
effective corrective actions;

• The FMEA identifies reliability and safety critical components;
• It facilitates investigation of design alternatives at all phases of design;
• It is used to provide other maintainability, safety, testability, and logistics

analyses.

Since FMEA is effectively dependent on the members of the team which
examines the failures, it is limited by their experience of previous failures. If a
failure mode cannot be identified, then external help is needed from consultants
who are aware of the many different types of product failure. FMEA is thus part of
a larger system of quality control, where documentation is vital to implementation.
In our case, we based the analysis both on our previous studies on different system
components (such as WSNs, smart phones, and short range communication
technologies) and on FMEA results available on some subcomponents, such as
medical devices.
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48.4 Mobile Health Monitoring Systems

To perform the FMEA, it is necessary to analyze in detail the typical architecture
of current mobile health monitoring systems, in order to identify the individual
components that compose them.

Recently, several health monitoring systems have been proposed in the market.
We focus on three popular implementations, such as, the MedApps System, the
Nicolet Ambulatory Monitor System and a system used by the Center for Tech-
nology and Aging.

The MedApps System [13] uses cellular, wireless and wired technologies with
cloud-based computing to provide a healthcare connectivity platform that delivers
flexible and scalable remote distribution. MedApps is designed to work with
multiple external and internal devices. Patient data is collected, analyzed and
forwarded, via cell phone to servers, providing a more robust picture of the
patients’ health.

The Nicolet Ambulatory Monitor System [14] is ideal for patients of all ages
and combines a flexible, high quality diagnostic unit. Nicolet is a flexible, robust
system specifically designed to handle the requirements of long-term monitoring.
This system continuously monitors acutely ill patients at risk for brain damage and
secondary injury, and it diagnoses patients’ cerebral function (premature neonates
to older adults).

In [15] authors discuss two areas of opportunity for remote patient monitoring:
(i) Chronic Disease Management and Post-Acute Care Management and (ii)
Patient Safety. In alignment with the mission of the Center for Technology and
Aging, the solution proposed in [15] focuses on technology-enabled innovations,
such as wireless connectivity, predominantly aimed at improving the health of
older adults and promoting independent living in community-based, home, and
long-term care settings.

Considering the underlying architectures of these existent systems, we can note
that a mobile health monitoring system is usually composed by a number of
sensors (medical devices), a gateway device (a handheld device) and a medical
station; typical communication means are bluetooth (within the Body Area
Network—Intra BAN communication), WiFi and cellular (external to the BAN—
Extra BAN communication). Vital data are sensed by sensors (i.e., oximeter, blood
pump, electrocardiogram—ECG, etc.) and transmitted to a mobile device over a
bluetooth network. Next, data are sent to a remote station deployed, for an
example, in a hospital by means of either a WiFi or a cellular connection (the
medical center location).

In this typical network, we can observe that possible failures can occur in
medical devices, in the bluetooth communication, in the mobile device, during the
WiFi/cellular communication and finally in the local monitoring station of the
caregiver. Figure 48.1 depicts the components of a generic mobile health moni-
toring system.
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48.5 FMEA Results

In this section we present the results of the FMEA we performed on mobile health
monitoring systems. The most frequent failure occurrences have been derived from
past experiences on real architectures and from the existing literature, trying to
relate failure occurrences with potential causes (faults).

The results related to the generic health monitoring system architecture
presented in Sect. 48.4 are summarized in Table 48.1. With respect to the general
architecture, we neglect the Medical Center location, since we assume it to be
more reliable and under the direct control of the medical staff, who can suddenly
intervene in case of failures (e.g., they can connect to the system using a different
machine). Hence, we prefer to focus on the components which have to be used by
patients, who might not be technology experts and who need to rely on a moni-
toring system able to work despite the occurrence of accidental failures.

In particular, we focus on technology-related failures, such as, failures due to
hardware faults, software faults, or communication problems. Failures due to
physical damage of nodes (e.g., physical crashes due to accidents or very adverse
weather conditions), malicious activities (e.g., manual, and unexpected, node
withdrawal or substitution), and security threats are excluded from the analysis.

For each component/function (sub-component/sub-function if it is present) of
the system, failure modes, potential effects and possible causes are reported.

We identified four components/functions: the node (i.e., the sensor used to
monitor the patient), the Intra BAN communication, the Extra BAN communi-
cation, and the gateway (i.e., the smartphone of the patient). Eight sub-compo-
nents/sub-functions have been identified for the node component: the sensor board,
the power supply unit, the CPU, and the OS (such as [16, 17] which are used in

Fig. 48.1 A mobile health monitoring architecture
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Table 48.1 Failure Mode and Effect Analysis of a mobile health monitoring system

Component Sub-component Potential
failure mode

Potential effects of
failure

Potential causes
of failure

Node (the medical
sensor)

Sensor board Stuck at zero The device is out-of-
order; it does not
deliver any output
to inputs

Sensing
hardware

Null reading The device delivers
null output values

Sensing
hardware

Out of scale
reading

The device delivers no
meaningful values

Sensing
hardware

Power supply Stuck at zero The device is out-of-
order; it does not
deliver any output
to inputs

Natural energy
exhaustion

Reset The node resets itself
to its initial
conditions

Anomalous
current
request that
cannot be
supplied by
batteries

CPU Stuck at zero The device is out-of-
order; it does not
deliver any output
to inputs

Micro-controller

OS Software hang The device is powered
on, but not able to
deliver any output

Operating
system’s
corrupted
state

ECG device
adhesive

Incorrect
reading

Wrong data values,
irritation or rash of
skin

Skin contact

ECG device
electrolyte

Incorrect
reading

Wrong data values,
irritation or rash of
skin

Skin contact

Patient cable Discontinuous
readings

Noise, wrong data
values

Defective wire

Blood pump External leak
(negative
pressure)

Air leak into system Tubing set leak

External leak
(positive
pressure)

Blood loss Tubing set leak

Flow too low Too little blood,
alarms

Controller
failure, rotor
failure

Flow too high Too much blood flow,
alarms

Controller
failure

(continued)
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Table 48.1 (continued)

Component Sub-component Potential
failure mode

Potential effects of
failure

Potential causes
of failure

Intra BAN
communication

Transport and
routing

Packet loss The radio packet is not
delivered

Packet
corruption

Buffer overrun
Isolation The node is not longer

connected to the
sink node

Failure of all
forwarding
nodes

Bluetooth stack Bluetooth
stack
failure

A bluetooth module
(e.g., L2CAP,
BNEP, etc.) fails

Bluetooth
stack’s
corrupted
state

Bluetooth
channel

Header
corruption

Header delivered with
errors

Packet
corruption

Header length
mismatch

Header length deviates
from the specified
one

Packet
corruption

Payload
corruption

Payload delivered with
errors

Packet
corruption

Extra BAN
communication

Data delivery
failures

The network is not
able to deliver the
required amount of
measurements

The number of
failed nodes
is more than
a given
threshold

Cellular/WiFi
network
unavailable

Monitoring stopped Area without
cellular/WiFi
signal

Gateway Device (the
smartphone)

Freeze The device’s output
becomes constant;
the device does not
respond to the users
input

Systems
corrupted
state

Self-shutdown The device shuts down
itself; no service is
delivered at the
user interface

Natural energy
exhaustion or
self-reboot
due to
corrupted
state

Unstable
behavior

The device exhibits
erratic behavior
without any input
inserted by the user

System/
application
corrupted
state

Output failure The device delivers an
output sequence
that deviates from
the expected one

System/
application
corrupted
state

(continued)
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medical devices) are the general components of a node, and their analysis is based
on our previous study on sensor networks [18]. In addition, we considered the
failures of some specific medical devices, such as the ECG sensor (divided in the
ECG Device Adhesive, the ECG Device Electrolyte), the patient cable, and the
Blood Pump. The failures of such devices have been identified starting from
existing studies, such as [19, 20]. Clearly, other devices can be added to the
analysis if used in a specific setting.

Three sub-components/sub-functions have been identified for the Intra BAN
function: transport/routing, Bluetooth stack and Bluetooth channel. These are
based on our previous studies on sensor networks and on the Bluetooth protocol
[18, 21]. Finally, one component/function has been identified for the Extra BAN,
starting from [18, 22], and two sub-components/sub-functions have been identified
for the Gateway component: the device (i.e., the smartphone, starting from our
previous experiences on smartphone failures [23]), and the Bluetooth application,
which is responsible to gather the measurements from Bluetooth medical devices
(in facts, the majority of wireless medical devices use Bluetooth as the commu-
nication technology). In [21] we noticed that several failures may affect Bluetooth
applications, due to problems of the underlying Bluetooth modules.

In the following, we detail the analysis performed for each identified compo-
nent/function.

Table 48.1 (continued)

Component Sub-component Potential
failure mode

Potential effects of
failure

Potential causes
of failure

Input failure User inputs have no
effect on device
behavior

System/
application
corrupted
state; natural
energy
exhaustion

Bluetooth
application

Inquiry/scan
failure

The scan procedure
terminates
abnormally

A bluetooth
module fails
or device out
of range

Discovery
failure

The discover
procedure
terminates
abnormally

A bluetooth
module fails
or device out
of range

Connect
failure

The device is unable to
estabilish a
connection

A bluetooth
module fails
or device out
of range

Packet loss Expected packets are
not received

Packet
corruption

Data mismatch Packets are delivered
with errors in the
payload

Memoryless
channel with
uncorrelated
errors
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48.5.1 Node (Generic Medical Device Components)

From the prospective the mission of the BAN, a node is failed when (i) it is no
longer able to deliver its measurements to the gateway, and (ii) it is not longer able
to provide meaningful measurements. This can be due the malfunction of one of
the components of the node, as detailed in the following.

48.5.1.1 Sensor Board

We assume the sensor board can fail according to three failure modes: stuck-at-
zero, null reading and out-of-scale reading. A stuck-at-zero of the sensor board
produces the effect of a out-of-order device, which does not deliver any outputs to
external inputs. Potential causes lay into faults of the sensing hardware (e.g., as can
be observed in [24], the humidity sensor produces a short circuit, causing a high
current drain which turns off the overall node). Null readings cause the sensor to
deliver null output values, for a certain interval of time. This may be caused by
temporary short circuits that also cause the node to drain excessive power from
batteries, hence shortening the overall lifetime of the node [24]. Out-of-scale
readings cause the sensor board to provide no meaningful outputs, for a certain
interval of time.

48.5.1.2 Power Supply

The power supply component may exhibit stuck-at-zero as well as reset failure
modes (i.e., the node shutdowns and restarts itself). The former is due to battery
energy exhaustion. The latter can be caused by anomalous power requests that
cannot be supplied by batteries, e.g., the residual charge is not sufficient to provide
the required amount of power.

48.5.1.3 CPU

The micro-controller can be affected by temporary or permanent failures, which
prevent it to work correctly, hence delivering constant outputs.

48.5.1.4 OS

Software defects (bugs) or single event upsets (bit flips) may corrupt the state of
the embedded operating system, causing the whole device to hang.
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48.5.2 Node (Specific Medical Device Components)

48.5.2.1 ECG

Possible hazards are incorrect readings due to short circuits or too much current.
This can be due to skin contacts of the ECG adhesive or electrolyte, which in turn
may cause irritation or rash of patient’s skin. The device receives a shock and stops
to function. In these cases, it is needed to choose an adhesive or an electrolyte with
low likelihood of reaction.

48.5.2.2 Patient Cable

Often, the medical device (even if wireless) is equipped with cables to connect the
device (e.g., the ECG) with vital signs sensors (e.g., to be put on a finger). Patient
cable failure is probably the most common cause of unacceptable vital sign trac-
ings. Patient cable failure can show up as artifacts, noisy tracings, failure to acquire
signal or a long time to acquire a usable signal. On many of the older cables and
most stress test cables individual patient leads are replaceable. On newer medical
units, with molded cables, it is necessary to replace the whole cable.

48.5.2.3 Blood Pump

Blood pumps are very important devices because they control the blood flow in a
patient. But some failures are fatal and so it need control if there is too much blood
flow or if the flow is too low. Other failures studied for this kind of devices
represent external leaks; it is necessary to monitor the pressure and to observe if it
is positive or negative. In the case of negative pressure, it need launch immediately
an air in blood alarm because it is very dangerous for the patient life.

48.5.3 Intra-BAN

At the Intra-BAN level, we have distinguished the failures due to the transport and
routing sub-functions from the ones specific to Bluetooth. Details are provided in
the following.

48.5.3.1 Transport and Routing

During the transport of packets, losses may occur, i.e., the packet is not delivered
to its intended destination for instance due to corruption or routing buffer overrun.
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In the case of multi-hop communication, managed by a routing algorithm, the
communication can also be compromised by isolation failures: a node, which does
not fail itself, can manifest an isolation failure when it is no longer connected to
the gateway.

48.5.3.2 Bluetooth Stack

The Bluetooth software stack is corrupted due to faults into one of its modules,
such as L2CAP, BNEP, RFCOMM, etc.

48.5.3.3 Bluetooth Channel

Three Bluetooth channel level (i.e., the Baseband level) failures have been iden-
tified: Baseband header corruption, length mismatch, i.e., a mismatch between the
packet length reported into the Baseband header and the actual one, and Baseband
payload corruption. These failures are due to packet corruption and can in turn
cause wrong readings or packet loss at the higher levels.

48.5.4 Extra-BAN

Data delivery failures occur when the system is not able to deliver the required
amount of measurements to the medical center. Also, the monitoring application
can result completely stopped if the cellular (of WiFi) network is unavailable.

48.5.5 Gateway

48.5.5.1 Device (the smartphone)

An analysis of the main failure modes of smart phones, performed in [23], revealed
that these device may exhibit several failures, due to both hardware issues and
software defects. Specifically, five failures have been identified: freeze (the device
is completely blocked, and only pulling-out the battery restores proper operation),
self-shutdown (the device resets itself due to battery exhaustion or reaction to a
system corrupted state), unstable behavior, output failure, and input failure (due to
system or application corrupted states).
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48.5.5.2 Bluetooth Application

The application governing the Bluetooth communication may exhibit a variety of
failures according to the utilization phase where they occur, i.e., inquiry/scan and
discovery phases, connection, and data transferring. Failures during the connection
can occur either while the connection is set up or while the role of the device is
switched from master to slave. Unexpectedly, failures during data transfer, such as
packet loss and mismatches in the received data, are experienced, despite error
control mechanisms performed by Baseband. Correlated errors (e.g., bursts) can
occur due to the nature of the wireless media, affected by multi-path fading and
electromagnetic interferences.

All of these analyzed failures cause abnormal vital sign readings, or even it can
happen that a value is not received at the Medical Center location; in this case an
inaccurate monitoring is provided, potentially resulting in a significant hazard to
patients. Health monitoring systems must be aware of all the possible failures, in order
to react to them or, at least, to detect them. For instance, in case of failure detection, a
possible action can be to call to the patient’s home or to call to an emergency contact
to suddenly check the patient status and restore the normal operation of the system.

48.6 Conclusions and Future Work

In this paper we conducted a Failure Mode and Effect Analysis of mobile health
monitoring systems. The analysis considered the main components and the main
medical devices adopted in a typical health monitoring system, and it is based
partially on our previous experience and studies on some of the components, i.e.,
Bluetooth, sensor networks, and smart-phones, and partially on the results already
available for medical devices. Even if the analysis represents only a base for
further studies, it reveals that several failure modes are usually neglected by
current health monitoring solutions, where only node crashes are considered,
hence exposing patients to potential health risks. Future efforts will be devoted to
the definition of architectural solutions for mobile health monitoring systems, able
to take into account the failure modes identified in the this paper, and capable to
detect failures at runtime in order to propose proper countermeasures, toward the
goal of building more dependable health monitoring systems in the future.

References

1. Hao Y, Foster R, (2008) Wireless body sensor networks for health-monitoring applications.
Physiol Meas 29(11): R27–R56. http://dx.doi.org/10.1088/0967-3334/29/11/R01

2. Paksuniemi M, Sorvoja H, Alasaarela E, Myllyla R (2005) Wireless sensor and data
transmission needs and technologies for patient monitoring in the operating room and
intensive care unit. In: Engineering in medicine and biology society, 2005. The 27th annual
international conference of the IEEE-EMBS 2005

48 A Failure Modes and Effects Analysis 581

http://dx.doi.org/10.1088/0967-3334/29/11/R01


3. O’Donovan T, O’Donoghue J, Sreenan C, Sammon D, O’Reilly P, O’Connor K (2009) A
context aware wireless body area network (ban). In: Pervasive computing technologies for
healthcare, 2009. Pervasive health 2009, 3rd international conference on, April 2009, pp 1–8

4. Baskiyar S (2002) A real-time fault tolerant intra-body network. In: Local computer
networks, 2002. Proceedings of the LCN 2002. The 27th annual IEEE conference on, Nov
2002, pp 235–240

5. Curiac D-I, Volosencu C, Pescaru D, Jurca L, Doboli A (2009) A view upon redundancy in
wireless sensor networks. In: Proceedings of the 8th WSEAS international conference on
signal processing, robotics and automation. Stevens Point, Wisconsin, USA: World Scientific
and Engineering Academy and Society (WSEAS), 2009, pp 341–346. http://dl.acm.org/
citation.cfm?id=1558916.1558975

6. Hanna S (2009) Regulations and standards for wireless medical applications. In: Proceedings
of the 3rd international symposium on medical information and communication technology,
Feb 2009

7. Monrose K, Spadotto E, Hawkins J (2009) Ict convergence, confluence and creativity: the
application of emerging technologies for healthcare transformation. In: Proceedings of the
3rd international symposium on medical information and communication technology, Feb
2009

8. Chen M, Gonzalez S, Vasilakos A, Cao H, Leung VC (2011) Body area networks: a survey.
Mob Netw Appl 16:171–193. http://dx.doi.org/10.1007/s11036-010-0260-8

9. Hanson M, Powell H, Barth A, Ringgenberg K, Calhoun B, Aylor J, Lach J (2009) Body area
sensor networks: challenges and opportunities. Computer 42(1):58–65

10. Mobihealth. http://www.mobihealth.com/home
11. Latino RJ, Flood A (2004) Optimizing fmea and rca efforts in health care. J Healthc Risk

Manag 24(3):21–28. http://dx.doi.org/10.1002/jhrm.5600240305
12. Us mil std 1629 (1980) Procedure for performing a failure mode, effect and criticality

analysis, method 102, Nov 1980
13. Institute of medicine committee on the future of emergency care in the United States health

system (2006) Report brief. National Academy of Science, Washington, DC
14. Carefusion, nicolet. http://www.carefusion.com/medical-products/neurology/neuro

diagnostic-monitoring/eeg/nicolet-ambulatory-monitor.aspx
15. Center for Technology and Aging (2009) Technologies for remote patient monitoring in older

adults, Dec 2009
16. Qnx. http://www.qnx.com/solutions/industries/medical/
17. Threadx. http://www.qnx.com/solutions/industries/medical/
18. Cinque M, Cotroneo D, Martinio CD, Russo S (2007) Modeling and assessing the

dependability ofwireless sensor networks. In: IEEE symposium on reliable distributed
systems, vol. 0, pp 33–44

19. Technical Manual Headquarters No. 5-698-4, Department of the army, Washington, DC, 29
Sept 2006

20. Toltec international inc. http://www.toltec.biz/index.htm
21. Carrozza G, Cinque M (2009) Modeling and analyzing the dependability of short range

wireless technologies via field failure data analysis. J Softw 4(7):707–716. http://
ojs.academypublisher.com/index.php/jsw/article/view/0407707716

22. Institute for healthcare improvement. http://app.ihi.org/Workspace/tools/fmea/
23. Cinque M, Cotroneo D, Kalbarczyk Z, Iyer R (2007) How do mobile phones fail? a failure

data analysis of symbian os smart phones. In: Dependable systems and networks, 2007. DSN
’07, 37th annual IEEE/IFIP international conference on, June 2007, pp 585–594

24. Szewczyk R, Polastre J, Mainwaring A, Culler D (2004) Lessons from a sensor network
expedition. EWSN 4:307–322

582 M. Cinque et al.

http://dl.acm.org/citation.cfm?id=1558916.1558975
http://dl.acm.org/citation.cfm?id=1558916.1558975
http://dx.doi.org/10.1007/s11036-010-0260-8
http://www.mobihealth.com/home
http://dx.doi.org/10.1002/jhrm.5600240305
http://www.carefusion.com/medical-products/neurology/neurodiagnostic-monitoring/eeg/nicolet-ambulatory-monitor.aspx
http://www.carefusion.com/medical-products/neurology/neurodiagnostic-monitoring/eeg/nicolet-ambulatory-monitor.aspx
http://www.qnx.com/solutions/industries/medical/
http://www.qnx.com/solutions/industries/medical/
http://www.toltec.biz/index.htm
http://ojs.academypublisher.com/index.php/jsw/article/view/0407707716
http://ojs.academypublisher.com/index.php/jsw/article/view/0407707716
http://app.ihi.org/Workspace/tools/fmea/


Chapter 49
SemFus: Semantic Fusion Framework
Based on JDL

Havva Alizadeh Noughabi, Mohsen Kahani and Behshid Behkamal

Abstract Data fusion techniques combine data from multiple sources and gather
related information to achieve more specific inferences than could be achieved by
using a single source. The most widely-used method for categorizing data fusion-
related functions is the JDL model, but it suffers from semantics and syntax issues.
In order to achieve semantic interoperability in a heterogeneous information
system, the meaning of the information that is interchanged has to be understood
across the systems. Semantic conflicts occur whenever two contexts do not use the
same interpretation of the information. Using semantic technologies for the
extraction of implicit knowledge is a new approach to overcome this problem. In
this paper a semantic fusion framework (SemFus) is proposed based on JDL which
can overcome the semantic problems in heterogeneous systems.

49.1 Introduction

In recent years, significant attention has been focused on multi sensor data fusion
for both military and non-military applications such as robotics, wireless sensor
networks, environmental monitoring and medical applications.

Many definitions of data fusion have been provided through the years, most of
them derived from military and remote sensing fields. In 1991, the data fusion
working group of the Joint Directors of Laboratories (JDL) defined data fusion as a
‘‘multilevel, multifaceted process dealing with the automatic detection, associa-
tion, correlation, estimation, and combination of data and information from mul-
tiple sources’’ [1]. Another definition of data fusion is ‘‘the combination of data
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from multiple sensors, and related information provided by associated databases,
to achieve improved accuracy and more specific inferences than could be achieved
by the use of a single sensor alone’’ [2].

There are different areas of information fusion applications including geospatial
information systems, wireless sensor networks, intelligent transport systems,
business intelligence, business performance management, loyalty cards and bio-
informatics. In most of these areas the process of data/information fusion is nearly
the same and suffers from semantic and syntax issues.

With the growth of Semantic Web (SW) technology, various research areas have
been adopted SW technologies. So, in this paper a semantic fusion framework
(SemFus) is presented based on JDL which can overcome the semantic problems in
heterogeneous systems. In the following, we explain more about semantic hetero-
geneity and our motivation. In the next section, some related works are discussed in
three main groups. The base JDL model is presented in Sect. 49.4. Then SemFus
architecture is presented and an experiment of applying proposed model is discussed
in Sect. 49.5. Finally, Sect. 49.6 concludes the paper and discusses future directions.

49.2 Motivation

In order to achieve semantic interoperability in a heterogeneous information
system, the meaning of the information that is interchanged has to be understood
across the systems. Semantic conflicts occur whenever two contexts do not use the
same interpretation of the information. Goh identifies three main causes for
semantic heterogeneity [3]:

Confounding conflicts occur when information items seem to have the same
meaning, but differ in reality, e.g. owing to different temporal contexts.

Scaling conflicts occur when different reference systems are used to measure a
value. Examples are different currencies.

Naming conflicts occur when naming schemes of information differ signifi-
cantly. A frequent phenomenon is the presence of homonyms and synonyms.

Using semantic technologies for the extraction of implicit knowledge is a
possible approach to overcome the problem of semantic heterogeneity.

Our proposals are made extending the model to include semantic in both data
and levels of JDL model. The main contributions of this paper can be summarized
as follows:

• Using ontology to describe the sources (Semantic refinement of all objects).
• Providing a semantic contextual description of the relationship among objects

and observed events (Semantic Situation and threat refinement).
• Proposing a semantic reasoner to infer logical consequences from a set of

asserted facts in Rule DB.
• Using RDFizer to convert preprocessed data into standard Resource Description

Format (RDF) and stores it in the RDFstore.
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49.3 Related Work

To investigate the state of the art in the field of information fusion, some related
woks are comparatively studied and classified in three main groups: information
fusion models, JDL-based works and semantic fusion works.

49.3.1 Information Fusion Models

All of the architectures and models proposed to design information fusion systems
can be classified as information-based, activity-based and role-based [4].

Information-based models are centered on the abstraction of the data generated
during fusion, like JDL and DFD [5] model. Activity-Based Models are specified
based on the activities that must be performed by an information fusion system. In
such models, the activities and their correct sequence of execution are explicitly
specified, like Boyd Control Loop [6], Intelligence Cycle [7] and Omnibus Model
[8]. Role-based models represent a change of focus on how information fusion
systems are modeled and designed. In such models, information fusion systems are
specified based on the fusion roles and the relationships among them. The two
members of this generation are the Object Oriented Model and the Frankel-Bed-
worth architecture [4].

49.3.2 JDL-Based Works

In [9] the role of the human in a fusion model is demonstrated and level 5 is added
to JDL model as user refinement. Another extension to the JDL model is a hybrid
hierarchical structure proposed as ProFusion2 (PF2) [10]. They have aimed to
answer this question ‘‘how the JDL model can be applied in multi sensor auto-
motive safety systems, since new sensors are integrated on-board, while new
functions support the driver, intervene and control the vehicle’’.

In [11] researchers a refinements to the existing definitions of the various levels
of JDL model is proposed and interaction of levels is discussed.

The main idea of [12] is to apply JDL model in the bioinformatics domain.
They have made a mapping of the JDL data fusion model to bioinformatics and
investigated its applicability to this domain by applying the model in a stem cell
differentiation study.

Another work has revised and expanded JDL model to facilitate the cost-
effective development, acquisition, integration and operation of multi-sensor/
multi-source systems [13].

In [14] the aim of the authors is summarized as ‘‘regarding improvements in the
understanding of internal processing within a fusion node and extending the model
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to include remarks on issues related to quality control, reliability, and consistency
in data fusion processing, assertions about the need for co-processing of abductive/
inductive and deductive inference processes, remarks about the need for and
exploitation of an onto logically-based approach to data fusion process design, and
extensions to account for the case of Distributed Data Fusion (DDF)’’.

Another revision of JDL model is based on partitioning of data fusion functions
[15]. Partitioning is designed to capture the significant differences in the types of
input data, models, outputs, and inference appropriate to broad classes of data
fusion problems. In general, the recommended partitioning is based on different
aspects of a situation for which the characterization is of interest to a system user.
The last model, presented in [16], has served a novel reference model for Modeling
and Simulation by comparing the levels distinguished in the JDL-U model with
activities and phases in simulation projects.

49.3.3 Semantic Fusion Works

There are some works in semantic fusion. Most of them use ontology for semantic
identification of resources. In [17] discussed about role of ontologies in data
integration. In paper [18] proposed the use of probabilistic ontologies within a
service-oriented architecture as a means to enable semantic interoperability in net-
centric fusion systems; while in [19] researchers develop use cases in which
ontologies are used both for the fusion process itself and for the development of
fusion systems. Kokar et al. [20] provides a description of the classes and the
properties in the ontology, and illustrates the formalization with some simple
examples; and finally [21] presented an ontology fusion for agents that they
designed it and sketched an approach which aims a developer to reduce difficulties
in integration and adaptation of software entities into a heterogeneous distributed
system. Knowledge is formally expressed in form of ontology and axiomatic
logical model.

Another application of ontology is semantic integration of heterogeneous
information sources. In [22] researchers explain ontology engineering methods and
tools used to develop ontologies for information integration. It provides an approach
for adaptive, context-aware information retrieval and reviews the use on ontologies
for the integration of heterogeneous information sources. In Boury-Brisset [23]
ontological engineering is used for situation and threat refinement and Smart et al.
[24] suggested an approach featuring domain ontologies, reasoning capabilities,
semantic queries and semantic integration techniques provides the basis for an
integrated framework for improving situation awareness in military coalition
contexts; and finally Gagnon [25] proposed an ontology-based information inte-
gration with a local to global ontology mapping as an approach to the integration of
heterogeneous data sources.

The other works done in semantic fusion, focus on different areas. The main
focus of [26] is to provide a conceptual framework for formally capturing various

586 H. A. Noughabi et al.



sorts of complex relation-types, which can serve as a means for a more thorough
decomposition of objects, attributes/properties, events, processes, and relations,
necessary for higher level fusion processing. Another research describes a Situa-
tion Awareness Assistant (SAWA) that facilitates the development of user-defined
domain knowledge in the form of formal ontologies and rule sets and then permits
the application of the domain knowledge to the monitoring of relevant relations as
they occur in evolving situations [27]. In [28] a three-layer flexible architecture is
presented for sensor data fusion by exploiting the semantic web advances This
architecture contains three layers: the Data layer, the Processing layer and the
Semantic layer; And finally [29] focus on reusability of fusion process and
designed the basic concept of SAW core ontology.

49.4 An Overview of JDL Model

JDL is a popular model in the fusion research community. The model is composed
of five processing levels, an associated database, and an information bus con-
necting all components. Its structure is depicted in Fig. 49.1 and its components
are described as follow [2, 30]:

Sources. Sources are responsible for providing the input information, and can
be sensors, a priori knowledge, e.g. reference and geographical information, dat-
abases, or human input.

Database Management System. This system supports the maintenance of the
data used and provided by the information fusion system.

Human Computer Interaction. HCI is a mechanism that allows human input,
such as commands and queries, and the notification of fusion results through
alarms, displays, graphics, and sounds.

Level 0, Source Preprocessing. This level attempts to do estimation and pre-
diction of signal and various preprocessing of data, e.g. normalization of signal

Fig. 49.1 The JDL model
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measurements, handling of missing values in the data set, handling of incomplete
data sets, filtering out low quality measurements.

Level 1, Object refinement. This level attempts to do estimation and prediction
of entity states. In fact this level transforms the data into a consistent structure and
identifies objects.

Level 2, Situation refinement. Situation refinement tries to provide a contextual
description of the relationship among objects and observed events. It uses a priori
knowledge and environmental information to identify a situation.

Level 3, Threat refinement. Threat refinement evaluates the current situation
projecting it into the future to identify possible threats, vulnerabilities, and
opportunities for operations.

Level 4, Process refinement. This is responsible for monitoring the system
performance and allocating the sources according to the specified goals and pro-
cessing to support mission objectives.

49.5 SemFus: Semantic Fusion Framework

Our proposed model is based on JDL, so the main structure of levels is correspond
to JDL levels. On the other hand, semantic technologies are used both in data and
levels to obtain a semantic model for information fusion. So, at first refined def-
initions of semantic levels is presented. Then the way of applying ontology for
semantic representation and interaction is investigated. For better understanding of
the SemFus, the position of proposed model is illustrated in fusion tree and finally
the steps of implementing will be presented. The structure of SemFus framework
is depicted in Fig. 49.2.

49.5.1 Levels of SemFus

The JDL distinction among fusion ‘‘levels’’ (depicted in Fig. 49.1) provide an
often useful distinction among data fusion processes that relate to the refinement of
‘‘objects’’, ‘‘situations’’, ‘‘threats’’ and ‘‘processes.’’ So, we have tried to refine
definitions of the JDL levels.

Preprocessing (level 0) is defined as estimation and prediction of signal/object
observable states on the basis of pixel/signal level data association and charac-
terization. In level 1, Objects are described in RDF format and stored in RDFstore.
For this purpose, RDFizer extracts data from Object or situation refinement level
and convert data into RDF format and stores it in the RDFstore. A RDFstore is a
system for storing and managing RDF data. Each resource is described by using
concepts defined in the ontology and indentified by an URI.

In the second level, situation identified semantically based on definitions of
entities and their relationship described as RDF in level 1.
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In addition to RDFstore, some other useful resources can be used for situation
refinement including datasets of the linked datasets. Linked data describes a
method of publishing structured data so that it can be interlinked and become more
useful. It builds upon standard Web technologies such as HTTP and URIs, but
rather than using them to serve web pages for human readers, it extends them to
share information in a way that can be read automatically by computers. This
enables data from different sources to be connected and queried [31].

After situation refinement, the main task is assessment of situation to predict
threats and opportunities for operations. By using a semantic reasoner, logical
consequences from a set of asserted facts is inferred. Finally, Level 4 is responsible
for monitoring the system performance and allocating the sources according to the
specified goals and processing to support mission objectives.

49.5.2 SemFus Ontology

As it mentioned before, ontologies can be used in an integration task to describe the
semantics of the information sources and to make the contents explicit. With
respect to the integration of data sources, they can be used for the identification and
association of semantically corresponding information concepts. But there are
different ways of how to employ the ontologies. In general, three different

Fig. 49.2 SemFus framework
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directions can be identified: single ontology approaches, multiple ontologies
approaches and hybrid approaches [22]. Single ontology approaches use a global
ontology providing a shared vocabulary for the specification of the semantics.
Single ontology approaches can be applied to integration problems where all
information sources to be integrated provide nearly the same view on a domain. But
if one information source has a different view on a domain, finding the minimal
ontology commitment becomes a difficult task. In multiple ontology approaches,
each information source is described by its own ontology. This ontology archi-
tecture can simplify the change, but in reality the lack of a common vocabulary
makes it extremely difficult to compare different source ontologies. To overcome
the drawbacks of the single or multiple ontology approaches, hybrid approaches
were developed. Similar to multiple ontology approaches the semantics of each
source is described by its own ontology. But in order to make the source ontologies
comparable to each other they are built upon one global shared vocabulary.

In SemFus, input data come from difference sensors and each of the information
sources has a different view on a domain. Also, using a common vocabulary makes
it easier to compare different source ontologies. So, hybrid approach is used to
develop ontology as follows. Firstly, each source schema can be explicitly rep-
resented by a local ontology. All ontologies use the same representation language
and are therefore syntactically homogeneous. Then, the global ontology provides a
conceptual view over the schematically heterogeneous source schemas. The global
ontology provides a high-level view of the sources. Therefore, a query can be
formulated without specific knowledge of the different data sources. The query is
then rewritten into queries over the sources, based on the semantic mappings
between the global and local ontologies.

Also, a hybrid peer-to-peer system uses the global ontology as a mediator for query
rewriting across peers and a common thesaurus or vocabulary, which can be for-
malized as ontology, can be used to facilitate the automation of the mapping process.

49.5.3 Comparison of SemFus and JDL

JDL and SemFUS provide a systemic view of information fusion. SemFUS can
overcome the semantic problems by using of SW technologies. Also, a common
thesaurus or vocabulary, which can be formalized as ontology, can be used to
facilitate the automation of the mapping process. A brief feature comparison of
SemFus and JDL is summarized in Table 49.1.

49.5.4 The Position of SemFus

For better conceptualization of SemFus, we have classified works done in data
fusion area and structured as a tree. Figure 49.3 is depicted proposed fusion tree
and illustrated the position of SemFus in compare with other works.
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49.5.5 Implementation of SemFus

To implement SemFUS framework, the steps are defined and summarized as
follows:

• Providing a dataset (military, robotics, …)
• Defining related ontologies
• Ontology-based object detection
• Ontology-based Situation awareness
• Semantic threat refinement
• Updating rule base using simulator and data mining tasks
• Result analysis and evaluation

These steps can be used in all domains including wireless sensor networks,
environmental monitoring, smart home, medical applications and military envi-
ronment. Here an experiment of applying proposed framework in a scenario is
presented.

Table 49.1 Comparison of JDL and SemFus

Characteristics JDL SemFus

Systemic view + +
Semantic conflicts + –
Standard format for description – +
Metadata representation – +
Global conceptualization – +
Support mapping – +
Semantic reasoning – +
Ontology based situation awareness – +
Connected to linked open data (LOD) – +

Fig. 49.3 Position of SemFus
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At first must provide a sample dataset. At the second step, the ontology is
developed for describing the properties of the objects of scenario. From the
viewpoints of value type, the object properties can be classified into static and
dynamic. The static values such as height and width can be set in the design phase
and the dynamic values such as speed and direction are filled by dataset.

Then needed ontologies are implemented by Jena framework.
Afterward all data come from dataset are stored with time stamp in RDF store.
To perform levels of model like situation refinement some needed information

are extracted from linked open datasets and RDFstore. We can retrieve needed
data from RDFStore by SPARQL query. Figure 49.4 depicts a sample SPARQL
on RDFStore in Jena.

Finally, semantic reasoner identifies treats of the environment using rules stored
in rule database. An example of rules is shown in Fig. 49.5.

After all these steps, the rule database should be updated by new rules using
data mining. To simplify the process of implementation, this step is not imple-
mented in this experiment and it will be done in the future works.

49.6 Conclusion and Future Works

To achieve semantic interoperability in a heterogeneous information system, the
meaning of the information that is interchanged has to be understood across the
systems. In this paper a semantic fusion framework, SemFus, is proposed based on
JDL to enrich the fusion process and overcome the semantic problems in heter-
ogeneous systems. For this purpose, by discussing some related models in this
area, previous works are classified in three main groups: fusion models, JDL-based
models and semantic fusion. Then, SemFus framework is proposed and its position
in the fusion tree is illustrated.

Fig. 49.4 A sample SPARQL in Jena

Fig. 49.5 An example of
rules stored in rule database
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Finally, to show the functionality of SemFus practically, an experiment of a
scenario is discussed.

In the future works, we are going to implement SemFus for other scenarios in
different applications and evaluate it by measuring timeliness, accuracy,
throughput, confidence, cost and so on.
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Chapter 50
Development of GUI Based Test
and Measurement Facilities for Studying
Properties of MOS Devices in Clean Room
Environment

Shaibal Saha and Supratic Chakraborty

Abstract This article describes a Graphics User Interface (GUI), meant for setting
up an integrated Test and Measurement (T&M) facility, to study different elec-
trical properties of Metal Oxide Semiconductor (MOS) devices is designed using
Matlab 7.5.0 (R2007b). While developing the GUI, a probe station, connected to a
Keithley Switch Matrix, and two other instruments namely, a Keithley Semicon-
ductor Parameter Analyzer (SPA) and an Agilent manufactured Inductance-(L)
Capacitance-(C) Resistance-(R) (LCR) Bridge, also connected to the switch matrix
are considered. All the instruments are controlled over General Purpose Interface
Bus (GPIB) protocol through a controller PC.

50.1 Introduction

Studies of different electrical parameters of Metal Oxide Semiconductor (MOS)-
based devices, fabricated in a class-100 (Max 100 particles/ft3, size C0.5 lm)
clean room with a minimum feature size of *10 lm or less, requires a prober
along with other characterization instruments namely, Semiconductor Parameter
Analyzer (SPA), Inductance-(L) Capacitance-(C) Resistance-(R) (LCR) Meter.
For better consistency of the result, it is necessary to place the device under test
(DUT) inside the clean room and other instruments may be placed in an area of
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lower cleanliness. A Switch Matrix is also employed for automatic switching
between the above two measuring instruments. Usually test and measurement
(T&M) instruments and their inbuilt Graphics User Interfaces (GUI) are not
normally customized for a particular application relating to specialized frontier of
research. On the other hand, researchers also require very powerful mathematical
tools for processing the collected data either online or off line. So, an integrated
test setup and remote control over a group of instruments is essential. Therefore, a
software platform having three-fold facility is needed to fulfill all the three criteria
(i.e. GUI development, General Purpose Interface Bus (GPIB) connectivity and
powerful mathematical tool). Matlab 7.5.0 (R2007b) [1] is one of such unified
software platform to support all the needs on a single controller PC. Figure 50.1
depicts the objective of this work in assigning a controller personal computer (PC)
and connecting Signatone Probe Station with Agilent E4980A LCR Meter [2] and
Keithley 4200 Source Monitor Unit (SMU), the SPA [3], through Keithley Switch
Matrix [4]. In our customized set up, voltage vs. current (V–I) character of the
DUT can be looked into with the help of Keithley 4200 SMU and capacitance
versus voltage (C–V) character can be achieved with the help of Agilent E4980A
LCR Meter using their respective inbuilt dc and ac voltage and frequency sources.
The switch matrix is utilized particularly when a high-field stress measurement
followed by a C–V measurement is required with a minimum loss of time.
Therefore, after necessary switch connectivity between the passive Probe Station
and the above two active T&M instruments, T&M on the DUT can be performed
through controller PC. And surely GPIB communication delays (Data transfer rate
[1 Mbytes/s, Short command �9 ms, Short query �18 ms, all the time depend on
device) must not add to any detrimental effect on the data acquisition speed of
those instruments. Moreover, each of the instruments has a fast buffer memory
connected to dedicated high speed BUS. Upon necessary GPIB commands, the
instruments start buffering the measured data at the highest transfer rate up to
which the instruments can support by default.

Fig. 50.1 Instruments setup
plan environment
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Now, final part of the task falls on the GUI designer to introduce the user for
taking over sole control and running the above mentioned experiment through a
customized GUI on a computer monitor. The role of Human Computer Interaction
(HCI) comes into picture now that includes physical, technical, physiological and
psychological aspects to address through GUI design optimization. Designing &
developing a GUI is an art from the designer’s point of view and simultaneously a
serious task of evolving a technical way out to involve users psychologically while
using the GUI for experiments. On the aesthetic issue, ‘‘Look & Feel’’ attribute is
the main point of consideration. This ‘‘Look & Feel’’ comprises of some aesthetics
related elements viz. balance, equilibrium, symmetry, sequence, rhythm, as well as
order and complexity [5, 6]. So, addressing aesthetics in a GUI is guided by some
technical aspects of the elements of the GUI either in discrete or correlated manner.
But the number of elements in a GUI depends on the very purpose of the GUI, its
complexity and customization inputs by the users. Therefore, it is really very dif-
ficult to define a border line between aesthetics and technicality of any GUI, based
on human computer interaction (HCI) and sometimes, both the problems overlap.
As a GUI designer, it has been considered the optimal visual load to the user when
populating the GUI with necessary elements according to runtime stages of the GUI
[7, 8]. On the other hand, inattentional blindness of the user is also taken into
consideration not only to reduce the possibilities of human error but also to take the
advantages of it in using the GUI [8, 9]. Size, color, resolution, contrast, relative
location of the elements, human field of visual perception, visual acuity, normal
distance of human eyes from the computer monitor, eyeball movement pattern,
human response time between seeing and mouse clicking etc. and above all
attention of the user to a particular research problem also play an important role in
designing the GUI [10–15]. It is always the point of foremost importance that
additional technical features of the GUI must help creating an ambience to ease the
way to reach the desired goal set in the GUI. Cares have been taken to avert issues
of mind diversion to the users. During this design, the golden rule of measurement
is considered. It states that in an ideal parametric measurement system, parameter
must never feel that it is being measured. So, the GUI design target is to create
purposefully such an ambience on the computer monitor which will perpetuate the
user to concentrate on the research problem and not hindrance due to overload for
unnecessary technicalities in the GUI. Following are the points to be considered to
design a balanced GUI: (i) GUI should be ‘look and feel’ in nature, (ii) Easy to learn
its operations by the users, (iii) Self guided to meet the user’s expectation for
subsequent stages, (iv) Metaphor based, (v) Fast and (vi) Algorithmically correct.

50.2 GUI Design

To reach the target designer should address the following points: (a) Purpose of the
GUI, (b) User’s Knowledge Base, (c) Mode of Output Presentation, (d) Size,
Shape of the GUI, (e) Number of GUI Elements, (f) Inter Elemental Distance,
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Orientation and Size, (g) Use of Text and Typography, (h) Runtime Priority of the
GUI Elements, (i) Grouping of the GUI Elements, (j) Use of Color, (k)Elemental
Boundaries, (l) Familiarity of the Metaphors, (m) Friendliness or Simplicity, (n)
Transportability and (o) Usability.

50.2.1 Purpose of the GUI

The GUI will be used as a tool in scientific research. So, there should be certain
amount of flexibility in data manipulation within the latitude of targeted research
problem. In this particular GUI for Agilent E4980A LCR Meter, users enjoy the
option to vary the inputs for spot or sweep measurements up to such limit that
commensurate with the experimental conditions on the DUT and supported by the
instrument. Provisions have been made available to the GUI to take multiple shots
of data acquisition over wider sweep window with limited 201 (provision in the
instrument) data points to have more significant results. Otherwise, cipher data will
result at the far end of the data acquisition time window due to fast recombination
process of the electron–hole pair in the DUT. Moreover, data SAVE button has
been placed next to data DISCARD button on the GUI keeping in mind that in the
research grade fabrication laboratory, the performance of a device is not as good as
that in the production industry and many data sets are to be discarded.

50.2.2 User’s Knowledge Base

This basis has been taken into account to symbolize the icons either with icon type,
color or scientific textual message. Such as Radio buttons meant for selection,
Push buttons for execution. English language has been chosen to combat with
geographical barrier at this knowledge base [13].

50.2.3 Mode of Output Presentation

Output of the spot measurement result comprises of only two decimal numbers and
thereby presentation in numeric form carries the full information to the user [16].
But, in case of sweep results in the form of either voltage or frequency, the set of
output result comprises of [201 9 3] matrix. So, two line graph presentation
(parameter values plotted against corresponding voltage or frequency) is accord-
ingly designed as one of the best mode of information transfer.
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50.2.4 Size and Shape of the GUI

Human enjoys almost 180� forward-facing horizontal field of view (FOV) for
single eye and 120� for binocular vision. Remaining 30� of each peripheral vision
on both sides has only monocular effect due to non overlap of images from both
the eyes and it is of 100� in vertical direction. Considering 24 inches forward-
facing horizontal viewing distance from the computer monitor, linear FOV (L) can
be calculated using (50.1) [11, 14],

L ¼ 2pd

360�
h ð50:1Þ

(Where, d is the distance of monitor from eyes in feet)
Result from (50.1) shows that linear FOV of human vision forms a rectangular

landscape mode. Hence, the shape of the GUI has been made rectangular land-
scape from the ergonomic point of view. Even, size of GUI for each instrument has
been kept smaller than the full size of a 17 inch (standard) computer monitor to
facilitate the user to open multiple windows simultaneously upon requirement.

50.2.5 Number of GUI Elements

To populate the GUI applet, the number of elements depends on experimental
complexity, users demand, balance and adoption of graphics techniques by the
designer. Active population of the GUI elements is directly related to the infor-
mation processing capacity of the human brain [17]. It has been managed by
grouping of similar elements. Lesser visual load also causes laser attention or more
precisely partial attention thereby lack of seriousness on the subject [7–10]. So,
optimum visual load is required in populating the GUI with elements, to stop mind
diversion and thereby less inattentional error. To accomplish this, technique of
runtime appearance/disappearance and activation/inactivation of some elements
has been programmed. Inactive input fields could be wiped out to reduce visual
overload but presence of some inactive fields maintain balance in elemental
distribution on the GUI applet and help understanding the gross functioning of the
GUI too.

50.2.6 Inter Elemental Distance, Orientation and Size

These three items are put into Fitts’ law to calculate index of difficulty
(ID = log22A/W) in one dimensional mouse pointer movement [20]. According to
Fitts’ law, the movement time (MT) required to select a target at a distance
A (amplitude) and width of W in the movement direction is
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MT ¼ aþ b: log2
2A

W

� �
ð50:2Þ

In (50.2), a and b are constants and values of which are determined through
linear regression. W corresponds to the accuracy of the movement to reach the
target point within overshoot and undershoot limits. There is only case of Drop-
down-menu in selecting ‘‘Parameter Select’’ [21]. Except that, ID for all other
movements has been calculated according to GUI flow chart for Agilent E980A
LCR Meter and is shown in Fig. 50.2. To calculate the magnitude of W, in targeted
mouse pointer movements, the projection of either length (L) or breath (B) of the
rectangular icons on the line of movement has been considered according to the
relative position of the targeted GUI element which is evident from Fig. 50.3. In
these cases, W is the function of L, B, and h.

Therefore, in a particular relative position, orientation of the rectangular target
elements plays a vital role in determining the ID of the movement. In case of
square shaped target, the effect neutralizes partially and circular shaped target is
the best fit for fixed W, where W is the diameter of the circle. It is always felt
comfortable to see a text oriented horizontally (exception in some East Asian
script) rather than vertically [14]. So, most of the elements are designed in rect-
angular landscape mode. In addition to the Fitts’ law, another important point of
consideration that guided the arrangement of elements on the GUI is the golden

Fig. 50.2 Agilent E4980A
GUI flowchart

Where tan (θ) is 
the gradient of 
the line of 
movement. 

Fig. 50.3 Dependence of
accuracy on target orientation
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triangular position of attraction on any view [23]. So, there is a tradeoff between
Fitts’ law and golden location of attraction as shown in Fig. 50.4. For example,
according to Fig. 50.5, GPIB-address input field, an important icon, has been
placed at a distant place from the remaining routes of the mouse pointer making ID
greater compared to ID for next targeted movement. Even that, it is placed at top
position on the GUI applet which is a location of visual attraction. To select
another instrument, a push button named MAIN MENU has been provided.
Obviously, it is also placed at an important but fairly distant location from ENTER-
PLOT-SAVE or DISCARD button pairs to avert any inattentive cursor click on it.

Figure 50.5 shows, every occasion mouse pointer starts from 1st caution
location (marked with *). Then it passes close to 2nd caution location (MAIN
MENU) for reasons, if user thinks another GUI to attempt now according to
Fig. 50.4. Otherwise, if the user thinks to continue with current GUI, then onwards
for every subsequent pointer movement, both the caution locations go farther
making ID greater. Once GPIB address is fixed, from 2nd iteration, these two
caution icons will be inactive and mouse pointer can be started from next GUI
element, taking advantage of Fitts’ law [17–20].

Fig. 50.4 Agilent E4980A LCR meter GUI

Fig. 50.5 Showing mouse
pointing routes on the GUI
along with caution locations
marked with *
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50.2.7 Use of Text and Typography

Text and typography for this GUI has been set considering the human visual acuity
[11, 14]. Visible size of the element depends on human visual acuity or ‘‘Snellen’’
acuity (After the name Dutch ophthalmologist Hermann Snellen, 1834–1908).
Visual acuity is an indication of the clarity or clearness of one’s vision. It means, a
person with 6/6 visual acuity (normal), can see those objects just clearly from a
distance of 6 m (*19.685 ft), subtended an angle 5 min (50) of arc on the optic
lens, as shown in Fig. 50.6, results in 2 h = 0.88 mm for d = 24 inch where 2 h is
the height of the object and d is the distance of the object from the eye.

Therefore, if the height of any textual letter (object) falls below 0.88 mm in the
GUI, it will go beyond the character identification capability of eyes from a
distance of 24 inch, subject to the luminosity of that letter and pixel per inch,
sufficient for visual perception. Moreover, color contrast and wave length of light
also play vital role in human visual perception at limiting visual acuity. In the
Agilent E4980A GUI, it is set well above the limit, keeping in mind the unam-
biguous clarity from a distance of 45–70 cm from the computer monitor. More-
over, all the fields are barred by the software not to accept any illogical input and
in any such situation an alert text message (in red color with bigger font size for
legible resolution) is displayed. So, font type, sizes and color of the input
parameters have also been considered for clarity.

50.2.8 Runtime Priority of the Elements

The golden triangular location of attraction on a visual display unit or in any page
lays at the upper left hand corner which I already shown in Fig. 50.4 [23]. The
Agilent E4980A GUI has three operational mouse pointer routes as shown in
Fig. 50.5. According to selection, GUI elements are clicked one after another
en-route final destination. Considering this, elements are placed starting from
top-left corner and associated data input fields are placed side by side and other
necessary selection fields are placed in downward direction according to priority.
Only those fields are either made available or active that are in need to run
the instrument for selecting a particular mode through mutually exclusive
radio-buttons. While a user follows one flowchart, the elements of other

Fig. 50.6 Human visual
acuity
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flowcharts, which are not being used, made either inactive or removed to keep the
GUI aesthetically balanced and making it free of error prone due to inattentional
blindness [8–10]. This approach minimizes the visual load as well.

50.2.9 Grouping of the Elements

The GUI elements, closely associated, are placed on a sub panel within the GUI
applet to make a group. So, grouping of elements enable users to find out the
functionally closely related elements easily and thus making the GUI simple.
It also makes a virtual sense of lesser number of elements on the GUI (optimum
visual load). The technique of need based dynamic is also employed to make the
number of GUI element and thus keeping it within the limit of information
processing capacity of the human brain at any time [17].

50.2.10 Use of Color

Use of color, adding a dimension to the GUI facilitates, a designer also considers
in many ways to suite the GUI for the users. Suitable color soothes the vision,
enhances contrast sensitivity of individual GUI elements, defines elemental
boundary more prominently on the GUI applet. Red color is used to alert user by
convention while blue enhances textual resolution and images at lower visual
acuity for shorter wavelength. Though cones-cell (retinal cells) efficiency for color
vision to all red, green and blue are same, luminous efficiency of human eye
indicates a peak value at 560 nm [12, 14, 15]. On the other hand, when drawing
attention is the main issue and not character recognition, same brilliant red color is
used to indicate the run time state of the GUI. Here, the shape of red/green
indicator is immaterial than its appearance.

50.2.11 Elemental Boundaries

Distinct elemental boundary defines the number of element unambiguously [5, 6].
More similar elements, placed on a panel, seem to be a single element if 3D effect
is added with proper shade to the panel. This effect virtually minimizes element
number and enables the user’s information processing better with optimal visual
load. This also minimizes chances of error due to inattentional mouse clicking on
the GUI elements [19]. These advantages are also used in designing the GUI by
adding suitable color, 3D effect, optimum separation between the elements etc.
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50.2.12 Familiarity of the Metaphors

Familiar iconic-elements have been used to put an end to the language and geo-
graphic boundary limits on the GUI [13].

50.2.13 Friendliness or Simplicity

These two, complementary in nature, attribute to make the GUI look and feel. It
also adds ‘acceptance’ attribute to the GUI. This along with familiarity of the
metaphors made the GUI operation self explanatory. It also helps in cutting down
the training time on actual instruments. In this GUI, metaphors or nomenclatures
have been chosen in most indicative way to perceive the ongoing back-end pro-
cesses by the user with pre occupation. Necessary additional delays have been
introduced in different stages of the software to set the appearance and disap-
pearance time of the GUI elements for synchronizing with either processing time
or the response time of the users. It makes a sense of reality on the users’ mind
even for a virtual instrumentation. Flowcharts of the GUI have been designed
considering the mind set of user for most expected next step towards the targeted
result [22]. This helps the user in keeping full attention in research experiment and
never requires memorizing successive steps on the GUI. As a GUI designer,
adequate self restrains have been imposed in using unnecessary techniques causing
the attention diversion of the user from his/her research problems.

50.2.14 Transportability

All the above GUIs have been put under one single GUI named Selection GUI and
a standalone Matlab executable file has been created on Windows XP platform.
Now, user enjoys the option of opening all or any GUIs one after one in different
windows by selecting the desired one through Selection GUI. To do this, every
time user has to route through Selection GUI. This enables user to use any one of
the GUIs independently in other T&M setup without being interfered by other
GUIs kept in GUI repository. This facilitates designer to add many different
instrument controlling GUI to the repository just making it versatile without losing
identity of individual GUI and universal portability on Windows XP platform.

50.2.15 Usability

Usability is one of the most important aspects of the GUI design. As it is a
supportive work for the main scientific experimentation, the result of the
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experiment depends on the correctness of the algorithm running behind the GUI.
And Familiarity, Friendliness or Simplicity and Transportability add to the value
on the usability for the GUI. Thus, usability overcomes the geographical, language
and cultural barrier in using the GUI.

50.2.16 GUI for Keithley 708A Switch Matrix

Considering Fig. 50.1, the Keithley switch matrix is required for physical
connectivity between passive Signatone Probe Station and either Agilent E4980A
LCR Meter or Keithley 4200 SMU. A GUI has designed to control the switch
matrix over GPIB protocol from the controller PC, as shown in Fig 50.7.

All the above GUI design considerations, mentioned in Agilent E4980A LCR
Meter GUI design, have also been utilized in designing the GUI for Keithley 708A
Switch Matrix. A special care has been taken to control the switching over GPIB
command while instrument connectivity is changed from one to another. GPIB
ensures first disconnecting the already connected instrument by passing initializing
command every occasion to the Switch Matrix and then connect command for
other instrument. Thus avoids fatal consequence for instrument and DUT.

50.2.17 Main Selection GUI

Figure 50.8 shows the initial entry point of all GUIs for instrument control. It has a
drop down menu to select the particular instrument to control & use through GPIB
and respective GUI. This opening GUI serves the very purpose of maintaining
visual load to the user by facilitating accommodation of all individual instrument
GUIs along with their elements and filtering as well with selectivity [7–10, 17].

Fig. 50.7 GUI for Keithley
switch matrix
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50.3 Safety Features of the GUI

Following safety features have been embedded deliberately in the programming.
In using this GUI, obviously researchers should need some latitude in manipu-
lating input data within the range of the instruments to address the research
problem. So, researchers may come across inattentional error in data input.
Moreover, sometimes instruments are also prone to hang over junk input data.
These should be averted.

50.3.1 GPIB Address Input Field

For each instrument GUI, input to this field is made changeable. By default, it
assumes the previous value. User enjoys the option to change it once, prior to first
run of the instrument and thereafter, the field becomes inactive during the entire
session and inhibits inattentional catastrophe. But, this facilitates the user to use
the GUI in another experimental setup assigning different GPIB address.

50.3.2 Setup Selection Fields

Appearance and disappearance of these fields are programmed dynamically
according to mode of selection. This takes care of optimal visual load and elim-
inates possible inattentional error.

50.3.3 Data Input Fields

Appearance and disappearance of these fields too are programmed dynamically
according to selection mode. Initially, it always appears in spot measurement
mode by default. Moreover, input fields are protected from any illogical or out of
range data or beyond resolution data insertion. In such cases, the GUI program
takes appropriate measures of its own and interactively alerts the user for such
change. This also eliminates the possibilities of inattentional error.

Fig. 50.8 Main selection
GUI
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50.4 Conclussion

In this GUI, necessary provisions are made available which can help a researcher
to perform an accurate measurement and data acquisition on DUT in quick suc-
cession. Though the basic platform is Matlab 7.5.0 (R2007b), creating standalone
Matlab executable file facilitates others to use the GUI without Matlab support.
Above all, novel concept of multiple-GUI repository opens the provision of
inclusion of a number of instrument control GUI under the main selection GUI
considering the limitation of GPIB connectivity of instruments.

Acknowledgments Authors wish to acknowledge Subhajit Karmakar for their continuous
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Chapter 51
Prediction of Failure Risk Through
Logical Decision Trees in Web Service
Compositions

Byron Portilla-Rosero, Jaime A. Guzmán and Giner Alor-Hernández

Abstract In a service composition, the Quality of Services can be useful to
identify those hidden data for a traditional composition; they can be a decisive
factor for determining the behavior of future compositions since they allow
evaluating risks resulting from reasons totally dependent on both the service
environment and/or the composition system. Importance of this data is reflected on
the way they are obtained, estimated, and applied to a composition. This paper has
specifically studied the following three characteristics: availability, reactivity of
services in periods of time, and management of beliefs to determine influence of
services composition and to determine failure risk in such a composition through
machine learning.

51.1 Introduction

Web services composition is a complex process which includes a careful analysis of
requirements, semantics, and behavior of existing services, service verification,
adaptation, contracting, and its performance. This process due to its complexity is a
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context where there are failure risks. An example of this is the moment when
services used within this process result in unexpected failures caused by the service
environment, such as: being available at the moment it is required or complying
with its objective in an already time limit; as well as the way how the composer
conducts instantiation processes in function of service data. For this purpose, one of
the main components to obtain new information on both services and composer is
the QoS; the QoS acquire additional information of those services which are not
generally obtained with traditional composition processes and such information
allows conducting a multi-dimensional analysis of the service behavior. This
information allows making a statistical follow-up of the service behavior with
respect to the environment in which it has been executed and of the composition
environment where its participation is required. Importance of using these criteria is
having an additional evaluation aspect which allows making a selection of more
accurate Web services due to the evaluation of characteristics not previously taken
into account during the composition process. In this way, modeling of compositions
is possible and being conscious of the future failure risks which can occur during
the composition is also possible. This evaluation allows identifying more appro-
priate services in order to meet requirements demanded for a composition plan and
identifying alternative services for such requirements as well.

One of the tools used for describing behaviors is the machine learning from
information resulting from the execution processes; behavior of services in
function of QoS can be predicted. This allows making a permanent follow-up of
service behavior and determining its influence within a composition.

For this specific case, logical decision trees have been used; these trees allow
making an interpretation analysis, just as described in logical representations
easily analyzed by the machine and by a human expert, in such a way that there
can be a feedback during the composition processes in a way closer to reality.

This paper has been organized as follows: Sect. 51.2 shows QoS evaluated to
predict the risk factor in each service and the way how it has been estimated, and
to analyze risks; Sects. 51.3 and 51.4 show the model for predicting risk factors in
the service composition; Sect. 51.5 shows results obtained; Sect. 51.6 shows
related works; and Sect. 51.7 shows both conclusions and future works.

51.2 QoS Representation and Failure Risk

In a Web dynamic environment there are many services to conduct similar
functions and they show not very remarkable differences at first sight. However,
when employing a set of non-functional characteristics of services such as the
QoS, there is a possibility to widen this difference in order to determine which the
best service is with respect to others to comply with required conditions.

610 B. Portilla-Rosero et al.



51.2.1 QoS Attributes

This work encompasses three ck 2 C criteria to determine the risk factor in service
compositions, availability, reactivity, management of beliefs. Although the first
two criteria have been used in other researches [1–3], this work includes a tem-
porality characteristic in order to be more accurate with the analysis conducted to
services.

Availability A sið Þ: Given a si service, availability is a frequency of the number
of Web service successes when responding to a petition and the number of times
this service has been requested for responding to such a petition in a p composition
plan, bearing in mind a specific period of the day, estimated in d days and h hours,
as in

A sið Þ ¼ Frec ssuccessð Þ 2 Pjexecution sið Þ ! d; h: ð51:1Þ

Reactivity R(si): Given a si service, service reactivity is used to determine how
appropriate using a Web service is under execution time restrictions (t \ T),
bearing in mind time periods classified by d days and h hours in which service
behavior is seen affected and the p composition plan for which it was required, as in

R sið Þ ¼ Frec ssuccessð Þ 2 Pf gt � T jexecution sið Þ ! d; ht 2 T : ð51:2Þ

Management of beliefs MBðsiÞ: Given a si service, management of beliefs is
used to determine the range of more feasible instances to be used by the composer
in a service instantiation process. Instances are then defined as service inputs and
outputs Ia;Oc: This factor takes those instances which have been the result of a
successful execution of the service IR;OR as in

MB sið Þ ¼ IC;OC � IR;ORf g 2 PjFrecðORÞ ffi 100 %: ð51:3Þ

51.2.2 Risk and Analysis of Failure Probability

Risk is defined as one event or a set of events focused on the wrong assumption of
the composition mechanisms during a service instantiation, service availability,
and service reactivity, bearing in mind execution time restrictions which may alter
a service behavior, resulting in a negative impact which prevents meeting of
objectives, and measured through association of each event values.

A failure is a quantifiable value product of a Web or composition system
service inconsistency, as a result of a risk evaluation.

A failure risk, including availability and reactivity of services risk(s) is esti-
mated, as in

risk sð Þ ¼ x1 � 1� A sð Þð Þ þ x2 � 1� R sð Þð Þ ð51:4Þ
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Where x1 þ x2 ¼ 1 represents the impact for each criterion estimated through
reciprocal of the ranks (RR) [4], which allows allocation of weights to a set of
criteria based on their importance.

This importance has generally been given by the final user, which entails a high
degree of subjectivity in the final result when estimating the risk. This work,
however, started by identifying the most representative criterion in the composi-
tion; therefore, the entropy was applied as a multi-criteria decision analysis
technique with the purpose of resolving subjectivity when allocating impacts.

Identification of failure risks using management of beliefs is evaluated in those
composers based on assumptions to reach a composition plan. In this case,
matching between instances and instantiated services is intended to be decreased
in order to reduce the error factor in a composer’s assumption when comparing
environment with real world.

Finally, the composition plan risk RiskðqÞ is estimated, as in

Risk pð Þ ¼ Min
Yn

i¼1

risk sið Þ
 !

ð51:5Þ

51.3 Inference of Values Associated to Failure Risk

The advantage of a permanent monitoring during service execution allows
acquiring service behavior under multiple execution environments in an automatic
way much closer to reality. This fact is very useful when we need to determine
which services are to be used from a set of services and the most appropriate ones
to better resolve a problem in specific cases. Therefore, a model based on logical
decision trees is determined in order to automatically obtain service behavior and
infer risk to which the composition is subject to with respect to selected services.

This model Fig. 51.1 includes two possible failure risks: Risks generated by the
service environment, which is measured by availability and reactivity of the same;
and composition environment risk as described by management of beliefs. These
three criteria are treated on an independent basis, bearing in mind the following
three specific steps:

51.3.1 Acquisition and Translation of the Execution
Information

This includes service information collection from observations generated during
the execution of such services. For each ck 2 C criterion selected, a set of
observations Oj ¼ o1; o2; o3; . . .; onf g is generated, where each observation of the
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set stores the s 2 S service which has been executed and the set of data specifically
rated for such a service.

With respect to availability, the tuple representing observations is
si; d; h; goal; clð Þ where si represents service executed; d is the day si when service

was executed; h represents the time si when service was executed; goal is the
objective to be reached through the composition plan; cl determines whether the
service is ready to be used; that is, if the service is not available at the time it has
been called to execution, this should be deemed as a failure; otherwise, the service
will be classified as successful.

The tuple representing service reactivity is si; te; d; h; goal; clð Þ where, si is the
service to be executed; te is the time restriction for a service execution assigned by
the customer; d is the day si when service was executed; h represents the time si

when service was executed; goal is the objective to be reached through the
composition plan; cl is the classification assigned to a service when executed. This
is associated to the time a service takes to be executed. Classification is successful
if the service is executed during a restrictive period of time issued by the customer;
otherwise, its execution should be deemed as a failure.

Finally, observations for management of beliefs are represented through the
tuple si; inputs; outputs; clð Þ where si represents the service executed; inputs is the
input of the executed service; outputs represents outputs of the executed service in
function of inputs; cl represents the kind of relationship between supposed outputs
by the composition system and outputs issued by the service after its execution.
Kinds of observations are: success when there is a matching between supposed
outputs by the composer and real acquired outputs of the real world, and failure
when there is not such a matching.

Therefore, each time service si is executed, the list of observations Oj is
increased Oj ¼ o1; o2; o3; . . .; onf g thus obtaining the information about the
behavior of the service evaluated under a specific execution environment, as in

8si 2 Sj9ck ! Oj o1; o2; o3; . . .; onf gi ¼ 1; 2; . . .; n; k ¼ 1; 2; 3 ð51:6Þ

Fig. 51.1 Learning model
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Later, each observation is interpreted for each evaluated ck 2 C criterion and is
translated to a learning representation L language in which the knowledge base kb
and the target function s are identified; that is, what is desired to be learnt from the
knowledge base kb With respect to the target function, learning of the execution
behavior of services through its cl classes is considered, defining whether or not
the execution was successful. On the other hand, the knowledge base is generated
from remaining data of observations for each ck criterion.

51.3.2 Generation of the Control Knowledge

Generation of the control knowledge deals with the fact that a logical decision tree
T is constructed for each si service; where each node contains necessary conditions
under which each ck criterion is applied and leaf nodes of the T contain prediction
values for each ck criterion. Probability estimation of rules is obtained from the
frequency of learning examples.

Construction of the tree is conducted through the algorithms for induction of
logical decision trees [5], as shown in Fig. 51.2.

After applying the learning algorithm, a set of logical rules R r1; r2; r3; . . .; rn;f g
representing each si service behavior is obtained, bearing in mind the ck evaluation
criterion, as follows:

Availability: 8 rj 9 d [ h [ goal
Reactivity: 8 rj 9 d [ h [ te [ goal
Management of beliefs: 8 rj 9 inputs [ outputs [ goal
Finally, the set of rules generated becomes the control knowledge representing

the behavior of services making part of a composition.

51.4 Integration of the Control Knowledge

With respect to availability and reactivity criteria, predicted data are associated to
the service as a probabilistic value representing the service risk. These criteria
share the fact that their value is dependent on day and hour when service has been
executed, and are intended to improve composition while minimizing failure risks.

Fig. 51.2 Learning
algorithm
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Estimation of the management of beliefs is made by the composer who is
suggested with the predicted relations in order to control the instantiation process
and improve the composer’s beliefs with respect to the real world.

51.5 Experimentation and Evaluation

The experiment encompassed the evaluation of the learning model through a
controlled environment which simulates the behavior of ten Web services and
correctness of the model was defined through the mean squared error. This
behavior has been defined under a normal distribution where the mean is the real
behavior of the service.

Each service shows a specific behavior; hence, a study case where a Web
service is taken is shown and a set of 141 observations is taken, to identify the
learning error decrease from the number of observations. Figure 51.3 show results
of Service 1 evaluation with respect to the availability criteria and Fig. 51.4 show
results of Service 1 evaluation with respect to the reactivity criteria.

Figures 51.3 and 51.4 show that the learning model is intended to have an
approach to the real service behavior in order to determine which is the set of
services decreasing the failure risk in a composition plan, as shown in Fig. 51.5.

Figure 51.5 shows the evaluation of the learning model which assesses the
number of services that are used in composition plan. The assessment identified
the decline of failed services when using the learning model and therefore shows
that the use of the model aids in reducing the failure risk in the composition.

Evaluation of the management of beliefs allowed seeing how a composition
system based on beliefs can improve the instantiation process and decrease the
composer’s failure risk when defining the instances showing a better behavior
according to a set of inputs and their relationship to the real world, as shown in
Fig. 51.6.

The learning model error related to composition plan is showed in Fig. 51.7,
while increase the number of observations by each service, the control knowledge
allows to describe better the real behavior of services in the world, so the error in
composition plan decreases because our model uses the services that is less likely
to fail i.e. the composer does not select those services with high risk of fail.

Fig. 51.3 Criterion-
availability learning error
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Fig. 51.4 Criterion-
reactivity learning error

Fig. 51.5 Selection of
services in a composition
plan

Fig. 51.6 Criterion—
management of beliefs
learning error

Fig. 51.7 Composition
plan—learning error
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51.6 Related Works

One of the most important researches is [6, 7] which establishes an approach for
selecting services; this approach is intended to minimize impact of atomic web
service failures through QoS. Risk is measured through the service failure prob-
ability and the result of its impact. Failure probability is specifically known
because it uses a loss function in which the service execution cost is evaluated, as
well as the message transfer time. Execution variations are determining factors for
reaching a risk analysis. In this work, the execution determines the risk impact, but
variation of executions during periods of time represented in hours and days is not
taken into account, so the system is able to make a wrong decision when a service
is requested in a specific period in time.

Reference [8] establishes two types of risks during the execution: the first risk
verifies that the service execution is successful; if so, the user qualifies that service
with a compensation for its good performance; the second risk measures the
contrary; that is, when the service is not executed. In this work, allocation of
quality values by the user can become a very subjective factor and the real
behavior of services would not be taken into account.

Reference [3] is focused on the QoS management in order to improve the
service composition; the work describes a model which allows predicting quality
of services involved in the workflows. Management of risks in this work is focused
on the service reliability in order to analyze software errors and the relationship
among the times service was not executed. In this work, periodical data of exe-
cution and service analysis are not considered as additional information to
determine the times services require to be executed and to achieve a better
specification of the service behavior.

Reference [9] tackles the analysis of failures through the use of fault taxonomy
[10] which includes three important failures: Physical failures, development fail-
ures, and interaction failures among services. This analysis is intended to omit
those services deemed as a failure producer and those services are not part of the
composition process. However, monitoring does not analyze service temporality;
that is, to bear in mind service behavior in periods of time (days and hours) with
the purpose of obtaining more information for conducting a more detailed failure
analysis.

Risk management analyzed in [11] shows an approach to minimize losses
associated to computational costs and communication costs, caused by failures in
service execution during the composition. This failure is calculated through the
impact of the failure risk. For this purpose, dependency of failures among services
(that is, if a service is dependent on another one, the dependent service should be
canceled or compensated) and compensation dependency (that is, if a service is
dependent on another one, it should be canceled) are analyzed. This work eval-
uates the failure risk present without evaluating the moment in which or the
circumstances under which the failure occurs; this would provide more accuracy
when assigning value to estimate service failure risks.
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Finally, in [12] establishes that risk is a service value associated by a user to the
composition transactional properties in such a way that their addition can deter-
mine the service to be chosen during the composition process. However, selection
of services would be including a subjective decision variable because the real
behavior of the service would not be analyzed to make a decision, but a user’s
specific value.

51.7 Conclusions and Future Works

Through the analysis of failure risks in service compositions, verifying suscepti-
bility in which Web services are involved is possible, and the way their behavior
directly impacts the service composition. This work has shown a model based on
logical decision trees which allow acquiring information related to QoS in an
automatic manner and with more accuracy; QoS which evaluate the failure risk of
both services and composer from the execution of services, thus identifying and
determining the service behavior under a composition objective. This allows
predicting both service and composer behaviors for acting in future compositions
and leading the composer for a better service selection.

The importance of validating time periods associated to service execution was
proven, since the failure risk factor is minimized in the composition, making
emphasis on the most appropriate services to be used.

Bearing in mind the valuation of risks as future work, our intention is to use
criteria which can measure the failure risk using additional values which make no
part of the criterion but which can affect it, in order to improve expressivity. In
relation to this work, temporality was used as an additional calculation value;
however, it is important to use measures such as semantic impacts or composition
objective meeting relations. In this way, values obtained through criteria tend to be
more objective.
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Chapter 52
SEC-TEEN: A Secure Routing Protocol
for Enhanced Efficiency in Wireless
Sensor Networks

Alkore Alshalabi Ibrahim, Abu Khalil Tamer
and Abuzneid Abdelshakour

Abstract When Wireless sensor Networks are composed of a huge number of
sensor nodes with limited energy resources, designing an energy efficient protocol
will become a critical key issue that needs to be dealt with in order to expand the
life span of the entire network. This paper proposes adding security features to the
TEEN (Threshold sensitive Energy Efficient sensor Network) protocol by adopting
the authentication part of the so-called SEC-LEACH (Secure Low Energy
Adaptive Clustering Hierarchy) protocol. The paper then continues by showing
how well this improvement goes by running experimental testing with multiple
rounds. The new proposed SEC-TEEN improves the network security in and
makes it more robust to external threats.

52.1 Introduction

Sensor networks are a future approach for a variety of applications, such as
monitoring safety and security of buildings and spaces, measuring traffic flows,
and tracking environmental pollutants and many other applications [1].
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Wireless sensors network (WSN) typically consists of a large number of
wireless sensors that are able to communicate with each other using low power
wireless data routing protocols.

A wireless sensor network (WSN) generally consists of a base station that can
communicate with a number of wireless sensors via a radio link. Datum are
collected at the wireless sensor node, compressed, and transmitted to the head
cluster or to the base station directly if required as in LEACH protocolMany sensor
networks have mission-critical tasks, so it is clear that security needs to be taken
into account at design time [1]. The security part of any routing protocol is
essential because it’s important for most applications. WSNs lack physical pro-
tection and are usually deployed in open, unattended environments, which makes
them vulnerable to attacks [2]. Cluster-based organization has been proposed for
ad hoc networks in general and WSNs in particular [1]. Sensor networks are
usually deployed with one or more base stations. A base station has resources like
CU (Computation Unit), memory and life time energy. However, sensors are very
primitive.

52.2 Hierarchical Protocol

Protocol constraints are more for WSN because of the design architecture of sensor
nodes. This led researchers to design protocols to the nature of WSN. Haque et al. [3]
describes some protocols used in SWN. One of the simplest routing protocols is the
single -tier model. Single-tier model can cause the gateway or the base station to
overload with the increase in sensors density and distant nodes will be out of energy
quickly due to long range communication. Furthermore, WSN of thousand nodes
will have to deal with frequent signal collisions and heavy packet losses [3].

For these reasons and more single-tier architecture is not scalable for larger set
of sensors covering a wider area of interest since the sensors are typically not
capable of long-distance communication. So, scalability is one of the major design
attributes of sensor networks.

A hierarchical sensor network with multi hop model consisting of sensor nodes,
cluster heads, and relay nodes. There are two types of sensor groups; a group of
sensor nodes led by a cluster head, and the second type is a group of cluster heads
with one cluster head as head of that group. Each sensor group collects data from a
particular geographical area and sends the data to the nearest sensor nodes within
the cluster. If the neighboring nodes are relay nodes, they forward those data using
the appropriate routing path. Finally, the cluster head aggregates the data and
forwards the aggregated data to its upper level cluster head [4].
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52.2.1 LEACH Protocol

LEACH is Low-Energy Adaptive Clustering. Nodes organize themselves into
local cluster with one node acting as the local base or cluster-head. LEACH uses
distributed cluster formation. LEACH randomly selects few sensor nodes as
cluster heads (CHs) and rotates this role to evenly distribute the energy load among
the sensors in the network. The cluster head (CH) nodes compress data arriving
from nodes that belong to the same cluster, after the data has been aggregated,
aggregated packet sent to the base station in order to reduce the amount of
information that must be transmitted to the base station.

The operation of LEACH consist of two phases: setup phase and steady State
phase.

During the setup phase, the clusters are organized and CHs are selected. In the
(steady state phase) the actual data transmit to the base station takes place. During
the setup phase, a predetermined fraction of nodes, p, elect themselves as CHs as :

A sensor node chooses a random number, r, between 0 and 1. If this random
number is less than a threshold value, T(n), the node becomes a cluster-head for
the current round.

The threshold value is calculated based on an equation that incorporates the
desired percentage to become a cluster-head, the current round, and the set of
nodes that have not been selected as a cluster-head in the last (1/p) rounds, denoted
by G. It is given by Eq. (52.1).

T nð Þ ¼ p

1� p r mod 1
p

� �� � ifn 2 G ð52:1Þ

Where p is the desired percentage of cluster heads (e.g., p = 0.05, r = the
current round, and G is the set of nodes that have not been selected as cluster-heads
in the 1/P last rounds. Each elected CH broadcasts an advertisement message to
the rest of the nodes in the network that they are the elected new cluster-heads.
After the non-cluster head nodes receive this advertisement; they have to decide
which cluster they want to join. This decision is based on the signal strength of the
advertisement. The non cluster-head nodes inform the appropriate cluster-heads
that they will be a member of the cluster. After receiving all the messages from the
nodes that would like to be included in the cluster and based on the number of
nodes in the cluster, the cluster-head node creates a TDMA schedule and assigns
each node a time slot when it can transmit. This schedule is broadcasted to all the
nodes in the cluster. During the steady state phase, the sensor nodes can begin
sensing and transmitting data to the cluster-heads. The CH node, after receiving all
the data, aggregates the data and sends it to the base-station. After a certain time,
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which is determined by a priority; the network goes back into the setup phase
again and enters another round of selecting new CH. Each cluster communicates
using different CDMA codes to reduce interference from nodes belonging to other
clusters [5, 6].

The nodes die randomly and dynamic clustering increases lifetime of the
system. LEACH is completely distributed and requires no global knowledge of
network [6].

52.2.2 TEEN Routing Protocol

TEEN is ‘‘Threshold sensitive Energy Efficient sensor Network protocol’’.
TEEN is a reactive protocol proposed in [7] for time-critical applications.

Nodes are arranged in hierarchical clustering scheme in which some nodes acts as
1st and 2nd level cluster heads. Like leach after forming the CH, it gets some
attribute from the user. Once the attribute is received the CH broadcasts the
attribute to its cluster nodes. Attribute are hard and soft thresholds for sensed
attributes (values) to its cluster members. Hard threshold is the minimum possible
value of an attribute to trigger a sensor node to switch on its transmitter and
transmit to the cluster head. The sensor nodes start sensing and transmitting the
sensed data when it exceeds hard threshold. Nodes transmit only when the sensed
attribute is in the range of the target. By doing that we are reducing the number of
transmissions significantly. The transmitted sensed value is stored in an internal
variable called ‘‘Sensed Value’’ (SV). The cluster nodes again start sensing. Once
a node senses value at or beyond the hard threshold, it transmits data only when the
value of that attributes changes by an amount equal to or greater than the soft
threshold. As a result from doing that, we are reducing the number of transmis-
sions if there is little or no change in the value of sensed attribute. The energy is
conserved since the sensor nodes in the cluster senses continuously but transmits
only when the sensed value is above hard threshold. The soft threshold further
reduces the transmission which could have been occurred when there is a little
change (or) no change in sensed attribute. As the cluster heads need to perform
extra computations it consumes more energy compared to other nodes. In order to
evenly distribute the energy consumption each nodes in the cluster is given a
chance to act as a cluster head for a fixed cluster period [8]. The attributes can also
be changed during every cluster change time. The main drawback of this protocol
is that the transmission from nodes to cluster head will not be there when the
sensed value is not greater than Hard threshold, hence the cluster head will never
come to know even when any one of the sensor node dies. Accurate and clear
picture of the network can be obtained by fixing the soft threshold as smaller value
even though it consumes more energy due to frequent transmissions. Each node in
the cluster is assigned a transmission slot using TDMA schedule to transmit data to
its cluster head. To avoid collisions during cluster heads communication with BS,
CDMA schedule is used [8].
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52.2.3 SEC-LEACH Routing Protocol

In SEC-LEACH, prior to network deployment, this protocol generates a large pool
of S keys and their IDs. Each node is then assigned a ring of m keys drawn from
the pool pseudorandomly, without replacement, as follows:

A pseudorandom function (PRF) used to generate its unique ID idX for each
node, idX then used to seed a pseudorandom number generator (PRNG) of a large
enough period to produce a sequence of m numbers. RX, the set of key ids
assigned to X, can then be obtained by mapping each number in the sequence to
its correspondent value modulus. Also prior to deployment, for each node is
assigned a pair wise key shared with the BS [2]. By applying these modifications,
SEC-LEACH protocol works as follows:

During setup phase, (Step 1) when a self-elected CH broadcasts its ADV
message, it includes the ID of the keys in its key ring and their nonce, non CH
nodes now cluster around the closest CH with whom they share a key. (Step 2) The
other sensors computes the set of CHs keys IDs and choose the nearest CH with
whom they share a key, then they will send two things, the first thing is a join REQ
message, protected by a MAC that produced by the share key, the second one is
nonce that is broadcasted by CH to prevent reply attacks; as well as the ID of the
key chosen to protect this link, so that the receiving CH knows which key to use to
verify the MAC].In third step the CHs send the time schedule (to finish setup
phase) to the sensors chose to become their members [2, 9].

In the steady-state phase, (Step 4) node-to-CH communication is protected
using the same key used to protect the join REQ message in Step 2. A value
computed from the nonce and the reporting cycle is also included to prevent
replay.

In fifth step the CHs can now decrypt the sensing reports they receive, perform
data aggregation, protect them by symmetric key shared between the CH and the
BS and send the aggregate result to the BS. A counter is included in the MAC
value also, to provide freshness.

52.2.4 Security Goals

Since nodes choose a cluster-head based on received signal strength, attacker
device with good signal can disable the entire network by using the HELLO flood
attack to send a powerful advertisement to all nodes in the network. Due to the
large signal strength of the advertisement, every node is likely to choose the
attacker device as its CH. The attacker device can selectively forward data
received, while the rest of the network is effectively disabled. The attacker device
can use the same technique to mount a selective forwarding attack on the entire
network using only a small number of nodes if the target number of cluster heads
or the size of the network is sufficiently small. Simple countermeasures such as
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refusing to use the same cluster-head in consecutive rounds or randomized
selection of a cluster head (rather than strongest received signal strength) can
easily be defeated by a Sybil attack [10].

52.3 Proposed Solution

52.3.1 SEC-TEEN: A Secure Enhanced Efficiency
Routing Protocol

In our proposal, we used the security techniques given by Sec-LEACH to design
our secure TEEN protocol. In other words, we propose to generate a large pool of
S keys and their ids prior to network deployment. Each node is then assigned a ring
of m keys drawn from the pool pseudo-randomly, without replacement.

The new TEEN algorithm can then be run with the following modifications: when a
self-elected CH broadcasts its adv message, it includes the ids of the keys in its key ring;
the remaining nodes now cluster around the closest CH with whom they share a key.

During the self-elected CH broadcasts its id and a nonce. Then each ordinary
node in the network computes the set of key ids, chooses the closest CH with
whom it shares a key, and sends it a join-req message, protected by a MAC. The
MAC is generated, and includes the nonce from CH’s broadcast to prevent replay
attacks, as well as the id of the key chosen to protect this link (so that the receiving
CH knows which key to use to verify the MAC). At the end of the setup phase, the
CHs send time slot schedule to the nodes chosen to join their clusters [2]. In the
steady-state phase, the cluster-head broadcasts to its members along with its adv
message the following two values:

Hard Threshold (HT): This is a threshold value for the sensed attribute. It is
the absolute value of the attribute beyond which, the node sensing this value must
switch on its transmitter and report to its cluster head [7].

Soft Threshold (ST): This is a small change in the value of the sensed attribute
which triggers the node to switch on its transmitter and transmit [7]. Nodes sense
their environment continuously. The first time a parameter from the attribute set
reaches its hard threshold value, the node switches on its transmitter and sends the
sensed data (node-to-CH communication) using the same key used to protect the
join-req message. A value computed from the nonce and the reporting cycle is also
included to prevent replay. The sensed value is stored in an internal variable in the
node, called the sensed value (SV) [2, 7]. The nodes will next transmit data in the
current cluster period, only when both the following conditions are true:

1. The current value of the sensed attribute is greater than the hard threshold.
2. The current value of the sensed attribute differs from SV by an amount equal to

or greater than the soft threshold.
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Whenever a node transmits data, SV is set equal to the current value of the
sensed attribute.

Thus, the hard threshold tries to reduce the number of transmissions by
allowing the nodes to transmit only when the sensed attribute is in the range of
interest. The soft threshold further reduces the number of transmissions by elim-
inating all the transmissions which might have otherwise occurred when there is
little or no change in the sensed attribute once the hard threshold [7].

The CHs can now decrypt the sensing reports they receive, perform data
aggregation, and send the aggregate result to the BS. The aggregate result is
protected using the symmetric key shared between the CH and the BS [2].

52.4 Mathematical Model:

In this section, we discuss the performance of the protocols for a selected set of
parameters. To evaluate the performance of our protocol, we have implemented it
on the Matlab with the Sec-LEACH [9], as well as Sec-TEEN protocols. Our
implementation is done on network size (100 sensors); 500 rounds were processed
with the following initial values of main parameters [9]:

• The desired percentage of CHs (P) is set to 0.05.
• Each sensor starts with 0.5 J energy.
• The amplifier energy is assumed to be 100 pJ.
• The electronic energy is assumed to be 50 nJ.
• Each sensor data range is set to 30 m.
• Each node has a 2000-bit data packet to send to the BS.

52.5 Simulation Results

Sec-TEEN works with extra conditions for sending data at each node, such con-
dition reduces the total transactions required in the network communications. This
leads to highly reduced data overload compared with Sec-LEACH. This trend can
be exhibited by analyzing the following graph;

Our simulation shows that for the network of size 100 nodes, both Sec-LEACH
and Sec-TEEN have different volume of data being transmitted between nodes to
cluster heads and vice versa.

Referring to Fig. 52.1, we find that both of the Sec-LEACH and Sec-TEEN
produce different total data overload in the specified network. From this point,
when it comes to our Sec-TEEN protocol, it remarkably involves fewer amounts of
data sent between nodes in the system. It is noticed from Fig. 52.1 that after a
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period of time both protocols will start having a steady phase in terms of data
overhead and that obviously is due to the energy being completely consumed by
all of the nodes. The highest data volume sent using the Sec-TEEN was
1.76 9 107 bits where it was 3.1 9 107 bits in the case of Sec-LEACH [9].

Referring to Fig. 52.2 below and after applying both algorithms on the network,
we were able to achieve better results in terms of energy saving. When comparing
the two protocols, we found that the Sec- TEEN performs much better than
Sec-LEACH. Sec-TEEN has significant lower values of the energy consumed by
the nodes than what is consumed by the Sec-LEACH. However, the two protocols
have a remarkably considerable variation in such values in the case of energy
saving.

Our experiment shows that the variation of energy consumption is very sig-
nificant under the simulation network (i.e. 100 sensors). With a 0.5 J energy
initially given to each node in both protocols, we can tell that nodes in the
Sec-TEEN tend to consume their energy at a slower rate if compared to the Sec-
leach nodes.

Consequently, as can be seen from the Fig. 52.2, the 100 nodes of the
Sec-TEEN protocol consumed all of their energy at time 246 while they consumed
all of their energy at time 224 for the Sec-LEACH. This variation comes from the

Fig. 52.1 Total data overload in Sec-LEACH and Sec-TEEN after 500 rounds for network size
of 100 nodes
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nature of how Sec-TEEN works. Using the hard as well as soft Threshold values
impacted the performance of Sec-TEEN. Energy is saved when the sensed data do
not belong to the range of desired values which saves the energy needed to send
such data.

According to the energy saving analysis, we can easily figure out that the
number of alive nodes that may appear in Sec-TEEN will be much higher than the
number in Sec-LEACH. This can be depicted in Fig. 52.3, below; keeping in
mind, the number of Alive Nodes depends on the energy consumption by the
network.

52.6 Conclusion

In this paper we introduced Sec-TEEN which is a new improved version of the
generally used technique namely LEACH. It performs better in terms of efficiency,
energy dissipation and lifetime. The results show that wireless sensor networks can
be made highly efficient with this protocol and also it is very flexible and can be

Fig. 52.2 Total energy consumption occurs in Sec-LEACH and Sec-TEEN after 500 rounds, for
network size of 100 nodes
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applied to other techniques that are related to the clustered hierarchy without
affecting the main purpose of the original technique. Moreover the security level
can be maintained using Sec-TEEN while providing better performance.
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Chapter 53
An Integration of UML-B and Object-Z
in Software Development Process

Mehrnaz Najafi and Hassan Haghighi

Abstract Visual and formal modeling notations can complement each other when
developing software systems. Object-Z (OZ) is an object-oriented extension of the Z
notation for writing formal specifications. Much work exists on translations between
UML and OZ. However, UML is not a formal modeling language. This delays
verification and validation of UML visual models until translation to OZ. On the other
hand, UML-B is a UML-like formal modeling language that supports object-oriented
modeling concepts. In this paper, we propose a formal mapping from UML-B models
to OZ constructs in order to integrate these two object-oriented visual and non-visual
formal notations. In this way, we assist the software development process by using
UML-B as a visual modeling notation at early conceptual modeling stage and OZ at
next stages when requirements are better understood. Also, an opportunity is provided
to develop code from UML-B models using existing approaches for mapping OZ
specifications to object-oriented programs. Finally, using UML-B instead of UML,
we are able to verify visual models in the early conceptual modeling stage of the
software development process without translating them into OZ specifications.

53.1 Introduction

Visual modeling provides an opportunity to develop specifications that are easy to
understand [1]; hence, they can be used in early conceptual modeling stage of
software development process. On the other hand, formal methods are used to
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increase the reliability of software systems. However, most of the formal speci-
fication languages are difficult to deal with due to their mathematical basis; hence,
this is not a good choice to use them in early stages of the software development
process when requirements are not well understood.Please confirm the corre-
sponding author is correctly identified and amend if necessary.

The most frequently adopted approach to overcome this deficiency is to define
transformations between formal and visual models [1–11]. For instance, Meyer
and Souquieres [2] proposed a systematic transformation from OMT diagrams to B
specifications. McUmber and Cheng [3] presented a framework for formalizing
class diagram and dynamic model using a metamodel based transformation
between UML [12] and VHDL and also Promela/SPIN.

Also, many contributions [1, 4–9] have been done which propose informal/formal
transformations between UML models and OZ constructs [13, 14]. However, the
integration of UML and OZ suffers from the following drawbacks:

1. UML is not a formal modeling language, and also it is not supported by any
verification and validation processes. This delays verification and validation of
visual models until translation to OZ.

2. Informal transformations between UML and OZ are often described impre-
cisely at the model level [4].

3. It is difficult to verify informal transformations.

On the other hand, there are a number of approaches and tools [15, 16] in the
literature which integrate UML-B [17, 18], a graphical formal modeling notation
based on UML, and Event-B [19] which is a new variant of the B method.
Although Event-B is a non-visual formal specification language, it is not object-
oriented; hence, this formalism changes the structure of initial UML-B models.

In this paper, we rely on the approach described in [5] which gives a formal
mapping from UML models to OZ specifications in order to integrate OZ and
UML-B. More precisely, we propose a formal mapping from UML-B models to
OZ constructs. We first give a formal definition of both UML-B and OZ meta-
models in OZ. Then, we translate UML-B constructs to their OZ counterparts
using mapping functions in OZ. In this way, we assist the software development
process by using UML-B as a visual modeling notation in the early conceptual
modeling stage and OZ in next stages.

To mention another contribution of our work, it is worth noting that OZ is a
more powerful object oriented formal specification language in comparison to
UML-B because it has powerful semantics and calculus, i.e., predicate calculus
and set theory. Also, OZ strongly supports the notion of object, and its specifi-
cation style corresponds to constructs of typical object-oriented programming
languages very much; therefore, it is an acceptable decision to use UML-B models
in the early stage of software development process and then interpret them into OZ
when adding more details to specifications is needed.

Finally, using UML-B instead of UML, we are able to verify visual models in
the early conceptual modeling stage of the software development process without
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translating them into OZ specifications. This considerably reduces the total cost
and time of the software development process.

Section 53.2 gives preliminaries of our work. In Sects. 53.3 and Sections 53.4,
we present OZ metamodel and its formal description in OZ. Sections 53.5 and
53.6 give UML-B metamodel and its formal description in OZ. In Sect. 53.7, we
give a formal mapping from UML-B models to OZ specifications. Section 53.8
includes a case study, and Sect. 53.9 concludes the paper.

53.2 Preliminaries

We should first review the work of Kim and Carrington [5] who proposed a formal
mapping from UML models to OZ specifications at the metamodel level. They first
proposed UML and OZ metamodels and their formal descriptions in OZ. Then,
they described a formal mapping from UML models to OZ specifications using
mapping functions in OZ.

As a brief overview of OZ, it is worth noting that class schema is the major new
construct in OZ (in comparison to Z) which encapsulates a single state schema
with relevant operations. The structure of the class schema in OZ can be found in
[13]. The current version of UML-B has four kinds of diagrams: package, class,
context and state machines diagrams. The class diagram is used to describe the
bahavioural part of a model [20]. Each class in a class diagram may have attri-
butes, associations, events, state machines and invariants.

53.3 OZ Metamodel

Figure 53.1 shows part of OZ metamodel which mainly relates to class schema. In
Fig. 53.1, OZModelElement is a top level metaclass from which all possible
modeling elements in OZ can be drawn. Class schema is represented by OZClass
which contains superclasses, a set of features (i.e. attributes and operations) and
invariants. Another important metaclass is OZSpecification. In OZ, a specification
is usually developed in a bottom-up approach. Once behaviors of individual
objects and their interrelationships are modeled in terms of classes, the whole
system is modeled by composing the developed individual classes from the sys-
tem’s point of view [5]. Syntatically, there is no denotation to distinguish the
system class from other classes in OZ [5]. However, the intention of the system
class differs from other classes. Each OZSpecification has a system class and a set
of component classes. OZFeature is a metaclass from which all possible attributes
and operations of classes can be drawn.

Figure 53.2 shows the structure of attributes and operations in class schemas
that are represented by OZAttribute and OZOperation metaclasses, respectively. It
is worth mentioning that we introduced metaclass ‘‘OZType’’ in OZ metamodel
given in [1] in order to build these parts of OZ metamodel.
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53.4 Formal Description of Metamodel in OZ

We give a formal definition for the modeling constructs in the OZ metamodel
using OZ classes. The OZ class OZFeature is a formal description of metaclass
OZFeature. Each feature has a name and also visibility property determining its
access type. The OZ class OZParameter models OZ parameters formally. Each
parameter has a name, type and role.

The OZ class OZAttribute is a formal description of class attributes. This class
inherits all of the features of OZFeature; see Fig. 53.2. OZOperation models class
operations formally in the same way as OZAttribute

Fig. 53.1 Part of OZ metamodel (class schema)
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To formalize OZ Class, we consider an OZ class which has name, features,
superclasses and invariants. Attribute ‘‘name’’ maintains the name of the class.
Each class has its own set of features (i.e. attributes and operations) and invariants.
Any circular inheritance is not allowed [5]. Also, feature names should be unique
within a class. These properties are specified as invariants of OZClass.

Fig. 53.2 Part of OZ metamodel (class schema operations and attributes)
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In class OZSpecification, an OZ specification is composed of a system class and
a set of component classes. If two OZ specifications contain the same system class,
they model the system from an identical viewpoint [5]. Thus, the two specifica-
tions can be considered as identical. Class names should be unique within the OZ
specification in which they are used.

53.5 UML-B Metamodel

We present parts of UML-B metamodel which we are concerned in our mapping
from UML-B to OZ. Figure 53.3 shows part of UML-B metamodel which mainly
relates to class schema. We applied some changes in the UML-B metamodel given
in [21] in order to build this part of metamodel. More precisely, we introduced
association ‘‘invariants’’ and removed metaclass ‘‘statemahcinecollection’’ to
propose the concept of UML-B class invariants. In Fig. 53.3, UML-B class is
represented by UML-BClass which has a set of attributes, events and invariants.
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Also, it has two attributes ‘‘selfName’’, which denotes self attaching to class name
and ‘‘fixed’’, which determines how to treat with class in translation to Event-B.
Note that we do not propose any formal mapping from state machines to OZ
constructs in this paper.

Figure 53.4 shows the structure of events in UML-B. UML-BEvent is a
metaclass which represents UML-B events. It contains a set of event variables
(i.e., event parameters), guards and actions and also an attribute eventKind which
is ordinary, anticipated or convergent.

Figure 53.5 shows the structure of class attributes in UML-B. In this figure,
attributes are represented by UML-BAttribute which has an initial value, a set of
properties (i.e., injective, surjective, functional and total) and type.

53.6 Formal Description of UML-B Metamodel In OZ

The OZ classes OZUML-BProperty and OZUML-BAttribute are formal descrip-
tions of their counterparts in UML-B metamodel, i.e., UML-BProperty and UML-
BAttribute, respectively. We do not propose formal definition of UML-BVariab-
leElement and UML-BAbstractAttribute because they can be modeled in the same
way as UML-BProperty and UML-BAttribute.

Fig. 53.3 Part of UML-B metamodel (class)
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Formal description of events in UML-B is described using OZ class named
OZUML-BEvent which inherits OZUML-BGuarededAction and has an attribute
named ‘‘eventkind’’. OZ class OZUML-BGuarededAction models guarded actions
which have their own set of guards, actions and variables.

Fig. 53.4 Part of UML-B metamodel (event) [21]

Fig. 53.5 Part of UML-B metamodel (attribute) [21]
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OZ Class OZUML-BAbstractClass is a formal definition of metaclass UML-
BAbstractClass. Each abstract class has its own abstract attributes and events.
Also, the invariants of OZUML-BAbstractClass state that abstract attributes and
events must have unique names within an abstract class.

OZUML-BClass corresponds to class in UML-B. Each UML-B class has its
own attributes, invariants and events.

There are two types of connections in UML-B class diagram. One is association
which is in the form of an attribute of at least one of the classes at the end of the
association (we do not need to consider a new OZ class to formalize this concept
because it is formalized implicitly using UML-BAttribute). Supertype is another
type of connection which implies inheritance relationship between classes.
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OZUML-BSupertypeConnection is a formal description of Supertype connection.
Each Supertype connection has two variables ‘‘sub’’ and ‘‘super’’ declared to
represent the superclass and subclass involved in a Supertype connection,
respectively. The invariant prohibits any circular inheritance [5].

A UML-B class diagram is a collection of classes and their connections. Classes
and their attributes should have unique names within a class diagram. Also, classes
involved in the Supertype connection should be classes in the class diagram. We
formalize this invariant in the same way as [5].

53.7 A Formal Mapping Between UML-B Constructs and OZ
Constructs

In this section, we describe a formal mapping from UML-B models to their
counterparts in OZ using our mapping functions in OZ.

53.7.1 Transformation Rule for UML-B Class

We consider an OZ mapping function, named mapUML-BClassToOZ, to map a
UML-B class to at least one OZ class. This function takes a UML-B class and
returns corresponding OZ class(es). The UML-B class name is used as OZ class
name. The OZ class has all attributes of UML-B class as attributes in its state
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schema and also in its visibility list. We use two functions convUPredToOPred,
which maps UML-B predicates to OZ predicates, and convUTypeToOType, which
maps UML-B types to OZ types.

Events of a UML-B class are considered as operations of an OZ class in the way
that guards and actions of events are considered as preconditions and postcondi-
tions of operations, respectively. This is done using two functions convUPred-
ToOpPred, which maps UML-B predicates to operation predicates in OZ, and
convUActionToOpPred, which maps UML-B actions to operation predicates in
OZ. Also, variables of events are considered as parameters of operations in OZ.
Note that all of operations of OZ class are put in its visibility list. Finally,
invariants of UML-B class are considered as invariants of OZ class.
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53.7.2 Transformation Rule forUML-B Supertype Connection

In order to propose formal mapping for Supertype connection, we use function
mapUML-BSupertypeToOZ which takes a Supertype connection and returns
classes relating to this Supertype connection as superclass and subclass. Also, we
consider a predicate in this function which states the resulting superclass must be
one of the superclasses of the resulting subclass.

53.7.3 Transformation Rule for UML-B Class Diagram

After proposing formal mapping for different parts of UML-B class diagram, we
are now in a position to give formal mapping from a UML-B class diagram to an
OZ specification using function mapUML-BClassDiagramToOZ. When a class is
interpreted as a component within a class diagram, the class represents a set of
existing objects of that class at a certain point in time [5]. We formalize this
semantics in the same way as [5]: we instantiate corresponding OZ classes as sets
within the OZ specification. For this purpose, we define a function powerC which
maps OZ class to its power set form. When a class is inherited by other classes, the
type of the set that represents the existing instances of the class is a PolyClass
(i.e., polymorphism of class). Thus, we define function polyC which maps an OZ
class to its corresponding PolyClass.
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Fig. 53.6 Bank and account class diagram in UML-B [20]
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Fig. 53.7 Properties of event
Withdraw [20]

Fig. 53.8 Account class
schema in OZ

Fig. 53.9 Bank class schema
in OZ
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53.8 Case Study

We map the following UML-B class diagram to an OZ specification using our
mapping functions. Two classes account and bank are in this class diagram. Also,
these classes are connected using an association, named accounts.

As an instance, we show parameters, guards and actions of ‘‘Withdraw’’ in class
‘‘account’’:

The OZ classes ‘‘account’’ and ‘‘bank’’ are resulted from mapping of the UML-
B class diagram in Fig. 53.6.

53.9 Conclusions and Future Work

One can benefit from our mapping in the software development process by using
UML-B as a visual modeling notation in the early conceptual modeling stage and
OZ in next stages when requirements are better understood. Also, we are now able
to verify visual models without translating them to OZ specifications. Finally, after
translating the UML-B model to OZ specification using our formal mapping, it is
possible to use existing approaches, such as [22], (Fig. 53.7) to map the OZ
specification into object-oriented code (Fig. 53.8).

In our future work, we are going to present formal mappings for the dynamic
part of UML-B models, suggest formal mappings for refinement in UML-B, and
prove the correctness of given mappings formally (Fig. 53.9).
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Chapter 54
Algorithm for Dynamic Traffic Rerouting
and Congestion Prevention in IP Networks

Martin Hrubý, Margaréta Kotočová and Michal Olšovský

Abstract With the expanding amount of data transferred over communication
links it is necessary to improve the links and appropriate network devices to match
the traffic requests. The most common way of increasing network throughput and
performance in general is usually the replacement of the network devices and
links. This way is reliable but usually expensive. Different way of improving
network performance is the change of way how the traffic is handled and dis-
tributed over network. In this paper we propose an algorithm for dynamic traffic
rerouting in IP networks based on statistical probability and load experienced on a
network link. This algorithm accomplishes congestion prevention and even dis-
tribution of traffic on available network resources.

54.1 Introduction

Sub-optimal traffic distribution in computer networks is the issue we presently face
when delivering bandwidth intensive services with QoS guarantees. Usually the
decision on which paths to use to forward traffic is left on the interior routing
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protocol [1, 2]. Our objective is to optimize the flow of traffic in the network by
implementing a statistical rerouting algorithm which will penalize greedy flows
and prioritize sensitive flows in a computationally efficient and effective manner.
The objective of interior gateway routing protocols is to choose the best route
toward a destination and forward traffic along that route. Typically traffic is only
spread across multiple links when equal-cost multipath routing is in effect [3].
With policy-based routing, the network administrator can route certain statically
defined traffic along different paths but this approach is hard to implement effi-
ciently and cumbersome to maintain, not mentioning the disability of such a
solution to react to ever changing demands of traffic flows. Traffic engineering
tunnels may be deployed but this solution is complex and requires knowledge of
future traffic load distribution to be done efficiently, not mentioning the disability
to react dynamically to changing traffic requirements [4].

In this paper we propose an algorithm for dynamic rerouting of traffic flows in
order to spread the bandwidth demands more evenly across all available resources
and prevent the congestion of those links that are chosen as best paths by the
routing protocol [5].

Current approaches to traffic engineering and traffic flow optimization utilize
the traffic matrix which contains origin–destination pairs together with traffic
demands imposed on the computer network [6]. The issue with traffic matrices is
that, based on chosen origin–destination granularity, the table can become extre-
mely large and keeping such a large matrix updated is computationally infeasible.
In this paper we propose a dynamic traffic rerouting algorithm based on network
load, which does not require the presence of a traffic matrix.

54.2 Concept

We assume a transit computer network (e.g., service provider backbone) which is
IP-based and has a link-state interior gateway routing protocol configured (e.g.,
OSPF or IS–IS). Generally, flows will traverse the best path as chosen by the
routing protocol, but additional resources may be available which are left under-
utilized. This may, in times of heavy traffic cause congestion of the primary link.

In our approach a central computing server is present which has SNMP access
to each network node (i.e., router) in the network topology. By listening to SNMP
traps signalizing congestion, the computing server can recalculate traffic routes
and deliver updated configurations to selected routers in order to reroute the flow
of traffic along a different route.

The objective is to reroute a big enough portion of the flows to alternate paths,
thereby preventing the congestion from occurring and spreading the load imposed
on available under-utilized resources. To achieve this, the computing server will
calculate which prefixes need to be switched over an alternate path and then will
deliver a configuration update to their current next-hop router which will cause
them to be advertised with a worse metric.
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The algorithm we propose in this paper aims at rerouting ‘‘congestors’’, in other
words, a small amount of flows which are greedy and are responsible for a dis-
proportionate amount of network traffic. Because no traffic matrix is used, it is
impossible to determine which flows are responsible for the congestion and our
algorithm proposes an iterative switching method to identify them.

54.3 Algorithm

Basic functionality of the algorithm can be divided into following two phases:

1. Learning phase
2. Production phase.

While designing our algorithm we adhered to the traffic engineering process
model as proposed in [7, 8] and a similar approach might be found in [9]. Learning
phase is responsible for creating a trustworthy model of the network communi-
cation. It means that it usually takes some time to get reliable statistical infor-
mation of the communicating subnets in general. Once this model is created, the
algorithm can enter production phase—we can easily and quickly react on
upcoming congestion in the network. We will be able to redirect specific traffic,
which is statistically responsible for the largest part of the upcoming congestion.
Production phase will be acting as learning phase as well—it will update collected
information about subnets to reflect actual situation to provide the most accurate
data.

For fully operational process we will need to store specific information about
prefixes and network interfaces for each node in the monitored network. For these
purposes we have introduced new data structures—tables with structures as shown
in Tables 54.1 and 54.2. Despite the fact that Table 54.2 has multiple rows, both
tables represents one item in the list of stored IP prefixes and interfaces, called
headers. Together with these structures we have introduced a parameter called
parameter of alternative interface (k). The k parameter represents current avail-
ability of the interface based on the current link load and bandwidth. The k can be
calculated using formula (54.1).

k ¼ 1� link loadð Þ � bandwidth ð54:1Þ

Table 54.1 is used for storing all known prefixes and their details. We assume
that every single prefix, which has at least one backup path, will be stored in this
table. For each prefix following information will be stored:

Table 54.1 Data structure
for list of interface

# Name
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• Prefix—network prefix, more the one identical prefixes can occur but not with
the same mask. Pair prefix with mask is unique. Stored in dotted-decimal
notation.

• Mask—subnet mask of the IP prefix. Stored in dotted-decimal notation.
• Int—current outgoing interface for a specific IP prefix. Stored as integer used as

a key to list of interfaces
• h—switch count—variable used for counting prefixes switched between inter-

faces. By default every prefix has this values set to 8. This value is decremented
by 1 together with each switch operation. Stored as integer.

• v—‘‘congestor’’ is a probability that a specific subnet is responsible for
upcoming or existing congestion on the link. By default set to 50 %. Stored as
integer.

• kc—k of current outgoing interface. Stored as integer.
• IPc—IP address of the next-hop which is used for specific subnet using its

current outgoing interface. Stored in dotted-decimal notation.
• k0… n—k of outgoing interfaces 0 to n. Filled with valid values only if interface

can be used as an alternative outgoing interface for a specific IP prefix, other-
wise filled with -1. Stored as integer.

• IP0… n—IP addresses of the alternative next-hops which can be used for specific
subnet. Filled with valid IP only if interface can be used as alternative outgoing
interface for specific prefix and this IP is device behind that interface. Stored in
dotted-decimal notation.

• X—estimation of bandwidth generated and occupied by specific IP prefix. Once
group of flows is switched, we are able to determine the amount of data this
group was producing. This amount is divided with number of switched subnets
and result is put into X. By default set to 0. Stored in megabits.

• x—percentual probability of X. As X is inaccurate, we need to know, how
trustworthy this information is. X got by switching less subnets is more trust-
worthy and can be calculated using Eq. (54.2):

x %½ � ¼ 100=g ð54:2Þ

where g stands for number of switched prefixes.

Table 54.2 Data structure for list of prefixes

# Prefix Mask Int

h v X x
kc IPc k0 IP0

k1 IP1 k2 IP2

…
kn-1 IPn-1 kn IPn
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The Algorithm will be comprised in the following steps:

54.3.1 Data collection part

1. Retrieve all prefixes with current next-hop and all available backup next-hops
2. Calculate the k parameter of all available interfaces
3. h filled as 0, v as 50 %, X as 0 Mb and x as 0 %

54.3.2 Optimization part

4. Congestion detected (link loads [ 80 %).
5. Select 20 % of prefixes for switch operation based on mask, v, X and x which

are switch capable—their outgoing interface is congested and they have another
known path.

6. Get next-hop IP addresses for chosen prefixes and calculate new metric for
chosen prefixes.

7. Update next-hop routers with new metric.
8. Update stored variables for switched prefixes.
9. Get differentials for link loads of interfaces after switching prefixes and com-

pare with previous link loads.
10. Retrieve current link loads
11. If link loads are less than 80 % switch operation was successful, v of switched

prefixes will be increased by 5 and optimization is finished. Otherwise cal-
culated differentials are compared and in case they are small, another group of
prefixes is selected and old prefixes have v decreased by 5. Algorithm con-
tinues in step 5. Otherwise group of prefixes is decreased by one half and
process continues in step 5.

For better understanding, the algorithm is described in pseudo code on the
following lines:

begin
//Initial data input
PREFIXES_TO_SWITCH = w_random(ALL_PREFIXES, 20 %);
OPTIMIZING = TRUE;
ALL_LINK_LOADS = link_loads(THIS_ROUTER);
while(OPTIMIZING) do
begin
//get next-hop IP addresses for chosen
prefixes
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NEXT_HOPS = next_hop_IP(PREFIXES_TO_SWITCH);
foreach(NEXT_HOP in NEXT_HOPS)
begin
foreach(PREFIX in PREFIXES_TO_SWITCH)
begin
//calculate new metrics for chosen
prefixes
//and update next-hop routers with
these new metrics
//effectively switching them over an
alternate path
NEW_METRIC = calculate_metric(PREFIX);
send_update(NEXT_HOP, PREFIX, NEW_METRIC);
end
end
//update state variables for switched
prefixes
update(PREFIXES_TO_SWITCH);
end
//get differentials for link loads after
switching prefixes
DIFFERENTIALS = ALL_LINK_LOADS --
link_loads(THIS_ROUTER);
if(link_loads(THIS_ROUTER)\80 %)
then OPTIMIZING = FALSE;
else
if(DIFFERENTIALS = small)
then
begin
switchback(PREFIXES_TO_SWITCH);
PREFIXES_TO_SWITCH = w_random(ALL_PREFIXES -- PRE-
FIXES_TO_SWITCH, 20 %);
end
else
begin
ALL_PREFIXES = w_random(PREFIXES_TO_SWITCH, 50 %);
end
end
update(PREFIXES_TO_SWITCH);
end

Pseudo code is using bellow variables:

• THIS_ROUTER—holds the ID of the current (congested) router
• ALL_PREFIXES—holds all prefixes eligible for switching
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• PREFIXES_TO_SWITCH—holds prefixes chosen for switching in the next
iteration

• PREFIX—holds a single network prefix
• ALL_LINK_LOADS—holds link loads for each link of a given router
• OPTIMIZING—boolean variable to indicate an optimization in progress
• NEXT_HOPS—holds a list of all next-hop IP addresses
• NEXT_HOP—holds a single next-hop IP address
• NEW_METRIC—holds the value of the new metric for a given prefix
• DIFFERENTIALS—holds increments (decrements) of link loads after

switching

Pseudo code is using bellow functions:

• w_random()—weighted random function, returns a preferred array of prefixes
which currently have next-hop IPs over a congested link and are suitable for
switching over an alternate link (i.e., are congestors). Prefixes are sorted by v, X,
x and finally by mask.

• next_hop_IP()—returns the (array of) next-hop IP address for a parameter
prefix.

• calculate_metric()—returns new calculated metric for provided prefix in a way
that prefix with this metric will be preferable.

• send_update()—sends configurations to update route advertisements of a
‘‘switched-to-be’’ prefix on a next-hop router.

• link_loads()—returns link loads for all links of a parameter router.
• switchback()—switches prefixes switched in a previous iteration back to their

original next-hop IPs together with decreasing their v.
• update()—update state variables for switched prefixes, especially v, X and x

using following formulas:

v ¼ vþ 5 j !OPTIMIZING AND h [ 0ð Þ OR

DIFFERENTIALS = smallÞ
¼ v� 5 j other

ð54:3Þ

X ¼ DIFFERENTIALS=gjx\100=g

¼ Xjother
ð54:4Þ

x = 100/gjx \ 100=g

¼ x otherj
ð54:5Þ

The key function of the update() function is to distinguish ‘‘congestor’’ prefixes
from other prefixes so they will be easily recognized in next iterations (switch
operations) and will decrease the convergence time.

Using proposed algorithm we did preliminary testing described in the next
chapter.

54 Algorithm for Dynamic Traffic Rerouting 655



54.4 Preliminary Testing

Currently we have not deployed our algorithm into a real network environment,
thus exact performance measurements are not yet available. However, in our
present work we aimed our focus on implementing a mathematical model of our
algorithm in Matlab. This enabled us to create simulations which show promising
results and encourage us to deploy the algorithm into a real laboratory environ-
ment for further testing and fine-tuning. In this chapter we would like to sum-
marize our preliminary results obtained via simulation of the algorithm on the
below topology.

In our simulations we assumed an initial statistical distribution of the network load
on available links, where the probability that an IP prefix is routed via a link is as
depicted in the figure above. A set of 20 IP prefixes were used where each prefix
consumed a random portion of network bandwidth ranging from 0 Mb/s to 20 Mb/s.
Our simulations repeated the basic statistical distribution of network load until link A
was utilized more than 80 % (i.e. congested) at which point our proposed algorithm
was triggered (Figs. 54.1, 54.2, 54.3, 54.4, 54.5).

In our first experiment, link A was utilized at 81.9 %, link B at 9.8 % and
link C at 0 %. Link A, approaching congestion, triggered an alarm and set off the
optimization algorithm. Randomly selected IP prefixes were switched over to the
least utilized link, link C. In the first iteration (as visible in time interval 2, in
Fig. 54.6), 4 Ip prefixes were randomly switched which resulted in offloading
14.3 % of the traffic onto link C. Link A’s utilization was reduced to 67.7 %
which is under the threshold and acceptable. No further iterations were performed,
but traffic generation was simulated for an additional 4 time intervals to verify that
the link will, statistically, not become congested again. Our first experiment was
successful in the first iteration because our algorithm, by chance identified IP
prefixes with mostly non-zero traffic.

For our second experiment, IP prefixes with mostly zero active flows were
chosen in the first iteration and this therefore did not result in effective traffic
offloading, as determined in time interval 2 in Fig. 54.7 were Link A is still
congested (at over 83.1 %). Flows switched over to link B were replaced with new
candidates in iteration 2 and this resulted in 8.6 % of traffic offloading from link A
to link C as seen in time interval 3 below. Further 3 time intervals were simulated
to verify that the link will not become congested again.

flows 1-50 flows 1-50

flows 1-50
flow

s 1-50

Fig. 54.1 Common traffic
flow
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For our third experiment, we increased the number of prefixes two-fold to 40.
As seen in Fig. 54.8, in the first iteration our algorithm randomly chose 8 IP
prefixes to be switched onto link B, which caused 33.5 % link utilization decrease
on link A, preventing congestion from occurring.
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Fig. 54.4 General flow of
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In this experiment we have shown that the higher the number of IP prefixes, the
bigger the probability of randomly selecting non-zero flows in the first iteration is.
The experiment was simulated for an additional four time intervals to determine
that link A will not become congested again.

A, 90%

B, 5%

C, 5%

Fig. 54.5 Simulation
topology

Fig. 54.6 Simulation
1 of the algorithm

Fig. 54.7 Simulation 2 of
the algorithm
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54.5 Conclusion

In this paper we have proposed an algorithm for statistical, iterative traffic off-
loading in times of network congestion. Our preliminary results, simulated in a
mathematical framework, have shown that the algorithm successfully prevents
congestion of a network link in less then three iterations, switching a portion of
network flows over an alternate path.

The algorithm functions in two ways. First, the congestion is prevented by
switching a big enough portion of the network demand along another link. Second,
the number of IP prefixes switched along the alternate path is minimized while
maintaining status information about them.

We believe that this paper can contribute to the important research field in the
communication network performance.

In our future work we will implement this algorithm into a real network
environment and test its ability to predictably react to network congestion in
computer networks during peak traffic demands and over long time periods.

Acknowledgments The support by Slovak Science Grant Agency (VEGA 1/0649/09 ‘‘Security
and reliability in distributed computer systems and mobile computer networks’’) is gratefully
acknowledged.

References

1. He J, Bresler M, Chiang M, Rexford J (2007) Towards robust multi-layer traffic engineering:
optimization of congestion control and routing. IEEE J Sel Areas Commun 25(5):868–880

2. Wang N, Ho K, Pavlou G, Howarth M (2008) An overview of routing optimization for internet
traffic engineering. IEEE Commun Surv Tutor 10(1):36–56

3. Abrahamsson H, Bjorkman M (2009) Robust traffic engineering using l-balanced weight-
settings in OSPF/IS–IS. In: Broadband communications, networks, and systems, pp 1–8

4. Wang X, Wan S, Li L (2009) Robust traffic engineering using multi-topology routing. In:
Global telecommunications conference, pp 1–6

Fig. 54.8 Simulation
3 of the algorithm

54 Algorithm for Dynamic Traffic Rerouting 659



5. Casas P, Fillatre L, Vaton S (2008) Multi hour robust routing and fast load change detection
for traffic engineering. In: IEEE international conference on communications, pp 5777–5782

6. Gunnar A, Johansson A, Telkamp T (2004) Traffic matrix estimation on a large IP backbone: a
comparison on real data. In: Proceedings of the 4th ACM SIGCOMM conference on internet
measurement, 25–27 October 2004, pp 149–160

7. Awduche DO, Jabbari B (2002) Internet traffic engineering using multi-protocol label
switching (MPLS). Computer networks. Int J Comput Telecommun Netw 40(1):111–129

8. Zhang M, Liu B, Zhang B (2009) Multi-commodity flow traffic engineering with hybrid
MPLS/OSPF routing. In: IEEE global telecommunications conference, pp 1–6

9. Fortz B, Rexford J, Thorup M (2002) Traffic engineering with traditional IP routing protocols.
IEEE Commun Mag 40(10):118–124

660 M. Hrubý et al.



Chapter 55
Fovea Window for Wavelet-Based
Compression

J. C. Galan-Hernandez, V. Alarcon-Aquino, O. Starostenko
and J. M. Ramirez-Cortes

Abstract Wavelet foveated compression can be used in real-time video
processing frameworks for reducing the communication overhead while keeping
high visual quality. Such algorithm leads into high rate compression results due to
the fact that the information loss is isolated outside a region of interest (ROI). The
fovea compression can also be applied to other classic transforms such as the
commonly used the discrete cosine transform (DCT). In this paper, a fovea
window for wavelet-based compression is proposed. The proposed window allows
isolate a fovea region over an image. A comparative analysis has been performed
showing different error and compression rates between the proposed fovea window
for wavelet-based and the DCT-based compression algorithms. Simulation results
show that with foveated compression high ratio of compression can be achieved
while keeping high quality over the designed ROI.
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55.1 Introduction

Video processing is an intensive task and even more when it is restricted into a
time window such as in real-time frameworks [1]. Compression algorithms can
help to reduce communication overhead between computing nodes by reducing the
redundancy of the data transmitted. Wavelet-based video compression algorithms
achieve high ratios of compression. However, such algorithms also cause loss of
information on video frames. In applications where a region of interest (ROI) can
be isolated, foveation can be used in order to constraint the information loss only
on those areas outside of the ROI in order to increase the quality of the recon-
structed image. Several applications where ROIs over video frames can be iden-
tified can benefit from fovea compression such as medical video processing
framework searching for melanomas by perform a lossy compression over the
video frames, leaving the ROI intact for later processing. previous works in [2–4]
show different foveation methods assessing the final quality of the image against
the original image using human vision system (HVS) criteria. Foveation also
guarantee certain quality from the HVS perspective granting the output results
with enough quality for a user to inspect the ROI without noticing the loss of
quality unless a close inspection outside the ROI is performed. In the work
reported in this paper, a comparative analysis between wavelet-based and the
DCT-based foveated compression algorithms is carried out. The remainder of this
paper is organized as follows. In Sect. 55.2 an overview of foveated compression
is given. Section 55.3 describes the proposed approach. Section 55.4 presents
simulation results, and Sect. 55.5 presents conclusions and future work.

55.2 Foveated Compression

Wavelet transforms involve representing a general function in terms of simple,
fixed building blocks at different scales and positions. These building blocks are
generated from a single fixed function called mother wavelet by translation and
dilation operations [5].

55.2.1 Wavelets and the Discrete Wavelet Transform

The purpose of wavelet transforms is to represent a signal into the time–frequency
domain. To perform this task two functions are required, namely, a wavelet and a
scaling function. If a set of mother wavelets and scaling functions is orthonormal it
is called an orthonormal bases and is defined as follows [6]:

f ul0;ng0� n� 2l0 [ fwj;ngj\l0;0� n� 2�j ð55:1Þ
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where 2l0 is the size of the signal. Each wj;n is a translated copy of w at scale j:

wj;nðtÞ ¼
ffiffiffiffiffiffiffi
2�j
p

wð2�jt � nÞ ð55:2Þ

and each ul0;n is a translated copy of the scaling function u at scale l0:

ul0;nðtÞ ¼
ffiffiffiffiffiffiffi
2�j
p

uð2�jt � nÞ ð55:3Þ

For images, a two dimension wavelet transform is needed. In two dimensions,
the decomposition ladder is constructed using three mother wavelets,
wd

j;m;n;w
v
j;m;n and wh

j;m;n defined as follows [6]:

wd
j;m;n ¼ wj;mðxÞwj;nðyÞ ð55:4Þ

wv
j;m;n ¼ wj;mðxÞuj;nðyÞ ð55:5Þ

wh
j;m;n ¼ uj;mðxÞwj;nðyÞ ð55:6Þ

with the scaling function:

Uj;m;n ¼ uj;mðxÞuj;nðyÞ ð55:7Þ

where wd
j;m;n are the diagonal coefficients, wv

j;m;n are the vertical coefficients and

wh
j;m;n are the horizontal coefficients. With the wavelet base defined, the next step is

using it to represent a signal. The sum over all time of the signal multiplied by
scaled, shifted versions of the mother wavelet w is given by

ajðnÞ ¼
Z 1

�1
f ðjÞwðn; jÞdt ð55:8Þ

where f is the signal to be represented. However, for compression this transform is
not suitable because it expands the signal into more coefficients than the samples
of the signal itself. A better transform, suited for compression and many other
applications, is called the discrete wavelet transform (DWT). In [7], the DWT is
calculated through a simple algorithm that applies two filters, a low pass filter and
a high pass filter. This algorithm is known as the fast wavelet transform. In wavelet
analysis of a signal f, we often speak of approximations and details. The
approximations are the low-frequency components of the signal, see (55.9);
whereas the details are the high-frequency components of the signal, see (55.10).

aj½n� ¼ f ;uj;n

� �
ð55:9Þ

dj½n� ¼ f ;wj;n

� �
ð55:10Þ
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55.2.2 Discrete Cosine Transform

The discrete cosine transform (DCT) expresses a signal in terms of cosine func-
tions. Such transform is commonly used in the JPEG compression algorithm [8],
the MP3 audio format and the VP8 video format. The discrete cosine transform for
a signal f ðxÞ of length N is defined as follows [9]:

CðuÞ ¼ aðuÞ
XN�1

x¼0
f ðxÞ cos

pð2xþ 1Þu
2N

� �
ð55:11Þ

where aðuÞ is given by

aðuÞ ¼

ffiffiffi
1
N

q
for u ¼ 0

ffiffiffi
2
N

q
for u 6¼ 0

8
<

: ð55:12Þ

In particular, Cðu ¼ 0Þ ¼
ffiffiffiffiffiffiffi
1=N

q PN�1
x¼0 f ðxÞ is known as the direct current

coefficient (DC) and the remaining coefficients are called the alternating current
coefficients [10]. Most of the energy of the signal is packed in the DC coefficient.

55.2.3 Wavelet Compression

The objective of data compression is to represent a set of data with less infor-
mation than the original. There are two types of compression, namely, lossy and
lossless compression [10]. In lossy, some of the original data is discarded in order
to achieve its goal. When the data is reconstructed it will be slightly different from
the original. Lossy compression can help to achieve a better compression ratio than
lossless compression if the losses are acceptable over the result. This is the
standard practice on image compression such as in JPEG and in JPEG2000 formats
[7, 10], and video such as MPEG4 format. When a wavelet transform is applied on
an image, the resultant coefficients can then be compressed more easily because
the information is statistically concentrated in just a few coefficients. Wavelet
compression can reach higher compression ratio than other transforms such as the
discrete cosine transform suggested for foveated compression in [3]. In wavelet
lossy compression, the coefficients that contain the most amount of energy are
preserved and the rest are discarded. Selecting such coefficients can be done using
the wavelet energy profile and choosing a cutoff frequency.

55.2.4 Foveation

Foveated images are images which have a non-uniform resolution [6]. Results
reported in [11] have demonstrated that the human eye shows a form of aliasing from
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the fixation point to the edges of the image. Such aliasing increases in a logarithmic
rate on all directions. This can be seen as concentric cutoff frequencies from the
fixation point. When it is used in a wavelet, this can be expressed as a function [2]:

I0ðxÞ ¼
Z

IðtÞC�1ðxÞs t � x

wðxÞ

� �
ð55:13Þ

where IðtÞis a given image, I0ðtÞ is the foveated image, wðxÞis the weight function.
The function s is called the weighted translation of s by x: The function C is
defined as:

CðxÞ ¼ s
�x

wðxÞ

� �����

���� ð55:14Þ

There are several weighted translation functions such as the ones defined in [6].
In [3], the suggested weighted functions are the Hamming window (Fig. 55.1a)
and the triangular (Fig. 55.1b) window. Such windows offer a smooth degradation
from the fixation point. The results on a foveated image from [6] are shown in
Fig. 55.2. However, in order to preserve a ROI intact, such windows are not
useful. A ROI needs to be left with all its coefficients without cutoff. For well-
defined ROIs windows such as Tukey window (Fig. 55.1c) or a truncated trian-
gular window (Fig. 55.1d) can be used [12]. Such windows can be used to define a
weighted function where the radio of a fixation point is bigger than one, leaving
the coefficients from the ROI untouched and right after the ROI ends the energy
begins to decay in a smooth ratio.

55.3 Proposed Fovea Method

55.3.1 Fovea Window

Fovea compression is expressed through a cutoff window. Ideal cutoff window is a
logarithmic function as reported in [13]. Each pixel has a compression rate that
decays radially respects to the fovea center. However, such function preserves only
the center pixel of the fovea region. In order to create a fovea compression with a
defined ROI bigger than one pixel, a fovea window function wis proposed as
follows:

wðnÞ ¼ lnðn � ðe� 1Þ þ 1Þ if a� n�N
1 if n [ N

�
ð55:15Þ

where N is the radius in pixels of the fovea area, e denotes the Euler number, a is
the radius also in pixels of the ROI and n 2 Zþ: Given a fovea center F ¼ ðFx;FyÞ
and a compression ratio interval½b; L�; the individual compression ratio CL

b ðX; YÞ of
a pixel with coordinates P ¼ ðX; YÞ is calculated as follows:
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Fig. 55.1 Foveating windoes. a Hamming window, b triangular window, c tukey window,
d truncated triangular window

Fig. 55.2 An image and its wavelet foveated compression. a Original gray level image,
b foveation point at the right eye
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CL
b ðP;FÞ ¼ w

P� Fk k
N

� �
ðL� bÞ þ b ð55:16Þ

55.3.2 Proposed Algorithm

The proposed algorithm assumes that a method for calculating ROIs is given. The
algorithm decomposes the image data into the frequency space using wavelets and
the lifting wavelet transform (LWT) [14]. An image compressed through wavelets
yields into a better visual quality when reconstructed than classic methods such as

Fig. 55.3 Proposed Fovea compression Algorithm
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the DCT [15]. The proposed algorithm is depicted in Fig. 55.3. The five main steps
of the algorithm are:

1. Image acquisition.
2. ROI calculation.
3. Wavelet coefficients calculation using the lifting wavelet transform (LWT).
4. The compression ratio of each coefficient is calculated.
5. A compression method is applied.

The compression ratio, Eq. (55.16), is applied in step 4 to the wavelet coefficients.
It is assumed that the relation of the wavelet coefficient with the pixel coordinates is
given by a Quadtree with root at the 0-level of the wavelet decomposition. Given a
coefficient of the wavelet located at an i-th level of the decomposition, the
compression ratio in Eq. (55.16) can be rewritten as follows:

CL
b ðP;

F

2i
Þ ¼ w

2i P� F
2i

�� ��
N

� �
ðL� bÞ þ b ð55:17Þ

Fig. 55.4 Different foveating windows. a Original gray level image, b energy profile
compression, c DCT-tukey window scaling quantization, d JPEG Type 1 quantization
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where P ¼ ðX; YÞ are the coordinates of the coefficient on the matrix of the sub
band of the wavelet decomposition at level i. Notice that each decomposition level
has 3 sub bands and the last level of decomposition 4 sub bands [7]. In step 5,
several compression methods can be used, namely, energy compression [16],
JPEG quantization [17], and DCT-Tukey scaling [18]. Figure 55.4 shows an image
and its reconstruction from different compression methods with the fovea point in
the eye of the bird and a radius of 60 pixels, and four levels of wavelet decom-
position using a Daubechies 7 wavelet.

55.4 Simulation Results

Simulations were carried out using the wavelets Daubechies 7 (db7) and Daube-
chies 9/7 (db9/7) suggested by the JPEG2000 standard [19] with two levels of
decomposition, J = 2 for low image distortion using fovea compression and the
JEPG200 standard level J = 4. To assess the performance of the wavelet-based
foveated algorithm the mean squared error (MSE) metric is used. Also, an arbitrary
fovea radius used was of 60 pixels. The results are shown in Table 55.1. The DCT-
based foveated compression was also realized and it is shown in Table 55.1 as
DCT. The compression was realized using the Type 3 JPEG variable quantization
compression [8] and the proposed window in Eq. (55.16) as the quantization
weight. Table 55.1 shows the percent of coefficients that becomes zero after
the compression algorithm is applied to the original image. Figure 55.5 shows
the DCT-based foveated image and a wavelet-based foveated image using the
Daubechies 9/7 wavelet with four levels of decomposition with energy profile
quantization, the proposed window-based scaling quantization and JPEG Type-1
quantization. It should be noted in Table 55.1 that the amount of zeros in the

Table 55.1 Comparisons between wavelet-based foveated compression and DCT-based
compression using the proposed window

Wavelet J Zero coef. percentage MSE Quantization

dct – 0.9383 2.2402 JPEG-Type 3
db7 2 0.3287 0.2534 Tukey scaling
db7 4 0.3333 0.2503 Tukey scaling
db9/7 2 0.3287 0.3279 Tukey scaling
db9/7 4 0.3333 0.2428 Tukey scaling
db7 2 0.8761 3.8959 JPEG quantization
db7 4 0.9174 2.4795 JPEG quantization
db9/7 2 0.8761 3.8167 JPEG quantization
db9/7 4 0.9174 2.3974 JPEG quantization
db7 2 0.9163 2.4192 Energy profile
db7 4 0.9644 6.0816 Energy profile
db9/7 2 0.9163 2.3897 Energy profile
db9/7 4 0.9644 6.0116 Energy profile
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coefficients after applying wavelet-based foveated algorithm using energy profile
and JPEG Type-1 quantization schemes is lower than using the DCT-based
approach. Furthermore, simulation results show that the DCT-based algorithm
generates artifacts that make the image fuzzier than the wavelet-based algorithm.

55.5 Conclusion

Wavelet foveation compression offers a very good compression ratio at expenses of
controlled losses. The proposed window allows isolate fovea regions over an image
by choosing the slope. The fovea window has been applied over different algo-
rithms showing the expected behavior. As stated in [3], applying foveation with
wavelets yields into squared artifacts. These artifacts rise as the decomposition

Fig. 55.5 Foveated image with the proposed window and different compression methods.
a DCT-based foveated compression, b wavelet-based foveated compression with db9/7 and
energy profile quantization, c wavelet-based foveated compression with db9/7 and tukey window
scaling quantization, d wavelet-based foveated compression with db9/7 and JPEG Type 1
quantization
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levels increases. However, the DCT also showed a similar behavior in the area
outside the ROI as the compression rate increases. With a good model for choosing
a ROI, this kind of compression can achieve high compression ratios without losing
visual quality over desired areas. Further work will focus on investigating other
enhancements of the wavelet-based foveated compression algorithm and compar-
ing with other methods such as the JPEG2000 ROI compression using the maxi-
mum shift (Maxshift) method [16].
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Chapter 56
Energy Aware Data Compression in WSN

Roshanak Izadian and Mohammad Taghi Manzuri

Abstract Wireless sensor networks (WSNs) use energy for their sensing,
computation, and communication. To increase the lifetime of the network, sensor
nodes are equipped with energy storage devices. Recharging of their batteries is not
possible in most applications. Therefore, energy consumption needs to be monitored
and limited to increase the energy consumption performance of the network. The
communication module uses the highest amount of energy in a WSN. Among
several methods offered to reduce the energy consumption, data compression has the
highest effect on the energy usage by reducing the number of bits to be broadcasted.
This paper illustrates an energy consumption reduction in WSN by compression
data. Text data were tested one time with original size and one more time with
compressed size with different routing algorithms in Wireless Sensor Network.

56.1 Introduction

Because of swift advancement of semiconductor fabrication technology, electronic
devices have been becoming smaller, cheaper, and require less power for its
operation. One of the fields, which have benefited by this technological
advancement, is the field of Wireless Sensor Networks (WSNs). WSNs can be
utilized for data collection in situations such as environmental monitoring, habitat
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monitoring, surveillance, structural monitoring, equipment diagnostics, disaster
management, and emergency response. In a WSN, nodes are connected by radio
frequency, infrared, or other medium without any wire connection [1].

These devices transmit data directly from node to node. If two devices do not
have direct connection, intermediate nodes located between them will transmit
data packets from the source node to the destination node in a multi-hop routing
scheme [2]. Because of their peer-to-peer communication style, no centralized
point is required for the network [1]. The centralized node controls a network
formation like a base station for a cellular network. The advantage of such a WSN
is the formation of an inexpensive network without the need for fixed infra-
structure. In addition, nodes can be easily added or removed from the network.
Since the formation of a node in such a network can be accomplished easily, the
network can be altered intensely. In addition, sensor nodes will run away over a
sensor field. Therefore, their position in the field cannot be fixed. The data from
sensor nodes is gathered by a sink, which may connect to the outside world
thorough internet or satellite [3]. Therefore, a wireless sensory network has several
parts to collect, transfer and process data.

A small sensor is equipped with miniature size power supply, sensing and
processing unit, and a small transmitter–receiver unit [4]. To form a wireless
sensory network, a large number of sensor nodes are being deployed to often hard to
reach locations [4]. Therefore, it will not be practical to perform maintenance
operations such as changing batteries on deployed sensor nodes [3]. These nodes
have limited power supply, bandwidth for communication, processing speed, and
memory space. Thus, WSNs, or more specifically each sensor node, are resource
restricted devices. One possible way of obtain maximum use of those resource is
compressing data on sensor data before transmission [1]. Most often, processing
data consumes much less power than transferring data in wireless scheme, there-
fore, it will be more efficient to perform data compression before transferring data
to reduce total power consumption and enhance the lifetime of the sensor node.

In this paper, compression algorithms, such as Run Length Encoding (Lempel–
Ziv-Welch) LZW, Adaptive Hufffman, Huffman, Shannon-Fano Algorithms will
be utilized and their performance in transferring text data will be analyzed in
MANET by AODV and DSR routing algorithm. This work is based on the signal
processing; therefore by coding algorithm of compression obtain the compressed
data. By coding compression algorithms the size of files calculated. All the coding
compression is based on the signal processing.

56.2 Data Compression

56.2.1 Run Length Encoding Algorithm

One of the simplest data compression algorithms is Run Length Encoding (RLE).
In this algorithm, the sequential of symbols are recognized as runs and non-runs.

674 R. Izadian and M. T. Manzuri



RLE handles some sort of redundancy [6], by verifying the existence of reiteration
symbols. Sequential repetitive symbols are recognized as runs and all the other
sequential are contemplated as non-runs. For instance, in the text ‘‘XYXYYYYZ’’
the first 3 letters are evaluated as a non-run with length 3, and the next 4 letters are
considered as a run with length 4 with a reiteration of symbol Y. The main task of
this algorithm is to recognize the runs of the source file, and to record the symbol
and the length of each run. The RLE algorithm uses those runs to compress the
original source file while holding all the non-runs without utilizing for the com-
pression procedure [5, 7].

56.2.2 Huffman Encoding

Huffman Encoding Algorithms (HE) utilizes the probability of alphabet distribu-
tion in the source file to improve the codes for symbols. The frequency of character
distributions in the source file is calculated to obtain the probability distribution.
Accordingly, shorter code words for higher probabilities and longer code words for
smaller probabilities are appointed. In this task, to assign effective code words, a
binary tree is produced in which their leaves and paths are formed respect to the
calculated probabilities. Two categories of Huffman Encoding have been
suggested: Static Huffman Algorithms and Adaptive Huffman Algorithms. Static
Huffman Algorithms computes the frequencies and creates a common tree for both
the compression and decompression processes [6]. Details of this tree should be
stored or transmitted with the compressed file. The Adaptive Huffman algorithms
improve the tree while computing the frequencies. There will be two trees in both
procedures. In this proposition, a tree is created with the flag symbol in the
initialing and is updated as the symbols are understood.

56.2.3 Shannon Fano Algorithm

The Shannon Fano Algorithm is derived from Static Huffman Coding Algorithm.
The only distinction is in the production of the code word. All other procedures are
similar to Huffman Encoding Algorithm.

56.2.4 Arithmetic Encoding

In this method, a code word is not utilized to typify a symbol of the text. It utilizes
a fraction to typify the complete source message [8]. The happening probabilities
and the increasing probabilities of a prepared of symbols in the source message are
effective into account. The increasing probability range is utilized in both
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compression and decompression processes. In the encoding procedure, the
increasing probabilities are computed and the limits are production in the initial.
While reading the source character by character, the corresponding range of the
character within the increasing probability range is chosen. Then the chosen
limited is separated into sub sections according to the probabilities of the alphabet.
Therefore the following character is read and the comparable sub limited is cho-
sen. In this way, characters are read persistently until the end of the message is
encountered. Finally a number should be effective from the last sub limited as the
result of the encoding procedure. This will be a fraction in that sub limited.
Therefore, the entire source message can be shown utilizing a fraction. To decode
the encoded message, the count of characters of the source message and the
probability/frequency distribution are required.

56.2.5 The Lempel Zev Welch Algorithm

Dictionary derived compression algorithms are on the basis of creating a dictio-
nary instead of using a statistical model [8]. The Lempel-Zev Welch algorithm
(LZW) is a dictionary based algorithm. To compress data, a dictionary is created
and utilized to supply and index the preceding string sample. In the compression
process, the index values are utilized in place of repetitive string samples. The
dictionary is produced dynamically in the compression process and is not required
to be transmitted for decompressing.

In the decompression procedure, a similar dictionary is produced dynamically.
Hence, this technique is considered as an adaptive compression algorithm.

56.3 Measuring Compression Performances

The compression process depends on the redundancy of symbols in the source file.
The performance of compression also depends on the kind and the organization of
the data. Therefore, it is difficult to measure the performance. In addition, the
compression type including the Lossy or the lossless algorithms influences the
compression process. Lossy compression algorithms utilize more space and
require more time than that of the lossless compression algorithms. Thus, it is
difficult to measure the performance of general compression approach.

56.3.1 Comparison of Compression Algorithms

Some lossless compression algorithms are compared to analyze their performance
in compression of various size files. Figure 56.1 illustrates the results for the RLE,
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LZW, Huffman and Adaptive Huffman. As the figure demonstrates, as the size of
the source file increases, the RLE does not provide a suitable file size after
compression. RLE is required to declare enormous dictionaries for compression
and decompression procedures, it needs a large computing power to process, and it
generates large amount of overflow. LZW on the other hand provided the best
compression for larger size source files.

56.3.2 Compression Ratio

Compression Ratio is the ratio between the size of the compressed file and the size
of the source file. Compression Ratio = (size after compression)/(size before
compression).

Figure 56.2 illustrates compression ratio of the size after using the algorithm.
As the figure demonstrates, the compression is more effective for larger size files
in algorithms such as LZW. The lower values on the vertical axis show better
compression. Because of the need for dictionary files, in some instances, the RLE
algorithm generated larger compressed files than the source files. As illustrated in
Figs. 56.1 and 56.2, the LZW is a low efficient algorithm, since there is lot of
resources required to produce the dictionary file. Compression ratio in LZW is
between 32 % and 62 % which is the highest among other compression tech-
niques. Compression ratio in Adaptive Huffman is near 60 thus this algorithm can
be contemplated as an effective algorithm. According to the clarification of the
code efficiency, utilized code words can be further enhanced. Shannon Fano is
other modification of Static Huffman algorithm. Output achieved for this algorithm
is given in Shannon Fano algorithm. The compression ratios for Shannon Fano
arrive at are in the range of 58–63 % which is delicately equivalent to the
preceding algorithm.

Fig. 56.1 Compression
source files
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56.4 Wireless Network and Data Compression Energy
Calculations

To calculate the energy of the wireless data transfer system, the energy tocompress
the algorithm, and the energy to transfer that data through a wireless network were
calculated. Two wireless routing algorithms were considered and the data was
transmitted in two algorithms. All parameters of the wireless network are listed in
the Table 56.1. The network was consisting of sixteen nodes of Wireless Sensor
Network in the environmental of 100*100 m2. These nodes were distributed in two
cases of fixed (mesh) and random node format. The data transfer was analyzed in
different simulation time 70, 100, 150 s. Because the FTP application utilized in
this simulation, the pause time is beginning from 10 s to150 s. Traffic size is 160
byte and packet size is 1060 byte that 60 byte for header and 1000 byte for
payload, transmission range for simulation 40 m is set and the kind of antenna for
nodes is Omnidirectional. Transmission packet is TCP for receiving the Ack in the
network. Two wireless routing protocols DSDV and AODV are used in NS2
simulator.

Fig. 56.2 Compression ratio
of source file

Table 56.1 Wireless
network and data
transmission parameters

Parameter of network Number

No. of nodes 16
Simulation time 70, 100, 150 s
Environment size 100*100 m2

Transmission range 40 m
Traffic size 160 byte
Packet size 1060 byte
Mobility model Mesh-Random
Antenna type Omnidirectional
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56.4.1 Mesh Network Analysis

In this scenario, the mesh mobility models are shown in Fig. 56.3 in various
simulation times. The Node Mica2 is used as a Sensor Network that the energy for
sending and receiving is 50.4mW and 28.8mW respectively. Node 0 is source and
node 15 is destination or sink.

Using DSDV routing wireless algorithm, imposed higher energy consumption
in nodes 9, 10,12. The reason for higher energy consumption is their location that
was close to the destination node (sink). This means that more packets has been
sent from and been received by these nodes. Energy of data compression has an
important effect in the overall energy consumption. Considering the energy of each
instruction about 0.5 j, the Adaptive Huffman data compression algorithm
consumes 177*10-5 j. Among data compression algorithms, the less energy was
consumed by Adaptive Huffman in 3 simulations times. The most energy
consuming algorithm was RLE for all simulation times. Figure 56.4 illustrates the
energy consumption in 16 nodes with different algorithms in 150 s.

56.4.2 Random Network Analysis

The random mobility model is illustrated in Fig. 56.5. In this network, nodes 0, 3
and 12 used more energy rather than the other nodes. The algorithm that consumed
low energy was Adaptive Huffman. The highest energy consuming algorithm in 3
time simulations was RLE.

Total energy consumption in the Wireless Sensor Network in two mobility
models random and mesh is presented in Table 56.2. As the table demonstrates,

Fig. 56.3 Mesh wireless
sensor network
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the energy consumption for the raw data 11,252 byte is 0.43827 j through DSDV
routing algorithm.

The Table 56.3 illustrates the various time simulations in Mesh and Random
mobility model by AODV routing algorithm.

When AODV routing algorithm was used, the nodes of 0, 3, 12 consumed more
energy in mesh random mobility, and 0, 5, 10 nodes consumed more energy than
others. In both models of routing, the adaptive Huffman consumed lower com-
pression energy. Energy consumption in AODV was less in mesh mobility model
than DSDV in 70 s simulation time. However, less energy was consumed at time
100 s and 150 s through DSDV in mesh mobility model. In 70 s simulation time,
Adaptive Huffman algorithm through AODV consumed less energy. However, at
time 100 s, 150 s through DSDV Adaptive Huffman consumed less energy. In
random mobility model in 70 s, DSDV consumed less energy in network, and at
100 s, 150 s the AODV consumed less in network. Adaptive Huffman consumed
less energy in both cases at times 70 s through DSDV, and at 100 s, and 150 s,
through AODV.

Fig. 56.4 Energy
consumption comparison in
WSN

Fig. 56.5 Random wireless
sensor network
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56.5 Conclusion

Lifetime of WSN is the most important part in networks. This paper illustrated the
energy consumption in different compression algorithms in two Wireless Sensor
Networks. First, RLE was introduced as a high energy consumption algorithm, and
LZW and Adaptive Huffman algorithms were used to compress the data at lower
energy consumption rate. The compression ratio in LZW is almost half of the
RLE, and the compression ratio of adaptive Huffman is a little more than LZW. If
one node was in the path of routing algorithm, the route of node’s antenna is turned
on when a packet was received or sent. This imposed higher energy rates. Adaptive
Huffman consumed less energy in both AODV and DSDV routing algorithms.
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Chapter 57
Energy Consumption Text and Image
Data Compression in WSNs

Roshanak Izadian and Mohammad Taghi Manzuri

Abstract Wireless sensor networks (WSNs) consume energy for their sensing,
computation, and communication. To extend the lifetime of the network, sensor
nodes are equipped with energy storage devices. Recharging of their batteries is
impossible in most applications. Therefore, energy consumption needs to be
monitored and limited to extend the high performance operation of the network. In
this network, the communication module consumes the highest amount of energy.
This paper demonstrates that among several methods offered to reduce the energy
consumption, data compression has the highest effect on the energy usage by
reducing the number of bits to be broadcasted. To determine the energy efficiency
of the communication module, the energy consumption of broadcasting data as
text and image in original and compressed forms were measured. Black and white
JPEG images and Adaptive Huffman text for both Mesh and random nodes
consumed less energy.

57.1 Introduction

Because of swift advancement of semiconductor fabrication technology, electronic
devices have been becoming smaller, cheaper, and require less power for their
operation. One of the fields, which have benefited by this technological
advancement, is the field of Wireless Sensor Networks (WSNs). WSNs can be
utilized for data collection in situations such as environmental monitoring, habitat
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monitoring, surveillance, structural monitoring, equipment diagnostics, disaster
management, and emergency response. In a WSN, nodes are connected by radio
frequency, infrared, or other medium without any wire connection (1).

These devices transmit data directly from node to node. If two devices do not
have direct connection, intermediate nodes located between them will transmit
data packets from the source node to the destination node in a multi-hop routing
scheme (2). Because of their peer-to-peer communication style, no centralized
point is required for the network (1). The centralized node controls a network
formation like a base station for a cellular network. The advantage of such a WSN
is the formation of an inexpensive network without the need for fixed infra-
structure. In addition, nodes can be easily added or removed from the network.
Since the formation of a node in such a network can be accomplished easily, the
network can be altered intensely. In addition, sensor nodes will run away over a
sensor field. Therefore, their position in the field cannot be fixed. The data from
sensor nodes is gathered by a sink, which may connect to the outside world
thorough internet or satellite (3). Therefore, a wireless sensory network has several
parts to collect, transfer and process data.

A small sensor is equipped with miniature size power supply, sensing and pro-
cessing unit, and a small transmitter–receiver unit (4). To form a wireless sensory
network, a large number of sensor nodes are being deployed to often hard to reach
locations (4). Therefore, it will not be practical to perform maintenance operations
such as changing batteries on sensor nodes (3). These nodes have limited power
supply, bandwidth for communication, processing speed, and memory space. Thus,
WSNs, or more specifically each sensor nodes, are resource restricted devices. One
possible way of obtaining maximum use of those resources is compressing data on
sensor data before transmission (1). Most often, processing data consumes much
less power than transferring data in wireless scheme, therefore, it will be more
efficient to perform data compression before transferring data to reduce total power
consumption and enhance the lifetime of the sensor node.

In this paper, compression algorithms, such as Run Length Encoding, LZW
(Lempel–Ziv–Welch), Adaptive Hufffman, Huffman, Shannon–Fano algorithms
will be utilized and their energy consumption performance in transferring text data
and BMP, TiFF-LZW, PNG and JPEG with different quality will be analyzed in
MANET by using AODV and DSDV routing algorithm. The size of compressed
file is obtained and the energy to broadcast the file is calculated to identify the
most energy saving data compression and routing algorithms.

57.2 Data Compression for Text Data

57.2.1 Run Length Encoding Algorithm

One of the simplest data compression algorithms is Run Length Encoding (RLE).
In this algorithm, the sequential of symbols are recognized as runs and non-runs.
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RLE handles some sort of redundancy (6), by verifying the existence of reiteration
symbols. Sequential repetitive symbols are recognized as runs and all the other
sequential are contemplated as non-runs. For instance, in the text ‘‘XYXYYYYZ’’
the first three letters are evaluated as a non-run with length 3, and the next four
letters are considered as a run with length 4 with a reiteration of symbol Y. The
main task of this algorithm is to recognize the runs of the source file, and to record
the symbol and the length of each run. The RLE algorithm uses those runs to
compress the original source file while holding all the non-runs without utilizing
for the compression procedure.

57.2.2 Huffman Encoding

Huffman Encoding Algorithms (HE) utilizes the probability of alphabet distribu-
tion in the source file to improve the codes for symbols. The frequency of character
distributions in the source file is calculated to obtain the probability distribution.
Accordingly, shorter code words for higher probabilities and longer code words for
smaller probabilities are appointed. In this task, to assign effective code words, a
binary tree is produced in which their leaves and paths are formed respect to the
calculated probabilities. Two categories of Huffman Encoding have been sug-
gested: Static Huffman Algorithms and Adaptive Huffman Algorithms. Static
Huffman Algorithms computes the frequencies and creates a common tree for both
the compression and decompression processes [1]. Details of this tree should be
stored or transmitted with the compressed file. The Adaptive Huffman algorithms
improve the tree while computing the frequencies. There will be two trees in both
procedures. In this proposition, a tree is created with the flag symbol in the
initialing and is updated as the symbols are understood.

57.2.3 Shannn Fano Algorithm

The Shannon Fano Algorithm is derived from Static Huffman Coding Algorithm.
The only distinction is in the production of the code word. All other procedures are
similar to Huffman Encoding Algorithm.

57.2.4 Arithmetic Encoding

In this method, a code word is not utilized to typify a symbol of the text. It utilizes
a fraction to typify the complete source message [2]. The happening probabilities
and the increasing probabilities of a prepared of symbols in the source message are
effective into account. The increasing probability range is utilized in both
compression and decompression processes. In the encoding procedure, the
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increasing probabilities are computed and the limits are production in the initial.
While reading the source character by character, the corresponding range of the
character within the increasing probability range is chosen. Then the chosen
limited is separated into sub sections according to the probabilities of the alphabet.
Therefore the following character is read and the comparable sub limited is
chosen. In this way, characters are read persistently until the end of the message is
encountered. Finally a number should be effective from the last sub limited as the
result of the encoding procedure. This will be a fraction in that sub limited.
Therefore, the entire source message can be shown utilizing a fraction. To decode
the encoded message, the count of characters of the source message and the
probability/frequency distribution are required.

57.2.5 The Lempel Zev Welch Algorithm

Dictionary derived compression algorithms are on the basis of creating a dictio-
nary instead of using a statistical model [2]. The Lempel Zev Welch algorithm
(LZW) is a dictionary based algorithm. To compress data, a dictionary is created
and utilized to supply and index the preceding string sample. In the compression
process, the index values are utilized in place of repetitive string samples. The
dictionary is produced dynamically in the compression process and is not required
to be transmitted for decompressing.

In the decompression procedure, a similar dictionary is produced dynamically.
Hence, this technique is considered as an adaptive compression algorithm.

57.3 Data Compression for Image Data: Lossless
Image Formats

57.3.1 Bitmap

BMP (bitmap) is a bitmapped graphics format utilized intellectually by the
Microsoft Windows graphics subsystem (GDI), and utilized prevalently as a
simple graphics file format on that aims. It is an uncompressed format.

57.3.2 Portable Network Graphics

PNG Portable Network Graphics is a bitmap image format that operates lossless
data compression and the history of this format come back to 1996. PNG was
produced to both recuperate upon and substitute for the GIF format with an image
file format that does not necessitate a patent license to use. It uses the DEFLATE
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compression algorithm, that utilizes a union of the LZ77 algorithm and Huffman
coding. PNG supports palette based (with a palette defined in terms of the 24 bit
RGB colors), grayscale and RGB images. PNG was intended for transport of
images on the internet not for professional graphics and as such other color spaces.
This format is very good for images with big areas of one unique color, or with
small variations of color.

57.3.3 Tagged Image File Format

Tiff is a file format for mainly storing images, involving photographs and line art. It
is one of the most common and variable of the prevalent file formats. Originally
created by the company Aldus, jointly with Microsoft, for utilize with PostScript
printing, TIFF is a popular format for high color depth images, in parallel with JPEG
and PNG. TIFF format is widely supported by image- usage requests, and by
scanning, faxing, word processing, visional character identification, and other
requests.

57.4 Lossy Image Formats

57.4.1 Joint Photographic Experts Group

JPEG is an algorithm intended to compress images with 24 bits depth or grayscale
images. It is a lossy compression algorithm. One of the characteristics that make
the algorithm very supple is that the compression rate can be adapted. If we
compress a lot, more information will be lost, but the result image size will be
smaller. With a smaller compression rate we acquire better quality, but the size of
the culminate in image will be bigger. This compression be composed of in
making the coefficients in the quantization matrix bigger when we want more
compression, and smaller when we want less compression. JPEG is the most
utilizes format for storing and transmitting images in Internet.

57.5 Measuring Compression Performances

The compression process depends on the redundancy of symbols in the source file.
The performance of compression also depends on the kind and the organization of
the data. Therefore, it is difficult to measure the performance. In addition, the
compression type including the Lossy or the lossless algorithms influences the
compression process. Lossy compression algorithms utilize more space and
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require more time than that of the lossless compression algorithms. Thus, it is
difficult to measure the performance of general compression approach.

57.5.1 Compression Algorithms

Some lossless compression algorithms are compared to analyze their performance
in compression of various size files in text data. Figure 57.1 illustrates the results
for the RLE, LZW, Huffman and Adaptive Huffman. As the figure demonstrates,
as the size of the source file increases, the RLE does not provide a suitable file size
after compression. RLE is required to declare enormous dictionaries for com-
pression and decompression procedures, it needs a large computing power to
process, and it generates large amount of overflow. LZW on the other hand pro-
vided the best compression for larger size source files.

Some lossless and lossy compression algorithms are compared to analyze their
performance in compression of various size files in image data. Figure 57.2
illustrates the results for the BMP or original data in comparison of BMP, TIFF
and JPEG in one for color image and two for black and white images. PNG is a
good algorithm for color image and JPEG for black and white image. TiFF and
JPEG for color image operate as same as each other and compress size of data
almost half of the original size. However TiFF in black and white images compress
data near the original size [3–8] .

57.5.2 Compression Ratio

Compression Ratio is the ratio between the size of the compressed file and the size
of the source file.

Compression Ratio = size after compressionð Þ= size before compressionð Þ:

Figure 57.3 illustrates compression ratio of the size after using the algorithm.
As the figure demonstrates, the compression is more effective for larger size files
in algorithms such as LZW. The lower values on the vertical axis show better
compression. Because of the need for dictionary files, in some instances, the RLE
algorithm generated larger compressed files than the source files. As illustrated in
Figs. 57.1 and 57.2, the LZW is a low efficient algorithm, since there is lot of
resources required to produce the dictionary file. Compression ratio in LZW is
between 32 and 62 % which is the highest among other compression techniques.
Compression ratio in Adaptive Huffman is near 60 thus this algorithm can be
contemplated as an effective algorithm. According to the clarification of the code
efficiency, utilized code words can be further enhanced. Shannon Fano is other
modification of Static Huffman algorithm. Output achieved for this algorithm is
given in Shannon Fano algorithm. The compression ratios for Shannon Fano arrive
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at are in the range of 58–63 % which is delicately equivalent to the preceding
algorithm [9]. In Fig. 57.4 JPEG in one color image and two black and white
images operates better than the others algorithms. PNG algorithm is near 1/3 less
than the TiFF algorithm and jpeg in color images operate very well it reduces near
1/6 and in black and white 1/3 less than Tiff algorithm. JPEG is effective for big
compression ratio and good for photographic image; it operates well for black and
white image but not as well as color images, in addition the black and white
images has a lot of details in spite each pixel has the eight bits.

Fig. 57.2 Compression
source files for image data

Fig. 57.1 Compression
source files for text data

Fig. 57.3 Compression ratio
of source file for text data
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57.6 Energy Consumptions

To calculate the energy of the wireless data transfer system, the energy to compress
the algorithm, and the energy to transfer that data through a wireless network were
calculated. Two wireless routing algorithms were considered and the data was
transmitted in two algorithms. All parameters of the wireless network are listed in
the Table 57.1. The network was consisting of sixteen nodes of Wireless Sensor
Network in the environmental of 100*100 m2. These nodes were distributed in two
cases of fixed (mesh) and random node format. The data transfer was analyzed in
different simulation time 70, 100, 150 s. Because the FTP application utilized in this
simulation, the pause time is beginning from 10 to 150 s. Traffic size is 160 byte and
packet size is 1,060 byte that 60 byte for header and 1,000 byte for payload,
transmission range for simulation 40 m is set and the kind of antenna for nodes is
Omnidirectional. Transmission packet is TCP for receiving the ack in the network.
Two wireless routing protocols DSDV and AODV are used in NS2 simulator.

57.6.1 Mesh Network Analysis

In this scenario, the mesh mobility models are shown in Fig. 57.5 in various
simulation times. The Node Mica2 is used as a Sensor Network that the energy for

Fig. 57.4 Compression ratio
of source File Image Data

Table 57.1 Wireless
network and data
transmission parameters

Parameter of network Number

Number of nodes 16
Simulation time 70, 100, 150 s
Environment size 100*100 m2

Transmission range 40 m
Traffic size 160 byte
Packet size 1060 byte
Mobility model Mesh-Random
Antenna type Omnidirectional
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sending and receiving is 50.4 and 28.8 mW, respectively. Node 0 is source and
node 15 is destination or sink.

Using DSDV routing wireless algorithm, imposed higher energy consumption
in nodes 9, 10, 12. The reason for higher energy consumption is their location that
was close to the destination node (sink). This means that more packets has been
sent from and been received by these nodes. Energy of data compression has an
important effect in the overall energy consumption. Considering the energy of each
instruction about 0.5 j, the Adaptive Huffman data compression algorithm con-
sumes 177*10-5 j. Among data compression algorithms, the less energy was
consumed by Adaptive Huffman in 3 simulations times. The most energy con-
suming algorithm was RLE for all simulation times. Figure 57.6 illustrates the
energy consumption in 16 nodes with different algorithms in 150 s.

57.6.2 Random Network Analysis

The random mobility model is illustrated in Fig. 57.7. In this network, nodes 0, 3
and 12 used more energy rather than the other nodes. The algorithm that consumed
low energy was Adaptive Huffman. The highest energy consuming algorithm in 3
time simulations was RLE.

Fig. 57.5 Mesh wireless
sensor network

Table 57.2 Various time simulations and energy consumption (j) in Mesh and Random mobility
model by DSDV for text data

Time (s) RLE LZW Adaptive Huffman Huffman Shannon–Fano

Mesh WSN 70 0.4388 0.9713 0.2827 0.2971 0.2980
100 0.1713 0.1186 0.1115 0.1171 0.1181
150 0.0736 0.0543 0.0520 0.0545 0.0532

Random WSN 70 0.1866 0.1291 0.1212 0.1238 0.1267
100 0.2134 0.1477 0.1384 0.1454 0.14498
150 0.2279 0.1577 0.1477 0.1551 0.1547

57 Energy Consumption Text and Image Data Compression 691



Total energy consumption in the Wireless Sensor Network in two mobility
models random and mesh is presented in Table 57.2. As the table demonstrates,
the energy consumption for the raw data 11,252 byte is 0.43827 j through DSDV
routing algorithm.

The Table 57.3 illustrates the various time simulations in Mesh and Random
mobility model by AODV routing algorithm for text data.

When AODV routing algorithm was used, the nodes of 0, 3, 12 consumed more
energy in mesh random mobility, and 0, 5, 10 nodes consumed more energy than
others. In both models of routing, the adaptive Huffman consumed lower
compression energy. Energy consumption in AODV was less in mesh mobility
model than DSDV in 70 s simulation time. However, less energy was consumed at
time 100 and 150 s through DSDV in mesh mobility model. In 70 s simulation

Fig. 57.6 Energy
consumption in text data
comparison in WSN

Fig. 57.7 Random wireless
sensor network

Table 57.3 Various time simulations and energy consumption (j) in Mesh and Random mobility
model by AODV for text data

Time (s) RLE LZW Adaptive Huffman Huffman Shann–Fano

Mesh WSN 70 0.1916 0.1326 0.1245 0.1308 0.13018
100 0.2036 0.1330 0.1248 0.1311 0.13053
150 0.1922 0.1330 0.1322 0.1311 0.13057

Random WSN 70 0.2031 0.1326 0.1245 0.1308 0.13019
100 0.2035 0.1329 0.1247 0.1310 0.13043
150 0.1919 0.1328 0.1327 0.1309 0.13036
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time, Adaptive Huffman algorithm through AODV consumed less energy.
However, at time 100, 150 s through DSDV Adaptive Huffman consumed less
energy. In random mobility model in 70 s, DSDV consumed less energy in

Table 57.4 Various time simulations and energy consumption (j) in Mesh and Random mobility
by DSDV for color image

Time (s) BMP TiFF PNG JPEG

Mesh WSN 70 12.12 6.58 4.49 0.754
100 31.05 7.67 5.23 0.878
150 6.46 2.39 2.39 0.402

Random WSN 70 11.84 6.43 4.38 0.736
100 11.873 6.44 4.401 0.7386
150 11.876 6.45 4.402 0.7386

Table 57.5 Various time simulations and energy consumption (j) in Mesh and Random mobility
by AODV for color image

Time (s) BMP TiFF PNG JPEG

Mesh WSN 70 11.52 6.26 4.27 0.717
100 13.18 7.16 4.88 0.820
150 14.07 7.64 5.21 0.875

Random WSN 70 11.84 6.431 4.389 0.7367
100 11.86 6.44 4.397 0.7380
150 11.85 6.439 4.395 0.7376

Table 57.6 Various time simulations and energy consumption (j) in Mesh and Random mobility
by DSDV for black white image

Time (s) BMP TiFF PNG JPEG

Mesh WSN 70 4.478 4.37 3.014 1.376
100 5.215 5.093 3.51 1.603
150 2.387 2.332 1.644 0.733

Random WSN 70 4.372 4.270 2.943 1.344
100 4.691 4.281 2.951 1.347
150 4.385 4.282 2.952 1.348

Table 57.7 Various time simulations and energy consumption (j) in Mesh and Random mobility
by AODV for black white image

Time (s) BMP TiFF PNG JPEG

Mesh WSN 70 4.256 4.157 2.865 1.308
100 12.666 12.666 12.37 1.496
150 5.1985 5.077 3.49 1.598

Random WSN 70 4.372 4.270 2.943 1.344
100 4.380 4.278 2.984 1.346
150 4.378 4.276 2.947 1.345
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network, and at 100, 150 s the AODV consumed less in network. Adaptive
Huffman consumed less energy in both cases at times 70 s through DSDV, and at
100, and 150 s, through AODV. Energy consumption for Color image Tables 57.3,
57.4 in JPEG algorithm in all simulation times was less than the TIFF and PNG in
both Mesh and Random nodes in both DSDV and AODV routing algorithms.
However, JPEG algorithm for black and white Tables 57.5, 57.6 images for both
Mesh and random nodes consumed less energy consumption for both routing
algorithm. JPEG compresses the size of color image near 57 % of the original
image size, but it compresses black and white image about 27 % of its original
image size. Therefore JPEG operates well for both image and black and white
image but it compresses black and white image better than color image
(Table 57.7).

In Tables 57.4 and 57.5, respectively energy consumption for color image by
DSDV and AODV routing algorithms in mesh and Random nodes are illustrated.

57.7 Conclusion

This paper illustrated the energy consumption using various data compression and
routing algorithms Wireless Sensor Networks. First, RLE was introduced as a high
energy consumption algorithm, and LZW and Adaptive Huffman algorithms were
used to compress the data at lower energy consumption rate. The compression
ratio in LZW was almost half of the RLE, and the compression ratio of adaptive
Huffman was a little more than LZW. If one node was in the path of routing
algorithm, the route of node’s antenna was turned on when a packet was received
or sent. This imposed higher energy rates. Adaptive Huffman consumed less
energy in both AODV and DSDV routing algorithms.

Energy consumption for Color image in JPEG algorithm in all simulation times
was less than the TIFF and PNG in both Mesh and Random nodes in both DSDV
and AODV routing algorithms. However, JPEG algorithm for black and white
image for both Mesh and random nodes consumed less energy consumption for
both routing algorithm.

References

1. Blelloch E (2002) Introduction to data compression. Computer Science Department, Carnegie
Mellon University

2. Gawthrop J, Liuping W (2005) Data compression for estimation of the physical parameters of
stable and unstable linear systems. Automatica 41:1313–1321

3. Kimura N, Latifi Sh (2005) A survey on data compression in wireless sensor networks. In:
International conference on information technology

4. Ergen SC, Varaiya P (2005) On multi-hop routing for energy efficiency. IEEE Commun Lett
9(10):880–881

694 R. Izadian and M. T. Manzuri



5. Jolly V, Latifi SH, Kimura N (2011) Energy-efficient routing in wireless sensor networks based
on data reduction. IEEE Trans Computv 8(2/3):169–185

6. Akyildiz IF, Su W, Sankarasubramaniam Y, Cayirci E (2002) Wireless sensor networks: a
survey. Elsevier Comput Netw 38(4):393–422

7. Pu IM (2006) Fundamental data compression. Elsevier, Amsterdam
8. Kesheng W, Otoo J, Arie S (2006) Optimizing bitmap indices with efficient compression.

ACM Trans Database Syst 31:1–38

57 Energy Consumption Text and Image Data Compression 695



Chapter 58
New QoS Framework for Mobile Ad hoc
Networks Based on the Extension
of Existing QoS Models

Peter Magula and Margaréta Kotočová

Abstract With the expansion of real-time applications for mobile ad hoc networks
the need for quality of service (QoS) support has become essential. Providing QoS in
this kind of networks is a big challenge requiring a complex QoS model or
framework. This paper deals with quality of service models in mobile wireless ad
hoc networks, provides a brief overview of existing models and describes a new QoS
framework based on the extension of existing QoS models. Proposed QoS frame-
work increases service differentiation in the network and provides them various QoS
levels. It also improves one-way delay as a QoS network parameter. We validated
our proposal by means of network simulation. This paper also presents simulation
scenarios and evaluation details.

58.1 Introduction

Mobile wireless ad hoc networks (MANETs) have become very popular nowadays
due their simplicity by using and the ubiquity of wireless technology. MANET is a
set of wireless network nodes creating a dynamic ad hoc topology without any
central control, administration of fixed infrastructure. In this kind of network a
node can act as a host and also as a router at the same time. As the growth of
multimedia applications continues and the requirements for real traffic increase,
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there is a big challenge for researchers to find technologies and approaches to
satisfy these requirements. In the field of wireless ad hoc networking this is more
challenging due to the dynamic network topology and bandwidth constraint.

Generally, the goal of QoS in communication networks is to achieve a more
deterministic network behaviour so that data carried by the network can be better
delivered and the network resources can be better utilized [1]. In wired networks,
there are many approaches, techniques and protocols used to achieve this goal.
Also, there exist QoS models which are complex frameworks widely accepted and
used to satisfy required QoS level for chosen application. Typically, QoS is
measured or represented by set of qualitative network performance metrics such as
bandwidth, one-way network delay, jitter (delay variance) and packet loss [2, 3].
There are applications sensible to one or two metrics with requirements to mini-
mum or maximum level of certain metric. Unlike wired networks, MANETs have
specific characteristics which make QoS provisioning more difficult [4]. In
particular, it is a dynamic network topology, bandwidth constraint, power issues,
and wireless medium. Due to these special attributes of MANET network, we can
define some other QoS metrics, e.g. service coverage area or power consumption
[5–7]. In order to satisfy QoS requirements, there is a need to have a complex
framework or QoS model which can provide basic architecture of QoS provi-
sioning. There should be the cooperation among all QoS components, e.g. routing,
queuing, packet scheduling, admission control, signalling and traffic engineering
[8–10]. In wired networks there are two QoS models widely used: IntServ
(Integrated Services) providing hard QoS, but with low scalability, and DiffServ
(Differentiated Services) used in the Internet [4]. Unfortunately, both are not
suitable for MANETs due to their specific characteristics. Several QoS models for
MANETs have been proposed recently. In the next section, we cover most used
ones and discuss their advantages and disadvantages. The proposed extension of
SWAN model is in the Sect. 58.3 with our simulation results and the comparison
with SWAN model in Sect. 58.4. Finally, the last section contains conclusion and
description of some open issues in this area and our future plans.

58.2 Related Work

58.2.1 Flexible QoS Model for MANETs

Flexible QoS Model for MANETs (FQMM) is the first QoS model designed for
MANETs. It combines the advantages of IntServ and Diffserv models and provides
a hybrid scheme of per-flow provisioning as in IntServ and per-class provisioning
as in DiffServ. FQMM operates at the IP layer with the cooperation with Medium-
Access layer. It is divided into data forwarding and control plane. The main
purpose of data forwarding plane is to classify incoming packets going through
traffic conditioner and packet scheduler. The control plane handles preparation for
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data forwarding operation with specific protocols and algorithms cooperation. This
model defines three categories of nodes: ingress, interior and egress node. This
nodes differentiation is borrowed from DiffServ model from wired networks.
Ingress node is a source node sending data to destination. Interior nodes are nodes
forwarding data to other nodes according to some routing decisions. And lastly,
egress node is actually the destination node. Interior nodes forward data packets by
certain PHB (Per Hop Behaviour) according to the Diffserv field in the packet
header. We can look at MANET as one DiffServ domain bounded with the ingress
and egress nodes [11]. It is important to note that due to the mobility of nodes in
MANETs, the nodes can have different roles as they move. FQMM can provide
per flow QoS provisioning for high-priority flows. The question is how many high-
priority flow sessions can coexist at the same time in the network. Another open
issue is the scheduling performed by intermediate nodes.

58.2.2 Integrated Mobile Ad hoc QoS Framework

The Integrated Mobile Ad hoc QoS framework (iMAQ) is another QoS model or
framework for MANETs [12]. The main idea of this model is based on a cross-
layer communication approach involving network and application layer by means
of so called middleware service layer.

As nodes are mobile, the network can become partitioned which leads to
missing data. Predictive location-based QoS routing protocol with middleware
layer cooperation can predict network partitioning and provide necessary infor-
mation to the application layer. Thus the main role of middleware layer is to
replicate data among different network groups in order to provide better data
accessibility before network partitioning occurs. The disadvantage of this QoS
model is its high overhead and lack of resource reservation [4].

58.2.3 INSIGNIA Model

INSIGNIA model represents the first signalling framework designed for MANETs.
It is based on in-band signalling approach. That means that control information is
carried in data packets along the same communication path in contrast to out-of-
band signalling approach where control data are carried separately in control
packets sometimes even along different path than data packets. In wired networks,
Resource reSerVation Protocol (RSVP) is used as a standard for resource reser-
vation and management. RSVP is an example of out-of-band signalling. For
MANETs in general, this kind of signalling is not very suitable because it
consumes network bandwidth. Thus, it is a better idea to use in-band signalling
which consumes less bandwidth and if control overhead is simple the information
can be carried in each packet.
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INSIGINA signalling framework uses the options part of IP packets within all
control information is carried. For each active flow in the network there is a soft state
stored in all related hosts. The soft state is periodically refreshed every time when
packets from the particular flow arrive at the hosts or are forwarded by the host to
their destination. INSIGNIA, with admission control cooperation, reserves network
resources, mainly available bandwidth, to the particular flow if the resource
requirement coming from the source node can be satisfied. In order to keep
INSIGNIA very simple and to not conserve much bandwidth, there are no error
messages and thus no negative notification among network nodes. For example, if
the resource requirement request cannot be satisfied, no error message is sent to
source node. Due to the dynamic topology of MANETs, INSIGINA needs to
respond fast to the topology changes. It is done by periodical informing the source
node with the status of the data flow. The destination node gathers statistical
information such as throughput and loss rate and sends the report to the source node.
With this kind of feedback, the source node can adapt the transmission of data packet
belonging to the particular flow. Due to these attributes of INSIGNIA, it can provide
assured adaptive QoS provisioning to real-time flows based on the source node’s
requirements and resource availability in the MANETs [13]. On the other hand, the
research shows that INSIGNIA has problems with scalability since state information
about data flows is stored in network nodes. Another QoS framework making use of
INSIGNIA and TORA routing protocol is INORA. TORA provides multiple routes
between a given source and destination, and together with INSIGNIA signalling,
provide QoS requirements for a flow. INORA also combines congestion control
with routing [14].

58.2.4 Design of an Efficient QoS Architecture Model

Unlike the previous model, Design of an Efficient QoS Architecture (DEQA)
model is very scalable and stabile [15]. It consists of three parts. The first one is
routing protocol that search several parallel communication paths. Data packet are
fragmented in source node and sent along these paths independently to the
destination where they are assembled again. The goal of such a routing approach is
stability increase. The next part of a model is admission control with definition of
two thresholds, minimum and maximum. If the incoming QoS requirement is
under the maximum limit, it is denied. On the other hand, if the requirement is
below the minimum, it is allowed. But in case the QoS requirement is between
minimum and maximum, the probe packet has to be sent along the communication
path to the destination in order to get information about available network
resources. Then, based on this information, the request is either allowed or denied.
The last part of a model is congestion control which is important after admission
control part allows the data flow request. After that congestion control block
periodically monitors whether communication links begin to be congested. If so,
Explicit Congestion Notification (ECN) technique is used with the goal to decrease
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transmission rate of the network traffic that do not require QoS provisioning. Some
authors discuss that this behaviour is the biggest disadvantages of the model
because there can be a strong unbalance between best-effort traffic and traffic
requiring some level of QoS.

58.2.5 Cross Layer Interactions and Service Mapping QoS Model

The main idea of Cross Layer Interactions and Service Mapping (CLIASM) model
is to build a shared database with data from all protocols of the network model
with information about QoS [16]. Thus, it is another example of cross-layer QoS
model. The goal is that each layer has the same information about the network
itself, network performance parameters and available resources. There are four
groups of such data corresponding to the layers of network model: application,
transport, network, and link layer data. The nodes along communication path are
not involved in QoS provisioning. The whole overhead is managed by source node
including state information handling. This can lead sometimes to unwanted
interactions and stability issues with the overall performance decrease.

58.2.6 Stateless Wireless Ad hoc Network QoS Model

The last QoS model described in this paper is called Stateless Wireless Ad hoc
Network (SWAN) model. It is a distributed network QoS model with stateless
approach using rate control for UDP and TCP best-effort traffic based on AIMD
(Additive Increase Multiplicative Decrease) [17]. Like DEQA model, it also uses
ECN (Explicit Congestion Notification) to regulate real-time traffic in order to
react dynamically to topology changes. Figure 58.1 describes the architecture of
SWAN model.

Fig. 58.1 SWAN model [19]
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The two main functional block of SWAN model are Classifier and Traffic
Shaper which both operate between IP and MAC layer. The role of Classifier is to
distinguish real-time traffic that should not go through Shaper. The traffic shaper in
this model is represented by simple Leaky bucket shaper which is used to shape
best-effort traffic based on the information from Rate Controller in order to delay
best-effort packets and thus provide more bandwidth to real-time traffic.

Admission Controller is a block located at source node. Its function is to send a
probe request toward the destination node to estimate resources availability. Based
on this information, Admission Control module decides whether admit or reject
the request. The advantage of SWAN is that all nodes regulate best-effort traffic
independently and each source node uses admission control for real-time sessions
[18]. When a new real-time flow is allowed by admission control block, all
packets, belonging to the particular flow, are marked as a real-time packets. Due to
this marking, classifier bypasses shaper and packets remain unregulated [19].

The fact that SWAN is a stateless model and thus it does not require main-
taining information at network nodes makes it very scalable and robust QoS model
solution for MANETs. The lack of reservation and signalization mechanism means
that this QoS model is not suitable for hard QoS provisioning but it was not the
design goal of this model [20].

58.3 An Extension of SWAN QoS Model

As stated above, Stateless Wireless Ad hoc Network QoS model is suitable for
dynamic MANET topologies. It provides soft QoS in a scalable and robust manner
by means of distributed network approach with traffic rate control. SWAN model
[17].

We consider the ability of the model to differentiate only between two types of
traffic as a drawback. Typically, there is a need to provide service differentiation in
a more precise way than only real-time traffic and best-effort traffic. In many
scenarios, real-time traffic needs to be differentiated according to various param-
eters, e.g. priority. Therefore, this paper proposes an extension to Stateless
Wireless Ad hoc Network QoS model with a scheduling module and rate control
improvement. The architecture of our proposal is illustrated in Fig. 58.2.

The scheduling module has been added to the former SWAN model, between
Classifier and Medium Access Control block. Then, the functionality of SWAN
model has been modified in the following manner.

If Admission Controller admits the request, Classifier differentiates packets
according to their marking to five classes: Platinum, Gold, Silver, Bronze, and
Best-effort. Then, packets are queued in respective queues and wait for the
transmission. There is a special queue for best-effort traffic which can be shaped by
traffic shaper, based on the information from rate controller, in a similar way like
in the former SWAN model. The scheduling algorithm is a combination of Strict
Queuing, Weighted Fair Queuing and Probability called Probabilistic Priority
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Queuing proposed in [13]. Each queue has a parameter p which is a probability
with which a particular queue is served. The basic algorithm is as follows:

1. If queue i is not empty, and if all other queues with higher priority than queue
i are empty, transmit one packet from queue i with probability 1.

2. If at least one higher priority queue is not empty, generate a random number
between 0 and 1.

3. If random number from step 2 is higher or equal than p, transmit one packet
from queue i, else go to step 4.

4. i = the next queue and continue with step 1.

Next section presents discussion and simulation results of proposed SWAN
extension.

58.4 Simulation and Evaluation

We simulated several scenarios using network simulator ns-2 to validate our
proposed solution and compare its performance with the former SWAN model
[21]. Network simulator ns-2 was chosen due to its extensive support for MANETs
and an existing implementation of SWAN model. We used SWAN implementation
for ns-2 from [18] and Probabilistic Priority Scheduling [22]. We performed many
experiments with various scenarios and simulation parameters. Based on the
evaluation of these simulation results we can argue that our proposed extension of
an existing QoS model does not depend on different simulation scenarios or
network parameters. In this paper, we provide results based on simulation process
with typical network scenario with following simulation parameters:

• Simulation area: 500 9 500 m
• Number of nodes: 20
• Nodes mobility: Random Waypoint Model - RWM
• Node velocity: 0–5 m/s

Fig. 58.2 Proposed extension of SWAN model
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• Routing protocols: AODV, DSDV
• MAC protocol: IEEE 802.11
• Simulation time 120 s

Source communication nodes generated five types of data flows with fixed
packet size. In our proposed extension model, we classified these flows from
Platinum to best-effort traffic, and in SWAN model, we classified them only to two
groups, real-time and best-effort. Figure 58.3 shows simulation results in order to
compare network performance of both models.

Simulation results show that our proposal increase the ability of SWAN model to
provide service differentiation in a more precise way. It is capable to differentiate
between five data flows and provide them different QoS level. Based on various
simulation experiments with different scenarios, we argue that our SWAN modifi-
cation and scheduling extension is a significant improvement of SWAN model in
terms of service differentiation and end-to-end delay performance. It is important to
note that we also simulated scenarios with both routing approaches, reactive and
proactive. The results show no difference and independence of our proposal on
routing protocols.

This was expected because Stateless Wireless Ad hoc Network QoS model
itself is not dependent on any particular routing technique.

58.5 Conclusions

This paper deals with QoS models in MANETs. It describes most used ones and
presents their advantages and disadvantages. We focus on SWAN model because
due to its simplicity, robustness and scalability, it can provide soft QoS in MANET

Fig. 58.3 One-way delay comparisons
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networks. We propose an extension of SWAN model in order to increase level of
service differentiation and by adding probabilistic scheduling approach also one-
way delay.

Simulation experiments show that our proposal improves the performance of
MANETs in terms of one-way end-to-end delay. In addition, it is compatible with
different routing approaches, proactive and reactive. Our next idea for future work
is to analyze the use of Random Early Detection (RED) technique in each queue to
increase more network performance and to avoid congestion in the network..
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Chapter 59
Method for Data Collection
and Integration into 3D Architectural
Model

L. Kurik, V. Sinivee, M. Lints and U. Kallavus

Abstract Rapid development in the field of smartphones over past years has
enabled using their multimedia capabilities in virtually reconstructing and visual-
izing architectural objects by creating 3D-models of such objects. Several authors
have tested cell phone cameras accuracy. For example Nokia N93, Sony Ericsson
K750i, iPhone placed under test could be successfully used in applications not
requiring ultimate precision [Gruen A, Akca D (2009) Evaluation of metric per-
formance of mobile phone cameras. Institute of Geodesy and photogrammetry,
ETH, Zurich. doi:10.3929/ethz-a-005749738; Takahashi Y, Chikatsu H (2009) 3D
Modelling and visualization of cultural heritage using mobile phone cameras. In:
Proceedings of the 3rd ISPRS international workshop 3D-ARCH, Trento]. Rapid
technical development in the field of unmanned aerial vehicles (UAV) and lowering
of their cost has made them available practically for everyone interested and eased
tremendously use of such machines in aerial photography and photogrammetry
[Eisenbeiss H (2009) UAV photogrammetry. Ph.D thesis, Dissertation ETH no.
18515, ETH Zurich; Remondino F, Barazzetti L, Nex F, Scaioni M, Sarazzi D
(2011) UAV photogrammetry for mapping and 3D . In: Proceedings of the inter-
national conference on unmanned aerial vehicle in geomatics (UAV-g), Zurich].
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We used Nokia N8 smartphone in our study since it had best optical, computing and
communications capabilities at the time of this writing. In present paper we illus-
trate two ways of using smartphone’s camera in mapping object’s properties. One is
a well known method of photogrammetric 3D-modelling. Another is a less used
method of photogrammetric positioning [Dillon MJ, Bono RW, Brown D. L (2004)
Use of photogrammetry for sensor location and orientation. IMAC-XXII: confer-
ence and exposition on structural dynamics, Jacksonville; Mautz R, Tilch S (2011)
Survey of optical indoor positioning systems. In: Proceedings of the international
conference on indoor positioning and indoor navigation, Guimarães]. Firstly we
demonstrate mapping of moisture content using photogrammetric positioning of
sensor. Mechanically rigidly connected moisture probe and phone (together with
built-in camera and special software) are linked via a bluetooth adapter enabling
thus synchronisation of moisture measurement results to exact location. Individual
results are stored directly to accompanying image file used for positioning each
measurement. Such approach should eliminate possible human errors common in
long and tedious measurements. Secondly a 3D model of a Tallinn Observatory
tower is created by traditional means using phones built-in 12 megapixel camera.
Low weight of the phone (about 120 g) enabled transporting it to suitable photo-
graphing positions onboard an airborne UAV. Described in present paper method is
suitable for 3D-mapping of a large variety of physical properties of objects in
interest.

59.1 Introduction

Availability and constantly dropping prices of phones equipped with camera has
made using them in photogrammetric applications easy even in not planned
beforehand cases. Immense computational power, various built-in sensors and
diverse connecting capabilities of smartphones create good basis for registering
various measurement results and for integrating them into photogrammetrically
created virtual models.

In essence new smartphones are small computers running their own operating
systems. Their manufacturers have created multiple tools for writing and even
virtually testing own applications easily and quickly. This gives smartphones a big
advantage over SLR-cameras and gives user a chance of using cell-phone in 3D-
mapping of various measurement results.

Location of a (smartphone) camera can be determined photogrammetrically.
Results of cameras own built-in sensor or remote sensor mechanically and rigidly
attached to the camera and transmitted to it via some media (i.e. Bluetooth) can
then be bound to location image.

A data collection containing locations of measurement points, results and even
sensor (s) orientation (s) can be created in such way. A 3D map of results will be
constructed of acquired data later. One can use different sensors depending on the
nature of a physical property of object that needs to be mapped.
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The goal of present research was creating a method for visualizing moisture
content of walls of buildings having a historic and heritage value in order to
simplify monitoring changes in ‘‘health’’of such objects in time and help raising
quality of decisions concerning restoration of mentioned buildings.

Traditional approach (choosing measurement points with a constant step and
creating a 2D-map of moisture content) works well in case of objects with smooth
and even walls. This method is not suitable for historical buildings typically
having very uneven and complex-shaped walls. A 3D mapping of each mea-
surement point would be needed in order to increase measurements repeatability
and overall quality.

59.2 System Description

Relying on needs discussed above we created a system consisting mainly of a
smartphone Nokia N8 (12 Mpx camera, Symbian 3 operating system), an appli-
cation ‘‘6D measure’’ written in Python (communication with sensors, storing data
and binding it with a picture file shot for photogrammetric positioning), mea-
surement sensor (microwave moisture content measurement device), Bluetooth
module for communications between phone and sensor and PC program ‘‘Pho-
toModeler’’ (Fig. 59.1). The system enables storing 6D positioning data (three
space coordinates plus orientation of the sensor) and measurement results into
EXIF-data part or filename of image file used for positioning. Details of the
process for binding camera positions and measurements results for creating 3D
maps are described in greater detail in earlier works [7]. Method for calculating
Euler angles of measurement probe (s) could be found from mentioned paper as
well. We used similar method for creating 3D models on complex shaped objects
earlier as well. Orientation of measurement probe could be crucial for some types
of sensors. For example a moisture content probe with working depth up to 3 cm,
uses polarized microwave radiation making determining its orientation obligatory
when used with test objects having a layered structure.

59.2.1 Data Filter for Extracting Measurement Results

Described in present paper method for collecting data of architectural objects is
not very demanding on equipment. In most cases only a camera and device for
measuring moisture (or virtually any other physical property) is needed. Our group
used a microwave moisture meter ‘‘Moist-200’’ for measuring moisture contents of
walls for building moisture maps. Since one of our goals was automation of
measurements, ‘‘Moist-200’’ was slightly modified. The aim of modifications was
to send measured value to mobile phone via Bluetooth link instantly after mea-
surement took place. Original ‘‘Moist-200’’ was not capable for outputting
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individual results. It could only transmit data series containing values of the whole
measurement cycle (Fig. 59.2).

We could not extract data directly from the measurement probe although it
seems to be using standard SPI data bus. Commands for starting measurements
were not known as well as data processing algorithm. Luckily enough there was
another possibility—let the instrument calculate result. After this operation has
been completed, one can read values electronically from LCD screen of the meter.

For this purpose we added a small microcontroller listening to communications
between ‘‘Moist-200’’ processor and display. Since LCD is connected via a 4-bit
bus the controller has to perform two read operations to get one byte of data. Each
read is triggered by a pulse on Enable pin of the LCD. ‘‘Moist-200’’ sends various
messages on screen (menus etc.). Controller looks for measurement data only,
filters it out of the whole stream and sends to a mobile phone via a Bluetooth data
link. Controller also initializes Bluetooth adapter and opens connection to the
phone. Circuit diagram of the controller is given on Fig. 59.3.

One can see, that connection is really elementary—it consists of a microcon-
troller and clock crystal only. One could even use internal calibrated oscillator of
the controller if small temperature-dependent drift of serial communications speed
is not relevant.

Fig. 59.2 Data collection
part of the system in work

Fig. 59.1 Main components
of measurement system
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Some pins of the controller are reserved for future communications between
smartphone and different measurement sensor(s).

Although not used together with ‘‘Moist-200’’, controller offers a possibility for
connecting a GPS engine. If it is enabled in configuration, geographic coordinates
of each measurement location are output together with measured values.

This feature could be handy in measurement systems lacking an integrated GPS
engine (Nokia N8 has one).

Circuit consumes about 3 mA from ‘‘Moist-200’’ stabilized +5 V power supply.
The Bluetooth module consumes about 100 mA in peak, average consumption is
30–40 mA.

In order to achieve high-speed and flawless operation, firmware for the con-
troller is written entirely in assembly language. Firmware is designed using a
‘‘state machine’’ approach.

59.2.2 Smartphone Software

For ease of programming, the software is written in Python for S60 (PyS60).
Mobile phone is connected with the bluetooth module by creating a serial port with
PyS60 socket module [8]. A function listens to the serial port and when data
stream is received and fully in the buffer, it calls another function which takes a
picture using the mobile phone’s camera. That picture is then saved along with the
data received. Initial version of the program saves the data in the filename.

Fig. 59.3 Electrical circuit of controller for extracting measurement data from ‘‘Moist-200’’
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The process of measuring and taking the picture is initiated solely by pressing a
button on the measuring device. All following processes take place automatically
and there is no need for further user input.

In the future, the script can be improved to save the data in EXIF header, to
check and handle errors in received data and to improve user interface (picture
save path, Bluetooth module address selection, data saving location and method,
etc.)

59.2.3 3D Modelling

The camera of the smartphone could be used in traditional ways even for creating
3D models of objects. Accessibility of suitable photographing positions in working
with architectural objects is a common problem. In reality some parts of a building
could be hidden if watched from ground or they may be not accessible for pho-
tographing (too high). In order to take photos of such ‘‘dark corners’’a radiocon-
trolled multirotor copter built and piloted by one of the co-authors was used.

Our quadrocopter implements four electric brushless motors (distance from
motor shaft to motor shaft is 60 cm) consuming an average of 12–14 A from
onboard 11,1 V Li-Polymer battery in normal hovering mode. Quick manoeuvres
can rise current consumption even to 48 A (maximum current that machines
ESC’s can hold, flight logs reveal a maximum of 42,5 A consumed)! Two Li-Po
batteries with a 2,3 A/h capacity gives approximately 12 min of ‘‘normal’’ flight
time (Fig. 59.4).

All-up weight of copter is about 1.5 kg. A similar tricopter with tilt/pan camera
mount was also tested and found suitable for our mission.

Flight controller of the copter is built around a cheap microcontroller At-
mega48. Circuit uses three MEMS gyroscopes with analog output for determining
deviation of the platform.

Fig. 59.4 UAV on a mission
near our astronomy
observatory
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Presently acceleration sensors are not implemented and keeping copter stable is
the main task of the pilot. ‘‘Stable mode’’, altitude- and position hold and other
automatic features will probably be implemented in next version of flight
controller.

59.3 Indoor Tests

Photogrammetrical suitability of Nokia N8 phones camera was tested both in
single-shot (resolution: 4000 9 3000) and video (resolution: 1280 9 720) modes
with the aid of a PhotoModeler Pro software suite. Our vertically placed test field
(1.1 9 2.2 m) had 12 9 22 = 264 targets, 108 of them were coded targets
(Fig. 59.5).

Tests were carried out in 4 different modes using video and single-shot modes
of the phone, holding the phone in hand (not on a tripod!) and from board of an
airborne UAV. Our goal was not to determine the maximum photogrammetric
accuracy of the camera, but rather getting an estimate of accuracy obtainable in
real measurement process. Shooting commands were sent to the camera on board
an UAV using a standard Bluetooth mouse (operating system of smartphone used
has built-in functions for that purpose). It is possible to send commands to the
camera of the phone via a standard PC as well.

Figure 59.6 displays images of coded targets acquired during different test
conditions.

Best results were obtained, like expected, using a photo mode and holding
camera in hand. Deviation of centres of coded targets in 3D space was calculated
for all targets using a program ‘‘PhotoModeler Pro’’. Average deviation was found
to be about 1:500 which is much less than could be achieved theoretically but still
usable in moisture measurement applications. It was possible to find frames from
video files with quality similar to those shoot from hand suggesting that video
mode is also applicable for photogrammetric positioning. It is clear that using
video mode from board the UAV needs improvement, especially in outdoors
conditions.

In present experiment the UAV was piloted purely manually (only 3 low-end
gyros helped holding the machine in horizontal position). Building a flight stabi-
lisation system (autopilot) should improve results tremendously. Designing such
controller is presently going on.

59.4 Tests on an Astronomy Observatory

Tests of the described system were carried out on an astronomy observatory of
Tallinn University of Technology. The observatory is located near the university in
a sight-seeing tower built in 1910 by an eccentric baron von Glehn.
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Presently the tower is a heritage protection object. Its outer wall having many
different-sized windows, storm ladder, various indents and salient parts is clad of
natural unprocessed granite rocks.

Numerous horizontal surfaces and joints of different width make moisture
entrance to the construction relatively simple. Complicated history of the tower
[over lived two wars, was abandoned for years, was even used as a fire place of the
midsummer feast (Fig. 59.7)] has created big moisture problems involving gath-
ering of salts, corrosion of steel armature of internal floors, destruction of internal
refinement, decay of windows etc.

In 2010 the outer wall of the tower was capitally reconstructed, doors and
windows were replaced. A special technology was used for filling joints of the
wall. Quality of reconstruction is presently not yet known.

A 3D-model of the tower was constructed photogrammetrically and results of
moisture content measurements of inner walls were bound with it in order to
document the present state of the building and monitoring its health in future
(Fig. 59.8).

The complex architectural model thus acquired with moisture data on it gives us
a snapshot of the state of the building right after the reconstruction and creates
basis for judging the quality of repair works and suitability of the technology used
for Estonian climate.

Still image 
(hand helded) 

Videoframe 
(hand helded) 

Still image 
(UAV) 

Videoframe 
(UAV) 

Fig. 59.6 Quality of the images of the targets

Fig. 59.5 View of the test
field from UAV
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Fig. 59.7 Tallinn Observatory at different times

Fig. 59.8 Part of the 3D
model of the tower

Fig. 59.9 Moisture content map of the wall from inner side, diameter of the bubbles is
proportional to moisture content
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Simplified (2D) moisture maps of some parts of the tower made in 2005 and
2008 serve as a comparison base. Those early measurements indicate that moisture
in the walls is not water induced by capillary forces but originates rather from
rainwater that came in through broken joints in the wall. Now there is a hope that
walls may start losing moisture (Fig. 59.9).

59.5 Conclusion

The method proposed and tested in current paper for connecting an external sensor
(probe) to a device for photogrammetric positioning is a perspective tool for 3D
mapping of different physical parameters. A smartphone with large memory, good
camera and powerful computing capabilities (Nokia N8) was used as a photo-
grammetric device in present work. Light weight and possibility for remote con-
trolling of the phone makes it especially suitable candidate for a central
photogrammetric unit in various applications (i.e. as an on-board camera of an
UAV like in this work).

Obtainable accuracy depends of many factors and is theoretically sufficient for
different applications. Improving accuracy calls for diligence and extra time as
well as technical aids like extra lighting, camera stabilisers etc. that are not needed
in majority of situations. Proposed method binds result of every single measure-
ment with accompanying image file used for positioning. Although amount of data
acquired in such way is massive, it should not be an issue to modern computing
devices. On the other hand every measurement is well documented and
improvement of accuracy is possible even later (by taking extra photos).
Improving software and user interface for described method should make it an
affordable and available photogrammetric tool.
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Chapter 60
Statistical Analysis to Export an Equation
in Order to Determine Heat
of Combustion in Blends of Diesel Fuel
with Biodiesel

C. G. Tsanaktsidis, V. M. Basileiadis, K. G. Spinthoropoulos,
S. G. Christidis and A. E. Garefalakis

Abstract Herein we try to export equations which describe the variation of heat
of combustion in blends of Diesel fuel with Biodiesel. Using specific volume of
these blends, we determine heat of combustion, in order to study the contribution
of each kind of Biodiesel and we convert the statistical data into mathematic
relations as a specific formula, attempting to achieve an empirical evaluation.

60.1 Introduction

The new living conditions that include the upgrade of level of life, the growth of
cities, by reason of the displacement of people, and the increased living needs lead
to the expanding market for petroleum products. This necessity has a great impact
on the country’s trade balance and the financial growth due to the increased crude
oil imports. The damaging environmental results of harmful gases due to the use of
diesel oils in the means of transport made the European government decide to
forbid their use and protect the environment from polluted atmosphere which
causes the acid rain, the green house effect and noxious health impacts.
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Taking the above issues into account, the conclusion could be made that the
biodiesel is the only fuel that is able to have the properties of the diesel oil and
meet the today’s engines demands of any vehicle for proper, satisfying energy. It
can be blended in diesel fuels and provide the same burning and stability under any
circumstances [1].

The biodiesel production can be succeeded by the four main ways which are the
followings: microemulsions, thermal cracking (pyrolysis), transesterification
(alcoholysis) and naturally the immediate use and blending [2].

However, among them, the transesterification of natural and fats oils are mostly
applied. The procedure involves the use of alkalis, acids or enzymes in order to be
the catalysts to the transesterification chemical reaction of triglycerides with
alcohols (methanol, ethanol, propanol, butanol or amyl alcohol) [3, 4].

In this framework, the fuel’s energy output is a significant characteristic and it
is known as heat of combustion [5]. The scientists attempt to experiment and
derive the heat of combustion (HOC) by working with an oxygen bomb calo-
rimeter and applying specified rules (e.g. ASTM D4809-09a). In addition, among
the relevant methods applied to biodiesel fuels in order the HOC to be measured
and evaluated are the ultimate analysis and the approximate analysis which are
based on basic analysis data [6]. The physical characteristics of the vegetable oils
were examined so as the HOC to be evaluated and the scientists experimented on
the viscosity and density [7] and saponification [8] as well. Further to this the
carbon number and molecular weight were the main bases for Sadramela et al. in
2008 [9] to make research on them and come to accurate outcome for the HOC of
the saturated fatty acids. With reference to VC estimation, several experimental
procedures can be applied [5].

Moreover, a necessity for other types of fuels for engines that use different and
blended types of oils arises due to environmental and energy matters, is claimed by
Greene [10]. Thus, a scientific research has held regarding the enterprises envi-
ronmental impact by the ICT branch, Stiakakis and Fouliras (2009) [11] report
applying the Data Envelopment Analysis (DEA) method. Following to this, the
variables will be tested by econometric methods focusing on the relevance of the
fuels density and the blend in the question cases.

The estimation of proper properties of the new fuels is the scientific target and it
is achieved by this methodology with the use of the extracted equations that
account the fuels density in advance and the experimental actions are not needed.
So next to this, the Y = ax ? b is the pointed linear equation that shows the
variables reaction in every blend.
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60.2 Experimental and Statistical Process

60.2.1 Production and Physicochemical Properties
of Biodiesel

60.2.1.1 Production of Biodiesel

Biodiesel is produced by transesterifying the parent oil or fat with an alcohol,
usually methanol, in presence of a catalyst, usually a strong base such as sodium or
potassium hydroxide, or, preferably and increasingly more commonly, alkoxides.
The resulting product therefore can contain not only the desired alkyl ester product
but also unreacted starting material, residual alcohol, and residual catalyst [12].

Glycerol is formed as by-product and separated from Biodiesel in the pro-
duction process, however, traces thereof can be found in the final Biodiesel
product (Fig. 60.1).

60.2.1.2 Physicochemical Properties of Biodiesel

After the production of Biodiesel, we have to certify the appropriateness of the end
product, measuring its physical properties and compare their values to its speci-
fications. For example, Biodiesel can absorb a certain amount of water during
storage. Such issues are addressed in Biodiesel standards.

Some specifications in Biodiesel standards are carryovers from Diesel stan-
dards. However, not all test methods carried over from Diesel standards into
Biodiesel standards are well suited for Biodiesel analysis.

Although there are many standard methods used for analyzing the various
properties, emphasis is placed on methods determined in our laboratory.

60.2.1.3 Physicochemical Properties of Diesel Fuel

The Diesel oil constitutes blends of many hydrocarbons with different properties.
Diesel of internal combustion should have attributes that ensure auto ignition of
fuel and furthermore sure and smooth combustion without problems in the con-
ditions of booth combustion. The properties of fuel depend on the type of
hydrocarbons that it contains, as well as from their contents.

60.2.2 Measurements of Heat of Combustion of Fuel Samples

In this study we used pure Diesel and two kinds of Biodiesel; Biodiesel by Animal
Fats and Biodiesel by Vegetables (vegetable oil fuel). These samples met the
specifications of Diesel fuel and Biodiesel Standards (Tables 60.1, 60.2).
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The total volume of each blend was 100 mL (for example 20 % blend included:
80 mL Diesel and 20 mL Animal Fats Biodiesel or 20 mL Vegetable Biodiesel)
and in every measurement the volume of Biodiesel was changing.

We measured heat of combustion via the method ASTM D 4809-09a [13] (with
calorimeter IJA C200) firstly in pure Diesel and then in all blends using 0.5 g of
each fuel (accurately weighed with a Precisa TS 220A analytical balance) and the
results are presented in Table 60.3.

60.2.2.1 Statistical Empirical Findings

The selection of the suitable model will be realized by using the Regression
Analysis targeting to be used for the prices evaluation of the dependent variable in
the specific prices of the independent variable. The preliminary statistical analysis
of the series, that are the Heat of Combustion Value ðYÞ and blend ðXÞ (fuels), has
led us to the accurate conclusion that the relation that connects the two variables is
linear as it is defined in Figs. 60.2 and 60.3).

Table 60.1 Laboratory values of vegetable biodiesel and animal fats biodiesel and biodiesel
standards (European Biodiesel Standards EN 14214 for Vehicle Use) [16]

Physicochemical
property

Animal fats biodiesel
laboratory values

Vegetable biodiesel
laboratory values

Biodiesel
standards

Methods of
determination
ASTM

Density 15 �C (g/mL) 0.883 0.884 0.860–
0.900

D1298-2005)
[17]

Kinematic viscosity,
(40 �C) (mm2/s)
(cSt)

4.36 4.54 1.9–6.0 D 445-06 [18]

Humidity (mg/kg) 322 296 \500 D 1744-92
(2000 [19]

Heat of combustion
(kJ/kg)

41,111 40,036 [35,000 D 4809-09a
[13]

Total acid number (mg/
g KOH)

0.08 0.24 \0.50 D 664 [20]

Fig. 60.1 Transesterification reaction [15]
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The variables relation could be stated by the simple linear regression model as it
is showed in the following equation:

Yi ¼ bo þ biX þ Ut ð60:1Þ

where Yi: the i is the observation of the dependent variable (Heat of Combustion
Value)

Xi : the I the observation of the independent variable blend
b0; b1 : the straight regression coefficients
Ut : the equation error.
So proceeding to our research, we have created two blends which are blend 1,

that refers to the pure diesel with the animal fats biodiesel and the blend 2 that
refers to the pure diesel and the vegetable biodiesel. The two blends were studied

Table 60.2 Laboratory values of pure diesel and greek specifications (enarmonized with
European Community) of diesel fuel (FEK 332/B/11-2-2004, EN 590:1999)

Physicochemical property Diesel laboratory
values

Diesel
standards

Methods of
determination
ASTM

Density 15 �C (g/mL) 0.829 0.820–0.845 D1298-99 (2005) [17]
Kinematic viscosity

(40 �C) (mm2/s) (cSt)
2.49 2.00–4.50 D 445-06 [18]

Humidity (mg/kg) 50.0 \200.0 D 1744-92 (2000) [19]
Heat of combustion (kJ/kg) 46,428 [42,600 D 4809-09a [13]
Total acid number (mg/g

KOH)
– – D 664 [20]

Table 60.3 Values of heat of combustion of diesel and its blends with biodiesel (vegetable and
animal fats)

1st blend (diesel ? animal fats
biodiesel)

2nd blend (diesel ? vegetable
biodiesel)

Method of determination

Blend
(% v/v)

Heat of combustion
(kJ/kg)

Blend
(% v/v)

Heat of combustion (kJ/kg)

0.00 46,428 0.00 46,428 ASTM D 4809-09a [13]
10.00 45,828 10.00 45,668
20.00 45,278 20.00 44,908
30.00 44,678 30.00 44,152
40.00 44,128 40.00 43,488
50.00 43,472 50.00 42,955
60.00 42,961 60.00 42,399
70.00 42,461 70.00 41.819
80.00 41,941 80.00 41,219
90.00 41,511 90.00 40,619

100.00 41,111 100.00 40,036
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in terms of the heat of combustion value in order to find the equation that will
define the blends heat of combustion value.

As far as the two blends are concerned (blend 1 & blend 2), we expected that
the upgrade of the animal and vegetable biodiesel would be proportional to the
increase of the heat of combustion value arithmetic outcome due to the linear
relation that connects the two variables. So studying on the regression, we notice
that the Eqs. 60.2 and 60.3 have correct signals as the blend price increase should
quote positively the heat of combustion variable.

heat of combustion 1 ¼ 40:914þ 0:0540 blend1

g
0

Y ¼ 40:914þ 0:0540X

ð60:2Þ

heat of combustion 2 ¼ 39:927þ 0:062 blend2

g
0

Y ¼ 39:927þ 0:062X

ð60:3Þ

With reference to the blend 1, the accounted price of the statistical element F is
2,844.730 and the p value is 0.000,000. Similarly to the blend 2, the price of the
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p value is 0.000,000 therefore the tested model is statistically significant disal-
lowing the zero case that demands at least one bk 6¼ 0 in significance level a.
(meaning 0.05 or 0.01). Next to this, we terminate that the selected regression
model for the two blends is able to clear an important part of the heat of com-

bustion variability, namely the relation Y ¼
P

Y � �Yð Þ2.
The examination of the single variables by the t test suggests the significance of

the blend variable.
Aiming to examine the relation between the dependent and the independent

variables, we study the multiple correlation coefficient R. As we have already
substantiated the fuel blend alteration is proportional to the Eqs. 60.2 and 60.3
output alteration and eventually to the fuel’s heat of combustion value. This is
statistically supported with regard to the b1 parameter modification. The regression
model explanatory value is upgraded by the price increase of the multiple corre-
lation coefficient which tends to one. As long as the R2 ¼ 1, the straight line goes
through all the points (xi, yi) of the dispersion diagram. The adaptation or defi-
nition index pinpoints the dependent variable rate that is defined by the inde-
pendent variable variations.

We notice in Table 60.4 that, in both of the blends, the adjusted R2 is high and
close to one which indicates the fact that the independent variable defines at about
99 % in both of the blends the dependant variable prices, namely the fuel’s heat of
combustion value.

The nearly perfect positive relation between the two blends variables, by
applying the R2 adjusted, ensures the dispersion diagrams that were used to sup-
port the linear relation that involves the variables. Speaking specifically, based on
the R2 adjusted, the approximately 99 % of the dependant variable variability is
attributed by the regression. The 1 % residual is proceeded by foreign factors and
are not included in this question model. This suggests that the approximately the
48 % of the dependant variable variability is indicated by the regression. The
remainder variability is based on other factors that are not included in this mod-
el.The t test is comparable to the p value examination and taking into account that
the rate of the question index should be very low so as to be statistically signifi-
cant, the Table 60.4 supports the statistically significance of 1st & 2nd blends is
high provided that the p value is lower than 1 % (based on the regression output).

The model suitability test was realized by the application of diagnostic tests and
the existence examination of standardized residuals serial correlation. Next to the

Table 60.4 Values of t-statistic and R2

1st blend 2nd blend

b0 b1 Adjusted R2 b0 b1 Adjusted R2

40.91 0.054 0.99 39.92 0.062 0.99
682.33a 53.33a 527.76a 49.03a

’0.00* ’0.00* ’0.00* ’0.00*
a t-statistic; *p value
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Table 60.5, this took place using the statistical elements LB for the standardized
residuals and the squared standardized residuals [14].

It is remarkable that, according to Table 60.5, the standardized and the squared
standardized residuals are not independent inter each other since a thinkable line is
imprinted without special fluctuations and not a prices blend so that a positive
residuals autocorrelation is submitted. The reasonable conclusion is the heredos-
kedicity existence. Attempting to reject the autocorrelation and heteroskedasticity

Table 60.5 LB test for residuals and squared residuals from the regression estimation of the heat
of combustion and the blend

Standardized residuals Squared standardized residuals

Lags Auto
correlation

Partial
correlation

LB(n) Lags Auto
correlation

Partial
correlation

LB(n)

Blend 1
1 0.482 0.482 33.191 1 -0.002 -0.002 9.E-05
2 0.108 -0.161 35.052 2 -0.191 -0.191 0.5826
3 -0.175 -0.211 40.525 3 -0.196 -0.205 12.694
4 -0.416 -0.305 75.872 4 -0.002 -0.051 12.694
5 -0.523 -0.292 14.113 5 0.353 0.297 42.393
6 -0.249 0.106 15.888 6 -0.078 -0.119 44.121
7 -0.125 -0.207 16.451 7 -0.127 -0.037 49.897
8 0.042 -0.067 16.534 8 -0.145 -0.078 59.915
9 0.150 -0.123 18.152 9 -0.159 -0.243 78.013
Blend 2
1 0.576 0.576 47.362 1 0.172 0.172 0.4219
2 0.065 -0.399 48.024 2 -0.281 -0.320 16.766
3 -0.339 -0.287 68.573 3 0.018 0.157 16.822
4 -0.468 -0.111 11.325 4 0.229 0.114 27.511
5 -0.368 -0.090 14.556 5 -0.089 -0.151 29.381
6 -0.255 -0.266 16.421 6 -0.144 0.019 35.343
7 -0.088 -0.068 16.697 7 -0.119 -0.211 40.422
8 0.068 -0.053 16.914 8 -0.129 -0.142 48.345
9 0.156 -0.107 18.665 9 -0.121 -0.098 58.829

Note LB(n) are the n-lag Ljung–Box statistics for the residual series. LB(n) follows Chi-square
variable with n degree of freedom; the series of residual contains 9 observations

Table 60.6 Breusch–Godfrey serial correlation LM test [21]

Blend 1
F-statistic 3.6545 Probability 0.081
Obs*R-squared 5.6188 Probability 0.060
Blend 2
F-statistic 3.1814 Probability 0.10
Obs*R-squared 5.2377 Probability 0.072
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existence suspicion in this model, we proceed to the above diagnostic test such as
the Breusch-Godfrey and ARCH LM tests as it is showed in Tables 60.6 and 60.7.

We observe that the Probability in the 1st but also in the 2nd blend is [5 %
which implies that we do not face autocorrelation issue.

Additionally, the residuals independence and the LB test results should be
examined so we apply the ARCH Lm diagnostic test as it is represented in
Table 60.7.

Next to the use of the ARCH-LM test with reference to the 4 lags in the
residuals, we concluded that the variance does not show heteroskedasticity in the
both specifications.

60.3 Conclusions

In the framework of our research on the fuels relation (Diesel ? Animal Fats
Biodiesel = blend 1 & Diesel ? Vegetable Biodiesel = blend 2), we have come
to the conclusion that there is an actual strong linear relation that connects the
above blends with the heat of combustion value.

It is remarkable that the blend independent variable blend (1st and 2nd blend)
has a strong linear relation to the heat of combustion as the index of adjusted
R2 = 0.99 and particularly in both cases is equal to 0.99 %. Normally, before the
question index testing, we have already established the statistical model signifi-
cance basing on the price p value and the statistical F. Likewise, we substantiated
that the model variables are statistically significant as the H0 case was rejected.
Furthermore, the LB elements suitability test showed that there is residuals cor-
relation with hederoskedicity existence suspicion. However, the diagnostic test
Breusch–Godfrey indicates that the suggested model does not include autocorre-
lation. The autocorrelation absence that is combined to the strong linear positive
relation of the variables makes us conclude that the Eqs. 60.2 and 60.3 are able to
preview the heat of combustion of the model fuels.

Table 60.7 ARCH–LM test for squared residuals

Squared
residuals lag
(-1)

Squared
residuals lag
(-2)

Squared
residuals lag
(-3)

Squared
residuals lag
(-4)

F-statistic Observation*
R-squared

1 blend
0.001 0.001 0.001 0.0008 0.001 0.0016
(-0.03) (-0.93) (-0.60) (-0.08)
2 blend
0.001 0.0009 0.0005 0.0003 0.525 0.6161
(0.72) (-1.59) (1.75) (0.32)
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Chapter 61
The Retail Banking Adverse Selection:
RCBS Calculator Solution

M. Hedvicakova, I. Soukal and J. Nemecek

Abstract The paper is focused on the field of retail core banking services market
(RCBS) in the Czech Republic. The surveys of the European Union repeatedly
identified fundamental market imperfection—the asymmetry of information.
The specific manifestations of this problem are clients’ high costs on search or the
market overview, tariff opacity, product-tying and lack of comparison tools. At the
end of the 2010 there was launched the web-accessible system of RCBS calculator
that help the client to get the market overview individually adjusted to his or hers
RCBS usage profile. The paper uses the BPM to introduce the system’s data
acquisition module that is a key part of process. The rest of the paper shows the
possibility how to employ the data acquired during the process to even more help
to reduce the costs on search for the optimal product according the price and range
of the demanded services.

61.1 Introduction

This paper is focused on the retail core banking services market (therein after only
as RCBS abbreviation) in the Czech Republic. As in other countries in the
European Union, RCBS market in Czech Republic is known as non-transparent
filed with very high frequency of changes and many hidden fees. Many foreign
studies point at this fact.

At first we have to notice in 2005 the White paper of Services Policy 2005–2010
[1] where the sub goal of removing the undue barriers associated with all types of
bank accounts and to improve the competition between service providers was
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declared. The second part of this goal is synergy goal from an article 17 of the
Regulation (EC) no. 1/2003 (for this paper purposes there can be shortly said that
Commission understands that information asymmetry reduces the sector competi-
tion). After the suggested surveys and wide discussion there were compiled several
documents, please see [2–4]. The main findings of mentioned sources will be shortly
introduced and commented in the next two paragraphs. It was clearly stated that
RCBS clients’ decisions are constrained by information asymmetry and high
switching costs. Mainly there is shown that there is very difficult product comparison
of offers. The main factors can be found when combining the results of mentioned
studies—the complexity of products being sold and the transparency of prices [5].

Various institutions and individuals are trying to build up a tool for easy
comparison of banking fees on the market of the Czech Republic. These banking
fees are often very unclear and include hidden charges. The most known projects
are ‘‘RCBS Calculator’’ or ‘‘Chytryhonza.cz’’. Topic of this article is focused on
analysis and benefits of RCBS Calculator. This project runs longest time and each
month 2,000 clients fills questionnaire.

61.2 The Expert System the Calculator

There was created The Calculator in the Czech Republic. This service compares
costs for clients in individual offered accounts on the basis of their RCBS use and
recommends the lowest costs products. Knowledge base of the Calculator contains
the tariff data of 12 banks (more that 98 % of the RCBS market in the CZ) and
their 45 accounts. Client only fills the detailed form concerning the usage of
specific services—52 questions in total (25 questions with attached sub questions
and three additional questions). All fills are saved so the data for this study were
acquired from 18,000 respondents who used the form of the Calculator in the year
of 2010. The main tool for further help to choose the optimal cost account requires
the identification of the most important RCBS client profiles [6–10].

The application is focused on the calculation of monthly costs of RCBS and
other banking services of the client on the basis of the client’s use of banking
services. Frequencies of monthly use of the services, or amounts utilized, are
entered by the client into an electronic form, which is then saved on the server. The
form is divided into logical chapters. It includes 52 questions in total (25 questions
with attached sub questions and three additional questions) in chapters:

I. Account,
II. Statements,
III. Card services,
IV. Electronic banking,
V. Payments—direct payments,
VI. Payments—standing orders,
VII. Payments—authorization for encashment (including SIPO),
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VIII. Cash utilization,
IX. Other services.

Communication between Respondent and RCBS Calculator system is shown on
Fig. 61.1 in UML notation. UML is a standard language for specifying, visual-
izing, constructing, and documenting the artifacts of software systems. Although
UML is generally used to model software systems but it is not limited within this
boundary. It is also used to model non software systems as well like process flow
in a manufacturing unit etc.

There are a number of goals for developing UML but the most important is to
define some general purpose modelling language which all modelers can use and
also it needs to be made simple to understand and use.

UML diagrams are not only made for developers but also for business users,
common people and anybody interested to understand the system. The system can
be a software or non software. So it must be clear that UML is not a development
method rather it accompanies with processes to make a successful system.

The goal of UML can be defined as a simple modelling mechanism to model all
possible practical systems in today’s complex environment [11].

Calculator also monitors ‘‘if—then’’ conditions, when for example clients are
exempt from some charges, if the balance on their account is higher than the set
limit, or if the turnover on the accounts exceeds the set limit. These conditions are
for example in the offers of Raiffeisenbank, GE Money bank, Citibank and others.

Fig. 61.1 RCBS calculator
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The Calculator includes data about imposition of charges for the offers of 12
banks, or rather 44 various types of current accounts or the so-called package
accounts offered in the Czech Republic.

When all necessary data are entered, the Calculator will computed the costs and
arrange bank offers in a transparent manner from the most cost advantageous to the
least cost advantageous with regard to the type of use of services entered by the
client. Data about frequencies, amounts related to the account turnover and bal-
ance and the particular calculated amount of costs are saved on the server. All fills
are saved so the database holds more than 20,000 respondent’s answers. From the
marketing research point of view there are gathered data:

a. Multivariate—there has been monitored 53 variable concerning RCBS usage,
two system variables for respondent identification and 45 variables containing
the calculated costs for each of monitored RCBS product,

b. Primary—data were gathered directly from the client,
c. Subjective—data came from respondent himself, respectively it is his or hers

subjective seem.

Due to specific data gathering process the data analysis outcome cannot be
applied on the whole CZ population. Main limits that characterize the population
of RCBS Calculator are connection to the Internet and basic IT and banks literacy.
Still there can be expected that passive client with desk service preference are
presented in the Calculator’s database much less than e.g. internet banking pre-
ferred clients. For the adult low-cost banking where there is presumption of high
internet baking preference, mentioned limitations are not that strict, still they must
be respected when discussing the field of data relevance [6–10].

61.3 Modeling of the Calculator Questionnaire

There was described the expert system The Calculator in last chapter. There is
described structure of communication while filling the questionnaire in next
chapters for easier understanding.

There are modeling six chapter of questionnaire (IV. Electronic banking,
V. Payments—direct payments, VI. Payments—standing orders, VII. Payments—
authorization for encashment (including SIPO), VIII. Cash utilization, IX. Other
services) for practical show. First three were published in [8].

All these questions from the questionnaire are crucial for the correct calculation
of the total costs that clients pay to bank for a banking account. Currently there is
being prepared more ergonomic version of the questionnaire, where clients will be
asked only the most common used services. This version will be less time con-
suming, but not as accurate as current version. According latest analysis, most
clients use only basic services from their bank accounts and these clients are target
group of this more ergonomic version of the questionnaire. For example whole
step 9 (Other services) will be skipped [13–15].
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61.3.1 Electronic Banking

Fourth part is focused on electronic banking (see Fig. 61.2). Client decides, if he
wants to communicate electronically with the bank. He can choose from internet
banking or telebanking (both possibilities are possible only with some banks) [8].

61.3.2 Payments: Direct Payments

In this part of questionnaire clients fill number of incoming payments from other
banks and number of incoming payment from own bank. He also needs to enter the
way how direct payments are entered (see Fig. 61.3).

a. Direct payments to own/other bank at desk,
b. Direct payments to own/other bank by telebanking,
c. Direct payments to own/other bank by box,
d. Direct payments to own/other bank by Internet.

61.3.3 Payments: Standing Orders

In this part of questionnaire clients fill number of standing orders to own bank and
to other banks. He also needs to enter the way how standing orders are entered (see
Fig. 61.4).

Enter type of 
direct banking

Account with 
direct banking?

Account 
without direct 

banking
No

Tele-banking?

Yes

Account with 
tele-bankingYes

Account with 
internet-
banking

No

Internet 
banking? Yes

Fig. 61.2 Electronic banking
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a. Standing orders to own/to other bank at desk,
b. Standing orders to own/to other bank by Internet,
c. Standing orders to own bank/to other bank by telebanking.

61.3.4 Payments: Authorization for Encashment (Including SIPO)

In this part of questionnaire clients fill number of encashment to own bank and to other
banks. He also needs to enter the way how encashment are entered (see Fig. 61.5):

a. Encashment to own bank/to other bank at desk,
b. Encashment to own bank/to other bank by Internet,
c. Encashment to own bank/to other bank by telebanking.

61.3.5 Cash Operations

In this part of questionnaire clients fill number of cash operations, which he uses
(see Fig. 61.6):

a. Number of Cash deposit at desk,
b. Number of Cash withdrawal at desk,

Enter number 
of incomming 

payments from 
unfamiliar 

banks

Number of incomming 
payments from unfamiliar 

banks

Enter number 
of outgoing 
payments to 

own bank

Number of payments entered by telephone
Number of payments entered in branch

Number of payments entered by collection box
Number of payments entered by Internet -

banking

Enter number 
of outgoing 
payments to 
unfamiliar 

banks

Number of payments entered by telephone
Number of payments entered in branch

Number of payments entered by collection 
box

Number of payments entered by Internet -
banking

Fig. 61.3 Payments—direct payments

Number of standing orders entered by telephone
Number of standing orders entered in branch

Number of standing orders entered by Internet -
banking

Enter number 
of standing 

orders to own 
bank

Enter number 
of standing 
orders to 
unfamiliar 

banks

Number of standing orders entered by telephone
Number of standing orders entered in branch

Number of standing orders entered by Internet -
banking

Fig. 61.4 Payments—standing orders
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c. Number of Cash deposit at ATM (this service in not available in all banks,
available in for example GE Money Bank, UniCredit Bank and Ernste Bank).

d. Number of cash deposits of excessive amount (number of deposits, excessive
amount, and average excessive amount).

61.3.6 Other Services

Last part of questionnaire is focused on specific operations which most of clients
do never use. But when these operations are used, they are charged very high.
These operations are as follows (see Fig. 61.7—Other services):

Enter number 
of direct 

debits to own 
bank

Number of direct debits entered by 
telephone

Number of direct debits entered in branch
Number of direct debits entered by 

Internet -banking

Enter number 
of direct 
debits to 

unfamiliar 
banks

Number of direct debits entered by 
telephone

Number of direct debits entered in branch
Number of direct debits entered by 

Internet -banking

Fig. 61.5 Payments—authorization for encashment

Enter number 
of cash 

deposits

Number of 
cash deposits

Enter number 
of desh 

deposits of 
excessive 

amount

Enter number 
of cash 

deposits by 
ATM machine

Not available in all banks

Number of deposits

Enter number 
of cash 

withdrawal at a 
branch

Number of cash 
withdrawal at a branch

Number of cash deposit of 
excessive amount

Average excessive amount

Fig. 61.6 Cash utilization
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e. Cash back,
f. Receiving of coins,
g. Exchange of bank notes,
h. Not specified services.

Clients need to fill in the questionnaire also the name of their own bank and the
type of their account, which they are actually using. These questions have strong
impact on calculating of their monthly cost of their potential banking account.

After filling all the questions, the Calculator offer clients five accounts
(according entered specifications) with lowest monthly cost. These records are
compared with entered values.

61.4 Banking Index Computation

As stated above, the Calculator usage brings a collateral benefit—consumer data.
Those data can be, due to very specific data gathering process that offers consumer
an added value, can be after the validation/verification, considered as high-quality

Enter number 
of Cash back

Not available in all 
banks

Number of withdrawal by 
cash back

Enter 
receiveing of 

coins

Number of receiving of coins
Number of coins per one receiving of coins

Average value of deposit coins

Enter 
exchanges of 

banknotes

Number of exchanges of banknotes
Number of banknotes per one exchange
Average value of banknotes exchange

Enter not 
listed 

demanded 
services  

Not listed demanded services

Enter name of 
your bank

Bank name

Enter type of 
your account

Type of account

Fig. 61.7 Other services
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mainly because of very good level of detail. In [7] there was introduced cluster
analysis output from the pilot run of the Calculator system. Because of the type of
the data and the number of respondents there was chosen k-means clustering
algorithm. There were four clusters identified by the demanded services and by the
usage frequency. This can be and is used again to help the client to make a
decision or get the market overview with almost no costs on search. Every quarter
there are on the web side of the Calculator computed and presented charts of the 15
best RCBS accounts for each of the profiles, respectively for each of the cluster
centroids. As an example, see Table 61.1.

Client just indentifies the most suitable cluster where he or she belongs and then
all what is needed is to see the table. Still there has to be mentioned that due to
very specific data gathering process we can assume that all the analysis output
concerns the population of RCBS client with activated ebanking, Internet con-
nection and possessing the basic ICT literacy.

Computation of client profiles costs also gives clients an opportunity to estimate
the pricing policy. Every account is more or less charged by fixed costs and the
variable one. Typical fee from the fixed is the account management or card fee.
Variable costs come mostly from the services such as ATM withdrawal, standing
order etc. Let us compare passive profile and the average one costs on the best-
price seven accounts, (see the Fig. 61.8). It is important to notice that both profiles
has the same range of demanded services, they differ in the usage frequency.

There can be seen that the difference passive 9 average profile costs is not
constant. Account from mBank is free of charge in disregard of the profile (still the
condition of card turnover has to met but the amount of 150€ per month is very
easy to comply). PS ERA online has very low difference but the costs of the
average profile are three times higher than for the passive one at Airbank. This
overview is useful also in the situation when the client is not able to decide
whether he or she belongs to the passive cluster or not. In case of a bit less active
client but still not the passive one the differences between the two profiles using on
the same product can help to identify the best one in case of nondescript usage
pattern or higher usage variability.

61.5 Conclusion

In the Czech Republic there are one of the highest bank account charges in the
European Union. The banks make use of the practices on the given banking market
and the conservativeness of citizens of the Czech Republic who are not willing to
flexibly adjust to market conditions.

For the reasons of clarifying charges at individual institutions, a number of
projects are being raised, such as bank charges Calculator, which constantly
monitors the level of bank charges and aims to select the most appropriate
accounts according to specified criteria at the lowest monthly account maintenance
costs.
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Currently, the largest competitor of RCBS Calculator on the market in Czech
Republic is ‘‘Chytryhonza.cz’’ [12] (available from URL: http://supermarket.
chytryhonza.cz/bezne-ucty-formular # Step-1). Its structure is very similar to
described RCBS Calculator. After filling all required data, respondent will receive
overview of 39 types of banking accounts with their monthly fees.

There are also starting other projects on the internet, which keeps focus on this
very actual topic in the Czech Republic. Major disadvantage, which is found on
these public servers is, that they concentrate only on monthly fees. But this is not
the only one factor. There are other factors, that customer must follow, while

Table 61.1 Average client cluster best 15 RCBS accounts in the third quarter of 2011

Average client bank and account name Month costs in €

mBank mAccounta 0
PS ERA onlineb 1, 2
Fio current account 1, 9
Airbank small tariff 2, 4
PS ERA online 3, 2
ZUNO account 3, 2
UniCreditBank partners account 3, 9
ZUNO account plus 3, 9
LBBW account 5 for 50 4
PS ERA personal account 4, 9
ČSOB active account 5
LBBW IQ account 5, 1
Equa current account 5, 2
Equa bank On-line account 5, 2
Equa bank Prima account 5, 4

Passive client bank and account name Month costs in €

mBank mAccounta 0, 0
PS ERA onlineb 0, 6
Airbank small tariff 0, 8
Fio current account 1, 5
ZUNO account 2, 2
PS ERA online 2, 6
LBBW account 5 for 50 3, 0
Equa bank On-line account 3, 3
LBBW IQ account 3, 4
ZUNO account plus 3, 4
Equa bank Prima account 3, 4
UniCreditBank partners account 3, 6
PS ERA personal account 3, 8
KB my accountc 4, 1
ČSOB active account 4, 2

a Meeting the condition of card over 150 ‘‘Euro Sing’’ and more
b With debit card only
c My account
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taking a decision where to keep money. Top factors can be as follows: number of
ATM machines, number of branches, bank stability and so on.

The Calculator is very useful tool for choosing the most suitable banking
account according the customer needs. Calculator also offers an information service
for the customer (each month the customer is informed about actual development of
banking costs on the market) so the customer can react very easily on the devel-
opment on the banking market. This area on the market in the Czech Republic
develops very rapidly and local banks adjust banking fees several times per year.

First condition of customer economical optimization of banking fees is to be
properly, clearly and fast informed. When customers have possibility of receiving
this kind of information, they can build up a constant pressure on banking market
to stabilize so hectic and not predictable situation on the market.

Using the results of cluster analysis we identified the most common usage
patterns. For each of them we regularly compute and publish on the Calculator
website 15 best RCBS accounts considering the price and the services demanded.
The costs vary from zero to five € per month. Still the client has to consider his or
hers usage variability and so to compare not just the closet cluster but also the
second closest one. Some banks almost do not differ from the passive usage pattern
and the average one (such as mBank or Fio) but some does and very significantly
(such as Airbank).

Fig. 61.8 Comparison of 7
best accounts by costs for
passive and average client
cluster centroid
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Popularity of this project also refers more than 2,000 filled questionnaires each
month. There are also pointed its advantages and future perspectives of this useful
service that was by more than 33,000 consumers so far.

It is up to customers of banks to start using available public information about
banking fees on the market in the Czech Republic. Only customers can make a
pressure on banks to start a change. Unfortunately, citizens of the Czech Republic
are not really willing to change their habits and they are very rigid with their way
of thinking. Calculator and similar project can only bring information, but only
customer can transform information on action.

Acknowledgments This paper is written in the frame of specific research ‘‘Adverzní výběr v
prostředí retailového bankovnictví’’, translated as ‘‘Retail banking adverse selection’’, project
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Chapter 62
Project Management in Public
Administration Sector

M. Hedvicakova

Abstract Administrative arrangements in the Czech Republic are divided into
different regions, districts and municipalities with extended powers. Each region
differs from each other. The biggest differences are in economic and social
development and in ability of obtaining grants. Also very important is qualified
knowledge of elective offices, because only qualified stuff can maximize financial
effectiveness of economy of region. That is why University of Hradec Kralove
began offering e-learning courses to enhance knowledge skills of employees of
elected offices. Primary target of these courses are economical and managerial
knowledge. At the University of Hradec Kralove there was originated a new course
Project Management for Public Administration which is determinate to help
agencies to get grants, streamline its operations and reduce regional disparities.
Aim of this paper is to introduce e-learning course Project Management for Public
Administration.

62.1 Introduction

The last 10 years have brought new requirements on corporate and public
institution governance. More and more Czech (especially manufacturing)
companies begin to apply project management for the needs of managing their
projects. The state and public sector has also registered this trend. Even here are
the guidelines and principles of project management beginning to apply more and
more. Unfortunately, unlike the commercial sector for example, only in the
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smaller-scale projects (such as the realization of cultural events, etc.). In the public
sector often takes place combining several separate projects, which reduces the
resulting effectiveness of the projects. If the public sector will utilize project
management to develop quality projects in line with the strategies of its bureau,
region or the priorities of the Czech Republic, it will be able to make better use of
the European Union funds. Project management provides a tool to a better and
more efficient use of financial resources.

Project management is one of the tools to increase efficiency in the commercial,
non-profit, state and public sector. By using these guidelines and principles it is
possible to manage the projects more effectively and achieve the desired goals. For
this reason, more and more private educational institutions and universities seek to
offer training courses made-to-measure to the commercial and non-commercial
organizations. The University of Hradec Kralove has also developed and imple-
ments the course ‘‘Project Management for Public Administration’’, aimed at
reducing disparities of Hradec Kralove and Pardubice regions.

62.2 Definition of Public Administration

We understand public administration as (a) certain type of activity (management
of public affairs) and (b) institutions (organization, office) conducting public
administration. In the materialistic (functional) approach it is public administration
of state or other institutions activities, which by its content is not a legislative nor
judicial activity. In the formal (institutional, organizational) approach is public
administration defined as activity of the authorities designated as the administra-
tive offices. The concept of public administration is a common (superior) term for
the concept of state administration (which is performed primarily by state
authorities), local administration (performed by local government authorities or
bodies of interstitial/professional self-administration) and other public adminis-
tration (performed mainly by institutions with legal subjectivity—such as General
Health Insurance Company, Czech National Bank, Czech Television or Czech
Press Agency) [1].

The local administration is a form of public administration consisting in the
administration of territorially or differently organized commonwealth of people,
which solves its own affairs independently and makes decisions directly or through
elected bodies [2].

62.3 Description of Current Situation, Reasons to Resolve

According latest analysis of data from OECD, governance in Czech Republic is
exercised in way, which is not very effective. In present time there is no com-
prehensive overview of what public administration is carried out, nor sophisticated
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concept of what and how public administrations have to provide. Each agenda of
public administration is often realized ill-conceived and executed spontaneously
and are under ever-changing political priorities. There are only slow and partial
optimizations without any inter-agency or more sophisticated approach.

The OECD recommends that the Czech government continues with its reforms,
especially with the effort to increase competitiveness and the long-term growth.
The organization also praises the government’s target to improve the business
environment, strengthen the education system, support innovation and reform the
pension, social and health care systems. It especially welcomes the government’s
recently-passed Competitiveness Strategy. The document responds to the current
situation and offers a comprehensive approach to structural reforms. According to
Ángel Gurría, it will also help the Czech Republic in its transition to an innovative
economy based on energy conservation [3].

62.4 Specifics of Public Administration

Public administration is specific compared to the commercial sector because it
often combines investment with non-investment projects, which are primarily
social in nature. It also mostly differs in diverse ways of financing. Public
administration is currently largely using European Union funds to fund its projects.
For this reason must be the municipality able to prepare quality projects, which can
draw on these subsidies. State institutions unfortunately often face a lack of human
resources and employees without the necessary knowledge and experience or,
conversely, have no spare capacity to manage a further project.

This is the reason why at the University of Hradec Kralove, Faculty of infor-
matics and management has originated a e-learning course ‘‘Project management
for public administration’’ [4–6].

62.5 Project Management Methods

The goal of project management is to keep control over all activities that are
needed for the project to create the expected product. Projects are the means for
carrying out change, they are unique by their nature and so they involve higher risk
compared to ‘‘business as usual’’ activities of the organisation. Therefore the
implementation of a reliable, logical and proven project management approach is a
good investment.

Project management methods are twofold:
Proprietary—these are neither available nor usable without the permission of

their owners.
Non-proprietary—publicly accessible and freely usable for managing projects.

Thanks to their free availability, non-proprietary methods are much more
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widespread, what bears multiple advantages. The most notable non-proprietary
project management methods are PRINCE2, PMI and Critical Chain. We could
also add the IPMA standard. However, as can be seen from Table 62.1, the IPMA
standard is not a full project management method [7].

There are three ways how to gain knowledge about project management
methodologies:

studying by yourself,
taking a training on the chosen project management method,
combination of the previous two alternatives [7].

62.6 Course Description and Goals

The e-learning course Project management for public administration is, based on
the analysis of market needs, focused just on the public administration. This course
focuses on beginners and does not require any initial knowledge. It serves mainly
mayors and executive public authorities to obtain basic overview about the nature
of project management. The e-learning course Project management for public
administration was created within the solving project Management for solving
regional and local disparities initiated by the Ministry of Regional Development in
the Czech Republic. All course costs were reimbursed from funds of the solved
research project [8–11].

The goal of this course is to provide basic findings on project management, its
contents, extent and practical use. Upon successful completion of the course the
trainees will be versed in the problematic of product management from project
definition to its final evaluation [15–17].

One of the main goals is to enable the trainees to connect and use the gained
knowledge and skills in practice (for instance to increase efficiency of current
projects/investment actions, subsidy programs, grants/, in finding internal savings,
streamlining the implementation of investment projects, creating high-quality
timetables and schedules, expanding business possibilities in public administra-
tion, effectively manage project risks, etc.).

62.7 Course Structure

Absolving the whole course takes two and half month and the initial run was
realized from 11th of April 2011 till 29th June 2011. Three non-compulsory
meetings took place during this time with participation of 90 %.
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(a) The first meeting is devoted to the familiarization with form, content and
progression of distant education, logging into the system and getting familiar
with the WebCT environment. Then a course presentation takes place and the
completion requirements are defined (a discussion and short final treatise on
the use of project management at a particular workplace of individual trainee).

(b) The second meeting takes place in the middle of the course term and serves
foremost to solving problems emerging during the studies and to practical
examples of project management applications in public administration.
Special attention is given to practical examples of projects realized in public
administration.

(c) The third and last meeting is realized at the end of the course and serves to
exchange of experience of individual course participants, defense of individual
project and certificate presentation.

The course consists of 15 individual chapters devoted to the most important
areas of project management and provides the trainees with theoretical and
practical view of the given problematic with focus on public administration (see
Fig. 62.1).

The advantage of this course is that the participants choose the depth of subject
matter on their own and may use the supplied presentations, case studies, links to
current articles and other according to their own initiative. The basic recom-
mended texts are announced to individual participants every week by the tutor via
e-mail. Other study materials are dependant on the activity and temporal possi-
bilities of individual participants.

All the texts fulfill the distance material creation requirements and contain
unified graphic structuring with stressing the most important constructs.

Fig. 62.1 E-learning course ‘‘Project Management for Public Administration’’
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At each chapter is stated its goal, the most important constructs, keywords,
temporal requirements, distinguished main and subsidiary text, summary, ques-
tions to ponder and used literature. Each chapter contains a link to a PDF file,
which can be used offline.

Mean temporal requirement of each chapter is 20–30 min [12, 13].

62.8 Continue E-Learning Course Project Management
for Public Administration II

After a successful pilot run of the course a continuation is planned for the first
quarter of 2012 with creation of follow-up course for the participants of the basic
course.

Follow-on Project Management Course for Public Administration II. will focus
on theoretical knowledge of soft skills. These skills are now necessary for each
employee in any professional direction, including in public administration. They
help to better adapt to social situations in the workplace, to negotiate with people
and promote their views, submit and present their ideas and projects to cope in
crisis situations or cope with difficulties, such as a job interview into a job. The
area under consideration will include, for example time management, teamwork
and communication in the team, managerial skills, assertiveness and presentation
skills [14].

The main objective of the soft skills in project management for public
administration is to extend and complement the hard skills (course I.—Project
management for public administration), including the know-how, the necessary
theoretical knowledge of social skills that could be subsequently used in the
workplace (course II.—continue). The layout of the individual modules of soft
skills will be organized according to life of the project [14].

Students here learn also work in Microsoft Office Project 2010 and will be able
to follow-on after successful completion of the course project manager to work in
public administration.

There will be created short video spots, which will help students with orien-
tation in the field [14].

62.9 Conclusion

The guidelines and principles of project management should be the same for both
commercial and non-commercial sector. Unfortunately, this does not occur in
practice. The non-commercial sector faces foremost the lack of financial and
human resources. Another disadvantage is mainly due to the lower qualification of
employees in the public administration, who are elected for a certain period of
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time regardless of their qualification, knowledge and skills. For this reason
emerges a number of training courses on the educational market that are
specialized, according to current market needs, on the problematic or needed areas.
This ‘‘Project Management for Public Administration’’ e-learning course was
created at the University of Hradec Kralove as the seventh in the row after the
previous e-learning courses for public administration (Marketing, Management,
Municipal Management, Legislation, Local and Regional Development after the
entry of Czech Republic into the EU, and Information and Communication
Technologies in the Municipalities).

After the completion of the course and certificate presentation, the trainees
completed a voluntary questionnaire on their satisfaction with the course. 8 trainees
out of 10 have successfully completed the course. The remaining 2 trainees have not
completed the course because of temporal reasons. The survey conducted shows that
the course met the expectations and demands of the participants and that they would
welcome, if the course had a sequel for advanced trainees or a similarly oriented
course. The main objection was only to the time-consumption of the individual
chapters, although the chapters took only 20–30 min. Due to the demands of
participant’s individual work positions, who were mainly managers, it is difficult for
them to find time for studies every week. Despite these problems most of them have
found some time to study and devoted their attention even to the recommended
supplementary materials. The course was beneficial for the group selected and they
will put the knowledge acquired to practical use.

On this e-learning course of Project management for public administration will
be followed by other e-learning courses in economics, management and marketing.
Students will be able to comprehensively deepen the knowledge in different areas.

Acknowledgments This paper was prepared with the support of the grant WD-48-07-
1—Management pro řešení regionálních disparit (translated as Management form solving
regional disparities)—donated by the Ministry for Regional Development of the Czech Republic.
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Chapter 63
Access Point Checking to Improve
Security in Wireless Infrastructure
Networks

Ammar Odeh and Miad Faezipour

Abstract Security issues are taken into consideration for many applications and
are also an integral part of computer networks. On one hand, security especially
comes into picture when transferring data from one device to another. On the other
hand, rapid migration of networks from wired to wireless increase security
complications among these networks. This research paper, initially describes the
security issues over wireless infrastructure networks, and identifies different types
of attackers. The 802.11 standard security mechanisms as well as some encryption
techniques such as RSA are discussed. A new methodology called Access Point
Checking is then proposed which relies on a checksum-bit check at the access
point before completing the data transfer. This technique outperforms traditional
security mechanisms in terms of timing characteristics.

63.1 Introduction

63.1.1 Background

With rapid development in security techniques and the use of computers, auto-
mated tools that protect files and other information stored in the computer are
highly in demand. Especially, distributed systems such as time-sharing systems or
access over public telephone and/or data networks call for this necessity. The
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generic name for such tools designed to protect data from hackers; is computer
security [1, 2].

In distributed systems, the use of networks and standard communication
protocols facilitate data transmission between a terminal user and a computer—
and between a computer and another computer [2, 3]. Network security measures
the need to protect data during transmission. Clearly, wireless networks are less
secure compared to wired networks. So, the most important question here is how to
protect data transmission in wireless networks.

63.1.2 Main Contribution and Paper Organization

An efficient wireless infrastructure algorithm is presented in this paper. The goal is
to save the time consumed during message travel from one host to another in the
network, while maintaining message security. We employ a checksum mechanism
to enhance message integrity. In addition, access point (AP) will check the
message and decide whether the message should be sent back to the original sender
or not. Our algorithm divides the connection into two paths. The first path is from
the sender to AP and the other one is from AP to the receiver. Depending on the
path that establishes a successful connection, the algorithm will automatically
identify which path possibly has an intruder/attacker. Moreover, the reliability of
the system will be increased using the access point checking. In case an attacker is
identified through incorrect message transfer, the unsecure channel will be
removed and will be saved in a history file.

The rest of this paper is organized as follows. In Sect. 63.2, we briefly glance at
the main structure of different wireless networks. Security requirements are then
discussed in Sect. 63.3. In Sect. 63.4 we describe different classes of attackers.
General standards for security mechanisms are discussed in Sect. 63.5 and
encryption algorithms are described in Sect. 63.6. In Sect. 63.7, we describe our
proposed algorithm for access point checking, and evaluate the timing perfor-
mance with respect to the conventional technique. Finally, concluding remarks are
in Sect. 63.8.

63.2 Wireless Networks

Wireless networks can be divided into two categories. The first category is ad-hoc
networks. IEEE defines ad-hoc as a network having an independent basic service
set (IBSS) [4, 5]. In the ad-hoc mode, each client communicates directly with the
other clients within the network ring, as shown in Fig. 63.1.

The second mode is the infrastructure mode. In IEEE standard, it is defined as a
basic service set, which means each client sends all of its communications to a
central station, or access point (AP) [5, 6]. The access point acts as an Ethernet
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bridge and forwards the communications onto the appropriate network–either the
wired network, or the wireless network, as shown in Fig. 63.2.

63.3 Security Requirements

Before explaining the main security mechanisms in wireless networks, one must
know the three main security goals:

• Integrity: this means that data can be modified by only authorized parties.
Modifications include writing, changing, deleting, and/or creating messages.
One popular way to achieve this is to have an integrity checksum field, as shown
in Eq. 63.1.

Checksumbit ¼ 1 if even # of 1s
0 if odd # of 1s

�
ð63:1Þ

For instance, consider the following:
Message: 1101
Check sum bit will be: 0
Then, the sent message will be: 1101 0

• Availability: data should be available to authorized users.
• Confidentiality:only authorized users can access to data.

Fig. 63.1 Ad-hoc network

Fig. 63.2 Infrastructure
network
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63.4 Categorization of Attackers

Since networks use air as the transmission medium, many unauthorized users may
interfere. These users, also known as attackers/intruders, try to catch data trans-
ferred between stations. Attackers can be classified into two categories which are
explained in the next subsections.

63.4.1 Passive Attackers

The objective is to obtain information that is being transmitted without any
modification. So, security mechanisms should be able to deal with both types of
passive attacks:

• Release of message contents: This passive attack means easily understanding the
message content such as telephone connection or electronic mail message, and/
or any file containing sensitive data in any explicit way.

• Traffic analysis: This passive attack is a process to analyze encrypted message to
deduce the plain text. It also depends on language. For example, in the English
language, letter {E} is the most common, followed by {T, R, N}, where {Z}
rarely appears.

63.4.2 Active Attackers

Unlike passive attackers, active attackers involve some modification of the data
stream or the creation of a false stream.

63.5 Standard Security Mechanisms

In this section, we refer to some standard security mechanisms in wireless networks.

63.5.1 Open System Authentication

In this protocol, the sender and destination receiver do not share a secret key. Each
one generates a key-pair and sends a request to the other. If request is accepted, the
connection is established for a short time. The key generation process will occur
frequently and randomly, which prevents the attacker to predict the key or analyze
the message [5, 7, 8].
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63.5.2 Closed Network Access Control

The network administrator will determine the network strategy; whether it is open
or closed. An open network will accept any foreign connection depending on the
administrator’s decision. The foreign user will send a join request to the network
manager, who will in turn grant or revoke the connection. In a closed network, the
first step is to determine the group whose members are acceptable participants of
the network. In a closed network, the network members are updated at each time
slot depending on the network range [9].

63.5.3 Access Control Lists

It is a static mechanism, where a list of MAC addresses for authoritative users are
registered before connection setup. After registration, no one else can be a member
of the network. In other words, the connection will be closed to other members
whose MAC addresses are not registered. So the permission will depend on MAC
addresses [10].

63.5.4 Wired Equivalent Privacy Protocol

Wired Equivalent Privacy (WEP) is a security protocol for local area networks. It
is employed at the two lowest layers of the OSI model—data link layer and
physical layer [4]. However, wireless networks use radio waves as a transmission
media, do not have the same physical structure like wired LAN, and are therefore
more vulnerable to tampering.

63.6 Encryption Algorithms

Encryption algorithms can be divided into two categories:

• Conventional Encryption: As shown in Fig. 63.3, the conventional encryption
scheme has five steps [7]:

1. Plain text: This is the original message that the sender wants to send. Plain
text is fed into the algorithm as the input.

2. Encryption algorithm: Represents a set of steps to convert the plain text to
cipher text.

3. Secret key: Represents an agreement key between sender and receiver which
is kept secret to encrypt or decrypt messages.
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4. Cipher text: This is unreadable data that will be a result of the encryption
process and will be sent through the routing path from sender to receiver.

5. Decryption algorithm: It is a set of steps to transform cipher text to plain text.

There are two requirements for secure use of conventional encryption:

1. A strong encryption algorithm is needed.
2. Sender and receiver must have obtained copies of the secret key in a secure

fashion and must keep the key secure.

For example WEP relies on a secret key (K) shared between the communicating
parties to protect the body of a transmitted frame of data. Encryption of a frame
proceeds as appeared in Fig. 63.4 [11].

In this technique, an initialization vector (IV) and a key K, representing the RC4
algorithm are chosen. This key stream is denoted by RC4 (IV, K). Then, an
exclusive-or (XOR) operation of the plain text (P) with the key stream is
performed to obtain the cipher Text (C):

C ¼ P� RC4ðIV þ KÞ ð63:2Þ

Finally, the IV and the cipher text (C) are transmitted over the radio link where
all parties have the key.

• Public-key Encryption Algorithm: One of the most famous encryption algo-
rithms is RSA, which stands for Rivest, Shamir and Adleman, who first pub-
licly described it. Public key is distributed to all users on the network, which
allows them to encrypt the sending message. Private key will be kept secret to
transfer cipher text to plain text [11]. Basically, RSA enhances two goals:

1. Data Confidentiality: Data confidentiality ensures that information is acces-
sible only to those authorized to have access. In other words, the data will be
encrypted (denoted as E) using the public key of the receiver as shown in
Eq. 63.3, and decrypted (denoted as D) by the private key of the receiver, as
shown in Eq. 63.4.

EKUreceiverðPÞ ð63:3Þ

DKRreceiverðCÞ ð63:4Þ

Fig. 63.3 Conventional
encryption

IV+KEY          RC4 0101

Plain Text                       1100
                                         =   
Cipher Text                     1001

Fig. 63.4 Basic WEP
encryption
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In the above equations, KU stands for public key, P stands for plain text, KR is the
private key, and C is cipher text.

2. Authentication: Authentication is a procedure to be sure about the source of
the message (finger print). The receiver can recognize the source by his
private key. In other words, sender will encrypt plain text by his private key
(Eq. 63.5). At the receiver end, decryption process will employ public key of
the sender (Eq. 63.6).

EKRsenderðPÞ ð63:5Þ

DKUsenderðCÞ ð63:6Þ

63.7 Proposed Algorithm

Our proposed algorithm suggests adding checksum to the encrypted message. In
infrastructure wireless networks, the access point (AP) will arrange the connection
between two parties and control the connections of all clients in the network. In
our method, we add a new duty for AP to check the message and determine if it
can be sent, or if it contains unsecure data. This task is performed by applying a
checksum bit.

63.7.1 Algorithm Pseudo code

Our algorithm involves a few steps which is shown in the following pseudo-code:

Step 1. Apply encryption to plain text by using public key algorithm.
Step 2. Add check sum to cipher text.
Step 3. The encrypted message will be sent by AP address, which will act as
receiver and checker.
Step 4. Access Point will test check sum (Csumbit) and set counter = 0

Test(Csumbit)
If correct go to Step 5
Else do
While (counter \ 3){
Counter = counter +1
Go to Step 1}
If counter == 3 then route is unsecure, change the route. Go to Step 1

Step 5. Send message to end receiver. Decrypt it, then reply using any acknowl-
edgment to confirm message delivery.
Step 6. End connection.
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The flowchart of the algorithm is also shown in Fig. 63.5. Our algorithm has
certain properties which are explained hereafter.

63.7.2 Advantages

The algorithm is rather simple, as it depends on a linear function. Our technique
will have the following advantages:

Start

Encrypt using Public Key

Add check bit to encrypted message

Send Data

Check bit 
correct

Counter < 3

Go to step 1, counter ++

Change route, go to step 1

Reply by ACK message

End

True

False

True

False

Fig. 63.5 Flowchart of the
access point check algorithm
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1. A more reliable connection will be established compared to the conventional
approach, since the unsecure route will be easily discovered. If there is an
attacker in the link, it will be discovered and will be removed when the
connection is re-established.

2. Time will be reduced in case of incorrect message transfers. The time required
to deal with incorrect messages is:

tincorrect ¼ 2ts�ap þ tdetect ð63:7Þ

where:
tincorrect : time consumed if message is incorrect.
ts-ap: time consumed from sender to access point.
tdetect: elapsed time to detect message status (correct or incorrect).
In our approach, the time elapsed from the sender to AP is computed twice,

because the message is returned to the sender, if the message is incorrect. In the
previous (conventional) approach; check over plain text, the elapsed time for
incorrect messages can be calculated from the following equation:

tincorrect ¼ 2ðts�ap þ tap�rÞ þ tdetect ð63:8Þ

where:
tap-r : time required to transfer from AP to the receiver
In the conventional approach, the total time is considered to be the message

travel time from sender to AP and from AP to receiver, plus the time consumed to
detect the message status. However, the time the message travels from sender to
AP and from AP to receiver is doubled if the message is incorrect, simply because
the message would return.

63.7.3 Disadvantages

The proposed technique will have the following disadvantages:

(1) Checksum is a linear function, therefore, the error cannot be easily detected:

CRC ðX XOR YÞ ¼ CRC Xð ÞXOR CRC Yð Þ ð63:9Þ

If the attacker modifies the message such that the checksum bit is the same as
the correct message checksum, AP cannot detect it. For example, if the
encrypted message is 1001, then (C,c(C)) = 1001 1. If the attacker modifies
the message to 10101, there is no way to figure out the message was incorrect,
because the check sum bit is the same for both messages.
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(2) It is a more complicated mechanism because the access point requires more
intelligence and more resources to store the error message and to send the
acknowledgment to the sender.

(3) If there is no attacker in the link, the message will be transferred correctly, but
the consumed time will be:

tcorrect ¼ ts�ap þ tap�r þ 2tdetect ð63:10Þ

In our approach, the status detect time is computed twice for correct messages,
since the checksum analysis (status detection) is also performed at the receiver
end. However, in the conventional approach, the elapsed time will be:

tcorrect ¼ ts�ap þ tap�r þ tdetect ð63:11Þ

From the above analysis, it can be seen that our access point checking algorithm
outperforms the conventional encryption method, in the event that an attacker/
intruder interferes the link with incorrect messages.

63.8 Conclusion

Developments in wireless networks require developments in security methodolo-
gies to ensure secure data transmission. Furthermore, the time/complexity/cost
should simultaneously be taken into consideration in the design of such security
methodologies. In this paper, we introduced an Access Point Checking algorithm
that reduces the overall data transfer timing, while ensuring a secure message
transfer. In the future, we plan to run sophisticated simulations for emulating
wireless infrastructure networks in the presence of attackers to confirm our
proposed improved performance.
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Chapter 64
Comparison of Fractional PI Controller
with Classical PI using Pareto Optimal
Fronts

O. J. Moraka

Abstract A comparison between the fractional order PI (FOPI) controller and
integer-order PI (IOPI) controller, and also between FOPI and IOPI with lead
circuit, is conducted in this paper. The performance comparisons are conducted for
a servo system. The FOPI controller is a controller with fractional-order integral,
where the order parameter can be used to adjust the closed loop response of the
servo system. The controllers are compared using the Pareto Optimal Front (POF)
of each controller. The FOPI is approximated using Oustaloup’s approximation
method. The approximated FOPI cannot achieve the positive values of the ideal
FOPI in the phase-magnitude Bode plot. The POFs show that the FOPI is not
always better than IOPI. The IOPI with lead circuit achieves performance which is
similar to FOPI. Thus that the IOPI controller with lead circuit can be used to
obtain a performance that closely matches the performance of the FOPI controller.
The implemented FOPI controller did not track the setpoint. The IOPI controller,
and also with a lead circuit, tracked the setpoint.

64.1 Introduction

Fractional calculus deals with the investigations and applications of integrals and
derivatives of arbitrary order (real or complex order) [1]. In 1999, Podlubny
proposed the fractional-order PID controller which is an extension of the classical
PID controllers with fractional (real) order derivatives and integrals [2]. The
fractional orders can be used to enhance the system’s performance and adjust
dynamics of a control system [3].
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In 2006, C. Zhao, Y. Q. Chen and D. Xue showed that under the same opti-
mization conditions, the optimal fractional-order PID controller outperforms the
optimal integer-order PID [4]. In 2009, C. Onat, N. Tan and C. Yeroglu proposed a
tuning rule for fractional PID controller. The rule was shown to outperform the
classical PIDs, which were designed using the Ziegler-Nichols rules and Åström-
Hägglund method [5]. In 2010, S. Jesus, S. Barbosa and J.A Tenreiro Reference
used the Ziegler-Nichols heuristic rules to find the gains of the integer-order PID.
Afterwards, experiments on a servo system were conducted to show that derivative
and integral order can enhance the system’s performance [3].

In this paper, the fractional-order PI (FOPI) controller’s performance is com-
pared with the integer-order PI (IOPI) controller’s performance, on a servo system,
using Pareto Optimal Fronts. The simulation results show that the FOPIcontroller
is not always better than the IOPI controller. This paper also compares the FOPI
and IOPI with lead circuit because S. Jesus, S. Barbosa and J.A Tenreiro [3]
showed that the FOPI improved the phase margin, which means that the dynamic
control action of the FOPI controller could be achieved by using an IOPI controller
with lead circuit. The simulation results reveal that performance of the IOPI
controller can be improved by a adding a lead compensator. The POF of the IOPI
controller with circuit is closer to the POF of the FOPI, which means the lead
circuit parameters can be used for achieving similar results to FOPI and tuning.
The FOPI is approximated with an integer-order system. The phase-frequency plot
from the Bode plot of the approximated FOPI shows that positive values of the
phase, of the exact FOPI, cannot be approximated.

64.2 Fractional Order Systems

64.2.1 Fractional Calculus

A fractional-order system is characterized by a transferfunction of real order. The
transfer function can be as expressed as

GðsÞ ¼ 1
ansbn þ an�1sbn�1 þ � � � þ a0sb0

; ð64:1Þ

where bk (k = 0, 1, …, n) is an arbitrary real number bn [ bn–1 [ …[ b0 [ 0 and
ak (k = 0, 1, …, n) is an arbitrary constant [2].

In the time domain, the fractional-order system (64.1) corresponds to a frac-
tional-order differential equation

anDbn yðtÞ þ an�1Dbn�1 yðtÞ þ � � � þ a0Db0 ¼ uðtÞ ð64:2Þ

where Dc � 0Dc
t is the Caputo’s fractional derivative of order c with respect to

variable t and with initial point of t = 0. Caputo’s fractional derivative is
expressed as
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0Dc
t ¼

1
Cð1� dÞ

Z t

0

ymþ1ðsÞds

ðt � sÞd
;

c ¼ mþ d; m 2 Z; 0\d\1

ð64:3Þ

where CðzÞ is the gamma function [2].
In control systems, systems are analyzed using Laplace transforms. The Laplace

transform of the fractional derivative is given as

Lf0Dc
t yðtÞg ¼ scYðsÞ �

Xm�1

k¼0

sðc�k�1ÞyðkÞð0Þ; ð64:4Þ

where YðsÞ ¼ LfyðtÞg [2]. When the initial conditions (64.4) are zero (64.4)
becomes

Lf0Dc
t yðtÞg ¼ scYðsÞ: ð64:5Þ

64.2.2 Fractional PID

In 1999, Podlubny [2] proposed a generalization of the classical PID controller.
The controller is called the PIkDl-controller because it has the integrator of order k
and a differentiator of order l. The controller’s transfer function has the form

KðsÞ ¼ UðsÞ
EðsÞ ¼ Kp þ KIs

�k þ KDsl ðk; l[ 0Þ ð64:6Þ

where K(s) is the transfer function of the controller, E(s) is the error and U(s) is the
control action [2].

The time domain equation of the PIkDl-controller’s output is

uðtÞ ¼ Kp þ KIJ
keðtÞ þ KDDleðtÞ ð64:7Þ

where Jk is the integration operator and Dl is the differentiation operator. If k = 1
and l = 1, a classic PID-controller is obtained. Taking k = 1 and l = 0 a
PI-controller is obtained and for k = 0 and l = 1, gives a PD-controller. Lastly,
for k = 0 and l = 0 a proportional-controller is obtained. The classical types of
PID-controllers are the particular cases of the fractional PIkDl-controller [2].

64.3 Oustaloup’s Approximation Method

To implement a fractional order derivative and integral operator, a frequency
domain approximation with integer-order transfer function is used. The Oustaloup
filter approximates the operators in a specified frequency range (wb, wh) and of order
N [4]. Oustaloup’s recursive filter is expressed as
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sc ¼ K
YN

k¼�N

sþ w0k
sþ wk

; 0\c\1 ð64:8Þ

where w0k wk, and K are obtained from [4]

wk ¼ wb
wh

wb

� �kþNþ1
2 1�cð Þ

2Nþ1

w0k ¼ wb
wh

wb

� �kþNþ1
2 1�cð Þ

2Nþ1

; K ¼ wc
h:

ð64:9Þ

64.4 Experimental Apparatus

The servo system that was used in experiments is shown in Fig. 64.1. A computer
program, in Visual Studio C# 2010, communicates with the DAC and ADC which
connect the servo system. The transfer function of the servo system is

GðsÞ ¼ 1:65
0:61sþ 1

½Volts�
½Volts� ð64:10Þ

.

64.5 Pareto Optimal Sets/Fronts

Pareto Optimal Fronts are used in control systems for optimization. To optimize a
control system there are normally multiple objectives that are usually in conflict
with one another. When there are conflicting requirements a set of optimal solu-
tions are found and the solution that suits the particular problem can be selected.
The set is known as Pareto Optimal Set. Each solution in the set is optimal because
no improvement can be attained on one optimization objective that does not lead to
the degradation in at least one of the other objectives [5].

Multi-objectives Optimisation problems that are not constrained can be
described as:

Minimize: fiðxÞ; i ¼ 1; . . .;m ð64:11Þ

where, fiðxÞ; i ¼ 1; . . .;m are the cost functions or objective functions and
x ¼ ðx1; . . .; xnÞ are the decision vectors. A decision solution x1 is non-dominated
if there exists no other candidate solution x2 for all i values, fi x2ð Þ � fi x1ð Þ and at
least one i, fi x2ð Þ\ fi x1ð Þ. The Pareto Optimal Set is the non-dominated solutions
and the corresponding set of cost function values for the set is called the Pareto
Optimal Front [5].
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The cost functions that are used in this investigation are the integral of squared
errors (ISE) and integral of squared inputs (ISI).

64.5.1 Decision Space for IOPI

The IOPI that is used for comparison has the form

KIOPIðsÞ ¼
Kpðsþ IÞ

s
; ð64:12Þ

where I is the zero position of the controller and Kp is the gain of the of the
controller. The parameters, I and Kp, form a 2-dimensional decision space. The
parameters of the IOPI are constrained to satisfy the following specification of
the closed response to step inputs:

• The transients must have 0:1s \ t�37 %\ 0:61s.
• The damping factor must exceed 0.4.

The upper limit of the time response specification means the closed loop poles
must be to the left of the open loop poles in the s-plane. The lower limit of the time
constant was chosen to be a pole at 10. The decision space was found by using
Routh-Hurwitz Criterion and root locus methods. The Decision space is shown in
Fig. 64.2.

The I values are rounded to one decimal place and Kp values are rounded to two
decimal places. I and Kp are independent of one another.

64.5.2 Decision Space for FOPI

The FOPI that is used for comparison has the form

KFOPIðsÞ ¼
Kpðsa þ IÞ

sa
; ð64:13Þ

Fig. 64.1 Servo system for
experiments
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where I is a parameter that affects the zero position of the controller, Kp is the gain
of the controller and a is the order of the FOPI controller. The parameters, I, Kp

and a, form a 3-dimensional decision space. The parameters I and Kp, are the same
as in Fig. 64.2 and 0 \ a\ 1, because higher values will mean a controller with
more degree than the IOPI which is not reasonable [7, 8].

64.5.3 Lead Compensator

The lead circuit is a fixed design. The lead circuit was designed to improve the
Phase Margin of the open loop (64.10). The designed lead circuit’s transfer
functions is

KleadðsÞ ¼
ð1þ s 0:8418Þ

1þ 0:4209s
ð64:14Þ

64.6 Simulation Program Desigin

64.6.1 Pseudo Code

The pseudo code of the program is easily demonstrated by referring to Table 64.1.
The pseudo code for comparison of IOPI and FOPI is as follows:

(1) Creates M IOPI and FOPI controllers with the fields in Table 64.1.
(2) An M length decision vector is randomly generated from the decision for

each controller’s parameter, with the field of a for the IOPI controller left
empty.

(3) For every entry of the IOPI and FOPI controller’s parameters.

Fig. 64.2 Decision space for IOPI controller

768 O. J. Moraka



• The closed loop is simulated and the ISI and ISE are evaluated and filled in the
appropriate field.

(4) The ISE and ISI are plotted in a two-dimensional scatter plot to view the
objective space.

(5) The Pareto Optimal Front for the two -dimensional scatter is computed and
plotted separately.

This program was easily extended to include the lead compensator, by adding
the controller in the simulator.

64.6.2 Simulation of Closed Loop Response

A fourth-order Runge–Kutta algorithm was used for simulation of the closed loop
response to unit step responses. The total simulation time was set to 3 s. This is
because the parameters of the controllers are constrained to give a closed loop
response to step inputs that has a maximum settling time of 2.44 s.

64.6.3 Cost Function Evaluation

The cost functions are evaluated over the entire simulation time. The FOPI has
small steady state errors [3] which will cause the value of the ISE to accumulate,
even though the system has settled. This was regarded as reasonable because the
FOPI is properly penalized when it does not track the setpoint.

64.6.4 Oustaloup’s Approximation Method for FOPI

Oustaloup’s approximation method of approximation was used to approximate the
FOPI controller. The selected values for Oustaloup’s approximation method
parameters were N = 5, wb = 0.001 rad/s and wh = 500 rad/s.

Bode plots for the ideal FOPI and approximated FOPI were plotted, using
Visual Studio C# 2010, to observe how well the two match. The Bode Plots are
shown in Fig. 64.3.

Reference [6], shows that Bode (1945) showed that the phase-frequency and
magnitude-frequency of Bode plots has the following relationship

Table 64.1 Fields of
controllers that have to be
evaluated

Kp I a ISE ISI
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uðxÞ � p
2

dG
dk

ð64:15Þ

where u is the phase and G (magnitude) and k (logarithmic frequency) are defined
as

G ¼ logðGðjxÞÞ
k ¼ logðxÞ

ð64:16Þ

where x is the frequency (rad/s).
This shows that for frequencies x[ 100 rad/s, in Fig. 64.3, the phase of 40�

for the FOPI cannot be attained with the approximation because the slope of the
magnitude-frequency is zero. Figure 64.3 also shows that Oustaloup’s filter cannot
approximate positive values of the phase magnitude because the slope of the
magnitude-frequency is negative.

Fig. 64.3 Bode plot of FOPI where blue (exact FOPI) and orange (approximated FOPI)
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64.7 Simulations Results

The lengths of the decision vectors for I, Kp and a were set to 5,000 for these
simulation results.

64.7.1 Comparison of IOPI and FOPI

Figure 64.4 shows the objective space of the IOPI and FOPI controllers. In region
1 of Fig. 64.5, the FOPI’s POF is closer to the origin than the POF of the IOPI,
which means that the FOPI controller is better than the IOPI controller. In region
2, the POF of the IOPI is closer to the origin than the POF of the FOPI controller,
which means the IOPI controller is better FOPI controller. A zoomed in version of
Region 2 is shown in Fig. 64.6.

64.7.2 Comparison Between FOPI and IOPI
with Lead Circuit

Figure 64.7 shows the objective space of the FOPI controller and IOPI with lead
circuit. Region 1, from Fig. 64.8, indicates that FOPI is better than lead
compensated IOPI. However, there is a decrease in distance between the POFs of
the controllers as compared to Fig. 64.5. This result shows that there has been an
improvement of performance for the IOPI controller. In Region 2, from Fig. 64.8,
the lead compensated IOPI has better performance than the FOPI because the POF
of the lead compensated IOPI is closer to the origin than the POF of the FOPI.
These results show that a lead compensator can improve the performance of the
IOPI controller. The parameters of the FOPI were constrained and this might have

Fig. 64.4 Objective Space for FOPI (blue) and IOPI (red) controllers
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Fig. 64.5 POFs for FOPI (blue) and IOPI (red) controllers

Fig. 64.6 Region 2 zoomed in

Fig. 64.7 Objective Space for FOPI controller (blue) and IOPI controller with lead circuit (red)
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restricted other performance features, but the aim was to see how the performance
of the IOPI changes when a lead compensator is added to the open loop.

The results show that the performance features that the FOPI has can be closely
matched with an IOPI controller with a lead circuit.

64.8 Implementation of Controllers

The parameters and cost function values of the IOPI and FOPI controllers, that
were implemented are shown in Table 64.2. The results of the FOPI controller is
shown in Fig. 64.9, the IOPI controller is shown in Fig. 64.10 and IOPI with lead
circuit is shown in Fig. 64.11.

The implementation of the controllers deviated from the theoretical closed loop
response because the motor is non-linear at start-up.

The FOPI controller produces a steady state error which was expected because
the controller was not modified as in Ref. [3]. The other two controllers produced
closed loop responses that tracked the setpoint. The FOPI settled after 10 s which
is because the FOPI is controller is fractionally integrating [3].

Fig. 64.8 POFs for FOPI controller (blue) and IOPI controller with lead circuit (red)

Table 64.2 Parameters of FOPI and IOPI controllers and the corresponing ISE and ISI values

Gain (K) Zero(I) Order (a) ISE ISI

1.65 3 – 0.056 2.617
1.65 3 0.2521 0.066 2.510
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64.9 Conclusions

A comparison of the FOPI and IOPI controller was conducted using Pareto
Optimal Fronts. It was shown that FOPI controller is not always better than IOPI
controller, under the considered cost functions. The FOPI controller was further

Fig. 64.9 Simulation results (left column) and implementation results (right column) for FOPI
controller

Fig. 64.10 Simulation results (left column) and implementation results (right column) for IOPI
controller
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compared to the IOPI controller with lead circuit added. The IOPI controller with
the lead circuit is better than the FOPI controller in most regions of the POFs than
the IOPI controller alone. Thus the lead circuit can provide additional parameters
that can be tuned to meet specifications, without having to consider fractional-
orders.

The approximation of the phase-frequency for the ideal FOPI controller with an
integer-order transfer function cannot be achieved for positive values of the phase.
The implemented FOPI controller produced a steady state error in the response
whilst the IOPI and IOPI controller with lead circuit did not.

References

1. Maciejowski JM (1989) Multivariable feedback design. Addison-Wesley, Wokingham
2. Podlubny I (1999) Fractional-order systems and PID-controllers. Autom Control

1(44):208–214
3. Jesus S, Barbosa S, Tenreiro JA (2010) Effect on fractional orders in the velocity control of

servo system. Comput Math 59:1679–1686
4. Zhao C, Chen YQ, Xue D (2006) Fractional PID of DC-motor with elastic shift: a case study.

In: American control conference, Minneapolis, 2006
5. Onat C, Tan N, Yeroglu C (2009) A new tuning method for fractional PID controller, in

electrical and electronics engineering international conference, Bursa, 2009, pp 312–316
6. Oustaloup A et al Frequency-band complex noninteger differentiator: characterization and

synthesis
7. Tehrani KA et al (2010) Design of fractional order PID controller for boost converter based on

multi-objective optimisation, in power electronics and motion control conference, Ohrid, 2010.
pp 179–185

8. Maciejowski JM (1989) Multivariable feedback design. Addison-Wesley, Wokingham

Fig. 64.11 Simulation results (left column) and implementation results (right column) for IOPI
controller with lead circuit

64 Comparison of Fractional PI Controller 775



Chapter 65
A Pattern-Based Approach
for Representing Condition-Action
Clinical Rules into DSSs

A. Minutolo, M. Esposito and G. De Pietro

Abstract The integration of clinical recommendations into clinical Decision
Support Systems (DSSs), aims at increasing the consistent, effective, and efficient
of the daily medical practice. The actual application of those systems to medical
settings depends on the severity of the upgradability and maintainability they
require. With this respect, this paper proposes a pattern-based approach to guide
and assist physicians in the process of editing and formalizing clinical recom-
mendations, formalized as if-then rules.

65.1 Introduction

Clinical recommendations have shown to be able to improve the efficiency of
medical practices, and their outcomes, when followed [1]. This is true, mostly,
when clinical practice guidelines are provided as clinical decision support [2].

Recently, several studies [3, 4] have proposed the DSSs as the most profitable
way for integrating clinical practice guidelines and improving patient safety or
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quality of care. In particular, knowledge-based DSSs are able to assist physicians
in their decision making activities, by providing clear explanations of why actions
and suggestions are concluded. This feature is essential and allows doctors to
confide and understand the outcomes of the clinical DSS [5].

In order to formalize clinical recommendations into a Knowledge Base (KB),
the physicians’ knowledge needs to be refined into a machine-readable formalism
which will be processed by the system for simulating experts’ behaviors or for
providing suggestions and explanations.

Several knowledge representation methods are used at present, even if the
symbolic approach which combines ontologies and rules has recently appeared as
the more appropriate to describe medical knowledge, since easily understandable
by a non-technical audience, e.g. clinicians.

Specifically, if-then rules provide an efficient and intelligible way to model
experts’ behaviors and clinical recommendations in order to support physicians in
their decision making activities. Furthermore, if-then rules are considered essential
to provide clear explanations to the user of why actions and suggestions are
provided when determined input data have been gathered.

Doctors are not usually supported to directly manage the clinical guidelines
formalized into a KB, but they can only take advantage of the outcomes provided
by the DSS. Since the available knowledge acquisition tools are commonly
designed for a knowledge engineer audience, they are typically too complex for
clinicians, and only an intervention made by technicians can alter the existing KB.

By providing more intuitive mechanisms to manage and update a KB, clinicians
are motivated to accept and use clinical DSSs in daily medical settings, since they
are mostly entrusted with the suggestions generated starting from their expertise,
especially if inserted by them.

With the goal of providing user-friendly solutions for managing and editing the
KB of a clinical DSS, this paper proposes a pattern-based approach for modeling
condition-action clinical rules expressed in the form of if-then rules built on the
top of ontological vocabularies, and presents an intuitive rule editing tool which
implements such patterns.

The approach has been devised: (i) to offer editing patterns closer to non-
technical users, e.g. clinicians, in order to support the process of clinical knowl-
edge representation in a simple fashion; (ii) to reduce the complexity of the for-
malization process at the cost of functionality, by enabling the creation of only the
specific types of ontologies and rules that are needed and functional in the context
of clinical DSSs.

The rest of the paper is organized as follows. Section 65.2 introduces an
overview of the existing general-purpose solutions for building KBs and addresses
the motivations underlying the approach proposed. Section 65.3 depicts the pat-
tern-based approach, while, in Sects. 65.4 and 65.5, design considerations and the
rule editing tool implemented are described, respectively. Section 65.6 concludes
the work.
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65.2 Related Work and Motivations

Existing tools for editing and managing a KB are usually able to provide many
general-purpose capabilities by adopting knowledge representation formalisms,
such as ontologies and rules [6]. Due to their powerful abilities, they often result
very complex and high oriented to the supported knowledge representation for-
malisms which typically make them unusable for non-expert users [7].

Several studies [8–10] have shown that domain experts are usually not used to
model their knowledge in terms of ontologies and rules. Concepts such as the
definition of classes and sub-classes of entities are often very intuitive, but more
technical concepts, such as logic axioms and rules, can be managed only through a
knowledge engineer.

We speculated that to reduce the gap between domain experts and knowledge
editing tools, user interfaces should be designed with the aim of speaking the
language of the specific domain for which a knowledge base, composed in terms of
ontologies and rules, has to be developed.

To overcome these issues, we have focused on KB editing functionalities
mostly concerned to the managing of condition-action clinical guidelines, since, to
the best of our knowledge, none of the existing tools has been developed with the
aim of being mainly oriented to that direction. As a result, we have focused on
developing intuitive KB’s editing functionalities with the goal of simplifying the
provided editing features so to reduce the required technical abilities for managing
both the ontological terms and the procedures involved in clinical DSSs.

Specifically, we have analyzed some typical condition-action clinical rules, in
order to identify common, and repetitive, elements in their structures with the goal
of bringing back the creation and editing process of complex clinical rules, to
simpler and handier objects.

65.3 The Pattern-Based Approach

Typically, clinical recommendations contain statements referred to attribute values
owned by one or more entities, such as a patient, a clinical exam, and so on. Other
kinds of statements, instead, can refer to the existence of a relation between
entities. In the following, an example of the typical if-then structure, proper of
condition-action clinical rules, is showed:

if the age of a patient is more than 18 and the measured heart rate of the patient
is more than 100 bpm (beats per minute), then the suspected physiological status
of the patient is tachycardia;

In a clinical knowledge-based DSS, an if-then rule is usually modeled by a set
of statements to be verified (called the antecedent part of the rule) related to the
acquired data, and a set of actions (called the consequent part) to be performed
when the antecedent part of the rule is true. For instance, the above rule contains
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two statements to verify and one action (in this case, an assertion about the patient
status) derived when both the two rule statements are true.

Analyzing the above clinical recommendations, it is possible to reveal that,
while some statements are referred to generic classes of entities, some other
statements regard, instead, specific instances of such entities. For instance, the
statement ‘‘the age of a patient is more than 18’’ aims at testing the existence of an
entity, a patient, having a determined attribute value. There could be one, more
than one or no patient satisfying that statement, it depends on the current known
world. It has to be highlighted that the evaluation of the above statement is
completely free from any other eventual statements in the same rule. The state-
ment ‘‘the measured heart rate of the patient is more than 100 bpm’’, instead,
contains the meaning that the patient to consider has been already identified
elsewhere. Then, once discovered a patient satisfying the first statement, the
measured heart rate of that specified patient has to be evaluated. Specifically, the
second statement contains a connection to another statement in the rule, and it will
be not achievable until the first one is evaluated. Similar considerations could be
drawn for the rule actions, which are usually referred to entities already deter-
mined in the antecedent part of the rule.

After introducing the reported preliminary notions, a more formal description is
given in the following. We defined self-contained term, a rule term (statement or
action) that can be treated by only analyzing it and the current known world, freely
from any other eventual terms in the same rule. Contrariwise, we defined external-
connected term, a rule term referred to a particular instance of entity. Then, to be
evaluated, it requires information coming from other statements in the rule.

In this respect, the example rule reported above is composed by a self-contained
statement which let to determine from available patients the specific one having
age more than 18, and an external-connected statement which is referred to an
adult patient, determined from the previous statement. Finally, also the rule action
is an external-connected term, and it is referred to the same patient considered in
the rule statements.

According to the above definitions, the terms of a complex clinical rule can be
subdivided into self-contained and external-connected terms. Moreover, analyzing
the clinical rules terms, it is possible to reveal further common elements, that can
be distinguished by the type of referred entities and, the particular connections
established between the terms of the same rule. Specifically, since rule actions
could be usually described as special rule statements having determined restric-
tions, we have focused on the analysis of the common and repetitive elements in
generic clinical rule statements. Starting from these considerations, we have
identified a set of statement patterns which let to describe the generic structure of a
clinical recommendation.

We have defined as relational statement pattern a rule condition that aims at
testing the existence of relations between two entities. It is defined by a relation to
satisfy, and two entities which can be associated through the relation. For example,
the statement ‘‘a patient is suffering from a disease’’ will verify the existence of
the relation ‘‘is suffering from’’ between ‘‘a patient’’ and ‘‘a disease’’.
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In the above example, the entities involved are generic and only their typology
is indicated (patient and disease), then the considered statement is self-contained
and it can be evaluated freely from other statements results.

A relational statement can also be defined external-connected by specifying
either one or both entities of the statement, in order to verify only if the relation
involves the specified entities. The statements ‘‘the patient is suffering from a
disease’’, ‘‘a patient is suffering from the disease’’, and ‘‘the patient is suffering
from the disease’’ are example of relational statements in which some entities have
been already identified elsewhere.

In Table 65.1, a brief summary of the relational statements identified is
reported.

Moreover, some other kinds of statements, which can be found in typical
clinical rules, are referred to attribute values of entities, in order to compare them
either with constant threshold values or between themselves.

A Single Attribute Statement Pattern involves an entity, an attribute of the
entity, a constant value comparable with the attribute value, and a logical operator
to be evaluated between the attribute value and the constant value. For example,
the statement ‘‘the age of a patient is more than 18’’ is a self-contained statement
that will evaluate the existence of ‘‘a patient’’ having the attribute ‘‘age’’ whose
value is ‘‘more than’’ the constant value ‘‘18’’.

The external-connected version of this pattern let to model statements referred
to a specific entity owner of the attribute. For example, the statement ‘‘the age of
the patient is more than 18’’ would mean that a specific patient has already been
determined elsewhere.

Moreover, because this pattern needs only an entity to be defined, differently
from the relation statement pattern, only one kind of external-connected version
can be defined. The defined single attribute patterns are showed in Table 65.2.

In order to model attribute statements which aim at comparing attribute values
between themselves, we defined the Double Attribute Statement Pattern:
namely, it involves two entities, two comparable attributes of them, and a logical
operator to be evaluated between the attribute values. For example, the statement
‘‘the stature of a patient is less than the length of a bed’’ will verify the existence

Table 65.1 Relation statement pattern
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of ‘‘a patient’’ and of ‘‘a bed’’, with the ‘‘stature’’ attribute less than ‘‘length’’
attribute, respectively. In the extra-connected version of this pattern, either one or
both the referred entities have been already specified elsewhere. This pattern
requires two entities to be defined. Then, as for the relational statement pattern, the
external-connected version can assume three different shapes. The statements ‘‘the
stature of the patient is less than the length of a bed’’, ‘‘the stature of a patient is
less than the length of the bed’’, and ‘‘the stature of the patient is less than the
length of the bed’’ are example referring to either one or two specific entities.

Furthermore, the attribute statement pattern can assume an ulterior shape.
Consider the need to compare attribute values of the same entity, such as the
statement ‘‘the stature of a patient is more than its weight’’. This statement would
mean that the patient, owner of the attribute stature, is not specified but, the
patient, owner of the attribute weight, has to be the same owner of the attribute
stature. Then, this is a hybrid kind of statement in which, while the entity owner of
the first attribute to evaluate is not specified, the entity owner of the second
attribute is determined elsewhere, but into the same statement. We defined these
hybrid statements, self-connected statements.

The identified double attribute patterns are briefly summarized in the
Table 65.3.

Table 65.2 Single attribute statement pattern

Table 65.3 Double attribute statement pattern
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65.4 Design Considerations

In this section, we provide some design considerations about the development of
an editing interface implementing the defined patterns, and able to provide user-
friendly facilities for encoding clinical recommendations in the knowledge base of
a clinical DSS.

In order to encode clinical guidelines into a clinical knowledge-based DSS, the
physicians’ knowledge needs to be refined into a machine-readable formalism
which will be processed by the system for simulating experts’ behaviors or for
providing suggestions and explanations.

As shown in the previous section, the compositional elements of clinical rec-
ommendations are usually entities related to a specific clinical domain, with their
inter-relations and attributes. In this respect, we chose to adopt ontologies and
semantic web technologies to formalize a knowledge base, since they provide
standard and high expressive formalisms to model and share the knowledge about
a specific domain.

Specifically, the entities operated by the rules, such as a patient, a clinical
parameter, a disease, are concepts of interest in a specific clinical domain. The
knowledge about the raw and abstract concepts, their instances, attributes, and
inter-relations, namely the declarative knowledge of the KB, can be formalized in
form of ontology by using the standard Web Ontology Language (OWL) [11].

Moreover, to compose the knowledge about the procedures of the decision
making activity, namely the procedural knowledge, we have adopted the Jena rule
language [12], since it is the most appropriate language for writing if-then rules
operating on OWL ontologies.

In Jena, a rule is composed by a conjunction of statements to be satisfied, and a
set of actions to be performed when the antecedent part is true. The rule language
enables to refer in the rule bodies not only to classes and properties defined by a
given ontology but also to variables explicitly defined in the rules.

With the goal of developing an editing interface supporting the above defined
patterns, each of them has been redefined in terms of ontological concepts, attri-
butes, and relations in order to determine information required to compose each
particular rule term.

Specifically, given the ontology O, the set C of the concepts defined in O, the
set R of the relations defined in O and indicated with Rdomain (Rrange) the domain
(range) restriction of a relation R, and with IC the set of instances of a concept C,
the relational patterns can be built through the tuples defined in the Table 65.4.

In the same way, given the ontology O, the set C of the concepts defined in O,
the set A of the attributes defined in O, a constant value v having range vrange, and
indicated with Adomain (Arange) the domain (range) restriction of an attribute A, and
L(range1,range2) the set of logical operators suitable between the range of two
attributes, and with IC the set of instances of a concept C, the attribute patterns can
be built by the tuples showed in Table 65.5.
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Each pattern requires a specific set of information to be defined. For instance, to
compose a relational pattern the user should select the three elements involved (the
relation R, and the concepts C1 and C2).

Moreover, by taking advantage of the underlying ontology, many of the
required information can be automatically computed letting users just to select the
entities to insert in a rule, and determining the statement to create just analyzing
the particular selected entities.

Table 65.4 Ontological descriptions of relational patterns

Definition Pattern 

RP(C1,R,C2) / C1⊆Rdomain, C2⊆Rrange, 
where C1∈C, C2∈C, R∈R  R 

RP(C1,i1,R,C2) / C1⊆Rdomain, C2⊆Rrange, 
where i1∈IC1, C1∈C, C2∈C, R∈R  R 

RP(C1,R,i2,C2) / C1⊆Rdomain, C2⊆Rrange, 
where i2∈IC2, C1∈C, C2∈C, R∈R  R 

RP(C1,i1,R,i2,C2) / C1⊆Rdomain, C2⊆Rrange, 
where i1∈IC1, i2∈IC2, C1∈C, C2∈C, R∈R  R 

Table 65.5 Ontological descriptions of attribute patterns

 nrettaP noitinifeD

AP(C,A,op,v) / C⊆Adomain, vrange ⊆Arange, 

where  C∈C,  A∈A,  op∈L (Arange, vrange) A1 
AP(C,i,A,op,v) / C⊆Adomain, vrange⊆ Arange, 

where  i∈IC, C∈C,  A∈A,  op∈L (Arange, vrange) A1 

AP(C1,A1,op,A2,C2) / C1⊆A1domain, C2 ⊆A2domain, 

where C1,C2∈C, A∈A, op∈L (A1range, A2range) A2 

AP(C1,i1,A1,op,A2,C2) / C1⊆A1domain, C2 ⊆A2domain, 

where i1 IC1, C1,C2∈C, A∈A, op∈L (A1range, A2range) A2 

AP(C1,A1,op,A2,i2,C2) / C1⊆A1domain, C2 ⊆A2domain, 

where C1,C2∈C, i2∈IC2, A∈A, op∈L (A1range, A2range) A2 

AP(C1,i1,A1,op,A2,i2,C2) / C1⊆A1domain, C2 ⊆A2domain, 

where C1,C2∈C, i1∈IC1, i2∈IC2, A∈A, op∈L (A1range,A2range) A2 

AP(C,i,A1,op,A2)  /  C ⊆A1domain, C ⊆A2domain, 

where i∈IC, C∈C, A1∈A, A2∈A, op∈L (A1range, A2range) A2 
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65.5 The Rule Editing Tool

Starting from these design considerations, we have implemented a knowledge
editing tool embedding the above defined patterns with the goal of providing a
simple and intuitive interface to the clinicians who do not have a deep technical
expertise about ontologies, OWL syntax, and Jena if-then rules.

The overall editing interface is shown in Fig. 65.1, and it is organized as a
Knowledge Tree (the left area) and a Rule Editing Interface (the right area). First
of all, the Knowledge Tree contains concepts, attributes, and relations to be used in
the rules. It has been designed with two main goals: (i) to show all the concepts
defined in the underlying ontology, highlighting, for each concept, its attributes
and inter-relations; (ii) to lead the user in the process of composing well-formed
rule statements by hiding formalisms and constraints. Specifically, a rule statement
can involve instances, classes, relations and attributes, but it will be congruent and
verifiable only if domain and range restriction are observed.

Users can compose rule terms by selecting either a relation or an attribute in the
Knowledge Tree. Each available relation (attribute) is visualized under a concept
only if the concept itself is contained in the domain restriction of the considered
relation (attribute). In this way, the same relation (attribute) can be visualized
under several concepts in the Knowledge Tree.

On the other hand, the Rule Editing Interface provides two graphical areas,
corresponding to the antecedent and consequent parts of a rule, where it is possible
to drop items from the Knowledge Tree in order to compose a new rule term. As a
result, the Rule Editing Interface is graphically arranged in two areas.

The ‘‘IF’’ icon localizes the root node of the antecedents tree where each child
node can be respectively a statement, a logical conjunctive/disjunctive connector
or a couple of circle brackets. Statements included into a couple of circle brackets,

Fig. 65.1 The rule editing
interface
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which are associated to a higher evaluation priority, are arranged and visualized as
nodes placed in a nested level with respect to the brackets including them.

Similarly, the ‘‘THEN’’ icon is the root node of the consequents tree where each
child node can be respectively a statement or a logical conjunctive connector.
Since the consequent part of a rule consists in a conjunction of statements due to
the choice of the Jena rule formalism, as previously described, neither opened/
closed circle brackets nor logical disjunctive connectors are admitted.

Dragging a relation (attribute) from the Knowledge Tree, and dropping it in the
Rule Tree interface, the user will start the process of composing a rule term
involving both the concept above the selected relation (attribute) and the relation
(attribute) itself.

For example, to apply a self-contained relational pattern, RP(C1,R,C2), the
relation R and the concepts C1 and C2 have to be specified.

Because a relation R in the Knowledge Tree brings the information about both
the relation itself and a specific concept C1 contained in the domain restriction of
R, the selected relation R can be used to compose a relational pattern, and the user
has only to select the specific concept C2 by choosing between the concepts
included in the range restriction of R.

Then, for example, to create a new rule statement RP(Patient, has Clinical
Parameters, Physiological Measures) user has to drag the relation has Clinical
Parameters visualized under the concept Patient in the Knowledge Tree, and to
drop it into the ‘‘IF’’ area of the Rule Editing Interface. This latter will ask the user
to select the concept C2, as showed in Fig. 65.2, and the statement will be created.

Moreover, to apply an external-connected relational pattern, two-steps are
required, namely the creation of a self-contained version and the specification of
one or more instances to refer to.

It is important to note that when two statements in the rule are referred to the
same concept, by default, the Rule Editing Interface labels them with two different
ids in order to indicate that the statements are referred to two different generic
instances.

Then, applying, for instance, the pattern RP(C1, i1, R, C2) to express the
statement ‘‘the Patient attended By a Nurse’’ linked to the patient inserted in the

Fig. 65.2 The interface for
creating a self-contained
relational pattern
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previous example, the self-contained pattern RP(Patient, attended By, Nurse) is
first created and, then, by right-clicking on the statement, the Patient mentioned in
it is set as the same mentioned in the other statement previously created (see
Fig. 65.3).

Both the self-contained single attribute pattern AP(C, A, op, v) and its external-
connected version AP(C, i, A, op, v), work in a very similar fashion with respect to
the self-contained and external-connected relational patterns. In particular, to
apply AP(C, A, op, v), only a specific logical operator op and a constant input
value v, to which apply op, have to be specified according to the attribute A and its
range restriction. Moreover, to use AP(C, i, A, op, v), a previously defined instance
i of the concept C has to be specified by right-clicking on the statement inserted.

Furthemore, to use the self-contained double attribute pattern AP(C1, A1, op,
A2, C2), two steps are required, namely the creation of a single attribute pattern
and the specification of the second attribute involved.

For instance, to create the statement AP(Patient, stature,\, length, Bed) first a
statement AP(Patient,stature, \, ’’’’) is defined according to the self-contained
single attribute pattern. Differently from this latter pattern, the self-contained
double attribute pattern requires to not specify any input value for the created
statement (see Fig. 65.4). Indeed, the attribute length of the concept Bed is
dragged and dropped, in place of the input value not inserted, into the statement
previously created (in particular where the string ‘‘Insert here a float value’’ is
reported).

Finally, to use the external-connected double attribute pattern AP(C1, i1, A1, op,
A2, i2, C2), previously defined instances i1 and i2 of the concept C1 and C2 have to
be specified by right-clicking on the statement inserted.

Fig. 65.3 Using an external-
connected relational pattern
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In particular, to realize a self-connected double attribute pattern, the user has
simply to specify that both attributes involved into the pattern belong to the same
instance.

65.6 Conclusions

The paper described a pattern-based approach to guide and assist the creation and
formalization of condition-action clinical recommendations. The approach has
been implemented into a Rule Editing Tool which offers graphical facilities for
easily inserting and editing clinical recommendations expressed in the form of if-
then rules built on the top of ontological vocabularies.

The approach was devised: (i) to offer editing patterns closer to non-technical
users, e.g. clinicians, in order to support the process of clinical knowledge rep-
resentation in a simple fashion; (ii) to reduce the complexity of the formalization
process at the cost of functionality, by enabling the creation of only the specific
types of ontologies and rules that are needed and functional in the context of
clinical DSSs.

Future work will regard the definition of new patterns to handle vagueness in
condition-action clinical guidelines by using the Fuzzy Logic Theory [13].

In particular, next steps in this direction will regard the definition of patterns for
supporting the building of fuzzy rules on the top of ontological concepts and
properties.

Fig. 65.4 Using a self-
contained double attribute
pattern
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Chapter 66
Authorization of Proxy Digital Signature
in Workflow Systems

Samir Fazlagic and Narcis Behlilovic

Abstract In public key infrastructure systems the digital signature provides a
mechanism to validate the identity of a signer and verify the authenticity and
integrity of a signed document. However, the standard procedure for verifying
digital signature cannot prove that the signer is authorized to sign the document.
With proxy signature it is particularly important to prove whether the delegator is
the authorized signer. In an organization environment with more document
signers, such as in workflow processes in document management systems and
electronic archive systems, a control mechanism should be provided throughout
the document lifecycle to check whether the signer was actually authorized to sign
the document. This paper proposes a mechanism for validating the authorization of
the proxy signer during the whole document life cycle.

66.1 Introduction

In document management systems that use workflow processes for user collabo-
ration, an electronic document will usually be signed by multiple signers in
sequential tasks. Before they sign a document, some of the signers may need to
verify the previous signatures. In certain cases it is necessary to check whether the
previous signer was actually the authorized signer. The order of signing is of
utmost importance, because it illustrates the decision-making procedures and as
such is subject to validation of signature. The mechanism for verifying a digital
signature can determine the validity of the signatures in integrity terms, but the

S. Fazlagic (&) � N. Behlilovic
Faculty of Electrical Engineering, University of Sarajevo, Sarajevo, Bosnia and Herzegovina
e-mail: minutolo.a@na.icar.cnr.it

K. Elleithy and T. Sobh (eds.), Innovations and Advances in Computer, Information,
Systems Sciences, and Engineering, Lecture Notes in Electrical Engineering 152,
DOI: 10.1007/978-1-4614-3535-8_66, � Springer Science+Business Media New York 2013

791



digital signature itself does not provide proof that the signer in question is entitled
to sign the document.

The current proxy digital signature schemes do not provide for signature
authorization verification [1]. The digital signature technology is used to provide
the authenticity of the signer and the integrity of the electronic document, where a
digital signature cannot exist without the digital content and is always closely
linked to a specific electronic document or its segments. However, the verification
of digital signatures in a standard signature scheme does not provide information
whether the signer of the document is the authorized signer [2]. Such is the case of
signature validation in electronic archive system. The authorization validation
problem is particularly evident in cases of validation of signature rights delegation.
For example, there is a case where a user has delegated his document signing right
to another user whereby he himself did not have the right to sign the document.
Using standard mechanisms for verifying the proxy signature will not show that
the signature is not valid. This shortcoming will not be so emphasized in signature
validation while the document is still in the workflow process, because the signers
are expected to recognize the order of the signers and those deputizing them.
However, the validation of the authorization of the proxy signature may become a
challenge after some time. For example, tenure of a board member has recently
terminated. The issuance of a new certificate will cause the previous certificate to
be placed on the revocation list, which will make all previous signatures invalid.
Therefore, while he retains his digital certificate he will no longer be authorized to
sign any future documents. To overcome security threats and weaknesses in the
existing schemes, a new proxy authorization model is presented.

In smaller organizations the proving of the authorization of the signers may not
be a challenge, since employees are expected to be familiar with the hierarchy of
responsibility and the authorization of the signer. However, in large organizations
e.g. government institutions this may present a technical challenge due to their size
and business complexity. This paper proposes a solution for validation of the
authorization for signing rights.

66.2 Related Works

The signer uses a private key to sign documents while signature verifiers use a
corresponding public key. To ensure the authenticity of the received public key
before validating signatures, verifiers have to verify that public key belongs to the
person that signed the document. There are three feasible ways of providing the
authenticity of the public key: certificate-based public key system, identity-based
public key system and self-certified public key system [3]. In the certificate-based
public key system the issuing authority sign each certificate, which guarantees the
connection between the identification data and the public key. In the identity-based
public key system the authenticity of the public key is implicitly provided.
Therefore, the authenticity of the public key must be validated before proceeding
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to the signature verification [4, 5]. Checking the validity of signatures is not
complete without authorization of the signer.

There are several proxy schemes that meet security requirements, but they offer
no solution for controlling the delegation of privileges [1]. The problem is
inherited from the standard digital schemes. In the standard signature scheme
environment it is understood that the signer is the authorized person. Similarly, in
the proxy scheme, the delivery of a proxy key authorizes the proxy signer to sign.
Such an implicit authorization scheme cannot meet the requirements, because the
delegator often has a need to split privileges between more delegatees.

Attribute Certificates (AC) has become a standard way in Public Key Infra-
structure (PKI) systems for proving that the entity has the right to perform certain
actions. AC, signed by trusted Attribute Authority (AA), binds an identity in the
public key certificate with a particular set of attributes. The authorization decision
can then be made by verifying the connection between that identity to the attri-
butes. This approach has a disadvantage because the lifespan of the privileges in
AC is usually much shorter than the validity of PKI certificate.

Another method is a combination of the AC and proxy certificate. The proxy
certificate contains a public and private key pair that is signed by the original cer-
tificate. This is a standardized way of transferring privileges to the X.509 systems.
A proxy certificate has a short lifetime. Unlike the public key certificate, certified by
the Certificate Authorities (CA), the proxy certificate is identified by another public
key certificate, allowing or the proxy certificates to be created dynamically without
intervention from the certificate authorities. Solutions based on combining infor-
mation from proxy certificate and attribute certificates has a number of drawbacks
with respect to the more complex binding to attribute certificate [6].

In terms of security, any solution based on proxies need to be treated carefully.
Since the private key is sent with it and there is no mechanism for revoking
proxies, anyone who steals it can impersonate the owner. Even if someone knows
that proxy private key has been stolen, there is no standard way to stop it being
used. On the other hand, since the proxy certificate usually have a short lifetime, so
the potential damage is rather limited. In literature there are many works dealing
with authentication of the rights to sign but this still remains an open problem [4].

As shown in [7] the proxy digital signature could be implemented using
workflow technology and standard digital signature scheme, showing the necessity
of switching a signer dynamically. For example, the process defined in a way that
three signatories should sign an electronic document sequentially, should be
modified in the event that one of the signers has the right to delegate the signing
right to another person and to decide to do so. According to [8], the modification of
the process can be done either through changes of the instance of the process
definition or of the workflow process model. In the event of a change of the
workflow model, all running instances need to be restarted after the rollback. This
approach with the rollback is not acceptable because the signatures will be
declared invalid, and the user should re-sign a document that has already been
signed. So, the solution must support the change process during its execution.
Re-routing mechanism for process instances is not the subject of this paper.
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The problem of resource authorization in workflow management systems
including access right for document signing has become a research topic in the area
of workflow processes. In terms of resource control authorization in workflow
systems, there are generally several models for authorization. In order to provide the
specific task performed by the responsible person, an appropriate mechanism for the
authorization must be embedded in a Workflow Management Systems (WfMS). A
role-based authorization model is based on dynamic allocation of resources.
According to the context workflow activities, allowing the assignment of users and
permissions to roles will not properly assign tasks to the right participants. The
results of some studies in this area have been reported in [9, 10]. However, a role-
based model alone is not sufficient to meet all the requirements of security policies of
an organization [11]. To solve issues related to part-time role Bertino et al. have
proposed the Temporal-RBAC model [10]. However, periodic enabling of roles and
temporal dependencies among the roles cannot handle temporal constraints related
to the enabling of the user-role and role-permission assignments. Also TRBAC does
not make clear distinctions between well-defined notations of role enabling and
roles of activation [10]. These solutions are related to the authorization of resources,
including authorization to perform activities of workflow processes. Although the
same can be used for the management of rights to sign the document, these solutions
do not themselves provide at a later stage the mechanism for validity of the
authorization. This can be overcome by extending signature schemes with a license
structure for digital signature [4]. The work done by Ugur and Sogukpinar [4] is
closely related to the work being reported in this paper.

66.3 Proposed Solution

The key aspect of the proposed model is that the workflow system provides
information to validate the authorization of signatures that become part of the
document. To integrate the proxy scheme with the conventional WfMS, the data
model of the WfMS needs to be extended. By carrying out the process definition
according to the principle of enabling roles and roles of activation [11], WfMS
ensures that the document is submitted for signature to the person in the order as
provided by the process definition. The workflow engine should authorize task
performers at the time of signing in such a way that documents can only be signed
by authorized signers. After the user signs a document and submits a task, the
latter would be finished and information about delegation recorded in the docu-
ment and the authorization cancelled [1].

The order of the signers is determined according to the organization’s specific
business process and the corresponding roles of its employees. The information on
the roles of the signers would be contained in an electronic document along with
the digital signature.

Each signer is distributed a CA certified key pair, including the WfMS, which
has the role of the trusted third party signer. A list of signers and roles is
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initialized. The user role assignment list (UA) contains information on the persons
and the associated roles delegated. The active role assignment (AA) list contains
information on active roles, while the signer role assignment (SA) list includes
information on the required roles for authorized signature. For instance in UA list,
roles vice governor and governor are linked to the actual names, while in the SA
list those roles are linked to signer1 and signer2 respectively.

66.3.1 Design Issues

Generally, in the proxy signature scheme, the principal signer delegates his signing
rights to a proxy signer, thereby enabling the proxy signer to sign documents on
behalf of the original signer.

In our opinion there are two instances when signing rights need to be delegated:

(1) Planned delegation

The principal signer intends to delegate his/her rights to sign a certain docu-
ment, for a certain period of time, to another signer before the instance of
workflow process definition is initiated.

This design issue will be solved through separating of the signing roles from the
signer and binding the workflow process instance to the roles.

(2) Delegation by intervention

The workflow process is stopped due to the absence of the signer and needs
re-routing. Workflow processes for signing the document are a human-centric task.
In situations where a signer is unable to sign an electronic document, the workflow
management system (WfMS) should be able to re-route a document to another
person (automatically or by administrators) [8, 12]. Therefore, the workflow
process should be defined in a manner that the tasks are linked to the roles and not
actual persons. This approach provides a way to switch a real signer dynamically
and to continue the workflow process execution [9].

This design issue will be solved by:

(a) Using predefined alternative order in the process definition
(b) Repeating delegation and starting proces instancefrom the begining with new

parameters

This solution assumes that the signing of the document is linked to business
roles, and not for specific signatories. Process definitions should be organized
according to the organizational function, not the actual individuals, using only role
from UA list, while workflow execution task should follow information from
process definitions and AA list. Electronic document should be prepared for
signing according to the information from process definition and SA list. This
approach allows the problem of delegation of rights between signatories is
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replaced with the problem of granting the proper role to a particular user for a
specific period of time.

66.3.2 Data Model

WfMS data model should be extended with data structure for handling signature
rights and delegation. This will provide that all the required information can be
captured and modeled in the workflow definition.

Data structure userRoleList, activeRoleList and roleSignerList are defined to
store, map and update information about the user role assignment (UA), the active
role assignment (AA), and the role signer assignment (SA). Information how to
verify and authorize delegation to proxy signer, should be contained in the
document.

66.3.3 Proxy Signature Scheme with Authorization

The basic idea behind the construction of such proxy scheme is to incorporate
warrant inside another warrant which is related to the proxy private and public key.
The keys have a short term and are always combined with a time stamp. The
following notations are used:

(XA,YA): A signer’s key pair
(XWf,YWf): WfMS signer’s key pair
(XB,YB): B signer’s key pair
(XP,YP): proxy signer’s key pair
(XTS,YTS): Time Stamping Authority’s key pair
Td: the expire date/time of the delegation
mW: the warrant issued by signer A
MA: delegation message to WfMS signed by A
MATS : delegation message MA with time stamp
MWf : delegation message to signer B signed by WfMS
MWfTS : delegation message MWf with time stamp
Ts: time stamp
D: signature of document d with XP key
DTS: signature D with time stamp
IDA: Identity of A signer
IDB: Identity of B signer
The process of starting delegation and proxy signature generation is shown in

Fig. 66.1. When process of signing is finished, MWfTS and DTS become a part of
document d.
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Step 1. Initial setup
Each signatory is distributed a certified pair of keys, including the WfMS,

which has the role of trusted third party signer. Initialize the UA, PA and SA the
list of signers, which contains information about the required roles for authorized
signature.

Step 2. Starting delegation process
The signer A signs a delegation message mA = (IDA,IDB, mW) with his private

key MA = Sign(XA(mA)), and delivers it to the time stamp server TS for time
stamp and sends the resulting MATS = Sign(XTS(MA,Ts1)) to the WfMS. The
WfMS then updates the list that contains signers and their respective
responsibilities.

Step 3. Proxy generation and proxy signature generation
The WfMS always has a role of the principal signer, so it generates a short-term

key pair (XP,YP) for the proxy signer, designated by A. Before initiating the gen-
eration of keys WfMS must consult the authorization list to check whether A is
entitled to delegate these privileges to the signer B. The WfMS generates a key pair
just before the signature, or when signed by the workflow will start the action of
signing the document. It composes a delegation message MWf = Sign(XWf(MATS,
R, YP, Td)). Td is the expiry time and date of the delegation signing capability for a
particular digital signature. Time Td is very close to time stamp, because the
generated key pair has very short life time. R contains data about the role for binding
the proxy signer and the role-signer. Now the WfMS sends MWf to TS for time
stamp, MWfTS = Sign(XTS(MWf,Ts2)). The WfMS than sign short-term proxy pri-
vate key XP as Sign(XWf(XP)), and send to proxy signer B together with delegation
massage MWfTS. The proxy signer B first verify Ver(Sign(XWf(XP))), then authen-
ticates proxy key XP with YP. If it holds than signer B with the key XP sign the
document D = Sign(XP(d)), and delivers it to the time stamp server TS for time
stamp XP = Sign(XTS(D,Ts3)). The proxy signer B with the proxy key XP, for the
signer A within the scope of authority, generates proxy signature of the document as
tuple (d, DTS, MWfTS). To prove that is proxy signer B with identity IDB, he can sign
MWfTS with private key XB MWfTSB = Sign(XB(MWfTS)).

Fig. 66.1 Signer A delegates
signing right to signer B
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Step 4. Proxy signature verification
To verify the proxy signature (d, DTS, MWfTSB) on document d, given as:
(d, Sign(XTS(D,Ts3)), Sign(XB(Sign(XTS(MWf,Ts2)))))where D = Sign(XP(d))

and MWf = Sign(XWf(MATS, R, YP, Td)),
by executing the standard verification algorithm verifier first authenticates YP

(MWfTS) = Ver(YB(MWfTSB)
(MWf,Ts2)) = Ver(YTS(MWfTS)
(MATS, R, YP, Td) = Ver(YWf(MWf))
then verify delegation
(MA,Ts1) = Ver(YTS(MATS)) and
(IDA,IDB, mW) = Ver(YA(MA))
and checks statemant Td [ Ts3 [ Ts2 [ Ts1 then a verifier should verify
(D,Ts3) = Ver(YTS(DTS))
d = Ver(YP(D))
If role given with R match the role of role-signer authorization for document

signing is proved, and signature is valid.

66.3.4 Implementation Issues

The proposed solution can be implemented using X.509 attribute certificate
combined with the proxy certificate taking account of the overlap between their
capabilities. The AC certificate is issued by the principal signer, and the proxy
certificate is issued by WfMS. They both become part of an electronic document
and are logically bound to the digital signature. It should be noted that the actual
signer never signs electronic documents with the standard digital signature instead
it always signs as the proxy signer. Since very few proxy schemes deal with
revocation mechanism [6] that will be addressed in further works.

66.4 Conclusions

In this paper we have introduced generic proxy scheme with authorization. First,
we have shown the necessity of signature authorization control, and proposed
solution integrating standard digital scheme with workflow management system, in
such way that information on the signers’ roles from the WfMS be part of the
electronic document and serve for later validation of the authorization of the
signing rights. Primarily discussed were two delegation types: planned delegation
and one by intervention. The former would be based on the separation of the
signing roles from the signer and binding the workflow process instance to the role
signers. The latter would include either the use of predefined alternative order in
the process definition or repeating delegation and starting the process instance with
new parameters.
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Chapter 67
Semi-Agile Approach to Software
Development Process

Deniss Kumlander

Abstract Most modern companies realize that the best way to improve stability in
the global, rapidly changing world is to be innovating and produce software that will
be fully used and appreciated by customers. The key aspect on this road is personnel
and processes. One of the best approaches to software development process into
follow modern agility techniques. Unfortunately sometimes requirements to execute
such are too high although the benefits are also sufficient. The paper proposes that the
relaxing of those restrictions in many key aspects formulated as semi-agile technique
can improve the level of possible adoption of it without any decrease of acquired
benefits. The approach sufficiently differs from the hybrid agile proposals.

67.1 Introduction

The number of projects failures is very high in modern software development
despite all newest approaches. Those failed projects’ costs are carried by
customers and add a lot of extra cost to successful projects. Unfortunately the
situation with ‘‘successful’’ projects is not very different as well: just one fifth of
the developed functionality is used ‘‘often’’ or ‘‘always’’ and 16 % more ‘‘some-
times’’. The remaining functionality represents improperly spent development
resources as it is either never used or used extremely occasionally [1]. The global
market increasing competition between software vendors and much more
demanding markets force companies to stabilize their productivity and improve
their development process in all possible ways [2]. The key factor on this road is
personnel and the process, which is recognized as a very important aspect of
company success [3].
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Unfortunately the software industry is a highly technological sector [4] with a
shortness of the personnel resource in many countries. Therefore we need both to
motivate company employees creating for them challenging and comfortable
environment to work in and to be able to overcome the restrictions of resources
shortness building up successful teams from the available individuals. This task is
far from been trivial and therefore it is not the easiest to solve [5–7]. Many modern
software development methodologies rely on the advanced teamwork, which is
stimulated by a high level of freedom in several types of decisions. The freedom in
decisions is usually described by using an ‘‘autonomous team’’ term, which is
defined as a team performing its’ tasks independently and therefore such team
granted with a significant respect within the organisation [8].

Generally, the software development process quality depends on many aspects
and the team performance is just one of them. The next, but not least one is the
process itself. The ultimate goal of software engineering process is to provide
customers with tools that will help them to automate their activities or achieve other
desired goals. The modern software development faces new challenges as customers
demand much higher quality of the released software, shorter development cycle
and increased flexibility of defining requirements. Adding to the previously said also
external parameters like quickly changing business environment we get a process
having a lot of uncertainties where a task of matching expectations and the released
software become quite a challenging task especially after many months of devel-
opment. This huge pressure on software vendors produces a relatively high level of
software projects failures. Research show that up to 27 % of all projects fail because
customers are not satisfied with the delivered software [9] and a lot of other projects
fail since those do not fit into budgets. Sometimes it happens since those projects are
having difficulties with meeting customers’ requirements during final stages and are
rebuilding the software again and again. This clearly demonstrates existence of gaps
between developed software (features, budget) and customer expectations. There-
fore it is crucial to follow techniques like agile in order to bridge the gap like that by
using reviews, demos, shortened development cycle etc. Unfortunately the reality is
not this simple and the agile technique sometimes is unable to bridge the gap or
companies are not able to follow them due too high restrictions applied to teams and
companies willing to follow them. The aim of this paper is to show a relaxed agility
techniques which could both help to eliminate the remaining gaps and make agile
techniques more suitable for ordinal software vendors.

67.2 Agile Core Techniques

Agile core techniques include, but are not restricted by the following techniques:

1. Self-organized teams
2. Sprints and backlogs
3. Continues integration
4. Clean code approach
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67.3 Self Organised Teams

Some authors see either the autonomous team or self-management team to be a
direct synonym for a self-organised team [10, 11], which is generally defined as a
team able to act autonomously without the supervision.

There are different types of autonomy and those include external autonomy,
internal or individual. Alternatively the autonomy could be applied to different
subjects (or set of subjects) like people, planning, goals, products decisions and so
forth. External autonomy is defined [12] as the level influence of management and
other individuals (outside the team) on the team’s activities and the smaller the
influence is the higher external autonomy is owned by the team. The external
autonomy can be:

1. Obtained by the team as a compromise between organizational (i.e. hierar-
chical) management style and a need to run projects effectively;

2. Granted to the team by the management deliberately in order to force team
independency and stimulate innovating and creative thinking;

3. Occur due any gaps in the management hierarchy.

The internal autonomy defines in what degree all members of the team are
involved into making decisions, i.e. where decisions are made jointly or by a very
restricted set of chosen members of the team. The individual autonomy refers to
the level of independency or each individual member of the group defining what
control s/he has over his/her duties/tasks and freedom to re-organise those.

Classically the main requirement for converting a team into a self-organising
team is a shared understanding that the constant communication between different
people and roles within the team is the only way to achieve the required result in
software development process. This should be combined with a clear under-
standing that each member should do her best in order to complete the project in
the fastest and the most efficient way and a team internal trust that each member
does his best within his skills field. Although this requirement is generally suffi-
cient to make a team to be successful, there are still a lot of examples were teams
failed on this road [10, 13].

Before we introduce semi-self organised teams we should define requirements
of the standard self-organised teams approach. The first one is defined for persons
included into such teams—they should correspond to the following criteria:

• Has the ability to think independently;
• Has the high level of knowledge or education;
• Has an ability to learn;

The second one promotes the need for an effective collaboration, i.e. a quick
and efficient exchange of the information within the team, and is formulated as
‘‘The team should be relatively small’’. Moreover it is advisable to include into the
team individuals having the same level of cross-respect. The main idea of this is of
course already formulated by the earlier requirement of having the high level of
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knowledge, but it is not always a matter of just knowledge or ability to learn, so it
is separated into a standalone requirement. If any team person will not correspond
to this, then others will tend to skip him in internal discussions breaking the rule of
efficient internal collaboration and so making dead ends where the ‘‘team’’ spent
time inefficiently. Moreover other team members will keep such person on second
roles managing his/her work and this could potentially lead to conflicts as all
developers officially are on the same level. In result this sufficient difference in
knowledge and involvement could unbalance the team and blow it up [14]. For
example there is a natural conflict between required autonomy levels to move
effectively toward the team goal. On one hand the team requires group autonomy,
on another hand individual autonomy and those could conflict sufficiently
decreasing the team effectiveness if some individuals dominate in their individual
autonomy over others.

67.4 Semi Self Organised Teams

The main idea of the semi-self organised teams is to relax strict requirements
described above balancing the team by several approaches described below
including taking away certain percentage of autonomies.

First of all earlier described internal conflicts are not always that much guar-
anteed to happen. This greatly depends on the low skills’ members’ ego and
approach to the work—have they come to learn or they do have high ambitions
and tend to teach others? If they are not egoistic and ready to accept the smaller set
of responsibilities and right then the team could become externally self-organised
and internally partly hierarchical. Notice that self-organisation principle always
assumed to have a flat hierarchic in other words monotone team. In our approach
we can build the team combining persons ready to cooperate so that the self-
managing team is clustered in the end result into standard members and guided
members. This kind of teams is much easier to build up, execute and more efficient
to run since experts within the team will make decisions.

Next we would like to define the ‘‘semi-self-organised’’ team—it is a team that
is able to act as semi-organised during a short (restricted) period of time and so is
able to survive a temporary lack of management without decreasing its perfor-
mance. Moreover in the long term such teams could require quite a minimal
management efforts and the strength of ‘‘semi’’ part could vary basing on inde-
pendency level given to the team versus the amount of management efforts
required to keep the team moving toward milestones defined by the organisation.
In other words such team can be guided on monthly base and will not require
constant management efforts.

So, the semi self-organised team requires less in order to be produced and is the
same efficient and powerful in the short term as the standard self-organised team
and is inexpensive to keep as still requires quite minimal management attention.
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Especially well those suit for critical or pilot projects, which are normally not long
although in the ordinal scenario those work nicely as well.

The additional technique to stabilise the semi-self organised team include the
following:

1. Rotate the manager role within the team to extend the knowledge of problem
the team as the whole should solve and knowledge regarding the developed
product

2. Value individual autonomy and allow to select tasks to keep the tasks
challenging and stimulating

3. Promote co-work including high transparency of tasks and progress (i.e. nobody
should refuse to report what he is doing at the moment to anybody), code reviews
motivating the knowledge transfer including the experience transfer and pair pro-
gramming to motivate lower level employees to get involved into ‘‘high matters’’.

67.5 Sprints and Backlogs

Majority of agile teams organize the documentation in a form of backlogs were you
list up all the features you are going to implement basing on the current knowledge
of the future release. The last part of the sentence is important since the goal of the
product can be shifted during the project since, unlike most historical approaches,
the product development process is organised into sprints, i.e. into development
increments lasting several weeks (typically 3–4). Each increment should produce,
in most cases, ready to release software (addition). Such sprints always end up with
a demo to product owner and other involved parties during which the software is
either accepted or rejected or small modifications are required. These demos also
clarify the current position and allow evaluating the goals basing on visualisation of
current status of the project during the demo and so help to reroute the product
evolution in the correct direction. Notice that this approach is based on constant
evaluation of the product and help us to correct the implementation process on early
stages. Moreover the management team always is able to see both the progress and
have visualized result versus management/customers’ expectations shifting the
product from virtual world to reality step by step.

Besides, the backlog is built for each sprint dividing the functionality, included
into it, into small pieces as well as defining a responsible person for each task.
Beside it introduces a time line drawing the optimum line from the beginning and
the current progress line by decreasing the amount of work remaining on the daily
basis. This way we do achieve

1. Visualisation of the progress which is used by both team developing the
software and management to detect potential problems early

2. Combining personal responsibility and team one. So the team has enough
information to help owner of critical tasks, but no task has a collective
ownership leaving some to have none to work on.
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67.6 Semi Sprints

The overall idea of sprint and backlog is superior not only to progress the work but
also to resolve uncertainties in the project in case of corresponding planning [15]
and practically needs no changes except a note that there are a small set of project
types where this technique cannot be employed [16], which mostly does not
overlap at all with the commercial software production cases.

The only problem of this part is related to the main goal of executing sprints:
provide early the progress and receive the feedback from the product owner
regarding both correctness of the current sprint result and future sprints (directions of
product development). Although it sounds like exactly what product management
wants from the development team it is not always the case especially if the company
have a long experience consuming older approaches the software development. This
produces problems first of all because this feedback cycle is not one directional, but is
nothing else than a collaboration between product owner and development, testing
teams. In other words in some companies development team can become much more
interested in getting feedback than the management in reviewing or providing such.
The reason is simple—although development team can carry on traditionally by
goals formulated in the beginning of the project, consuming the agile approaches
they quickly become fond of it basing on experience and will try to remove the
overload peaks by ensuring early correctness of delivered iterations. This matter can
be complicated in distributed teams where the product owners teams located far from
development center and so cannot be easily accessed by team leaders.

This problem can be resolved by establishing the ambassadors’ roles in the
overseas teams, who should represent the team needs within another team, moti-
vate to provide feedback, remind, push and act in other possible ways in advantage
of the team they represent. Here we can see the possible shift of the R&D manager
roles which will be less involved into direct management of the teams due self-
organisation of those and more into organisation there work including their rep-
resentative part defending development team interests.

67.7 Remarks on Continues Integration

The continues integration process is a power mechanism to monitor the status of
the project from the build, compilation and integration of different system modules
points of view. We will not describe this process here in more details as this is a
well-established and widely used technique, but instead will proceed to proposed
improvements.

The continues integration process is not a standalone one, but should be
extended by the following:

1. Continues awareness of testers on completed elements and partly developed in
order to avoid producing misleading error reports on parts in development and
concentrating efforts on completed elements;
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2. Continues testing even if no test driven development is used—automating the
testing process as much as possible on all levels (concentrating first of all on
high or meta levels) to identify broken parts;

3. Continues performance testing to detect both trends and arising performance
problems related to the latest changes in the code on early stages

67.8 Semi-Clean Code Approach

The clean code approach requires avoiding solution complexity increasing in
advance. In other words if there is no direct use to build an advanced solution you
should restrict yourself to the simple solution sufficient enough for the current
problem or problems that will arise in the nearest future. The approach is expanded
also to documents and comments. Documenting (in form of specifications) should
go to minimum or be avoided completely. The same applies to writing comments,
which is partly replaced, in compare to the old style software development, by the
test driven development in agile practices.

Unfortunately the company personnel doesn’t always have enough experience
and education to act as software architect and correctly

1. Determine on the fly the correct granularity of the architecture—does the
current addition require more general architecture shift or can be local;

2. Identify right moment to look at the system from the upper level in order to
refactor globally;

3. Build up the architecture knowing all the features presented in the software
including current functionality and planned (here the planned is used for cases
when you have two similar alternatives and selecting one of them based on
planned features will not mean increasing the complexity in advance, but will
mean decreased probability of having to refactor in the nearest future).

Considering all said above we can conclude that the ad hoc approach cannot be
applied in most projects and the help of software architecture is needed. Can it be
provided on the fly during the system building as each sprint defines what will or
will not be developed? Unfortunately some software developers not only unable to
define the classes and architecture by themselves but also unable to ask right
questions during the implementation phase, which leads to constant believe that
nothing global should be build. This will end up in a huge mess (of classes and
interfaces) without any layers or granularity, i.e. results in a system, which is both
complex to maintain and develop further as any new development produces
problems in many other software areas making it extremely hard to balance.

Therefore we propose that software architecture role should be seen as equal UI
designer role etc., in other words it should be a single responsibility for the person to
determine correct software architecture, plan its evolution basing on the sprints
initial plans and produce architecture documentation which should be delivered to all
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team developers. This will not only centralize the process of building architecture,
but also will give guidelines to developers sufficiently simplifying their tasks.

From our point of view basing on experience in many projects the question of
commenting code is also an essential one in order not to lose the knowledge within
the software companies. The problem here is none constant list of team
members—unfortunately all motivational techniques we do employ [3–5] do not
always help us to keep workforce stable and sometimes the understanding of the
code without the author become practically impossible. Therefore, together with
naming conventions, the most sophisticated code pieces should be commented and
evaluated (both code and sufficiency of comments) during the code review.

Finally, we would like to discuss the question of eliminating the documentation
from the agile development. There are a lot of good reasons to follow this advice:

1. The initial full documentation cannot be correctly formulated from the begin-
ning since we don’t know how sprints, demos and changing business require-
ments will change the project end result;

2. The documentation covering the current sprint in most cases contains huge gaps
since during the implementation a lot of crucial questions are stated by
developers, which obviously was hard to foresee writing the initial specification
draft. Those questions in most cases are solved ad hoc without revising the
specification. In the result the specification is dangerously incorrect and mis-
leading and cannot be correctly used by the testing department to evaluate the
software

At the same time the fixation of what is done should be still made in some way
to provide testers with enough knowledge on the built features. In order to over-
come problems we do propose the following: although the agile team is normally
small enough to generate constant knowledge transfer, there are two groups of
people knowledge transfer among which is crucial—analysts and testers, since
those represent the beginning and completion stages of the product development
process and the cycle should be closed in order to ensure correctness of devel-
opment. Therefore we should insist on putting their work tables as close as pos-
sible. Moreover the idea of pair programming should also be evolved beyond the
development team and applied to testers and analysts. Those could form a team
both planning the functionality (so testers could start planning test cases with
analysts) and testing, so analysts will educate testers and help them to understand
the context (the reason) of developed features.

67.9 Conclusion

In the paper we have revised base approaches of the agile software development
and argued how it can be redefined as a semi-agile approach for cases and teams,
which cannot execute the pure technique. Following the semi-agile principles
those teams will be able to derive majority of agile process’ benefits staying within
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the restrictions they are unable to overcome either temporary or constantly. In the
first part we have reviewed self-organised teams. First of all the paper proposed
changes organising teams by relaxing restrictions and loosing certain percentage of
autonomy that doesn’t result in any sufficient decrease of performance in short
term and is balanced by simply additions in the long term projects. The paper also
introduced semi-sprints and semi-clean code approaches in order to overcome
typical problems of the agile process bridging remaining gaps between theoretical
vision and practical result of project organisation following modern techniques
affected by uncertainties and lack of stability in documentation and personnel.
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Chapter 68
The Influence of Student Body-Talk
Reaction in Formulating Effective
Teaching Strategy

Ahmad Sofian Shminan and Runhe Huang

Abstract This research attempts to explore and elucidate the potential applica-
tions of educational technologies such as ICT and ubiquitous computing tech-
nologies in solving core domain problems that exist in lectures of higher
education. This article emphasizes the importance of student-centric awareness in
an effective teaching system. Apart from the continuously integrated and updated
personal profile, non-verbal communication such as students’ body-talk reaction is
one of the important elements of reading and understanding students in the
classroom. In the proposed effective teaching system, student facial expression and
sitting posture are continuously monitored and analyzed, based on the applicable
set of effective teaching support agents are employed to support a teacher to make
a conclusion, take an action, or automatically involve in the teaching process.

68.1 Introduction

Students are the most important individuals in the classroom learning environ-
ment. Passivity of students to engage in any activity and superficial learning to
interact with the instructor is an indication of the failure to create a positive
atmosphere of learning required in classroom. A teacher should not regard the task
of creating a positive classroom atmosphere to be easy. In fact, it is a challenge.
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There is are a variety of effective teaching strategies, one psychological approach
addressed to create a positive atmosphere in the learning process is to apply non
verbal communication [1, 2]. It requires a teacher to read and understand the
instinct of the heart, personal needs and reactions through observation of student
reactions during real-time learning process. A teacher can use students’ facial
expressions such as smiling, frowning, nodding his head, biting lips, and sitting
posture for instance, slanting on the chair or lying on the table, as a source of
feedback while delivering the content. A teacher can use this information as input
in the decision whether to accelerate or stunt the speed of lectures delivered.
Review by Jolly [3], shows that about 35 of verbal communication and 65 % of
non-verbal communication needs to be done by a teacher when teaching to ensure
effective teaching and learning process. Having these skills and understanding is
not easy though it is considered as an advantage for a teacher who owns it. Even
though a teacher possesses such teaching skills, it is certainly not very practical
when it comes to a room the size of a huge lecture hall.

With the rapid developments of information, communication technologies and the
advance researches on ubiquitous computing, the convenience of monitoring stu-
dents’ activities and behaviors with wired or wireless surveillance cameras and other
sensing devices in classroom learning becomes possible. Student-centric effective
teaching strategies [4] that blend effective, dedicated and systematic such as group
work, role play, paraphrasing, debate and etc. can be applied accordingly upon the
conclusions of being aware of students’ learning situations. Success in implementing
educational technology-based teaching strategies has been reported in various field
studies [5], [6] and [7].Thus, the direction of this research is towards progress on how
to help teachers create effective elements and active teaching–learning process which
is conducive in the classroom atmosphere. This article is focused on describing a
student-centric effective teaching system in which students’ facial expressions and
sitting postures are continuously monitored and analyzed at every specified interval. A
set of effective teaching support agents consisted of body-talk reaction context
awareness agent, teaching strategy agent, learning assessment agent, and teacher
support agent, etc. are employed to support a teacher to improve the teaching effec-
tiveness and motivate students to actively involved in the learning process.

68.2 Related Case Studies

Effective teaching is not a new topic. There has been a long history and intensive
studies had been conducted by many educators, educational organizations, ICT
and ubiquitous computing based education system developers and researchers.
Although those studies are for different subjects, different groups of students,
different learning objectives, we detect the existence of diversity in effective
teaching methods, strategies, and systems.

The use of interactive technology alongside traditional lecture delivery is in fact
seen to contribute toward creating an active learning environment. An interactive
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lecture application has, in fact, been developed before. Its existence differ in
variance and type [8]. Meanwhile in 2005, a group of researchers from the
University of Wake Forest succeeded in developing the second generation of PRS;
it was named the Class in Hand application, which operated using a PDA. The
developed application is able to add specific additional abilities to assist interactive
communication between lecturer and student [9]. The development of this inter-
active lecture application continued when an application named Concert Studio
was produced by Fraunhofer Institute for Integrated Publications and Information
(IPSI) Germany [10].

In another research dimensions, two researchers from Japan has developed an
application called uClassroom [11]. This application is used as a facilitator in the
CMS application. They describes the concept of ubiquitous classroom and its
implementation that enables us to expand the awareness among faculty and stu-
dents in classroom. One-to-one technology is getting more and more attention, and
it will start to make changes to education [12]. The researcher apply self-paced
learning as the pedagogy in one-to-one classroom, and develop a monitoring
system to help teacher to handle the classroom. The focus of this research is to
develop the tools that can be used by lecturers to monitor teaching in the classroom
learning. Technologies when embedded in teaching strategies to support the
cognitive and social process of learning, can provide unique opportunities for
teachers [13]. Under the face-to-face learning environment, the Classroom
Response System based on affective computing can effectively capture the
learning outcomes of students immediately then send it to teachers as feedback
[14]. According to this researchers, with this teacher support tool, interactive
learning as questions and answers (Q&A) can be much easier and fun by using
handheld transmitters. This researcher proposes a classroom response system, and
this system will be used to achieve the effectiveness of learning through the test;
the same time when using webcams to record learner s facial expressions.

Through previously mentioned analysis of studies, these domain problems can
be resolved by employing an active and interactive approach in the teaching and
learning process. However, based on study results analyzed by the researcher,
previous studies have been focussed on the improvement of lecture delivery.
Moreover, any study involving the teaching and learning aspect that attempts to
explore student learning needs based on body-talk reactions and learner profiles
was not clearly defined. And so, it is the researcher’s view that this study may be
highlighted because it contributes greatly to the field of education.

68.3 Proposed Approach

The grass root framework for the development of such personalized ubiquitous
education system consists of several main components, namely Student Context
Resources, Human-centric Information Processing, Agents Service Platform, and
Effective Lecturing Framework. Figure 68.1 gives an overview of the proposed
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system framework. As shown in Fig. 68.2, some commonly used ubiquitous
devices and sensors are equipped in the classroom.

Some kinds of students’ activities and behaviour are monitored and recorded.
In particular, web cameras and Kinect sensor are set up to catch each student’s face
image from the front direction and sitting posture from the side.

Fig. 68.1 Overview of the proposed system

Fig. 68.2 A scenario of learning in class
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All raw data from all devices and sensors are collected and stored in Student
Context Resources. The facial images and sitting posture images of students in the
classroom are stored in Online Structured Log but processed in Interactive Lec-
turing System. From the results of the facial expression extraction and the sitting
posture extraction of students, the awareness agent concludes each student’s body-
talk reaction, which is one of the sources that contributes to teaching strategy
generation. Other two sources for teaching strategy generation are from the online
learning assessment and the personal profile. A personal profile is generated and
updated offline. The personal profile contains personal information and as well as
personalized features such as personality, interests, grade records, etc. The com-
bination of static offline information from the personal profile and dynamic online
conclusions from the body-talk reaction awareness, and also the learning assess-
ment is supposed to produce effective teaching strategies for supporting a teacher
to conduct interactive lecturing in the classroom. All agents that play different
roles are running on Agent Service Platform. They communicate and collaborate
each other towards a same goal: providing an interactive teaching environment for
students in a lesson or a learning activity.

68.4 The Student Context Resources

Student context information are the most important resources for identifying
students’ situations. Data monitored by sensors and recorded by devices in the
classroom makes up a huge amount of raw data. There should be a reasonable
structure for organising and managing the raw data.

Here, we introduce the concept of log; a certain data structured database, such
as space log, student log, teacher log, device log. It is supposed to be easier for
retrieval and the use than the raw data or the conventional database in a particular
application such as student facial expression extraction and sitting posture
extraction. It is worthwhile to point out that the hierarchical log system enables a
log database be dynamically rearranged and restructured according to an objective
or an application. Figure 68.3 gives an example of the hierarchical structured log
data.

68.5 Body-Talk Context Awareness

According to an article 2006 written by Kajita and Mase [11], the process of
learning and teaching in a higher learning institution, the most common and main
activity that takes place is the interaction between teachers and students, the
classroom on the other hand is the location that permits this. With this interaction
process, a teacher will be able to identify each student’s wellbeing. To acquire and
measure a student’s level of acceptance and understanding during a lesson can be
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seen by identifying the spontaneous reaction resulting from their facial expressions
and movements. If the lesson is interesting and meaningful, students will react
positively with a high level of interest as oppose to behaving indifferently, not
paying full attention when the lecture is conducted bland and boring. As a good
teacher, he/she is able to read students’ reactions from their facial expressions and
sitting postures and to understand students’ learning states accordingly to take
appropriate teaching measures so as to reach the maximum teaching effectiveness.
Therefore, the facial expression extraction and sitting posture expression of
students in a lesson or a teaching activity are two key components in the Inter-
active Lecturing System.

68.5.1 Facial Expression Recognition

Mehrabain in article by [15] states in her research, verbal communication con-
tribute only 7 of total communication, vocal tone effects 38 whilst facial expres-
sion constitutes 55 %. This research shows that students’ facial expression during
class is paramount to learning and teaching strategy. A commonly used physio-
logical framework by researchers as a guide to explain specifically facial
expression is the FACS (Facial Action Coding System). Paul Ekman designed the
FACS framework in 1970 [16].

To identify students’ facial expression during class, a researcher need to
develop a facial expression recognition. Usually, facial expression recognition
goes through three process sequence beginning with input of facial data that is

Fig. 68.3 An example of the hierarchical structured logs
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recorded using web camera, feature extraction by deploying compatible algorithms
and lastly, facial expression classification according to categories set in FACS
framework.

The proposed approach consists of 3 main stages namely image pre-processing,
facial expression feature extraction and facial expression classification.
2The description of each process is explained below:

a Image Pre-processing: The image intensity was normalized using the histogram
equalization. The face area of an image was detected using the Viola-Jones
method based on the Haar-like features and the AdaBoost learning algorithm
[17].

b Facial expression extraction: The facial region is then converted to a column
vector which forms the feature vector. The feature vectors suffer from high
dimensionality, which can cause over-fitting during classification. One approach
to reduce the dimension of the feature vectors is to apply principal component
analysis. According to Turk and Pentland [18] article, the Eigen face is efficient
approach to determine human face space. In this technique the image frontal
face image can be constructed based on the small collection of weights for each
new face.

c Facial Expression Classification: The output from the stage above is analyzed by
classifiers. In this paper, researcher implemented feed forward propagation
network to classify two expressions (sad and happy). This Network has
contained of two layers, the mid layer has 10 neurons and the output layer has 4
neurons [19].

68.5.2 Body Postures

Apart from facial expressions, body positioning and movement are also considered
as a source of non verbal feedback that can help an teacher assess and determine
the level of acceptance and understanding of students [20]. In a learning envi-
ronment, students are usually in a sitting position when listening to lectures [21],
raise hands to ask questions and stand up upon answering a question. By observing
the student’s sitting position styles, such as sitting up straight, sitting slanting or
sitting with crossed legs allows the teacher to value the level of concentration or
focus of students to hear lectures delivered. In addition, the position and movement
of the body is also said to have a strong relationship with the personality of a
student [22].

(1) Associated with personality

A psychologist by the name of Carl Jung [23] said that students who actively
ask questions during lecture sessions were classified as students with extrovert
personalities, while students who sat silent, passive and do not interact directly
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belong to the introvert personality. As a course instructor you would expect an
active interactive learning environment, however there will be a challenge of
creating this environment since majority of the students remain passive and do not
want to interact. Understanding a student’s personality is a relatively long-term
process and should be done from multiple angles. However, as one of non-verbal
communications, a student sitting posture habits can reflect some aspects of his
personality. In real learning situations, a continuous collection of a student sitting
postures can somehow contribute to the personal profile’s generation and updating.

(2) Associated with student learning state

From student’s sitting postures, we can understand his certain learning states,
such as concentrating (sitting upright), active (raising hand), non-focusing
(slanting on the chair), and sleeping (lying on the table), and dynamically change
teaching strategy. For example, if there are many students who are asleep during
lecturing, the teacher agent may take a certain action, such waiting up those
students, changing lecturing style like making a joke or telling a story, etc. If many
students are in unfocused state, the teacher agent may invoke a strategy to draw
their attentions. Therefore, the student sitting posture is also one of the factors to
know students’ learning state.

(3) Sitting posture recognition

The sitting posture recognition is based on the Kinect tracking system. A Kinect
sensor [24], a horizontal bar, featured with an ‘‘RGB camera, depth sensor and
multi-array microphone running proprietary software is placed by the side of each
student in class. The Kinect SDK framework provides the interface API for writing
applications utilizing natural interaction. This research uses the API for a student’s
sitting posture vision and producing sensory data. Together with Ms Kinect SDK
which supports skeleton tracking, this system can perform the student’s skeleton
tracking and obtain 3 coordinates (xs, ys, zs), (xh, yh, zh), and (xk, yk, zk) of the
positions of the student’s Shoulder, Hip, and Knee as shown in Fig. 68.4. By
observation, it is noticed that a sitting posture is related to the angle between the

line HK
�!

(from hip to knee) and the line HS
�!

(from hip to shoulder). The formula
for calculating the angle is given below.

S

HK

Slanting on the chair

Angle (40~80)

Sitting Upright 
/Raising Hand

Angle (80~100)

Leaning on the chair

Angle (100~180)

Fig. 68.4 Tracking of the
shoulder, the hip, and the
knee

818 A. S. Shminan and R. Huang



h ¼ cos�1ð HS
�! � HK

�!

HS
�!���
��� HK
�!���
���
Þ ð68:1Þ

68.5.3 Body-Talk Reaction

Based on the student’s facial expression and sitting posture, the system has a
mechanism to conclude a student body-talk reaction, which the system is used to
further to understand a student’s current learning state. For example, if a student
shows an understood face and concentrates on the lecture, it can be concluded that
the student may be a good student. However, the important thing for the system is
to check out those students who may have some problems and give the teacher
some hints from their body-talk and to pay more attentions on them. For example,
if a student shows a non-understood face and does not concentrate on the lecture, it
can be concluded that the student may lose motivation or has no interests in this
lecture. For confirmation, the system should further check the student’s profile and
access his personal information or data such as his personality and grade.

In some cases, it is difficult to draw a conclusion from a student’s body talk. For
example, if a student shows an understood face but does not concentrate on the
lecture, it is difficult to know whether the student is smart or has no any interests in
this course and does not care about if he understands the lecture or not. In this case,
the system will check the student’s record or get the lecture’s opinion.

As shown in Table 68.1, the items attached with the question mark, ‘?’, require
further input from personal profile or or the teacher so that it can be concluded. For
those students who have no special problem, the system leaves them alone. For
those students who seem to be having some problems, the system further checks
their personality and grade in their personal profile. As for a final conclusion, a

Table 68.1 A student’s body-talk reactions

Facial expression Sitting posture Body-talk reaction

Not understood Non-concentrating No interests?
Sleeping
Concentrating Hard working?
Raising hand Active?

Confused Non-concentrating Inactive?
Sleeping
Concentrating Hard working?
Raising hand Active?

Understood Non-concentrating Smart?
No interests?Sleeping

Concentrating Expected
Raising hand Expected
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corresponding teaching strategy or a set of strategies in class is dynamically
generated or selected from teaching strategy database.

68.6 Learning Assessment Analysis Agent

Situational data context pertaining to facial expression, body language and stu-
dent’s profile which have been collected through student context resources log’
will undergo data assessment analysis process. Through this agent assessment
learning process, knowledge can be extracted from body talk reactions and
students’ profiles data and interesting relationship among the two data sets can be
recognized, automatically. Figure 68.5 shows a visual representation of how this
process should occur.To illustrate the above visualization process in more details,
the following describes three main processes that support the process.

• Extracting student profile information from the personal profile including the
3rd party data resource. Student profile information is needed to determine the
individual-based teaching strategies. At this point, learning assessment agent
will identify and analyze data relationship between body talk reactions (facial
expression and the sitting position) with the student profile data (grade and
personality).

• For the general strategy, the determination of strategies based on the total
percentage of cases showed positive or negative reaction of students during the
learning session. For example, if the percentage of the majority of students
understand the lectures presented, it would not require a teacher to change
teaching strategies. However, a teacher needs to make modifications to the

Fig. 68.5 Learning
assessment agent process
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teaching strategies by adding some interactive elements if the majority per-
centage of cases shows students facial expression reaction (not understand) and
position seating ‘not concentrate’ status.

• Meanwhile, the determination of individual-based teaching strategies are based
on the current context of each student’s situation. In this situation, a variety of
contexts might happen in real time classroom learning session, such as students
sleeps, students with a passive personality, or student achievement is a very poor
during the test

68.7 Effective Teaching Strategy Agent

Upon recognizing student’s learning states in a class, the interactive teaching
strategy agent will generate a new or propose an existing teaching method to apply
to a certain situation. The teaching strategies are roughly classified into general
strategies and individual oriented strategies.

68.7.1 General Strategies

The general teaching and learning atmosphere can be concluded upon the analysis
and statistic results of dynamical data such as students’ facial expression and
sitting postures, offline data from students’ profiles. Although the teaching and
learning atmosphere can be classified into many categories, this research is aimed
at handling only the following a number of significant cases in terms of how many
percentage of students show their interests in the lecture and signs of under-
standing the content in class.

(1) There are more than 70 % of students who show their interests in the lecture
and signs of understanding the content in class. The points of the strategy:

• Basic teaching plan remains unchanged, identifying the problems of each of
those students who often shows a negative facial expression and uncomfort-
able posture and applying individual oriented strategies.

(2) There are more than 70 % of students who show negative facial expression
and uncomfortable sitting positions in class. The points of the strategy:

• Conducting online mini test, mini quiz, and/or mini questionnaire;

• Revising teaching plan by using one level up teaching elements if the lecture
is too simple, using one level down teaching elements if the lecture is too
difficult, or adding some interesting teaching elements.
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68.7.2 Individual Oriented Strategies

In order to achieve this, it is necessary to be aware of individual students, which
require not only instantaneous data like facial expression and sitting posture at
time t, but also continuously recorded data for extracting student’s personal fea-
tures like personality. This system is a self-circulation system in which recorded
data in class and concluded body-talk awareness continuously contribute to the
personal profile via the personal data mining. The personal profile in turn con-
tributes to the process of generating individual oriented strategies.

(1) Data source from student body-talk reaction

• In-class data log: In class, the body-talk reaction context awareness agent
collects each student’s facial expression and sitting posture at every specified
interval in class, concludes student’s body-talk reaction, and sends all three
kinds of data sources, facial expression extraction result, sitting posture
extraction result, and body-talk reaction result to the personal data mining
agent. The personal data mining agent store them into the in-class data log.

• Student study related feature analysis:
A personal profile’s form is a long-term accumulation process and result from
many aspects of data sources. In this research, it is assumed that each student
has a personal profile in the system. Of course, the data resources come from
the external, the 3rd parties as well as from the system itself, the self-circu-
lation system, namely, the personal data mining and personal profile updating
mechanisms. The personal profile is an important information source for
strategy decision-making. At the current stage, this research takes two per-
sonal factors: personality and grade, from the personal profile as the input
attributes of the decision-making process.

(2) Information from the personal profile
A personal profile’s form is a long-term accumulation process and result from
many aspects of data sources. In this research, it is assumed that each student
has a personal profile in the system. Of course, the data resources come from
the external, the 3rd parties as well as from the system itself, the self-circu-
lation system, namely, the personal data mining and personal profile updating
mechanisms. The personal profile is an important information source for
strategy decision-making. At the current stage, this research takes two per-
sonal factors: personality and grade, from the personal profile as the input
attributes of the decision-making process (Fig. 68.6).

(3) ID tree and strategies:
Together with another two input attributes, student facial expression and sit-
ting posture, two identification trees based on a number of sets of training data
are generated, one is for concluding if a student is active or passive, and
another is for concluding if a student is interactive or not. Figure 68.7 shows
an ID trees resulted from using the training data partially given in the top left
and information gain based identification tree algorithm.

822 A. S. Shminan and R. Huang



With the resulting ID tree, we can input a student’s online data (facial
expression extraction and sitting position extraction results) and offline data
(personality and grade retrieved from the profile) and output the conclusions if
the student is active or passive in learning. Seemly, we can use training data to
generate other ID trees and use them to make conclusions, such as if a student
is interactive or not, if a student is interested the lecture and etc.

Corresponding strategies

• For those students who are actively involved in learning and have good grade,
the system will appraise them and give one level up learning content for their
self-study to encourage their challenging spirit.

• For those students who are interactively involved in learning and of open
character, the system will encourage them by appraising them and give them
chances to play important roles in interactive teaching, such as leading group
discussion.

• For those students who are non-interactive or inactive type, the system will
employ a mechanism to increase their confident and encourage them actively
involve in interactive teaching, such as raising simple rather than difficult
questions to those students. In a group discussion, if possible, it is better to
arrange them in the group with some classmates or a team leader who are of
mild personality and can take care of and encourage them.

• If the output is Null, it means that the training data is not sufficient. The system
will accumulate more student data and use them for training ID trees. The ID
trees are continuously refined towards better and better quality of trees. With
better quality of trees, the conclusions from the trees will be more precise.

The recommended teaching strategies are sent to the teacher support agent for
assisting a teacher. The teacher support agent may recommend the teacher to
conduct another teaching plan or mini- quiz/test/questionnaire according to a
general strategy. Possibly, it automatically send a message to a student for
encouraging and motivating the student according to an individual strategy, and at
the same time inform the teacher. It is also likely to automatically provide a
student a set of easier or more challenging learning materials and exercises
according to the individual’s learning state and level.

Fig. 68.6 ID tree for concluding if a student is passive
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68.8 Scenarios

Let us simulate a teaching scenario in which there are 100 students, a teacher, and
2 teaching assistants (TA). The teacher is conducting a course, Java programming.
Since it is a programming course, it is composed of lecturing and laboratory
session and has two 90-min units.

(1) To enhanced the proposed system

• There is a webcam in front of each student for catching a student’s face
expression. The system performs the facial expression extraction and outputs
each student’s facial expression type every 5 min.

• There is a Kinect motion sensor installed by the side of each student for tracking
a student’s sitting posture. The system performs the sitting posture extraction
and outputs each student sitting posture type every 5 min.

• Getting ready of 5 sets of teaching plans for corresponding to different levels,
A ? , A, B, C, D of students.

• Getting ready of 5 sets of mini- tests, quizzes in different levels, A ? , A, B, C,
D.

• Getting ready of a set of hints, source program outlines, solutions with expla-
nations for corresponding to different levels of students.

• Conducting questionnaire at each of 5 stages for collecting students’ feedback

(2) Learning state scenarios

• Scenario-1: handling non-interactive students
It is thought a very normal case that in class a teacher raises a question and
expects some students to answer. However, it is not the case in Japan. To the
contrary, it is often case that there is none to answer the raised question. Why?
Do not they know the answer to the question? No, it is not the cases. It is
because they do not want to stand out and to be different from others. Envi-
ronmental and cultural factors are more accurate as a contributor to why this
situation occurred. With the conventional teaching means, it seems not easy to
conduct interactive teaching in Japan. With our proposal, the system keeps
recording students’ facial expression and sitting posture and processes them

Fig. 68.7 ID tree for concluding if a student is interactive
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every 5 min. Together with each student’s inputs (students’ personality and
grade) from his/her profile, the system can conclude each student’s one of
learning states, if he/she is interactive or not at every noted moment using the
ID tree.
The system continues to monitor the statistical data every 5 min interval and it
invokes the strategy mechanism if the number of non-interactive students
versus the total student number is over 70 %. As shown in Fig. 68.8, at the
time coordinated as 45 min, the number of non-interactive students increases to
70 %, the system reminds the teacher whether he/she takes action by selecting
a strategy to improve the situation or compels the system to invoke one of the
strategy. In this case, the teacher leaves the decision to the system. The
teaching strategy agent proposes another teaching plan and the teacher support
agent invokes the teaching plan. The teaching plan is as follows:

• At first, switching to the lecture content with one level down. Meanwhile
inserting the following teaching elements into the lecture content:

• Asking all students to do a mini-test that is matched with the first 45 min lecture
contents. The mini-test result for each student is processed online by the system.

• Raising different questions to different students by referring to each student’s
learning state and the min-test result. For those interactive students, they stand
up to answer the question. For those non-interactive students, they are asked
simple questions and they can answer questions via the terminal without
standing up.

• Giving students some entertainment Java applets to work on to make them
interested in what they are leaning and practicing.
It is obvious that the system keeps monitoring students’ learning state. The
result shows that the number of non-interactive students is decreased to a certain
stable level and the student learning state is getting better by the invoked
teaching strategies in the proposed system. It is believed that the whole class
learning situation will be improved in a long term.

Fig. 68.8 Number of non-
interactive students versus
time
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68.9 Conclusion and Remarks

This research is mainly emphasized on body-talk reaction and profile based stu-
dent-centric awareness approach for supporting effective teaching. This article
described built-in-agents of learning to understand students’ needs from their
body-talk reactions and some elements from personal profile so as to support
teacher in creating adaptive yet interactive learning atmosphere and effective
teaching strategies to students in different levels and needs.

This research is still in its infancy and much work are to be pursued further. For
our future studies, we would like to mainly focus on the following four aspects.

• Moving the proposed strategy to comprehensive implementation
• Improving and tuning the system along with real classroom experiments and

analysis of the experiments
• Defining and extracting more facial expression features instead of using only

four feature templates,
• Defining and extracting various body movement features instead of using only

sitting posture,
• Taking into account of more kinds of student individual differences instead of

using non verbal and personality
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Chapter 69
Interactive Mind Map Desktop Widget:
A Proposed Concept

Tan Wei Xuan, Shakirah Mohd Taib and Saipunidzam Mahamad

Abstract Electronic mail (Email) system has become a popular method of
communication in sharing and growing the knowledge. Selected documents that
are shared through email attachments will be downloaded to the personal storage
of the receivers. In order to ease the searching of the retrieved files, a basic
taxonomy (classification in hierarchical structure) has been used as a common
method to organize the storage directories. However, the directory classification
need to be improved because by referring to a directory’s name only, it is not
enough to briefly understand the content of the files. This paper proposes a mind
map of tags concept to be an additional element to enhance the documents
classification and retrieval. The mind map is applied as a classification widget on a
desktop that represents links of documents in the respective cloud of tags. The
method and the proposed framework are discussed.
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69.1 Introduction

Within a community, a company, communication is vital: to exchange and share
information, to store, to retrieve, to collect, to gather, to process, to distribute
information. A decade ago, offices used to be full of paper files, binders, storage
boxes: it contained the information accumulated project after project. The digital
era get rid of the heavy and space consuming paper material. Gigabytes of digital
files have replaced many paper files. However, the same problem remains; files
labeling, files storage and retrieval [1]. The digital information management
becomes very complex, as there are several ways to distribute and store infor-
mation such as files, emails and web links exchanges. The more information that
people receives, the more difficult it becomes to handle; read and understand the
content, store and retrieve for sharing, distributing or processing.

People are used to similar tools, which contribute in daily tasks. The technique,
method and process are still the same for decades that cause the growth in email
box as well as data storage. As time goes by, people has discovered that the world
is wider so as the knowledge. Thus, the information received is not managed in an
effective way.

With the great importance of email, it is not surprising that it should receive
attention in the literature exploring the filing habits of users. According to Fisher
et al. [2], email was now used for a variety of functions, for which it was not
originally intended and that this produced what they called email overload with the
inbox acting as a task manager. The volume of email message received and the
unintended task manager function made the process of filing either difficult or
unrewarding for users. It has identified three principal ways in which people
handled email overload depending on whether they use folders and whether they
clean their inboxes daily.

Given a scenario where a user distributed a piece of information to the entire
community in an organization, approximately has 300 people. The user sent five
different emails, each of them containing a single attachment of minor size. The
email series sent cost a lot to the overall community, on top of the digital resources
used. Assume that it takes 14 s to extract a single file from one email. Thus, it
takes 70 s for five files and approximately 5.8 h spent by 300 people to reach that
email. Furthermore, If the average salary within the community is estimated at RM
8,000/month with 21 working days per month, the typical cost for the company,
for simply extracting the files (not even reading through them) is RM 276 (about
USD 78). The example, though based on a real case, is however certainly inac-
curate as many employees might not have extracted the files. However, even with
a ratio of 50 %, the figure remains high (USD 39). Thus, with proper mechanism
such interactive mind map is needed to cater the above scenario.

Meanwhile, Janssen and Poot [3] found that the following three largest clusters
of information-overloaded incidents are related to emails system:

• Ambiguous email—the email has uncertain content or action that requires more
time to extract relevant messages and actions.
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• Email cascades & multiple receipt of the same message via different people.
• Email workload—the size of email is huge. Thus, it needs more time and effort

for processing.

Hence, it is believed that a proper mechanism would need to be built to cater
above problem. This paper presents the analysis on mind map, as desktop widget
with document classification features will improve communication standard within
a community. It integrates with tag cloud to sort document and file received on
email as medium to assist users on presenting digital information in a better way.
This will indirectly enhance personal management of digital contents and infor-
mation flows as well as reduce time consuming in sorting the right files for the
right category. The Interactive Mind Map Desktop application will be able to
arrange files received from e-mail to the respective topic types based on the tags
provided together with the files. Users define own topic types and the topics may
be classified into projects, notes, articles, contacts and more.

69.2 Concept and Theory

69.2.1 Email Management

Today, people are relying on email to send and to receive information. Email plays
an important role of communication among knowledge workers [4, 5]. However,
managing email is not an easy job where there are plenty of emails messages
received in a day. Retrieving an attachment becomes difficult, and managing email
box to meet quotas is the next burden has been faced, and the users are forced to
free space to be able to send emails [6]. Emails were intended to make lives easier,
but sometimes it just does the opposite [3]. Moreover, while the number of emails
grows we are still using the same techniques.

69.2.2 Mind Map Application

Knowledge is being organized so as to facilitate understanding and problem solving
ability. A concept of map organizes knowledge into categories and sub-categories so
that it can be easily been remembered and retrieved. The hierarchical structure of a
mind map conforms to the general assumption that the cognitive representation of
knowledge is hierarchically structured [7]. Mind Mapping is used in several areas
such as educations [8, 9], presentation, information retrieval [10, 11]. On a technical
level, mind map can be collapsed or expanded to quickly increase or decrease the
level of detail. It can be filtered based on priorities, keywords and colors to identify
each of the clouds under the mind map. Mind map can be enriched by texts, graphics,
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spreadsheet info, links to files, websites as well as Really Simple Syndication (RSS)
feeds.

According to Buzan [12], the concept of mind map can be applied in various
aspects of life to improve learning and thinking that will enhance the capability of
an individual. In order to create a good mind map, several aspects need to be
clearly identified. Each of the branches is connected to the central image and
keyword for each topic is clearly defined. People from various industries have
been starting to use mind map in their daily work, as they understand the power of
mind map, which can enhance the productivity.

69.2.3 File Organization on Desktop and Tags

In the spring of 1993, Barreau conducted a study of seven managers to observe
how they organized and retrieved information from their electronic workplace
[13]. The goal of the research was to identify the types of documents used and to
determine the factors affecting individual decisions to acquire, organize, maintain
and retrieve information. People are using the location-based finding to find files.
The user takes a guess at the directory or folder where she thinks a file might be
located, goes to that location and then browses the list of files in the location until
she finds the file she is looking for. The process is iterated as needed.

Documents received from various sources are hard to be identified. Somehow,
people are facing difficulties to locate their files into the correct folders. The more
information received, the more difficult it becomes to handle them: read and
understand the content, store them and later on retrieve them for sharing,
distributing or processing. Helping computer users rapidly locate files in their
folder hierarchies has become an important research topic in today’s intelligent
user interface design [14].

Tagging is fast becoming one of the primary ways people organize and manage
digital information [15]. Tags have been used widely for the organizational tools
such as folders and search on user’s desktops as well as on the web. The devel-
opment of tagging has become a broad implications for information management,
information architecture and interface design. By using tags, browsing and finding
information will certainly be more productive. Websites such as Delicious and
Flickr is a good example that has been using tags to indicate the information. The
keywords, which are referred to as tags on the site, allow users to describe and
organize their content that become a new term in the technology which have been
greatly enhance the way people find information in a web.

Other example is DeepaMehta. It is an open source semantic desktop appli-
cation based on the topic maps standard. The conceptualization and innovative
graph based user interface have been guided through findings in cognitive
psychology in order to provide a cognitively adequate working environment [16].
The system aims to evolve desktop applications into an integrated workspace
enabling the user to organize, describe and relate information objects like text
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notes, external documents and media [17]. From the concept of the semantic
desktop, the node and link type of DeepaMehta’s visualization is stimulated by the
concept mapping approach. There has been research on a semi-formalized
derivative of concept mapping, call knowledge mapping, that uses fixed sets of
typed relations.

69.3 System Design Discussion

The proposed concept of the system is shown in Fig. 69.1. The design uses
document classification widget based on the concept of mind map on desktop to
provide an alternative way in sorting the email attachment files based on the topics.
The sender can upload the files through the website. All the data will be uploaded
into a central database. The JDBC (Java Database Connectivity) connects SQL
databases with the java application (widget) which is the mind map desktop
application. Thus, the recipient will receive updates from the mind map desktop
application and view the files on desktop application based on the tags.

The idea of mind map as background, include ‘‘clouds’’ represent topics and are
described by tags. The user can also set tags to the file and it will be displayed on
the mind map. In windows environment, organizing file geographically on the
desktop might be scattered by windows whenever the screen resolution changes or
a crash occurs. Nevertheless, an application document classification is very useful

Fig. 69.1 Interactive mind map desktop application with tags framework
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in organizing files in a reliable and smart way. The concept of this mind map
desktop creates a collaborative environment whereby a user may send files to other
users based on the tags. Tags describe in brief the file without the need to open and
read the contents.

The overview of the system flow is shown in Fig. 69.2. The more information
received, the more difficult it becomes to handle them. However, the mind map
desktop application will come to a solution whereby users able to store the files
according to the respective tags group for easy retrieval in future. After choosing
the right file to be sent to the recipient, the sender will need to name the title and
select the right tag for the file. This is to ensure that the recipient will know the
content of the file by the tag selection. Besides, the tag also indicates the file to be
stored in which category in the mind map desktop application at the recipient’s
place.

The mind map based on tags is developed using an open source Java platform.
Figure 69.3 shows an example of mapping after several files had been uploaded to
the server. The title of the files is being sorted according to the respective cate-
gories and tags. Specific color scheme will be used to indicate the new entry of
files to the desktop application. Recipients can easily differentiate the new files and
when a click action is being done, the file will be opened. Recipient can also
retrieve and save the file if necessary.

Fig. 69.2 Overview of the
proposed system flow
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69.4 Discussion

A data gathering was conducted with 200 participants in an organization, were
participated in the questionnaires. Its aims to gather the behavior of the participant
in handling email with attachment. Figure 69.4 show the number of respondents
towards the problem faced with the email files attachment and file labeling. Fifty
percentage of the respondents feel that downloading the email with file attachment
and label the files are time consuming thus reducing the productivity of doing their
tasks in the office. The other two of 15 % respondents shows that it is hard to track
back the files saved and it will be confusing for them to know which file to be save
in which folder. Meanwhile, 35 % respondents found it is quite troublesome and
other problems stated were too many files to be saved and read, thus creating
overflow of files.

The participant mostly received three or more email messages per day and
about 2 % of them are able sort the files received accordingly and able to track
back their files because they received very few emails with file attachments per
week. The participants were agreed with the concept of document classification
widget that would help them to organize the files effectively. However, some of
participant felt that the concept might be hard for them to learn in order to use the
tool. However, most of them believe that a document classification widget is
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essential in order for them to work productively without to bother on organizing
the files on their desktop.

Mind Map application is a platform for knowledge management. Knowledge is
represented in a semantic network and is handled collaboratively. It combines
interdisciplinary research with the idea of Open Source to generate a true benefit
for workflow as well as for social processes. There are many different ways people
are organizing document, to locate files and folders. Document classifications
seem to be important in order to have an easy track back whenever users need to
use the files in an effective way. The use of tags is useful to display metadata about
an item. Tags used as a short term to describe the specific information or files in
this case in order for users to easy identify the content of the files without having to
open the files needed. The integration of these concepts as desktop application will
provide a virtual tools, which could help in managing a lot of document and
information. The more information received, the more difficult it becomes to
handle them. However, the Mind Map desktop application will come to the
alternative solution whereby users able to store the files according to the respective
tags group for easy retrieval in future.

69.5 Conclusion

Data and information overloading becomes an issue that emerged a rapid advances
in computer and telecommunication technology. People can share knowledge and
collaborate through various medium of communication. Given the great impor-
tance of email, it is not surprising that it could receive attention in the literature
exploring the retrieving habits of users. The volume of email received and the
unintended task manager function made the process of filing either difficult or
unrewarding for users. The proposed concept applies the cognitive knowledge
representation in files retrieval desktop widget. Another strategy has been of
sharing files explored to replace the sharing practice through email attachments. It
seems possible to adopt this concept in any organization to increase cost and time
efficiency.
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Chapter 70
An Algorithm for Replication
in Distributed Databases

Adrian Runceanu and Marian Popescu

Abstract Distributed databases are an optimal solution to manage important
amounts of data. We present an algorithm for replication in distributed databases,
in which we improve queries. This algorithm can move information between
databases, replicating pieces of data through databases.

70.1 Distributed Databases

70.1.1 Distributed System

We consider a distributed system composed of a set of database sites S which are
fully connected. The sites communicate through message passing. The system is
asynchronous because there is no bound on process relative speeds, clock drifts, or
communication delays.Sites can only fail by crashing and we do not rely on site
recovery for correctness. However, we assume that when a site recovers, it does so
with the state that it had before the failure. Furthermore, we assume that our
asynchronous model is augmented with a failure detector Oracle so that, consensus
is solvable [10].
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70.1.2 Distributed Database

We consider a distributed relational database as a relational database whose
relations are distributed, i.e. fragmented, among the set S of database sites. This
distributed database is given by DDB ( DB 9 S.

The relations of the database can be fragmented horizontally, using a selection
operation from the relational algebra, or vertically, using a projection operation.
To avoid semantic changes to the relational database as a consequence of the
fragmentation process, the following properties must be enforced [9], where the
function frags Rð Þ gives the fragments of a relation R:

Completeness. The fragmentation cannot generate any loss of information:

R ¼ [ Ri; 8Ri 2 frags Rð Þ

Reconstruction. It must be possible by using a relational algebra operation r
to rebuild the original relation R as follows:

R ¼ rRi; 8Ri 2 frags Rð Þ

This operation is a union in case of horizontal fragmentation and a join in case
of vertical fragmentation.

Disjointness. If a relation R is horizontally fragmented, then every two distinct
fragments cannot have a single common tuple

8Ri;Rj 2 frags Rið Þ;Ri \ Rj ¼ / where i 6¼ j

If a relation R is vertically fragmented, then every two fragments must have the
same keys,

i:e8Ri;Rj 2 frags Rið Þ

Ri \ Rj ¼ set of primary key attributes of Rf g

where i 6¼ j

An important assumption we make is that for every fragment of a relation there
is a correct site that replicates it.

70.2 Data Fragmentation

We propose one software application which integrates different management tools,
communication, evaluation, monitoring etc. together on a common platform. The
aim is to provide technological support for teachers and students to optimize the
phases of the teaching and learning process through e-learning/e-work.

Based on the above requirements, it is necessary to design an application that
can improve performance of data access. As we know, every database is built to
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provide users high availability of data, however, a major cost in executing queries
in a distributed database is the data transfer cost incurred in transferring multiple
database objects (fragments).

70.2.1 Fragmentation

The objective of fragmentation is to determine fragments to be allocated on dif-
ferent sites so to be minimized the total data transfer cost on executing a set of
queries [2–5].

Three kinds of fragmentation can be applied to a relation in a distributed data-
base: Vertical Fragmentation, Horizontal Fragmentation and Mixed Fragmentation.

70.2.1.1 Vertical Fragmentation

Vertical fragments are created by dividing a global relation R on its attributes by
applying the project operator:

R j ¼
Y

Ajf g;key
R; where 1� j�m ð1:1Þ

where Aj

� �
is a set of attributes not in the primary key, upon which the vertical

fragment is defined and m is the maximum number of fragments.
A vertical fragmentation schema is complete when every attribute in the ori-

ginal global relation can be found in some vertical fragment defined on that
relation. Then the reconstruction rule is satisfied by a join on the primary key(s):

8R j 2 R1;R2; . . .;Rm
� �

: R ¼ . /key R j ð1:2Þ

The disjoint ness rule does not apply in a strict sense to vertical fragmentation
as the reconstruction rule can only be satisfied when the primary key is included in
each fragment. So excluding the primary key, no data item should occur in more
than one vertical fragment [1, 6].

70.2.1.2 Horizontal Fragmentation

Horizontal fragmentation divides a global relation R on its tuples by using the
selection operator:

R j ¼ rPj Rð Þ; where 1� j�m ð1:3Þ

Where Pjis the selection condition as a simple predicate and m is the maximum
number of fragments.
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The horizontal fragmentation schema satisfies the completeness rule if the
selection predicates are complete. Furthermore, if a horizontal fragmentation
schema is complete, the reconstruction rule is satisfied by a union operation over
all the fragments:

8R j 2 R1;R2; . . .;Rm
� �

: R ¼ [R j ð1:4Þ

Finally, disjointness is ensured when the selection predicates defining the
fragments are mutually exclusive [1, 6].

The derived horizontal fragmentation occurs when a member relation inherits the
horizontal fragmentation of its owner. If the completeness and disjointness rules are
satisfied for the owner fragments, they are intrinsically satisfied for the child frag-
ments. The global relation can be reconstructed by the application of the union
operator, as for primary horizontal fragmentation [7]. In this paper [8] is presented a
general approach of the data fragmentation in a distributed database. Using this tool
for obtained the best partitioning scheme with implementation of several classic
algorithms is one solution in designing phase of a distributed database.

70.2.1.3 Mixed Fragmentation

An hybrid fragmentation schema is a combination of horizontal and vertical
fragments. If the correctness and disjointness rules are satisfied for the comprising
fragments, they are implicitly satisfied for the entire hybrid schema. The recon-
struction is achieved by applying the reconstruction operators in reverse order of
fragment definition. That is, if a global relation underwent horizontal fragmenta-
tion followed by vertical fragmentation, the reconstruction would consist of a join
followed by a union [7, 8].

70.2.2 Replication

Assuming that the database is fragmented, we have to decide what data will be
allocated on different fragments of the network stations. When data are allocated,
they are either replicated or kept in a single copy. The reasons for reliability and
efficiency replication are for read-only queries. If there are multiple children, even
if the system is falling, some children are likely to be accessible, so no data is lost.
In addition, read-only queries that access the same items can be executed in
parallel because there are children on several stations.

On the other hand, the execution of queries that are updates may cause problems
because the system must ensure that all copies are updated correctly. Therefore, the
decision on replication is a compromise that depends on the ratio of read-only
queries and queries perform updates. This decision affects almost all control
functions and almost all algorithms DDBMS. Creating multiple copies of the same
information is justified in economic terms only if the next inequation is satisfied:
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CMC þ
Pp

i¼1
CALi þ CA\

Pp

i¼1
CADi ð1:5Þ

where the parameters involved have the following meaning:

CMC—the cost of memory copy
CALi—local access to the user cost
CA—the cost of updating the copy
CADi—the cost of remote access to the primary copy to the user
p—number of users

Multiple copies is the responsibility of management’s DDBMS. The updates
can be performed either simultaneously or on secondary copies and they assume a
delay cost.

70.3 Our Solution

We developed an application that uses horizontal fragmentation with partial rep-
lication. Figure 70.1 shows the structure used for replication in the system
developed. Obviously, this solution is punctual; it means that is built for a special
database schema. However, the algorithm used for distribution and also to keep
consistency can be applied to others applications.

In this algorithm (MS—Master/Slave) we verify each query and keep a counter
to know the place and frequency of the user’s access, if the system detects an
access pattern, then it copies a set of records into a slave database. This approach
allows improving the performance of queries around database. Although this
solution seems very simple, works fine with the requirements. It is necessary that
every computer must have a slave database for executing the next algorithm:

Algorithm MS (Const Value)
Input: a number of local database computers
Output: replications records at each local database

Fig. 70.1 Structure of
replication schema
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Begin

//local variable - counter = 0
for each requested query do
counter = counter ? 1//at slave computer
end_for
if counter = value then
Request the set of records that the user is asking for and save this information
into the slave database
counter = 0
end_if

End.

In order to keep consistency into the distributed database it is necessary that
both master and slave computers have the same information, but in this case, since
the user will access their own information from the slave computer, it is not
necessary to copy the information immediately, but later. This schema of infor-
mation management allows database availability even when the connection
between slave and master database is broken.

Another algorithm (Slave/Master Search) has been designed to provide access
to local database before sending the query to the master computer. This algorithm
tests for the information into the slave database (Fig. 70.2), if such records are
founded, the information is given to the user, otherwise the query is sent to the
master database as shown in Fig. 70.3.

Fig. 70.2 Query on local
database

Fig. 70.3 Sending query
from slave database to master
database
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Algorithm SMS
Input: local database computer
Output: master database computer
Begin

for each local requested query do
if requested query is found then
send to the local user
else
send to the master database computer
end_if
end_for

End.

Fig. 70.4 Communication with sockets using TCP/IP protocol

Fig. 70.5 Database schema
used for the application
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In this case, all the information can be found at master database, but the system
can detect when a user has an access pattern and it copies the information needed
to a slave computer (partial replication), so the users have their information
nearest, decreasing the search time. For the application developed, we used
communication with sockets based on client–server model (Fig. 70.4).

We designed a basic database schema that is used to manage all the informa-
tions about users of this application. This schema is shown in Fig. 70.5.

The schema shown in Fig. 70.5 is only a subschema of the entire application.
This because the real schema has around 45 tables and many fields.

70.4 Conclusions

We have presented an algorithm for a punctual solution of our application. This
algorithm can move information between databases, replicating pieces of data
through slave databases. The algorithm is based on two techniques: Master/Slave,
to provide fast access to database on user queries and Slave/Master Search (two
computers) in order to get availability.

We tested the algorithm in a database laboratory with 40 computers, and it
seems to be a solution for the problem established by the university, since the
results obtained in a local computer network have a good behavior.
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Chapter 71
General Dispatching of Lignite Mining Pit

Constantin Cercel and Florin Grofu

Abstract High automation level of mining pit machinery, they dispersion, high
number of information required to control the whole technological process, are just
few elements that highlight the complexity of activities from a lignite mining pit
equipped with excavation machinery, continuous transport and dumping machin-
ery. A good working of all implied machineries in technological process from a
mining pit is provided by remote control from distance after some rules required
by the technological, technical and working security restrictions control realized
by a mining pit dispatcher [Popescu L, Cristinel R, Florin G (2006) Numeric
system for energetic control feasible in NSLO pits. Revista Minelor No.5, ISSN
1220-2053]. This paper proposes a dispatching system on National Society of
Lignite Oltenia level, which may integrate the whole technological process from
each mining pit in Oltenia.

71.1 Introduction

National Society of Lignite Oltenia (NSLO) is a Romanian national society which
has as main activity coal exploitation in Oltenia area. In this area are opened 19
mining pits.

First dispatching in NSLO consisted in synoptic panels for technological flow
with optical indication of the machineries status (working or stationary) and
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indicates also maximum three important defects. These allow the start and stop
command of transporting belt circuits using radio or phone communications with
local operator. Mining pit dispatch records manually working diagram for each
equipment. All main links were made by cable [2–6].

New technical progress in informational domain made possible their use in
mining, radio or optical transmission of commands and information, program-
mable logical controllers, electronic transducers and process computers are just
few examples in this way.

In general terms, mining pit dispatching includes two types of dispatching:
technological and energy. An important factor in normal and optimal working of
all technological flows is the weather parameters, so weather monitoring system is
a new element that should be included in dispatching system.

71.1.1 Technological Dispatching

Technological dispatching of a mining pit must meet the follow requirements:
monitoring machineries status and parameters, the status of technological and
transport lines, indicating their information in a synoptic diagram as in Fig. 71.1.

Technological dispatching implies technological parameters monitoring
(excavated mass, transported mass of coal and barren), operator’s alerts in case
parameters overcome the reference values. Modern dispatching creates databases
with: number of working hours for each machinery/equipment to establish some
maintenance cycles, number of stationary hours for each machinery/equipment,
number of stationary hour by causes, quantities of excavated coal, quantities of
barren excavated, quantities of coal transported, evaluation of coal stock in coal
deposit at different time, quantities of coal delivered.

71.1.2 Energy Dispatching

Energy dispatching is about energy parameters measurement (current, voltage,
active power, reactive power) on each equipment (excavator, belt transporter, dump

Fig. 71.1 Synoptic diagram
for the machineries
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machinery) and send these data to mining pit dispatch, and receiving of commands
for technological flow to ensure framing energy consumption in default values.

71.1.3 Weather Dispatching

If we analyze the influence of climatic parameters can see that a thorough
knowledge of these can increase productivity and avoid unwanted situations. For
example real-time insight into the outdoor temperature can result in negative
temperatures at the start of anti-frost protection program to protect machinery from
coal pits.

Also in the case of coal stored in piles, it is known that this passes through
oxidation at low temperature, in presence of methane and other volatile material
on its surface. This exothermic oxidation increases coal temperature and if the
heating temperature is not removed, there is a stage to coal on fire. This phe-
nomenon is called spontaneous combustion and may be amplified by certain
conditions of temperature and humidity of the environment.

Another situation where it is necessary to know the climate is related to storm
water discharges from the pit. In pit-coal from Oltenia special problems occur due
to large quantities of water from both infiltration and precipitation. To evacuate
such large amounts of water pumps units are used, whose number and capacity
depends on the pit area and estimated quantity of water shall be discharged from
this pit. The power consumption of these pump units is very high, about 10 % of
total electricity consumption in pit.

To reduce electricity consumption, it is necessary first of all to correlate the
power parameters (input current, power factor cos u, etc.), characterizing the
electric motors acting pumps, with the technological parameters such as water
level from collection basin, warning level of the water collection basin and the
amount of precipitation. In case of unstarting on time a corresponding number of
pumps, depending on the amount of precipitation, can lead to flooding such as that
in Fig. 71.2 which may disrupt the smooth running of the technological process.

Other climatic parameters can lead to extreme situation in equipment func-
tioning taking into account the big dimensions on it. In Fig. 71.3 it is presented an
excavator used in coal exploitation.

In case of so big dimensions machinery the very important weather parameters
are the wind speed and the wind direction. The operator must take into account
these values to position the machinery to avoid dangerous situations.
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71.2 Dispatching System Architecture

In present, in NSLO mining pits were implemented technological and energy
dispatching systems for almost all used equipment. On the local dispatch center
exists a weather forecast system, for weather evolution estimation in time.

Fig. 71.2 Flooded pit

Fig. 71.3 Coal excavator

Mining pit local dispatch 

Technological

dispatching
Energy

dispatching
View weather

forecast

Display
system 1

Display
system 2

Fig. 71.4 Structure of actual
dispatching system
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Functioning structure for local dispatch (for a pit) is presented in Fig. 71.4.
As seen in Fig. 71.4, the dispatching system has three distinct components,

without any interactions and use three distinct display systems:

• technological dispatching provides information about equipment status and
about technological and transport lines;

• energy dispatching offers information about energy parameters and power
consumptions for each equipment;

• weather forecast informs the dispatch operator about possible weather changes
in future, it will take decisions to avoid unwanted situations.

This type of system is very difficult to follow, difficult to manage, and moni-
tored process control depends on the dispatch operator experience and vigilance.

In terms of communication with NSLO central dispatching system, these is an
asynchronous type, link were made with phone systems and within own com-
munication networks.

This paper proposes a solution for implementation of a general and complete
dispatching system on NSLO level, implying to create new structures on mining
pit level.

The functions proposed for the dispatching system are the follow:

• automatic acquisition of parameters from technological process, through
transducers with unified or pulse signals output;

• primary processing of measurement values in local stations (scaling, averages,
limits framing, alarms, monitoring, etc.);

• reference prescription, calibration, maintenance;
• storage, archiving and delivering of measurement processed on a period of time,

operating reports, statistics;
• communication in data flows with other system nodes and with system

architectures levels, including production databases management system;
• sending data in pyramidal system to hierarchical high level;
• monitoring energy consumptions and balanced with status parameters of the

equipment’s and production;
• monitoring active and reactive power an following the direction of power flow;
• local control and signalization of circuits, interrupts, interlocks, alarm currents;
• position and control of machineries in working field;
• indicating the status of machineries and equipment, excavated mass debits,

transported mass debits;
• providing information about weather changes in real time, and weather

parameters for each pit.

General structure of proposed system is presented in Fig. 71.5.
WEATHER block from Fig. 71.5 represents the weather monitoring system

which must be implemented into dispatching system on pit level to provide
information in real time about temperature, precipitations, wind speed and
direction and other important weather parameters for entire technological flow.
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The blocks ETD Line x (Energy and Technological Dispatching for a techno-
logical Line x) represents a united monitoring system for both energy and
technological parameters for a technological line. This system provides informa-
tion about energy and technological values for each equipment of a technological
line in a compact way.

A complete description of ETD block is presented in Fig. 71.6. Functionally it
is composed by three subsystems:

• data acquisition and primary processing subsystem;

NSLO
DISPATCHER

LOCAL 
DISPATCHER 
MINING PIT 1

E
T

D
 L

ine 1

E
T

D
 L

ine 2

E
T

D
 L

ine n

W
eather

LOCAL 
DISPATCHER 
MINING PIT 2

E
T

D
 L

ine 1

E
T

D
 L

ine 2

E
T

D
 L

ine n

W
eather

LOCAL 
DISPATCHER 
MINING PIT X

E
T

D
 L

ine 1

E
T

D
 L

ine 2

E
T

D
 L

ine n

W
eather

Fig. 71.5 General structure of proposed system
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• communication subsystem;
• local dispatcher subsystem.

Data acquisition and processing subsystem include: transducers, equipment for
energy and technological data acquisition, computer systems or PLC. The inputs from
process are given by various command and detection elements used in a automation
system: command buttons, selecting keys, limiters, transducers, protections etc.

Communication subsystem will ensure the handled of data from process
through communication modems and using various communication channels
(wires, radio, optical fiber, GSM etc.), to a communication server present in ‘‘local
dispatcher subsystem’’, and then transferred to dispatcher local network.

In case of proposed system the communication will be bidirectional, so commu-
nication subsystem must ensure data transfer from dispatcher to pointed equipment.

Local dispatcher subsystem is designed as a computer network and includes:

• communication server
• communication modems
• network server
• workstations
• printers
• displays

On this level will be implemented a dispatching application with following
functions:

• viewing mining pit structure and technological flow;
• viewing equipment parameters and its position in pit;
• creating databases with specific information from system (pit structure, activi-

ties reports, indicators etc.);
• tracking of technological process indicators (working times, debits etc.);
• tracking power supply of pit (consumption);
• weather parameters monitoring;
• real time communication with central dispatcher from NSLO and delivering the

information from process.

Central dispatcher will have an application which communicate in real time
with local dispatchers of pits through internet or own communication networks.
Through this application it will receive, as synoptic diagram, the main data from
each pit dispatcher with possibilities to detail these information.

Central dispatcher will be able to send in real time energy and technological
reference values for technological lines from a pit, can communicate and establish
with local dispatcher operator solutions for some defects/problems of a techno-
logical line, and can establish the status of a machinery depending on techno-
logical flow parameters and weather parameters to obtain a maximum efficiency in
maximum security conditions.
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71.3 Conclusions

A central type monitoring of the parameters from a mining pit ensure an efficiency
schedule exploitation activities. Thereby the central dispatcher can coordinate the
activities from a pit to ensure all coal requirements in security conditions.

Although apparently weather parameters (temperature, rain, wind direction and
speed) don’t influence so much the technological processes from lignite mining
pit, however a central knowledge in real time of environment parameters leads to
an increasing of productivity and to taking decisions with regard to avoiding some
dangerous situation in equipment exploitation.

Central dispatcher may require reduction of activities and even stop in mining
pits with unfavorable working conditions simultaneously with increasing activities
in mining pits with safety conditions.

On the central dispatcher level will be stored general databases with all
activities for pits and system, general reports about working times and stop times,
quantities of coal and barren, weather parameters. Also, it will generate mainte-
nance schedules for each pit and equipment, according with received data.
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Chapter 72
Towards Improving the StatscanTM

X-Ray Image Quality through
Sliding-Mode Control of the C-Arm

M. Esmail, M. Tsoeu and L. John

Abstract A method to improve image quality of the StatscanTM X-ray system is
investigated. Transient errors in the trapezoidal motion profile of the scanning
C-arm may cause mismatches between the detector and collimated beams from the
X-ray source. This results in the partial degradation of image quality. The
performances of two C-arm motion controllers were investigated using computer
simulations and experiments: a standard PI and DMRISMC. The controllers are
competitive at high sampling rate. However, the DMRISMC controller shows
better performance motion profile tracking when slow sampling rate is used. There
are strengths and weaknesses for both controllers and DMRISMC was expected to
improve the image quality.

72.1 Introduction

StatscanTM is a full-body digital radiography X-ray machine developed for normal
diagnostic as well as a high incidence of penetrating injuries [1, 2]. It works in a
linear slit-scanning mode (LSSM) driven by a linear motor manufactured by
Kollmorgen. Despite the many advantages of slit-scanning, the X-ray images may
become degraded if the C-arm is not moving smoothly. This results in a mismatch
between Detector CCD clocking and the C-arm linear velocity particularly during
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trapezoidal motion profile phases. The StatscanTM image may thus be blurred for a
very short section at the beginning or the end of each scan. The primary issue is the
residual vibration caused by improper acceleration or decelaration during motion
tracking which results in decreased precision and a longer settling time [3]. The
challenge in such system is to improve motion profile tracking performance and
rejection of disturbance resulting from frictions, ripple forces, uncertainties in the
machine parameters, etc. [4].

In attempts to solve such problems, the literature highlights two directions of
research, which have been conducted to date on precision motion control. One is
motion profile planning and the second is the use of non-linear and optimal
controllers. For example, practical efficient asymmetric velocity profiles were
proposed by Rew, Ha and Kim [5]. This method allows the jerk magnitude to be
manipulated during the deceleration phase by using a single parameter. Similarly
an online smooth trajectory for industrial systems was presented by Zheng, Su and
Müller [6]. By using two modified non-linear tracking differentiators in order to
generate a smooth trajectory from ramp and step set point references. In addition
several advanced non-linear control methods, optimal controllers and adaptive
controllers have been proposed in order to deal with plant uncertainties and to
improve maximum tracking accuracy [7].

The classical proportional–proportional integral cascaded controller (P-PI) with
some modification has successfully been implemented in numerous motion control
applications [8, 9]. However, it is not robust enough to deal with the variations
caused by external disturbances and parameter changes during operation. In
contrast, sliding mode control provides a robust controller [10]. It has many
advantages, including insensitivity to parameter variations and model uncertain-
ties, external disturbance rejection, fast dynamic responses and good transient
performance. The one noted drawback of the sliding mode controller is the infi-
nite-frequency magnitude oscillations around the sliding surface [11]. Such chat-
tering has been reduced with boundary layer technique [12]. In recent years, the
sliding mode control method has taken on a general design form and many
applications are valid for linear and non-linear multi-input multi-output (MI/MO)
systems are show promising developments that chattering will be entirely elimi-
nated [13].

The conventional sliding mode controllers (SMC) have been applied to track
motion profiles for example, Jamaludin, Brussel and Swevers [12] compared P-PI
and classical SMC control tracking of an x–y milling process with disturbance
rejection using reference set-point tracking and circular tests. They reported that
the conventional sliding mode controller worked well but required a relatively
high-frequency bandwidth to ensure better stiffness. Wu and Ding [14] controlled a
high motion system using an iterative-learning variable-structure controller.
A multi-segment SMC controller was also proposed to reduce trapezoidal motion
profile tracking error [15].

The discrete model reference integral sliding mode controller (DMRISMC) has
been applied to control of simple mechanical structures as well as to linear motor
based precision servo systems. This type of controller was necessary because
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difficulties in specifying design objectives in terms of a performance index and
large variations in plant parameters resulted in conventional SMC and linear
optimal controllers not being suitable. Another advantage of using DMRISMC is
that the servo problem and the regulator problem can be separated [17].

In an DMRISMC system the desired response to a desired signal is specified by
a reference signal which provides the desired signal to the feedback loop. The
block diagram of DMRISMC is shown in Fig. 72.4. The task of the controller is
simply to drive the error between the output of the process and the output of the
reference model to zero [16, 17]. For this reason, the DMRISMC has been pro-
posed to address partial image blurring in the StatscanTM X-ray machine owing to
its robustness properties.

We therefore, compare the motion tracking ability of the DMRISMC and the PI
controllers, in order to ultimately suggest a method to improve Statscan image
quality.

72.2 Problem Overview

72.2.1 The System Description

Figure 72.1 shows the StatscanTM digital radiography X-ray mechanism. Its C-arm
is driven along a linear length of 1800 mm by an ironless linear motor, model IL-
240-50 AI, manufactured by Kollmorgen, and is equipped with a linear optical
encoder (LS 603) by Heidenhain as the measurement feedback component. The
machine’s total mass is approximately 1219 kg, while the total moving mass of the
C-arm (including the linear motor coil, the X-ray tube, heat exchanger and
detector) is 515 kg. The control hardware systems include Cascaded P-PI con-
troller and SERVOSTAR� (CE06250) drive produced by Kollmorgen. According
to Ding and Wu [6] the nominal model of such system can be described by

g sð Þ ¼ y sð Þ
u sð Þ ¼

Ag

s Tsþ 1ð Þ ð72:1Þ

where g(s) is the dynamic relation between the system position y(s) and the input
u(s) and the system velocity is described by means of a first order system by
differentiating y(s).

It was not possible to obtain the system model parameters such as, the system
gain (Ag) and time constant (T) using a step tests. Owing similarity, an alternative
model was therefore, obtained by using step tests on a laboratory scale DC motor.
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72.2.2 System Model Identification

To obtain a matched model that implements both control algorithms, step tests data
were obtained as shown in Fig. 72.2. On the graph, the time is in seconds while the
output velocity and input of the motor are measured in volt (V).

Simple graphical analysis techniques were applied to step tests data to identify
the model [18]. The system transfer function model is given by as:

g sð Þ ¼ 2:52
s 1:36sþ 1ð Þ ½V=V � ð72:2Þ

Fig. 72.1 StatscanTM X-ray
machine

Fig. 72.2 Various step test
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To improve DMRISMC tracking performance, the position model in ‘‘(72.2),’’
will be used for velocity for the DMRISMC implementation.

72.2.3 Trapezodial Motion Profiles

In all motion control applications described earlier, the controller’s aim was to
ensure that the system followed predesigned trajectory motion profile. Several of
these motion profiles have been proposed with aims of suppressing transient
vibration, reducing settling time, minimizing overshoot, and alleviating distur-
bances and uncertainties of the plant parameters [3, 4, 19]. The tradeoff between
the speed of motion and vibration reduction complicates motion planning [6]. The
faster the system, the higher the rapid increment or decrement of acceleration. This
results in a mismatch between the detector’s clocking speed and the linear speed of
the C-arm during the early part of the scan and hence the degradation in the image
quality in the form of partial image blurring. Currently, the strategy implemented
in the StatscanTM machine is to suppress the initial data that may be severely
blurred. However, this issue needs to be addressed. The trapezoidal motion profile
as illustrated in Fig. 72.3 were used in this simulation and experimental study.

It is expected that the robustness of sliding mode control method against dis-
turbances and plant uncertainties will result in digital sliding mode control
(DSMC) out-performing other control methodologies. This is specifically expected
to be valid around rapid increments or decrements in acceleration (Fig. 72.4).

72.3 Controllers Design

72.3.1 Regular Form

Prior to the DMRISMC’s design, the system transfer function model in ‘‘(72.2),’’
is transformed into a state space representation assuming that this state space
model is further transformed into an appropriate regular form by choice of an
orthogonal matrix [16].

Fig. 72.3 Trapezoidal
velocity motion profile
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x
:

tð Þ ¼ Ax tð Þ þ Bu tð Þ þ f t; x; uð Þ ð72:3Þ

y tð Þ ¼ Cx tð Þ

where x (t) is the state vector, u (t) the system input, y (t) the system output, system
is full rank, (A, B) is controllable pair and, f(t,x.u) presents the disturbances. The
matrices A e Rn 9 n, B e Rn 9 1 are transformed to the discrete domain as given in
[17], which are defined as:

x k þ 1ð Þ ¼ /xðkÞ þ Cu kð Þ þ Cf kð Þ ð72:4Þ

y kð Þ ¼ Cx kð Þ

72.3.2 Reference Tracking Model

It is important to define pre-compensator reference model before designing the
DMRISMC whose states correspond directly to states of the system [16], i.e.

xd k þ 1ð Þ ¼ /rxd kð Þ þ Crr kð Þ ð72:5Þ

yr kð Þ ¼ Crxd kð Þ

Where

Ur ¼ U� CLf ;Cr ¼ qC ð72:6Þ

Where Lf is the feedback gain, q is a positive scalar and r (k) is the command
input at sampling time instant, Inserting Eq. 72.6 into ‘‘(72.5),’’and substituting,
C = Cr, and e = x-xd, the error dynamics of the feedback control loop is obtained
by subtracting the result of Eq. 72.4 from the results of inserting Eq. 72.6 into
Eq. 72.5.

e k þ 1ð Þ ¼ /e kð Þ þ Cu kð Þ þ C f kð Þ � uf kð Þ
� �

ð72:7Þ

ye Kð Þ ¼ Ce Kð Þ

where uf (k) = -Lf xr ? q r (k)

Fig. 72.4 The model reference control system as implemented in DMRISMC controller [17]
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72.3.3 Control Law

For SISO tracking control, the integral is added to improve tracking performance
and the sliding surface is defined as:

S eð Þ ¼ Se ¼ k 1½ � e ð72:8Þ

where SU is non-zero, U is the system input vector in ‘‘(72.4),’’
k is a positive scalar which determines the rate of converging to the sliding

surface. The next step is to design the controller to satisfy the reachabilty and
sliding phase conditions [17], the controller composed of discontinue or switching
controller (ud) and equivalent controller (ueq) which defined as:

u ¼ ueq þ ud ð72:9Þ

where ueq = (SU)-1 S U e (k) ? ud (k) - f (k) and ud = k sgn (s (e))
where

sgn sðeÞð Þ ¼ 1 if s eð Þ[ 0
�1 if s eð Þ\0

�
ð72:10Þ

A drawback of a defined controller structure is chattering. Chattering refers to
finite-frequency magnitude oscillations around the sliding surface, due to the
discontinuous nature of the control action that switches between two system
structures. In order to overcome chattering, boundary layer techniques [16, 19] are
used by replacing the signum-like function Eq. 72.10 with a continuous approx-
imation function vd(s (e)) in the thin boundary layer about the sliding surface
which takes the following form:

vd s eð Þð Þ ¼ s eð Þ
S eð Þj j þ d

ð72:11Þ

where, d is positive constant that represents the degree of the continuous
approximation and s (e) is a switching surface for error dynamics.

72.3.4 Formulation of PI Controller

For motion applications, the P-PI cascaded formulation still remains the dominant
strategy in servo systems. In this configuration, a proportional controller (P)
controls the outer position loop and a proportional integral controller (PI) controls
the velocity inner loop [4]. A theoretical analysis of this form of controller is
available [4, 9, 12]. For simplicity, the PI controller formula that was implemented
in the velocity loop is given as:
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PI sð Þ kp sþ kið Þ
s

ð72:12Þ

Where kp and ki are PI controllers gains. In discrete domain the difference
equation method is used to implement the PI controller.

72.4 Simulation and Experimental Results

72.4.1 Simulations Results

The computer simulation results of the DC motor discrete state space model of
Eq. 72.4 are presented to investigate DMRISMC controller performance in
tracking a trapezoidal motion profile. The simulation of both controllers was
written in MATLAB. The model is transformed into the regular form as in
Eq. 72.3 and then discretized with sampling time Ts = 0.109 s,

/;Cð Þ ¼ 1 0:1047
0 0:9230

� �
;

0:0058
0:1047

� �� �

The reference model is obtained according to Eq. 72.6 results in

/r;Crð Þ ¼ 0:9781 0:0879
�0:3967 0:6181

� �
;

0:0879
0:3967

� �� �

Where, LF = [3.7887, 2.912], Q = 3.7887.
For robust performance, the DMRISMC parameters need to be tuned. The

tuning parameters were chosen based on guidelines that were provided by Kaya
[20]. The controller designer has to set the rate of converging to sliding surface (k),
switching amplitude (k), boundary layer width (d).The guidelines required that all
DMRISMC parameters must be positive, resulting system dynamics in switching
surface must be stable, and that the discontinuous controller must be kept rea-
sonable in order to avoid damaging the actuator. However, in DMRISMC these
guidelines will not have much influence since the controller action is very small
due to the Moore–Penrose Matrix inverse [16]. Therefore, the S vector was chosen
to be [1, 2], k was chosen to be 5, d was chosen to be 2 for chatter reduction and
sampling times for DMRISMC simulation were chosen to be 10 and 109 ms and
for PI simulation was chosen to be 109 ms.

For the PI controller, the two parameters that must be tuned are proportional
gain (kp) and rest integral time gain (ki), These parameters were chosen to be 6.60
and 3.59 respectively based on the root locus tuning method for P-PI cascaded for
servo systems, discussed by _Zabiński and Trybus [21].

The simulation results of the DMRISMC and PI controllers with low tracking
error are illustrated in Fig. 72.5 and Fig. 72.6 for DMRISMC and Fig. 72.7 for PI.
A trapezoidal motion profile is applied. In the simulation, the high acceleration is
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set to 1.5 mm/sec2, the desired position is set to 200 mm and the maximum speed
is set to 5 mm/sec.

Looking at trapezoidal motion profile tracking, the DMRISMC provides perfect
performance, despite a motion tracking error which is around zero. However, it is
noted that the tracking error is proportional to the sampling rate: The lower the
sampling time the lower the tracking error. This is obtained at the cost of the low
control action compared to PI controller, see Fig. 72.7.

Table 72.1 shows the average final position errors obtained for both controllers
when the simulation tests run at speeds of 3, 6 and 9 mm/sec with 100, 200 and
300 mm positions. The results show that DMRISM achieves almost the same
position error at various velocities while PI increases the position error when the
velocity increases. This observation may illustrate why there is more distortion on
image at high velocity motions.

Fig. 72.5 DMRISMC tracking Simulation at sampling time 10 ms
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Fig. 72.6 DMISMC tracking simulation at sampling time 0.109 s

Fig. 72.7 Trapezoidal motion profile simulation using PI
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72.4.2 Experimental Results

The following plots present the experimental time responses for simulated con-
trollers in Sect. 72.4.1. The implementations were coded in C++, linked with
Newmat matrix library and complied on a Borland C++ compiler [22]. The-PI

Table 72.1 the Average Position Error

Velocity PI DMRISMC
Average position error Average position error

3 mm/sec 0.268 mm 0.0157 mm
6 mm/sec 0.5927 mm 0.0382 mm
9 mm/sec 0.927 mm 0.0238 mm

Fig. 72.8 PI experimental test results
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controller gains were chosen as kp = 0.964 and ki = 0.65 while for the
DMRISMC the same simulation parameters were applied with observer feedback
gain matrix [-3.077, 21367]T when system poles assigned at -2 and -3 on the s
plane. In the experiment one of the limiting factors is sampling period, therefore,
the sampling rate was chosen to be 0.109 s for both controllers.

Relating in Fig. 72.8, during the acceleration and deceleration phases the PI
controller requires ±3.5 V as control effort during whilst an effort of 2.3 V is
necessary when the system reaches the steady state. By looking at tracking errors,
the PI’s velocity error is 0.02808. The system reaches a steady state after 3 s and
there is an overshoot of 0.008 which causes the system to settle at 5 s.

The velocity error, trapezoidal motion profile tracking and DMRISMC signal
responses are shown in Fig. 72.9. The DMRISMC controller produces a control
signal at ±3.2 V magnitude during the acceleration and deceleration phases, whilst
at steady state gives 0 V.

The system reaches a steady state after 3.4 s with velocity error 0.02 mm/sec
and zero overshoot. Looking more closely at experimental time 20 s, DMRISMC
velocity error, some chattering still exists i.e. not entirely removed when boundary
layer was used.

Fig. 72.9 DMRISMC experimental test results
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72.5 Conclusion

The paper has outlined the trapezoidal motion profile performance of DMRISMC
and PI controllers for improving image quality of StatscanTM X-ray machine. The
performances of these controllers were compared by using simulation and
experiments. Both controllers are competitive when compared to each other on
trapezoidal motion profile tracking at the same 109 ms sampling rate. The
DMRISMC controller was found to be better in position steady-state error if a low
sampling rate (10 ms) is used and requires less control effort than a PI controller.
However, when it comes to image quality improvement, DMRISMC controllers’
performance was expected to improve the image quality since there were no
overshoot due to jerk at acceleration and deceleration phases. However, further
investigation on image quality assessments methods may be needed in order to
clarify this unsubstantiated conclusion. For further more accurate comparison, a
model of the StatscanTM X-ray machine is needed instead of a DC motor to match
the system linear positioning specifications.
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Chapter 73
Mechanical Energy Conversion
to Electromagnetic Energy for Magnetic
Fluids: Theoretical Fundaments
and Applications

Aurel-George Popescu and Adrian Runceanu

Abstract This article treats the static conversion of mechanical energy to elec-
tromagnetic energy, known as electromagnetic-acoustic, in magnetic fluids
(E.M.A.) showing correlation to the ‘‘Theory of Sonics’’, part of the domain
named ‘‘Electro sonicity’’. It retains the quality and is named magnetic fluid, a
colloidal system formed by dispersing to monodomenic sizes, followed by the
stabilization of a solid material with magnetic properties, in a liquid, usually with
dielectrically properties. The electromagnetic–acoustic transformation [1] in a
medium shows all the phenomenons linked to the kindling and recording of elastic
oscillations by using the electromagnetic field or to the electromagnetic waves by
using the mechanical oscillations. The original issues contained in this article are:
(1) The highlighting of the physical and mathematical connection between the
specific electrical formalism and the Theory of Sonics by introducing the sonic
power in B8 (B18) formula. (2) The materialization of theoretical results on the
conversion of mechanical energy into electromagnetic energy, as a vibration
transducer whose originality is certified by the patent no 110872C1/1996 by title
‘‘Vibration transducer’’ [4].
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73.1 Introduction

The scientist George Constantinescu, author of ‘‘Theory of Sonics’’, was honored
during his lifetime by including his photo in a commemorative picture—‘‘One of
seventeen world leaders in science and technology in the March of Progress
1900–1925’’, published by the Graphic in 1926. On this commemorative picture
the scientist is presented along with Einstein, Kelvin, Edison, Marie Curie,
Rutherford etc. After his death (1966), in the Engineers Society Journal of England
(volume LVII, January–March 1966, no. 1), in the presented obituary, we can see
these words: ‘‘His paper Theory of Sonics, always considered by him the most
important piece of work, was published by the Admiralty in 1918, but even today
almost 50 years later, is unlikely that we truly understood it more than we
understand Einstein’s theory’’ [5–10].

Despite international recognition of lifetime, his work was mentioned along
time in obscurity, with little publicized:

1918, British Admiralty, 150 copies
1922, Bucharest, Typography ‘‘Cultura’’, 2000 copies
1985, Bucharest, Academy Publishing House RSR, 2000 copies

73.2 Theoretical Fundamental of the Electromagnetico-
Acoustic Transformation in Magnetic Fluids

In the stationary case, the magneto static equations are these:

rot H0

!
¼ 0; divl0lr H0

!
¼ 0 ð73:1Þ

In the constant magnetic field H0

!
the magnetic permeability is a function of the

thermo dynamical variables: density q and temperature T. The mechanical wave
propagation in the probe leads to the adiabatic modification of the magnetic per-
meability l0 as a cause of the changing in oscillation density and temperature in
the sound wave front wave [6–17].

In the case of mechanical wave propagation, Maxwell’s equations can be
written as:

rot E
!
¼ �l0

o

ot
lr þ l0ð Þ H

!
þ h
!� �h i

ð73:2Þ

rotðH
!
þ h
!
Þ ¼ e0er

o E
!

ot
ð73:3Þ

div E
!
¼ 0 ð73:4Þ
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divl0ðlr þ l0Þ H
!
þ h
!� �
¼ 0 ð73:5Þ

The (73.2) equation can be written as:

rot E
!
¼ �l0

o

ot
lr H0

!
þlr h

!
þl0H0

!
þl0 h

!h i

rot E
!
¼�l0lr

oH0

ot|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
¼0

�l0lr
oh

ot
� l0l

0 o H0

!

ot|fflfflfflfflffl{zfflfflfflfflffl}
¼0

� l0l
0 o h
!

ot
� l0 H0

olr

ot

!

|fflfflfflfflffl{zfflfflfflfflffl}
¼0

� l0 h
! olr

ot|fflfflfflffl{zfflfflfflffl}
¼0

� l0 H0

! ol0

ot
� l0 h

! ol0

ot

rot E
!
¼ �l0lr

oh

ot
� l0 H0

! ol0

ot
� l0l

0 o h
!

ot
� l0 h

! ol0

ot

The (73.3) equation can be written as:

rot H0

!
þ h
!� �
¼ rot H0

!

|fflffl{zfflffl}
¼0

þrot h
!
¼ rot h

!
¼ e0er

oh0

ot

The (73.5) equation is reduced to:

divl0 lr þ l0ð Þ H0

!
þ h
!� �
¼div l0lr H0

!
þl0lr h

!
þl0l

0H0

!
þl0l

0 h
!h i

¼ div l0lr H0

!� �

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
¼0

þdiv l0lr h
!� �

þ div l0l
0 H0

!� �
þ div l0l

0 h
!� �

¼ h
!
�gradl0lr|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
¼0

þl0lr � grad h
!
þH0

!
�grad l0l

0ð Þ

þ l0l
0 � grad H0

!

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
¼0

þ h
!
�grad l0l

0ð Þ

þ l0l
0 � grad h

!
¼ l0lr � grad h

!

þ H0

!
�grad l0l

0ð Þ þ h
!
�grad l0l

0ð Þ

þ l0l
0 � grad h

!

Thus, from (73.2) and (73.5) we obtain:
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rot E
!
¼ �l0 lr

o h
!

ot
þ H0

! ol0

ot
þ l

o h
!

ot
þ h
! ol0

ot

" #
ð73:6Þ

div E
!
¼ 0 ð73:7Þ

rot h
!
¼ e0er

o E
!

ot
ð73:8Þ

By applying the rot operator to (73.6) we obtain:

rot � rot E
!
¼rot �l0lr

o h
!

ot
� l0 H0

! ol0

ot

"
�l0l

0 o h
!

ot
� l0 h

! ol0

ot

#

¼� rot l0lr
o h
!

ot

 !
� rot l0 H0

! ol0

ot

� �

� rot l0l
0 o h
!

ot

 !
� rot l0 h

! ol0

ot

� �
¼ 0

rot � rot E
!
¼ o h

!

ot
� grad l0lrð Þ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

¼0

�l0lr � rot
o h
!

ot

þ H
!

0
�grad l0

ol0

ot

� �
� l0

ol0

ot
� rot H0

!

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
¼0

þ o h
!

ot
� grad l0l

0ð Þ
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼0

�l0l
0 � rot

o h
!

ot

þ h
!
�grad l0

ol0

ot

� �
� l0

ol0

ot
� rot h

!

|ffl{zffl}
¼0

rot � rot E
!
¼ �l0lr � rot

o h
!

ot
þ H0

!
�grad l0

ol0

ot

� �

�l0l
0 � rot

o h
!

ot
þ h
!
�grad l0

ol0

ot

� �

Analyzing the previous equation terms, using equations, using (73.6–73.8):
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l0lr � rot
o h
!

ot
¼ o

ot
l0lr � rot h

!
¼ o

ot
l0lre0er

o E
!

ot

¼l0lre0er
o2 E
!

ot2
¼ 1

v2
� o

2 E
!

ot2

H0

!
�l0grad

ol0

ot

� �
¼H0

!
� grad

ol0

ot
þ ol0

ot
� gradl0

� �

¼H0

!
�gradl0

ol0

ot
þ H0

!
� ol0

ot
� gradl0

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
¼0

¼H0

!
�l0grad

ol0

ot
¼ l0 H0

!
�grad

ol0

ot

� �

l0l
0 � rot

o h
!

ot
¼ l0l

0 o

ot

o h
!

ot

 !
¼ l0l

0 o
2 h
!

ot2|fflfflfflfflffl{zfflfflfflfflffl}
¼0

h
!
�grad l0

ol0

ot

� �
¼ h
!
� o

ot
l0

ol0

ot

� �� �
¼ h
!
� l0

o2l0

ot2

� �

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
¼0

We obtain:

rot � rot E
!
¼ � 1

v2
� o

2 E
!

ot2
þ l0 H0

!
�grad

ol0

ot

� �

On the other hand, we know:

rot � rot E
!
¼ grad div E

!� �
� D E

!

So:

� 1
v2
� o

2 E
!

ot2
þ l0 H0

!
�grad

ol0

ot

� �
¼ grad div E

!� �

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
¼0

�D E
!

Thus the (73.6–73.8) equations can be written as a single tridimensional
equation:

D E
!
� 1

v2
� o

2 E
!

ot2
¼ �l0 H0

!
�grad

ol0

ot

� �
ð73:9Þ

Which shows the dependency between the electrical field E
!

generated in the
medium as a result of the l0 variation—of the lr magnetic permeability—in the
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wave front, in the presence of a constant magnetic field of intensity H
!

when the
magnetic fluid sample is crossed by mechanical waves.

73.3 Vibration Traductor Functioning Fenomenology
Theoretical Fundaments

The (73.9) equation confirms the possibility of direct conversion between
mechanical energy into electrical energy detectably by a command coil. Applying

from the exterior, to the magnetic fluid, a B
!
¼ l H0

!
magnetic field of induction

along the Ox axis, the (73.9) equation will become:

�B0

! o

ox

ol0

ot
¼ �B0

o

ot

ol0

ox

Thus, in the wave front, the magnetic permeability lr, will simultaneously
support a spatial variation and a temporal one, which, phenomenologically, is real.

According the Huygens’ Principle, the mechanic waves are transmitted in a
medium with elastic properties, from particle to particle, and the medium particles
are considered as keeping mechanic energy oscillating to the equilibrium position.
Thus, in the positive wave front, appears a local compression of the medium
particles, and in the negative wave front, a local relaxation, thus a local variation in
the medium density.

Because in a magnetic fluid the particles with magnetic properties are dispersed
evenly in the medium, it results that, in the wave front, a local variation in the
magnetic phase will appear, and a local variation in space of the relative magnetic

permeability lr, expressed by ol0

ox .
Because the mechanic waves are propagated through the elastic medium, the

spatial variation in magnetic permeability lr is accompanied by a temporal vari-

ation expressed by o
ot �

ol
ox.

The left term in the (73.9) equations express the form of the electric field
induced to a detection coil by the local spatial–temporal variation in magnetic
phase density in the wave front.

The ‘‘-’’ sign shows, according to the electromagnetic induction law, that the
electric tension induces is of opposing sign to the spatial–temporal variation in the
wave front.

Considering a harmonic variation in the wave front density, the l
0

variation in
relative magnetic permeability lr will be of this form:

l0 ¼ lr � ei xt�k
!

r
!� �

ð73:10Þ

To which, by a variation in parameter lr at constant entropy:
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lr ¼
olr

oq

� �

S

�q0; S� Entropy ð73:11Þ

Thus:

l0 ¼ olr

oq

� �

S

�q0 � ei xt�k
!

r
!� �

ð73:12Þ

For a cell of section S filled with a magnetic fluid of permeability lr, to which is
placed a detection coil with N spires introduced into a constant magnetic field of

intensity H0

!
.

The presence of mechanical waves in the magnetic fluid generates a tension to
the detection coil terminals, namely:

e ¼� dU
dt
¼ �NS

dB

dt
¼ �NSl0H0

dl0

dt
¼� NSB0xlr � i � eixt

in which l0H0 = B0—is the magnetic induction of the magnetic field applied to
the cell.

But eix ¼ cos xþ i � sin x, thus:

e ¼ NSB0xlr � sin xt � i � NSB0xlr � cos xt

The modulus of the electric tension detected will be:

ej j ¼ NSB0xlrð Þ2þ NSB0xlrð Þ2
h i1

2

ej j ¼ NSB0xlr �
ffiffiffi
2
p

ð73:13Þ

Or by using (73.11):

ej j ¼ NSB0x
olr

oq

� �

S

�q0 �
ffiffiffi
2
p

ð73:14Þ

According to the hydrodynamic theory of sound, the q
0

change in density q of
the medium in the wave front is tied to the instantaneous oscillation speed v of the
medium particles, by the relation:

q0 ¼ q
v

u
ð73:15Þ

In which u is the sound speed in the respective medium; Thus, (73.14) becomes:

ej j ¼ NSB0x � olr
oq

� �
� q v

u �
ffiffiffi
2
p

ð73:16Þ
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And constitutes with (73.13) the theoretical fundament on which the conception
and projection of some installations for static conversion from mechanic to elec-
tromagnetic energy is founded.

By analyzing the (73.16) formula, we observe that it can be written as:

ej j ¼
ffiffi
2
p

NB0xq
l � S � v � olr

oq ¼ a � i � olr
oq

ð73:17Þ

in which:

a ¼
ffiffiffi
2
p

NB0xq
l

- Constant which contains static parameters of a vibration

transducer.
i = S * v—instantaneous value of the sonic current [2].
olr

oq
- local variation in magnetic permeability lr in the wave front, due to the

variation in magnetic phase density.
With the expression of sonic current (i = S * v) we can rewrite (73.17) as:

ej j ¼ a � olr

oq
� I � sin at þWð Þ ð73:18Þ

The appearing of phenomenological link which can be express between the
E.M.A. Transformation (through which is fundamental the possibility of electric
conversion) and the Sonic Theory (which offers the possibility of projecting
installations with big efficiency), revealed by formula (73.16), allows projecting a
cell in which the sonic parameters are linked with the electric parameters.

The presence of the S � v product in (73.16) or (73.17)—defined in the Sonic
Theory as being the instantaneous value of the sonic current is given the rigorous
scientific character of being used in making conversion machines with efficiencies
near one.

The correlation between the instantaneous sonic current value of the sonic
current in formula (73.17) and the static projection parameters and with the local
variation in magnetic permeability opens a huge field of research in the lesser-
known field of ‘‘Electro sonicity’’, thus yielding a new scientific dimension of a
big interest, namely: ‘‘The possibility of projection and construction of static
convertors of mechanic waves in electric energy, with increased efficiency’’

This interdependencies between the Sonicity Theory and the direct mechanic
energy conversion in electromagnetic energy, part of the ‘‘Electro sonicity’’ field,
are not found in physics writings.
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73.4 The Functioning Principle Behind the Vibration
Translator

The permanent magnet (1) is generating a magnetic field whose field lines show
their presence in the detection coil (2) and in the magnetic fluid (3), Fig. 73.3.

The magnetic wave presence in the magnetic field shows a spatial–temporal
modification in the relative magnetic permeability value lr in the wave front, after
which the magnetic field lines intensity becomes variable in space and time.

There are local modifications in magnetic reluctance, and the magnetic field
lines tend to close through the minimum magnetic reluctance zones becoming
variable by position and intensity, in time and space.

Thus, the detection coil will be swept by a variable magnetic field, which will
induce through it electromotive tension.

The experimental results obtained [3]
The permanent magnet used is a type of circular crown with the dimensions in

the figure:
In the experiments that we’ve done, we used a permanent magnet (circular

crown shaped) with the active section S = 10-4 m2, having a magnetic induction
of B0 between 0.01 T 7 0.08 T.(Fig. 73.1)

Visualizing the magnetic field lines, with iron powder, we noticed that they
limit the active surface in three domains, namely:

Domain (1)
The magnetic field lines close in the exterior corner of the circular crown. The

magnetic induction the magnet’s active border is B1 = 0,08 T (Fig. 73.2).
Domain (2)
This is the transition zone. The magnetic field lines are dispersed to the exterior

and interior of the active surface of the magnet, and the magnetic inductance value
is in this case B2 = 0,01 T.

Domain (3)
The magnetic field lines close to the interior of the active surface. The field line

polarity is reverse to the zone (1). The maximum magnetic inductance value is
B3 = 0,08 T.

The permanent magnet was introduced into iron housing.

Fig. 73.1 A permanent
magnet (circular crown
shaped) with the active
section S=10-4 m2
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The housing structure are introduced a flat coil with N = 1000 spires and a
magnetic fluid inside, both placed on a ferromagnetic ring and applied on top of
the permanent magnet. The whole system is presented in Fig. 73.3.

(1) ferromagnetic housing
(2) permanent magnet
(3) flat coil
(4) magnetic fluid inside
(5) ferromagnetic ring

For the experimentation of the vibration translator we used a variable frequency
between 50 Hz – 200 kHz.

73.5 Conclusions

After the experiments we drew the following conclusions:

– The current intensity through the detection coil is of tens of microamperes and
as such, the vibration that we have made can be used safely in explosive
environments.

Fig. 73.2 The magnetic
induction the magnet’s active
border

Fig. 73.3 The housing
structure
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– The electric signal amplitude goes from a few millivolts to a few volts.
– The link between the formula results (73.16) and the experimental value was

proven.
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Chapter 74
Initial Steps Towards Distributed
Implementation of M-Urgency

Shivsubramani Krishnamoorthy, Arun Balasubramanian
and Ashok K. Agrawala

Abstract M-Urgency is a public safety system that redefines the way an
emergency call is made to the public safety services such as 911. It enables mobile
users to stream live video and audio feed from their Smartphone to the local Public
Safety Answering Point (PSAP) along with real time location information and
other contextual information. In this paper, we present our effort to design and
implement a distributed M-Urgency system so as to make the same more efficient
and scalable. Our main focus is on (1) handling load balancing of the incoming
calls within the servers of the distributed architecture, (2) and handling the case of
failures of servers within the same. Simulation of the distributed system and our
proposed algorithm for load balancing showed promising results and our approach
was also able to handle failures and minimize its impact.

74.1 Introduction

Savannah1, just 5 years old then, became famous by saving her father’s life, when
he had a heart attack. Because of her presence of mind she called 911. She became
a sensation because this may not always be the case. It is usually a difficult task for
the 911 responder to gather information about the situation. A 911 dispatcher has
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to put forth a lot of questions to get the precise idea about the situation, which
causes delays and exchange of inaccurate information in a stressful situation and
when the time is critical. M-Urgency is the next generation emergency response
system that can provide a more efficient and timely service. It is a significant
advancement in how emergency calls are made to systems such as 911.
M-Urgency enables a person to establish a full-fledged audio and video stream
connection with a PSAP (Public Safety Answering Point), to give the dispatcher
the most precise idea about the situation. More interestingly, it also enables the
dispatcher to forward the stream to a responder such as a squad car, nearest to the
location of emergency or the most appropriate one, to ensure a timely service.

The current system encounters various issues considering the centralized
approach adopted in designing it. We, thus, propose a distributed architecture,
inspired from the p2p approach of object location techniques, to make the
M-Urgency system more efficient and scalable. As part of this paper, we intend to
take our initial steps towards this effort by verifying our approach and our algo-
rithm through simulations, which we present also.

74.1.1 Objectives

The main objectives of our work described in this paper include:

• Simulation, mainly, of the interface tier of Rover server (described in Sect.
74.2.1) and partially of the other required components.

• Evaluating our algorithm on the distributed simulation and seeing how the
Rover servers balance the load of incoming calls within themselves.

• To evaluate how the servers handle the situation of failure within the distributed
architecture.

74.1.2 Overview

The paper is organized in the following manner. Sect. 74.2 describes the current
M-Urgency system and also specifically describes the Rover server and the issues
in the current system. Sect. 74.3 presents the proposed distributed architecture and
our approach for load balancing and handling failures. We discuss the initial
results in Sect. 74.4. Section 74.5 discusses the experiments and the performance
results. Related work is discussed in Sect. 74.6.
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74.2 M-Urgency System

M-Urgency is a public safety system for tomorrow. It enables a user to establish an
audio/video stream connection with an emergency dispatcher, to give him the most
precise idea about the situation. M-Urgency also enables the dispatcher to forward
the stream to a responder(s) nearest to the location of call by a drag and drop
action. Three types of applications communicate with Rover 2.0:

• The caller application, running on a mobile phone, facilitates the location and
the streaming service.

• The Dispatcher application, running on a desktop, receives emergency calls with
the audio/video feeds. It enables grouping of calls, assigning responder(s) to the
incident etc. through drag and drop operations.

• The responder application, running on laptops or cell phones receives the
forwarded audio/video streams of the assigned caller(s) along with their location
information.

The system has been designed comprising of the following components:

• The Rover server that handles the overall administration of the system including
initiating and handling user/application connections, user context information
management, a/v streaming management etc.

• The streaming server that enables each application to stream audio and video
feeds.

• The three kinds of user applications discussed above.

74.2.1 Rover Server

Figure 74.1 provides a high level layout of the Rover architecture. It derives the
ideas and is an enhancement to earlier versions [1, 2]. The developed architecture
is centered on the information flow between the various sources and the end
application or the user. The architecture is laid out in three tiers:

74.2.1.1 Service Tier

The key role of the service engines is to fetch or to translate information to
meaningful and useful form for the user. The service we are interested here is the
streaming server which enables an application to establish an audio/video
streaming service.
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74.2.1.2 Interface Tier

This tier provides a well-defined interface for the applications to associate with the
system. It also plays the important role of communicating among many Rovers in
the distributed architecture. The communication is done through TCP sockets.

74.2.1.3 Context Tier

We would not really focus on this layer as part of this project. This is the part of
the system which makes use of the context of each user to mediate the flow of
information from the source to the user. Based on the contexts defined for the user,
along with the general context, the information is filtered, adjoined or rearranged.

Fig. 74.1 High level Rover architecture
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74.2.2 Issues

Taking into account the critical nature of the system, dealing with emergency
situations, we discuss below some of the challenges that we face now or expect to
face in the near future as the system is rolled out to the University community:

• Bulky Data: For every call made, we deal with real time audio/video stream
which consumes high bandwidth. The police department requires good quality
video which would facilitate eventual investigations.

• Occasional, but critical heavy call rate: Though, practically, not many emer-
gency calls could be made simultaneously, we have learnt from the police
department that on particular days (usually Thursday to Saturday) they expe-
rience a spike in the call rate. Also, an unfortunate event during a public
gathering could produce heavy call rate.

• Centralized: The whole system is dependent on a Rover and a Streaming server.
Failure of either of them would bring the whole system down; an uncalled for
development in an emergency situation.

One of the most significant issues that we have noticed in existing system is that
when the number of calls on an average, exceeds 20, we experience issues such as
significant delays in the stream, frequent freezing of audio/video and the overall
performance degradation in the Dispatcher and Responder applications .

74.3 Distributed Architecture

We propose a distributed architecture for M-Urgency wherein a single Rover
server, as depicted in Fig. 74.2, is replicated and organized as a peer to peer
network. The Rover server is replicated as depicted in Fig. 74.3.

Fig. 74.2 The existing
centralized approach
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74.3.1 System Design

Our approach derives inspiration from Tapestry [3, 4] to design the distributed
system. Each Rover is assigned a unique nodeid that is generated using Secure
Hash Algorithm—SHA-1 [5]. Though the Rover servers are organized in a
decentralized manner, as in Tapestry, our approach is partially centralized as
shown in Fig. 74.4. A Master node maintains certain global information, which the
Rover servers share within themselves. Following a partially centralized approach
helped us reduce the routing cost within the network as it substantially minimizes
the number of messages sent between the Rover servers. We discuss the role of the
Master node in Sect. 74.3.2

Each Rover server (at the Interface tier) maintains the following:

• Routing table—identical to that in Tapestry, the table has the entries of the
neighboring nodes. As SHA-1 generates 40 digit hexa-decimal nodeid for each
Rover server, the routing table has rows ranging from 0 to 39 and columns
ranging from 0 to F. An entry in the mth row and nth column signifies that the
nodeid of that particular node shares the same first n digits with the node owning
the routing table and the n ? 1th digit is m. For example, a node with nodeid as
102ABD… will have 102CD2… entered in the routing table with row = 3 and
column = C, because they share the same first three digits (102) and the 4th
digit is C.

• Threshold value—a limit on how many calls can the particular Rover server
handles at a point of time. All the Rover servers maintain the same threshold at
any given time and the master intimates each of them to increase the same as
and when required.

Users: Caller/Dispatcher/Responder

ROVER

Streaming Server

ROVER

Streaming Server

ROVER

Streaming Server

ROVER

Streaming Server

ROVER

Streaming Server

Fig. 74.3 The distributed approach in M-urgency

888 S. Krishnamoorthy et al.



• Reject list—once the number of incoming calls goes beyond the threshold, the
Rover Server forwards the excessive call loads to other Rover servers. If the
recipient Rover server rejects a forwarded call, the same is maintained in the
Reject list, until the threshold value is updated globally.

Addition of a Rover server node into the network is the same as in Tapestry as
explained in [3]. We have also handled the case of voluntary deletion of the node
from the network in a similar way as [3].

74.3.2 Master Node

Though the Rover servers are organized in a decentralized, distributed fashion, we
found it important to have a partially centralized approach to maintaining certain
global information. This substantially brought down the number of communication
messages between the Rover servers, thus reducing the routing cost. The Master
node is assigned the following responsibilities:

• Direct incoming calls to appropriate Rover server based on the location of the
caller

• Re-route calls to other Rover servers when either the appropriate rover server
fails or has reached the threshold value.

• Receive regular pings from the Rover servers and keep track of number of calls
handled by them

• Maintain the global threshold value wherein when every Rover server reaches
the threshold, they are all instructed to increase their respective thresholds

Master

Rover S

Rover SWRover N

Rover W Rover NW Rover NE

Taperstry like structure

Rover E Rover SE

Fig. 74.4 A partially
de-centralized approach
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Figure 74.5 shows the pseudo code for the Master node. The Master can receive
a call request from a caller wherein it calculates the nodeid of the Rover server
from the location of the caller and return the information like the IP address and
the port number. The caller device then initiates a direct connection with the
respective Rover server. In case the concerned Rover has failed, the details of the
least busy Rover server are returned.

initialThreshold=n

currentThreshold=initialThreshold

While(true) 

{ 

Wait for request

If(request from caller)

{

if(appropriate Rover is alive)

return appropriate Rover Info

else

return info about first Rover from the list 
with least clientCount

}

If(ping from a Rover)

{

update the client count value

reset corresponding timer

acknowledge ping

if(client count of all Rover = currentThreshold)

{

currentThreshold+=initialThreshold

update all Rovers about new threshold

}

}

if(forward request from a rover)

{

select first Rover from the list with least clientCount

}

if(any of the rover timer has exceeded 1 second)

{

Inform all Rovers about the failure

Remove the entry of the rover information

}

} 

Fig. 74.5 Pseudo code for
the master node
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The Master could also receive a call forward request from a Rover server
(details of this situation are discussed in Sect. 74.4.1). The least busy Rover server
is assigned the particular call.

The Master receives the heartbeat ping messages from every Rover server. The
Rover servers intimate the Master about the number of calls they are handling at
that point of time. If all the Rover servers have reached their threshold, the Master
informs them to increase the threshold by the ‘‘initial threshold’’ value. This
ensures that the incoming calls are well distributed before each Rover server can
begin taking more calls. In case any particular Rover server does not ping the
Master for more than 1 s, the Master treats it as a failure and informs all the other
Rover Servers about the failure.

74.4 Algorithms

In this section we explain our approach to maintaining the load balance of
incoming calls in the distributed system and also handling cases of failures of
either of the Rover server nodes or the Master node.

74.4.1 Load Balancing

Figure 74.6a presents the algorithm for each of the Rover server, on how do they
handle the incoming calls directed to them and share the overload with the other
Rover servers.

When a Rover server receives an incoming video call from a client, it simply
accepts it if the number of calls it is currently handling is below the threshold.
Otherwise, it forwards the call to the node having the longest matching prefix
nodeID in the routing table. If this neighboring node is incapable of accepting
calls, it sends a reject message after which the current node adds the call to the
Reject List so that no forwarding attempt is made to the particular node (until the
threshold value is increased globally as discussed in Sect. 74.3.2).

If the host node is unable to find a free neighboring node to forward the call to,
it forwards the call to the Master. The Master then allocates a Rover server to
handle the call as described in Sect. 74.3.2.

Besides handling calls, the Rover servers also periodically ping the Master by
sending heartbeat messages every 100 ms, intimating the Master about the number
of calls it is currently handling. Fig. 74.6b provides the pseudo code for this
function. After every third ping, the Rover server waits for a response from the
Master. If no response is received, the Master is considered failed and all future
communication is directed to the Master2 (backup Master). The Rover server also
increases its threshold as and when the Master sends the threshold update message.
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while(true) 
{ 
If (connection request  arrives & current connections < 
threshold) 
{ 

Accept call request. 
} 
else if (connection arrives from client) 
{ 

flag=false;
Repeat until request succeeds 
{ 

Select longest matching prefix not 
in reject list. 
Request call forwarding. 
If rover is ready, 

forward call. 
flag=true;

Else if declined, 
Add nodeid to reject list. 

}
if(flag==false)

forward to Master
} 
else if( connection request form rover)
{

reply “reject”
}
} 

masterPingCount=0
while(true)
{

ping Master updating with client count
masterPingCounter++

if(masterPingCounter==3)
{

set timer
Wait for response from Master
stop timer
if(changed threshold)

update threshold.
masterPingCounter=0

}
TimerTimeOut()
{

change ip to secondary Master.
}

} 

Fig. 74.6 a Routing
algorithm for each Rover
server. b Heartbeat ping
message to the Master
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74.4.1.1 Initial Load Balancing

As an attempt for better load balancing, the system has been designed in such a
way that the incoming call is directed to a particular Rover server based on the
location from where it originates. The Rover servers obtain their nodeid by
secured hashing a string describing the geographical region. For our experiments
we considered 8 regions described as S (south), N (North), NW (Northwest) etc.
Thus the load balancing of the incoming calls begins right at the incoming stage
itself reducing the effort put forth by the individual Rover servers to do it
(Fig. 74.7).

74.4.2 Fault Tolerance

We can expect failures at two levels (a) any one of the Rover Servers fails or (b)
the Master node fails. We have devised mechanisms for handling both the cases
which we discuss in this section.

74.4.2.1 Rover Server Failure

Master Side Recovery—Whenever a Rover server goes down, the master detects it
if it doesn’t receive a ping from it for 1 s. It updates the local information
regarding the particular Rover server and informs all other Rover servers to update
their routing tables.

Rover Side Recovery—The other Rover servers remove the entry of the failed
node from their routing tables when they are informed by the master.

Client Side Recovery—When initiating a call, the Master automatically redi-
rects the client to another appropriate Rover server. In case of a call that was
already being handled by the failed Rover, the client reconnects to the Master. The
Master then provides the information of the new Rover that is responsible for
handling the client and the connection is established.

Rover S

Rover SW

Rover N
Rover NE

Fig. 74.7 Incoming calls directed to particular Rover servers based on the callers’ location
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74.4.3 Master Failure

To ensure reliability in the event of Master’s failure, the distributed system
comprises of a secondary Master. The primary Master periodically sends its
bookkeeping statistics (like threshold and client-counts) to the secondary Master.
This ensures that at almost all times the secondary Master has the necessary
information to take over from the primary.

Rover Side Recovery—When a master node exits or goes down abruptly, the
Rovers detect Master’s failure by a timeout in not receiving an acknowledgement
for the pings and update their Master IP to the secondary Master.

Master Side Recovery—When the secondary Master receives a ping from any
of the Rovers, it realizes its role as the master and becomes the new Master for the
system.

Client Side Recovery—When a client detects that the primary Master has gone
down, it automatically tries to connect to the secondary Master for any further
communications.

74.5 Experiments and Results

As mentioned before, our objective at this point was to simulate the Interface Tier
of the Rover server and see how they organized themselves in the distributed
setup. Our main focus, in this work, is on how the incoming calls traffic is handled
and Rover servers balance the load; and how quickly does the system recovers to a
consistent state in case of a failure.

74.5.1 Load Balancing

We considered two scenarios—(1) when the calls come in a random order from the
different regions and (2) a less probable but more critical case, where all the calls
originate from the same region (for example, an unfortunate incident occurs in a
public place and many callers call into report the same).

Calls from same region—We simulated 119 calls to originate from the same
region, so that they are all directed to Rover S (south). We monitored the load
balance at intervals after 40 calls, 97 calls and finally 119 calls. We performed the
same experiment setting the initial threshold value as 5 and 3.

Tables 74.1 and 74.2 show the distribution of the calls within the eight Rover
servers. It is clear from the tables that our algorithm produced a good distribution
of the incoming calls. Instead of Rover S handling all the 119 calls, the load was
well balanced with each Rover server handling a maximum of only 15 calls. The
difference in the threshold did not show a significant difference in terms of

894 S. Krishnamoorthy et al.



distribution of the calls, but the number of routing messages between the Rover
servers and the Master was observed to be less in case with threshold = 3.

Calls from different regions—We, then, simulated 43 calls to originate from the
eight different regions as shown in Fig. 74.8. The calls were made to originate one
by one, in a round robin fashion, beginning from the North region.

Tables 74.3 and 74. 4 show the distribution of the calls within the 8 rover
servers.

One interesting thing to notice here is the number of routing messages. The
number of routing messages is significantly less than when the calls originated
from the same region. This shows that our initial load balancing approach was
effective. Since the calls are directed to their respective Rover servers, based on
the location of the caller, the number of routing messages sent between the Rover
servers is significantly low as the Rovers automatically receive the incoming calls
in a distributed manner. We can compare the number of messages after 40 calls in
Table 74.1 with the number of messages in table 74.3 (after 43 calls). With initial
load balancing, the number of messages is about 62 % less in this case.

74.5.2 Fault Tolerance

We conducted experiments with three scenarios. In scenario 1, we brought down a
Rover and observed the behavior of the system. We noticed that the system
converged to a consistent state within 2 s (i.e. the other Rovers updated the routing
information accordingly).

In scenario 2, we brought down a Master and observed that the Rovers detected
the failure and contacted the secondary Master within 2.5 s.

In scenario 3, we brought down a master and a rover together and observed that
the system converged to a consistent state within 4.5 s.We noticed that calls

Table 74.1 Distribution of incoming calls within the Rover servers (initial threshold = 5)

After 40 Calls S N NW E Routing messages
5 5 5 5 65
W SE NE SW
5 5 5 5

After 97 Calls S N NW E Routing messages
15 15 15 12 132
W SE NE SW
10 10 10 10

After 119 Calls S N NW E Routing messages
15 15 15 15 172
W SE NE SW
15 15 15 14
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originating from client, within the above mentioned period of recovery time, were
handled successfully by the Master by forwarding it to another active Rover.

74.5.3 Inferences

We list a few inferences that we have made from our experimental results:

• Our approach does produce a good level of distribution of incoming calls within
the Rover servers, thus enabling good load balancing.

• The initial load balancing helped us significantly bring down the number of
routing messages, thus reducing cost.

• We also observed in our experiments that the performance of the system
depends on:

• Number of Rover server nodes in the network
• The way the network is formed (with links between the Rovers) based on the

nodeid assigned to them
• Number of neighbors a node, that receives significantly high number of calls,

has.
• The initial threshold value

Table 74.2 Distribution of incoming calls originating from the same region (initial
threshold = 3)

After 40 Calls S N NW E Routing messages
6 6 6 6 50
W SE NE SW
4 4 4 4

After 97 Calls S N NW E Routing messages
13 12 12 12 132
W SE NE SW
12 12 12 12

After 119 Calls S N NW E Routing messages
15 15 15 15 163
W SE NE SW
15 15 15 14

9
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E
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NWFig. 74.8 Number of calls
originating for each region

896 S. Krishnamoorthy et al.



74.6 Related Work

A lot of emphasis has already been made, in the literature, regarding the signifi-
cance of a distributed architecture over a centralized approach. Many have
exhibited the advantages of a distributed approach like in [6, 7].

The first generation of peer-to-peer applications, like Napster and Gnutella had
restricting limitations such as a central directory for Napster and scoped broadcast
queries for Gnutella limiting scalability [8]. To address these problems a second
generation of P2P mechanisms were developed like Tapestry [3, 4], Chord
[9], Pastry [10], and CAN [11]. Our approach derives its approach from that of
Tapestry. Tapestry is an extensible infrastructure that provides decentralized
object location and routing focusing on efficiency and minimizing message
latency. This is achieved since Tapestry constructs locally optimal routing tables
from initialization and maintains them in order to reduce routing stretch. Chord is
a protocol and algorithm for a peer-to-peer distributed hash table. A distributed
hash table stores key-value pairs by assigning keys to different computers (known
as ‘‘nodes’’); a node will store the values for all the keys for which it is responsible.
Chord specifies how keys are assigned to nodes, and how a node can discover the
value for a given key by first locating the node responsible for that key. Pastry is
an overlay and routing network for the implementation of a distributed hash
table similar to Chord. The protocol is bootstrapped by supplying it with the IP
address of a peer already in the network and from then on via the routing table
which is dynamically built and repaired. Because of its redundant and decentral-
ized nature there is no single point of failure and any single node can leave the
network at any time without warning and with little or no chance of data loss.

A number of approaches for distributed video streaming have been discussed in
the literature [12– 14], addressing issues of source and channel coding, imple-
mentation of transport protocols, or modifying system architectures in order to
deal with delay, loss, and time-varying nature of Internet. Our focus, in this paper,

Table 74.3 Distribution of incoming calls originating from different regions (initial
threshold = 5)

S N NW E Routing messages
5 6 5 5 25
W SE NE SW
5 5 7 5

Table 74.4 Distribution of incoming calls originating from different regions (initial
threshold = 3)

S N NW E Routing messages
6 6 3 6 17
W SE NE SW
6 6 6 4
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is mainly on how to bring in a p2p approach in handling and routing of video
streams.

Cool streaming [8] is a P2P data driven Overlay distributed users. Notable
features of the protocol network for live media streaming that achieves good
streaming quality for globally include its intelligent scheduling algorithm that
copes well with the bandwidth differences of uploading clients and thus minimises
skipping during playback, and its swarm-style architecture that uses a directed
graph based on gossip algorithms to broadcast content availability.

Though the critical parts of our system are totally decentralized, we drew
inspiration of having a partially centralized approach from [15, 16]. Though they
adopted this approach in a different context, it proved beneficial for us as explained
in Sect. 74.3.

74.7 Future Work

The results we have obtained are very promising and encouraging for us to extend
this work in many dimensions.

• We would like to assess the performance of the algorithm for different network
formations and with more threshold values.

• We would also want to assess our algorithm with different patterns of incoming
calls

• Though we are confident that our system can handle multiple Rover failures, we
are yet to verify the same experimentally.

• Our final goal is to create the distributed architecture and apply our algorithm on
the actual M-Urgency system and verify the performance

• It would be interesting to see how the distributed approach actually addresses
the problem of video latency and freezing.

74.8 Conclusion

We attempted to take our initial steps towards creating a distributed architecture
for M-Urgency, a next generation public safety and emergency application. Our
main focus was to simulate and analyze how our distributed system handles the
incoming call traffic efficiently and the events of failures. The performance of our
architecture and our algorithms are promising and encouraging. We plan to
implement the same in the actual M-Urgency system and evaluate the
performance.
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Chapter 75
Optimal Selection of Components in Fault
Detection Based on Principal Component
Analysis

Patricia Helen Khwambala

Abstract Selection of the optimal number of principal components (PCs) in fault
detection using principal components analysis (PCA) is considered in this paper.
The focus is on the relationship between the sensitivity to a particular fault and the
number of PCs retained. The selection method that is based on signal to noise ratio
of the fault detection (known as fault SNR) is compared to the cumulative percent
variance (CPV) and the Scree methods of determining the optimal number of PCs
to be retained for fault detection based on PCA. The SNR fault detection method
shows different dependencies on the number of PCs for different kinds of faults.
The number of PCs that gives the maximum sensitivity is easily determined for
sensor faults by examining the fault SNR. If apriori data is available as operational
data that has been measured during faulty conditions, then optimization of the
number of PCs for the process fault is possible. The methods are applied to a
thermal system.

75.1 Introduction

Numerous methods exist for selecting the number of PCs when the PCA technique
is used for fault detection. Some of the popular methods are: Scree plot, eigenvalue
limit, cumulative percent variance, cross validation, variance of construction error,
and there are many others [1] and [2]. The Scree plot and eigenvalue limit are
based on the concept that components with small eigenvalues are not important for
modeling the data that is under investigation. In the cumulative percent variance
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(CPV) method, the minimum model dimension that can express a substantial part
of the total variance of the data is selected. The cross-validation method [3] and [4]
uses part of the training samples for model construction; the remaining samples are
compared with the prediction by the model and when the prediction residual sum
of squares (PRESS) is less than the residual sum of squares of the previous model,
the new component is added to the model.

Several comparative studies have been conducted on methods for determining
the number of PCs for fault detection. In [5] four methods were compared using
the Tennessee Eastman data. In [6] eleven methods were applied and it was
concluded that the VRE criterion is preferable, because amongst other reasons it is
simple to apply. Apart from these comparative studies, [1] and [2] also mentioned
that fault detection ability depends on the number of PCs retained in the PCA
model.

Most of the previous studies studied were largely based on the concept that the
best solution is given by the number of components that represent the ‘true’
dimension of the system, which is usually unknown. In this paper the main focus is
on the sensitivity of the prediction to a fault, which is the most important and
practical issue in fault detection. T2 statistic, which is used for fault detection,
show different behaviors with different numbers of PCs retained that gives the
maximum sensitivity of fault detection depending on the type of fault. The signal
to noise ratio of fault detection is considered as an indicator of the fault detection
ability of the PCA model. In the case of process faults, optimization of the number
of PCs is possible if a priori information of the fault is available, as data measured
that is during faulty conditions. In cases where data in faulty conditions is not
available, monitoring many models with various numbers of PCs in parallel is
commonly used but this approach is not the focus in this paper.

75.2 Principal Component Analysis

PCA is a statistical technique that transforms a set of correlated original data to an
uncorrelated data set that represents most of the information of the original data.
Let X ¼ Rnxm denote the original data matrix with n samples and m variables. In
the PCA method the original data is first scaled to produce a matrix X with zero
mean and unit variance [5]. Then based on a singular value decomposition (SVD)
algorithm, the matrix X of the original data can be decomposed as follows;

X ¼ TPT þ E ð75:1Þ

where T 2 Rnxl and P 2 Rmxl are the score matrix and the loading matrix
respectively, while E is the error matrix. The PCA transforms the original set of m
variables to a reduced set of l principal components. PCA can be regarded as a
classical linear dimension reduction technique and the number of PCs is com-
monly determined by using CPV and the Scree plot method.
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The CPV method is given as follows:

Pa

i¼1
ki

Pm

i¼1
ki
� 100 % � 85 % ð75:2Þ

where ki is the variance of the score vector and a is the number of PCs that are
retained. When CPV is larger than 85 %, the corresponding number a of PCs is
determined.

The Scree method involves plotting the eigenvalues against the number of
principal components. These eigenvalues of matrix X are arranged in ascending
order of magnitude and linked with a line. The number of PCs to be retained is
decided by the value at the knee point of this plot (as shown in Fig. 75.1). Spe-
cifically the point where the slope joining the plotted points is large to the left of
the particular PC and not to the right of the same PC point identifies the ideal
number of PCs to retain for the given data set.

Fig. 75.1 CPV plot for normal data and the data with faults

75 Optimal Selection of Components 903



In PCA based fault detection, statistics and their control limits need to be
established to determine whether a process is within the control limit or not.
Common statistics include the Q-Statistic, which indicates the degree of deviation
of each sample from the model, and the T2 statistic, which reflects on variations
with PCA model [7]. The two statistics and corresponding control limits are given
as follows;

75.3 Q-Statistics

The residual space which corresponds to the smaller singular values can be
monitored efficiently by the use of Q-statistic [6, 8 and 9].

Q ¼ rTr ð75:3Þ

Where r = I � PPT
� �

x ð75:4Þ

Residual vector r 2 Rnxl is the projection of the observation X into the residual
space and x is the observation row vector. It has been found that the Q-statistic
measures the total sum of variations in the residual space. The Q-statistic is not
over sensitive to the inaccuracies in the smaller singular values [3] and [9]. The Q-
statistic is sometimes known as the Squared Prediction Error (SPE), which is the
squared 2—norm measuring the deviations of the observations to the low
dimensional PCA presentation.

The distribution of the Q-statistic can be approximated as;

Qa ¼ h1
h0Ca

ffiffiffiffiffiffiffi
2h2
p

h1
þ 1þ h2h0 h0�1ð Þ

h2
1

" # 1
h0

ð75:5Þ

where hi ¼
Xn

j¼aþ1

d2i;where d2i ¼ ki ð75:6Þ

and h0¼ 1� 2h1h3

3h2
2

ð75:7Þ

Constant Ca is the normal deviate corresponding to the 1� að Þ percentile. The
Q-statistics measures the random variations of the process while the threshold Qa

is applied to define the normal variations of the random noise, and any violation of
the threshold can indicate that the random noise has significantly changed, hence
this is used to detect faults.
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75.4 T2 Statistics

This is another technique for fault detection when PCA is used simultaneously for
both dimensional reduction and detecting faults. The calculation of the T2 statistic
enhances fault detection when PCA is used. For observation vector xand the

singular value decomposition given as K ¼
PTP (singular values of the matrix

X) which is invertible, T2 statistic can be calculated as;

T2 ¼ xTv
XT X
 !�1

vT x ð75:8Þ

where v is taken from the covariance matrix S for the data set X and is a single
value of V in the process of dimensional reduction, as in S ¼ VT V and

d2
i ¼

PT P which are equal to the diagonal elements of the matrix K [7].
When the number of observation variables m is large and the amount of data

available is relatively small, this is like the number of rows in matrix X is large and
the number of columns is relatively small, the T2 statistic tends to be an inaccurate
presentation of the in-control process behavior [7] and [10]. This is more in the
loading vector directions corresponding to the smaller singular values. These
inaccuracies may have a big effect on the calculation of the T2 statistic. This is due
to the square matrix K been inverted as indicated in Eq. (75.8) above.

As a way of avoiding this problem, the loading vectors (that form the loading
matrix P) associated with the largest singular value should be used for the cal-
culation of the T2 statistic.

Including the P matrix, the first a loading vectors with number of largest
singular values (a = m –l); the T2 statistic for the data becomes [8];

T2 ¼ xT P
X�2

a

PT x ð75:9Þ

where Ra matrix has the first a rows and columns of
P

. As it is T2 only measures
the variations in the score space. If the actual mean and covariance are known as;

T2
a ¼ X2

aðaÞ ð75:10Þ

with the known actual covariance matrix from the sample covariance matrix, the
T2 statistic threshold becomes [6];

T2
a ¼
ðaðn� 1Þðnþ 1ÞÞ
ðnðn� aÞÞ Faða; n� aÞ ð75:11Þ

However to come up with the outliers in the training set, the threshold becomes [6]:
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T2
a ¼
ðn � 1Þðn � 1Þða=ðn � a � 1ÞÞFaða; n � a � 1ÞÞ

nða=ðn � a� 1ÞÞFcða; n � a� 1ÞÞ ð75:12Þ

The T2 in Eq. (75.9) is not affected by the inaccuracies in the smaller values of
the singular values; hence it better represents the normal behavior of the process
(i.e. the part that has the signal information). Now this can be used for fault
detection when compared to T2 for Eq. (75.8). This is because the T2 statistic is the
measurement of the systematic variations of the process, and any violation of the
threshold would indicate that the fault occurred because the systematic variations
are above the control limit.

75.5 Application for Laboratory Thermal System

75.5.1 Process Description

The thermal consists of two hot-air blowers and two temperature sensors that form
an interactive multivariable dynamic system. By adjusting heat transfer based on
the input voltage, it is possible to alter the output temperature.

The hot-air blowers produce a column of air transfers that the heat in air to the
temperature sensors. The air is cooled down or heated up depending on the input
voltage applied to the corresponding power electronic circuit. An inverse rela-
tionship existed between heat and voltage in that an increase in voltage produced a
decrease in heat. The temperature is sensed by two electronic elements that give a
voltage proportional to the temperature around the sensors.

The two sensors are positioned in such a way that the heat from heater number 1
affects sensor 1 directly and sensor 2 partly. Similarly heater number 2 affects
sensor 2 directly and sensor 1 partly. This leads to interaction between the two
heater systems and the plant forms a multi-input-multi-output (MIMO) dynamic
system. The input signal to the hot-air sub-system was constrained to a range of 4.5
and 6.5 V to ensure safe operation of the heater coils. Once controlled the set point
for the temperatures was stepped by 1 V.

75.5.2 Selecting the Number of Optimal PCs Based on CPV

The cumulative variance percent (CPV) method, as stated above, is one of the many
methods used for determining the number of PCs to be retained when using PCA [6].

This method selects the percentage of the total variation which is desired for the
selected PCs [9]. The user is at liberty to choose the percentage that seems rea-
sonable, as long as it’s above 85 %; this could be 85, 95 or 99 % of the total
variation.
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Three types of faults were generated in such a way that Fault F1 has voltages
over 100 % above the normal output voltage, Fault F2 has voltages 100 % below
the normal output voltage and Fault F3 has voltages less than 20 % above the
normal output voltage. All three faults were introduced to 10 samples from 100
sample to 110th sample. This was to cater for all fault types that can be detected by
these PCA fault detection techniques.

CPV ¼ 100

Pa
i kiPm
i ki

� �
% ð75:13Þ

Figure 75.1 has the cumulative variance percentage for the normal data, the
data with fault F1, data with fault F2 and data with fault F3. The author considered
95 % to be the cumulative variance for determining the number of PCs to be
retained for dimension reduction for the normal data. The choice 95 % was made
in order to get most of the information of the signal into the score space. The same
CPV was used for the determination of PCs for both dimension reduction and fault
detection for the data with faults.

Fig. 75.2 T2 Statistics for all samples for F1, F2 and F3
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It is observed from the plots in Fig. 75.1 that with the 95 % threshold CPV
determined that one PC was to be retained for normal data and fault F3, and two
PCs for both fault F1 and fault F2.

These numbers of retained PCs were then used in fault detection with the
calculation of T2 statistics values. The results are plotted in Fig. 75.2.

From these three plots it was observed that fault F3 could not be detected with
the retention of one PC as determined by the CPV method. It worked for the
dimension reduction but was not feasible for fault detection. The T2 statistics plots
in Fig. 75.2 shows the detection of fault F1 and fault F2 but not fault F3. Thus it
can be concluded that fault F3 was not projected in the score space which T2

statistics used, this is because the fault was in the residual space projected by the
least significant eigenvalues which are not used in this technique. This fault was in
the part of the signal that had noise information, hence could not be detected.

Fig. 75.3 Scree test plots for normal data, F1, F2 and F3 data
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75.5.3 Scree Test Method Used for PCs Selection

This is one of the most commonly used methods [1] which has been explained
above. This method was applied and the figures below show the results.

Figure 75.3 gives the number of PCs to be retained for the normal data, fault
F1, fault F2 and fault F3.

It can be observed that for normal data, F2 and F3, two PCs are determined by
this method to be retained, this works both for reduction of the dimension of the
system data and for fault detection. In the case of F1 it is three PCs that are
determined to be retained for fault detection and dimension reduction.

The T2 statistics plots follow in Fig. 75.4. This technique of fault detection is
applied with the number of PCs determined by the Scree method and the result
shows that faults F1 and F2 could be detected and fault F3 could not.

Fault F3 could not be detected with the two PCs that were retained after being
determined by the Scree method. The result shows that this method is not right all
the times when it comes to determining the optimal number of PCs to be retained
for fault detection when using PCA. The same reason noted for the CPV method
and fault F3 can be applied for the failure of the Scree method to detect fault F3, as

Fig. 75.4 T2 statistics values for F1, F2 and F3 with 2PCs retained
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Fig. 75.5 T2 statistics plot for F1 of the thermal data for various PCs retained

Fig. 75.6 T2 statistics plot for F1 of the thermal noisy data for various PCs retained
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the fault was projected to the noise part of the signal no considered by the T2

statistics technique.

75.5.4 Selecting the Number of Optimal PCs Based on SNR

This is the most recent method of those considered for determining the number of
PCs to be retained when focusing mainly on fault detection [1]. This method can
only be applied to data for which prior information exists and the results give the
number of PCs which is more sensitive to which particular fault [6].

The method is based on the proposed fault signal to noise ratio (fault SNR). As
stated above, it indicates the relationship between the sensitivity of fault detection
and the number of PCs retained [6].

Figure 75.5 has the T2 statistics values plotted with various retained number of
PCs determined for fault F1. Figure 75.6 has the plot for fault F1 noisy data of
(0.5 dB). The significance of the added noise was used to set the threshold at
0.5 dB rather than a lower value.

Fig. 75.7 T2 statistics plot for F2 of the thermal data for various PCs retained
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It can be seen that in both data plots, fault F1 could be detected with the
retention of all the various number of PCs.

One has to consider the sensitivity of the fault with a particular number of PCs
retained and at the same time consider the dimension reduction of the data. In this
case the most optimal number of PCs to be retained should be two for fault F1, to
ensure a high sensitivity for fault F1 detection.

Fault F2 could not be detected by retaining one PC, but with the rest of the PCs
as it shows in Figs. 75.7 and 75.8. The sensitivity of the fault F2 detection is
almost the same for the three combinations of the PCs that could detect the fault,
making it more plausible to consider two PCs as the optimal number of PCs to be
retained.

The same procedure was done for fault F3 and the results given in Figs. 75.9
and 75.10.

The two plots show that fault F3 could be detected only with the retention of all
(four) of the PCs as the rest of the combinations failed to detect fault F3. The case
was different with the noisy data, the retention of three PCs and four PCs could
detect fault F3 and not two PCs or one PC. The introduction of more noise in fault
F3 data pushed the fault to the score space hence the detection by the retention of
the 3PCs. For fault sensitivity factor, one could retain four PCs to detect fault F3.

Fig. 75.8 T2 statistics plot for F2 of the thermal noisy data for various PCs retained

912 P. H. Khwambala



Three PCs could be retained for the same fault F3 in the noisy data to serve the
dimension reduction factor which is the most important factor in PCA.

75.6 Conclusions

In the fault detection method based on PCA, the number of PCs retained greatly
affects the ability of the method to detect faults. In this paper it has been shown
that the number of PCs which maximizes fault detection depends on the kind of
fault that is experienced. Examining the fault SNR the number of PCs can be
determined for detecting faults on the thermal system process. If a reference data
set of a faulty plant operation is available, optimization of the number of PCs with
fault SNR for the process faults can be done. This is good for plant operators if a
certain kind of faults occurs repeatedly in the plant, because this method enables
sensitive detection of the fault from its second appearance. Plots of the threshold
serves as a control limit to demonstrate that the number of PCs determined by fault
SNR is the most optimal. This helps in the indication of the sensitivity to the
particular fault. Furthermore this fault SNR method is compared to CPV and Scree

Fig. 75.9 T2 statistics plot for F3 of the thermal data for various PCs retained
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test method and the results from the plots show that the selection of the number of
PCs based on fault SNR provides superior performance of fault detection for
different kinds of thermal process faults.
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Chapter 76
E-Learning Environment Identification
System: Error Injection and Patterns
Dynamics

Deniss Kumlander

Abstract The paper describes a security subsystem of the e-learning environment
designed to identify users using so called soft methods. The approach combines
the soft biometric characteristics of the individual and environments parameters,
i.e. characteristic measuring, which we do not need any specific additional hard-
ware or software installed, in order to capture patterns. Those patterns are applied
later on the reactive base identifying persons. In order to improve the identification
process an error injections technique is proposed. The subsystem is educated
during the e-learning process of students and provides an output during the
examination process in order to avoid both submitting answers by other persons
and using an external help. The security subsystem is not a strict one and is
designed to produce alerts to teachers, so the ‘‘hard’’ approach can be requested,
i.e. examination using a web cam or the peer-to-peer method. The paper discusses
how the security subsystem can be designed and implemented in order to increase
the general reliability of the identification process.

76.1 Introduction

Importance of an electronic learning as an alternate solution to the traditional
education is practically not debatable any longer since it sufficiently improves the
availability of the education and increases the personal freedom—the freedom to
be anywhere, move or stay at home, obtain knowledge from classes available
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within the country instead of been restricted to schools close to you. Accordingly
to several studies the availability of e-educational system has sufficiently increased
with development of electronic channels and world globalization [1, 2]. Thousands
students are already attending e-courses in developed countries and millions are
looking for that in so called ‘‘third world’’, which quickly bridging the gap in
living and educational standards. The recent financial crisis and evolution of
technologies have shown to us that re-education is also crucial in order to avoid the
structural unemployment. The traditional education cannot provide the required
flexibility in many cases and e-educational approach becomes the only feasible the
facto. Finally to be mentioned that a lot of studies among young people also have
shown their high devoutness to media and electronic channels including social-
izing, educating, obtaining information etc. and decreasing interest to standard or
traditional educational approaches of mentoring face to face in classes.

The main obstacle in the e-learning process arises when the educational process
is designed to end up with recognition of achievements by the educational orga-
nisation or government releasing certificates. Here the examination process and the
student identification become crucial [1]. There are several methods that can be
applied to solve this problem including certified centers or ‘‘hard’’ biometrical
methods as an entrance requirement. Unfortunately those approaches are not
always possible or sufficiently restrict people’s ability to attend the examination or
wiliness to enter into the course as there could be a common fear or inability to
install and make to work additional hardware especially among middle age stu-
dents. The wide usage of ID cards and similar methods do not help us also since
unlike banks we deal with an examination environment where the side help for
some students are not afraid, but instead asked and appreciated and teachers vice
versa try to avoid that. Summarizing all previously said the current students’
identification methods sometimes prevent people from using e-courses [3] or not
enough to identify students, which is required to issue reliable certificates.

Therefore, from our point of view, it is important to develop a security iden-
tification subsystem that will be transparent for the end-users of e-courses, but will
be good enough to warn teachers in case of suspicious activity during the exam-
ination process, which refers to potential manipulation within the identification
process.

76.2 Biometrical Markers

Biometric is a relatively novel approach to the computer security that uses either
physical or behavioral person characteristics to identify that person. The major
idea is to learn computers to identify persons as people do it in the everyday life.
The most well-known system of identification is finger prints. In fact, it was used
much longer than electronic computers do exist at all. Nowadays, there are much
more types of different security approaches for computers relying on biometrical
methods. Consider for example face recognition, eyes’ patterns, signature or voice
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recognition [4, 5]. Unfortunately most biometric approaches require special
hardware systems and therefore are not good enough to be used in e-learning as
rarely students have such devices or are ready to buy those.

The biometrical security system is relatively easy to implement and use. It is
possible to vary the factors to be measured and users will be verified by. The
system can start from some basic measures and could evolve by implementing
more and more features. The general approach to storing, capturing and using data
is very similar to other computer based recognition systems. Typically there are
three basic elements as it is demonstrated in Fig. 76.1. The first part is training
block responsible for registering users in the system by producing patterns for each
user during users’ communication with the system. The sensor produces raw data
and an analyzer generates patterns, which are:

1. Bounded to a particular measure, like time intervals;
2. Pre-processed and stored in a compact way ready for later use.

The registered patterns are saved into a patterns database, which is the second
part of the system. After that, when user logs into the system and uses it, the third
element of the system activates. During the matching step, a user pattern is once
again captured via the same sensors and compared to the saved one. If those are
different then the system issues an alert to the environment administrator on this
user. The similarity level of the compared patterns is normally tuned by setting a
critical level, lower which patterns are called different. The system should adjust
patterns constantly in case individual’s behavior is changing as s/he become more
familiar with computers etc.

One of the simplest and so the best method to be used in such biometric security
system is keystroke patterns, where the system monitors first of all the keystroke
typing dynamic. It is well-known among telegraph operators that writing/typing
dynamics are assumed to be unique to a large degree among different people [6].
Actually the keystroke typing dynamic can be measured by the following sub/
characteristics [2, 6]:

Input by a
biometrical 
sensor

Biometrical 
measure 
extraction

Patterns 
database

Biometrical 
measures
matching

Identification 
process result 

Person’s 
pattern 
adjustment

Fig. 76.1 Adjustable
biometrical identification
systems architecture [3]
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1. Duration of the keystroke, hold time;
2. Latency between consecutive keystrokes;
3. Overall typing speed;
4. Habits by using additional keys on the keyboard like typing numbers via

number pad part;
5. Frequency errors and backspace versus delete key using;

and some others.

The keystroke recognition systems research is started in 1980s [7] and includes
a set of specific recognition methods like [2]:

1. Statistical methods [7–9];
2. Artificial intelligence methods/machine learning and data mining, including but

not restricted by neural networks, graphs and Euclidean distance metrics,
decision trees etc. [10–12];

3. Generic algorithms [12] and fuzzy classification methods [13].

76.3 Error Injection

The error injection idea is to unbalanced the system in the controlled manner, so
we can compare the expected variations to the actual one during the feedback
cycle in both learning and examination phases of the system work and so collect
additional information that can be used to strengthen the biometrical patterns
described above and so improve the overall quality of the identification process.

The error injection can have several forms as described below and be used
depending on parameters specific for each individual e-educational system.

1. Error injection into questions—define a faulty statement or provide no correct
answer except the free style text box where the student can formulate additions
and other clarifying statement. The idea of this error injection is to motivate to
act, write longer explanations, write complains to admin and so provide more
possibilities to measure biometric and form the individual patterns;

2. Error injection into list of questions—re-ask questions that do not belong to the
current topic, but belongs to the previous one and was correctly answered
before. Here the system evaluates things and facts the student knew before
forming the knowledge dynamic as will be described later and tries to question
already formulated patterns. Notice that building up the questioner we can
divide questions among several pages leaving us a possibility, in case of alerts,
to add extra checks on fly to prove the alert and so suspicious activity during the
current check or exam;

3. Error injection into the context. Here we can make it impossible to use certain
controls like checkboxes to train the system simulating other kind on envi-
ronment, for example been on desktop simulate a tablet.
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76.4 Patterns Dynamics

The original approach to pattern based recognisition described above is rather
static and patter adjustments are designed to detect the pattern more precisely the
more student collaborate with the system (biometrical sensors). This approach
does not consider both different types of units the e-learning system is consumed
from [14] and the knowledge evolution of students. Both of them sufficiently
changes the biometric pattern and so requires sufficient modifications before we
can apply the system in the real world environment targeting set of students we
have no control over.

The simplest solution for different kind of units would be creating several
patterns per users for each individual unit (computer, tablet, phone etc.) she can be
using, choose the current session pattern basing on a unit used at the moment and
consume only that to identify the person. In fact those patterns are not fully
independent and evolution of user knowledge within the learning subject as well as
dynamic of biometric measures changes for the individual should be included into
all of them. Considering previously said we can easily conclude that the different
units patterns have a lot of common and varying part is changing just because one
or another part of the system is either more or less important. For example the
screen manipulation with touch is mostly available on tablets and nearly not
possible on desktops. This makes it possible to model the patter as a set of layers
where the main biometric characteristic for the individual stays the same, but their
weight is changed depending on the kind of units he is using at the present
moment. In other words the system can be represented as a classical neural net-
work, where wi is the weight of each individual characteristic for the current case
and AI is the engine of the security pattern based system extracting patterns and
weights for the current session person/type of consumed device. Notice that the
adjustment feedback loop remains the same and is not shown on the picture
(Fig. 76.2).

Into addition to the direct biometrical characteristics there are some important
measures usage of it can sufficiently improve the recognition process. Those are:

1. Lexical pattern
2. Knowledge pattern.

The lexical pattern recording process is similar to process widely used to
identify an author of unknown or disputable books. It is well known that each
person uses rather unique set of words and idioms that has been formed by his
education, background, processed literature and so forth. Using a reasonably
restricted set of sentences (several pages during the system learning phase and
10–15 sentences during the examination) is sufficient to derive the lexical patterns
and use them for the identification.

The knowledge pattern is used to record what the student has learned during the
course and its’ dynamic. This pattern uses the fact that the amount of known for
the person rarely decreases during the course—for majority of us it is constantly
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increasing since that is what we measure during the examination—obtained
knowledge during the course. This can be relaxed to a very simple rule we are
going to employ: if a student knew an answer on some kind question during the
first check then it is impossible that he will forget it by the next check or exam
(otherwise the initial knowledge he has shown was artificial or faulty and so this
should produce a knowledge gap alert). This kind of pattern is the most evolving
one and is one of the best goals for the error injection approach described above.

The knowledge dynamic can be used to weaker the acceptation level for other
perceptions as too large gap between past and current could refer to external help
and so other sensors information should be evaluated strictly i.e. with smaller
variance allowed.

76.5 Concluding Remarks

It will be incorrect to rely only on the proposed approach building a security system
for identification of students during an examination phase of e-learning. The soft
biometric measures and earlier mentioned approaches to increase their reliability do
not guarantee the full identification of students by themselves, but do generate an
alert so the additional methods can be executed to verify the identification knowledge
match like face-to-face examination—5 min long over web cam repeating the
question the student was able to answer during the suspicious examination.

The recorded patters are considered in many countries to be personal data that
should be in now circumstances made public, so the required level of security and
access control should be built around it.
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76.6 Conclusion

A student identification process is a key element planning, implementing and
executing an e-learning environment. The malfunctioning identification subsystem
can lead to creditability decrease in case of inability to identify the person claiming
the certificate during after the successfully passed examination. At the same time
setting too high restrictions on the online examination requirements like
demanding web cameras or even requiring attending the examination in the offline
mode in dedicated centers could be a sufficient demotivating factor to attend the
course. Therefore in this study we explored possibilities to identify students
without such strict restrictions.

The paper proposes an identification sub-system that is designed to be executed
during the educational process in the learning mode and as an alerts generator
during the examination. The system is based on individual patterns like biomet-
rical and lexical, knowledge dynamic and error injection.

The proposed system is able to handle correctly also different types of devices
used to access the e-learning environment keeping the individual patterns inde-
pendent on them using weights based neural network like system allowing
adopting the recorded pattern to the device type increasing or decreasing weights
of the certain elements of the pattern.
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Chapter 77
Energy Consumption by Deploying
a Reactive Multi-Agent System Inside
Wireless Sensor Networks

Alcides Montoya and Demetrio Ovalle

Abstract Intelligent software agents can be a valuable tool to model and implement
wireless sensor networks (WSN). Such networks have a set of inherent limitations,
such as energy, limited resources, limited computing, and unreliable wireless links.
These limitations make the design and development of intelligent software agents
and multi-agent systems in such networks hard and complex. In near future, WSNs
will be more robust and highly supported by intelligent agents that will allow WSNs
to behave like intelligent systems. This paper presents the results of an experimental
WSN system executing reactive agents in nodes. We measure the energy
consumption and propose a possible integration model of multi-agent architectures,
with WSNs using plug computers as a strong base station.

77.1 Introduction

The need for long lifetimes and small form factors, common to most WSN, does
not match up well with the power density of the available battery technology. This
could limit the use of WSNs because of the need for large batteries. Better bat-
teries for small devices are not expected to become available in the near future.
Therefore, energy harvesting could be a solution to make WSNs autonomous,
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which could enable the widespread use of these systems in many applications.
Such WSNs would be able to perform their sensing functions and wireless com-
munication without any supervision, configuration, or maintenance. Tapping into
freely available power from sources such as motion, heat, the sun, and radio waves
could enable a whole new class of portable devices with no batteries to charge.

Multi-agents inside embedded systems are a new area of research. The WSNs
are based on the client/server computing model, where each sensor node sends its
sensory data to a back-end processing center or a sink node. However, despite
many research works that emphasize the advantages of agent technology in the
context of distributed systems, few reports have been made regarding experiences
on the use of agents in real wireless environments and measures of the energy
consumption of these agents. Section 77.2 of this paper presents an energy con-
sumption model proposed by [2], and this model is used as the base for our
experimental study in Sect. 77.3. We show the results in Sect. 77.4, and propose
possible model in Sect. 77.5.

77.1.1 Processor Energy Model

Processor operation state: The processor module is the node control and data
processing center, responsible for sensor control, protocol communication, and
data processing. The microprocessor normally supports three operation states
(sleep, idle, and run) and has five state transitions [1]. Using the equations and
proposed model as in [2], we have the Processor energy function:

Ecpu ¼ Ecpu�state þ Ecpu�change

Ecpu ¼
Xm

i¼1

Pcpu�state ið ÞTcpu�state ið Þ þ
Xn

j¼1

Ncpu�change jð Þecpu�change jð Þ ð77:1Þ

where Pcpu�state ið Þ is the power of state i that can be found from the reference
manual, and Tcpu�state ið Þ is the time interval in state i that is a statistical variable
calculated in the model. Ncpu�change jð Þ is the frequency of state transition j, and
ecpu�change jð Þ is the energy consumption of one-time state transition j, which can
be expressed as

ecpu�change jð Þ ¼ Tinit�end jð Þ Pinit jð Þ þ Pend jð Þ
2

� �
ð77:2Þ

where Pinit jð Þ and Pend jð Þ are the power of state init and end in the state transition j,
respectively, and Tinit�end jð Þ is the time interval for the state transition j from the init
state to the end state. The power state is considered as the average power of state init
and end.
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77.1.2 Transceiver Energy Model

The communication module includes baseband and radio frequency. The trans-
ceiver normally has six states (Tx, Rx, Off, Idle, Sleep, CCA/ED) and nine state
transitions [3].

The transceiver energy function can be expressed as in [4]:

Etrans�state ¼ ETX þ ERX þ EIdle þ Esleep þ ECCA

Etrans�state ¼
XNTX

i¼1

PTX
Li

R
þ
XNRX

i¼1

PRX
Li

R
þ PIdleTIdle þ PsleepTsleep þ PCCATCCA

Etrans�state ¼
XNTX

i¼1

VtrITX
Li

R
þ
XNTX

i¼1

VtrIRX
Li

R
þ Vtr IIdleTIdle þ IsleepTsleep þ ICCATCCAS

� �

ð77:3Þ
where EX , PX , IX , and TX are the energy consumption, power, electric current, and
time interval of transceiver in state x, Vtr is the working voltage, Li is the size
length of the ith packet received or sent, R is the data transferring rate, and NTX and
NRX are the local numbers of sending and receiving packets. Etrans�change can be
expressed as in the next equations, where j ¼ 1; 2. . .n is the type of state transition
and n is the number of the state- transition n ¼ 9ð Þ, Ntrans�change jð Þ is the frequency
of state transition j, and etrans�change jð Þ is the energy consumption of one-time state
transition j, which can be expressed as

Etrans�transition ¼
Xn

j¼1

Ntrans�changeetrans�change jð Þ ð77:4Þ

etrans�change jð Þ ¼ Tinit�end jð Þ Pinit jð Þ þ Pend jð Þ
2

� �

etrans�change jð Þ ¼ VtrTinit�end jð Þ Iinit jð Þ þ Iend jð Þ
2

� � ð77:5Þ

77.1.3 Sensor Energy Model

The sensing module consists of sensors and digital-analog converters. The energy
consumption of the sensing module comes from multiple operations, including
signal sampling, signal conversion, and signal modulation. The sensing module
can operate either in burst or periodic mode. In general, it operates in periodic
mode. Assuming that the energy consumption levels of the open and close oper-
ations are constant, the sensor energy consumption can be expressed as

Esensor ¼ Eon�off þ Esensor�run

Esensor ¼ N eon�off þ eoff�on þ VsIsTsSð Þ
ð77:6Þ
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where eon�off is the one-time energy consumption of the closing sensor operation,
eoff�on is the one-time energy consumption of the opening sensor operation,
Esensor�run is the energy consumption of the sensing operation, Vs and Is are the
working voltage and current of the sensor, Ts is the time interval of sensing
operation, and N is the number of sensor opening and closing operations.

77.1.4 Complete Node Energy Model

In real systems, the processor, transceiver, and sensor components of WSN nodes
must work cooperatively to perform a task, and thus have mutual relationships,
especially where the energy issue is concerned. The event-driven mechanism of
different node modules is as follows:

• Event trigger in the sensor module: The sensor energy model (SEM) enters the
‘on’ state periodically triggered by the external clock event. After sensing and
statistically calculating sensor energy consumption, the sensor module enters the
‘off’ state automatically.

• Event trigger in the processor module: The processor energy model (PEM)
enters the ‘run’ state triggered by the following three events: the periodic data
collection event generated by the SEM, the sending packet requests generated
by external applications or protocols, and the packet arriving action generated
by the transceiver energy model (TEM).

• Event trigger in the transceiver module: The TEM enters the TX state triggered
by the sending packet event generated by PEM, enters the RX state triggered by
the external packet arriving action, and enters the CCA/ED state triggered by
channel detection commands.

Figure 77.1 lists the state current and state transition time for the Chipcon
CC2420 transceiver. H.Y. Zhou and colleagues consider a typical node WSN that
consists of an Intel Strong ARM SA-1100 Microprocessor [5], a Chipcon CC2420
Transceiver [6], and a Dallas digital temperature DS18B20 [7], and in their paper
shows the results of the simulation using this model for energy analysis without
multi-agents.

77.2 Experimental Study

77.2.1 Node Architectures and Energy Models
with Agents Running Inside the Node

In a WSN, the battery is generally not replaceable due to the randomness of the
sensing device’s position and sometimes due to the danger posed by the sensing
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field. Therefore, battery lifetime is synonymous with sensor lifetime, and must be
extended as much as possible. Furthermore, the progress made in battery capacity,
lifetime, is at best limited when compared with the progress made in processing
power, and storage capacities. Finally, with the ever-increasing performance
constraints, power management always needs improvement.

In the experiments, we start by using the simplest type of multi-agent system,
namely, reactive agents. These agents do not have any internal symbolic models of
their environment; they act with a stimulus/response type of behavior that responds
to the present state of the environment in which they are embedded.

A reactive decision agent is a 9-tuple one, denoted by \Id, A, D, S, E, E0, O,
O0, act, dec, sig[ [8, 9]. Id is the agent identity. A is the set of actions executed
on the agent, each action representing a possible operation to be carried out on
this object to achieve a specific goal. D is the set of decisions generated by the
agent, each decision being a solution concerning process behavior in the future,
and is characterized by its action horizon. S is the set of signals received by the
agent; each signal received by an object reflects at any given time the state of
the controlled tools used to achieve a specific goal. E is the set of external states
delivered by the agent, each state representing the object state emitted to the
environment. E0 is the set of the agent’s internal states, each state indicating the
current state of the agent. O is the set of agent’s internal objectives; each
decision is elaborated to achieve an internal objective according to the current
external objective and the actual internal state. O0 is the set of external objectives
that can be achieved, these objectives representing the agent’s interpreter of each
action, Finally, act, dec, and sig are the three decision functions that define the
behavior of a reactive decision agent.

Fig. 77.1 Current and state
transition for the Chipcon
CC2420
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77.2.2 Experimental Description of the WSN
and the Reactive Decision Agent

For this experiment, we use Mica2 crossbow nodes. The consumption of one node
has different components. Figure 77.2 shows the component of the energy con-
sumed and gives an idea of the parameters that must be optimized to obtain better
performance in time.

The experiment is a WSN composed of four nodes and the management node
(sink). Each node uses: two SPI devices (Radio/Flash), two I2C sensors (Humidity/
Temp). The two I2C sensors are on the same chip (same I2C address), but require
separate sensing command sequences. Every 2 min, the application samples four
sensors and logs the reading in flash. Every 10 min the application retrieves new
readings from the flash and sends them to the gateway. This is the key in this
WSN: store the data in a flash memory and transmit only important data over a
long time. Table 77.1 provides the basic measures for calculating the energy costs
of different I/O operations and sleep states. Sampling and sending are completely
decoupled: the two have a producer/consumer relationship. The reactive agent
takes the data (Humidity and Temp) every 2 min, loads the data in the flash
memory, and sends the data to the gateway every 10 min. There are no mobile or
belief-desire-intention (BDI) agents, only this simple agent that stores and saves
the data in the flash memory.

Figure 77.3 shows the experimental data.

77.3 Results

The four nodes execute a simple reactive agent. This agent takes the data every
2 min and sends the data every 10 min. A typical operation in 120 min uses
389 mA of current; using AA batteries, this node will work for approximately
11.3 h.

x ¼ 2200 mAhð Þ 120 minð Þ
389 mAh

¼ 678:7 min

Fig. 77.2 Components of the
energy consumed in a WSN
node
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Table 77.1 Energy decrement for reactive agents running in four nodes MICA2

Time (min) N1 (I, mA) N2 (I, mA) N3 (I, mA) N4 (I, mA)

0 2,200 2,200 2,200 2,200
10 2,172 2,183 2,176 2,186
20 2,142 2,165 2,154 2,166
30 2,110 2,145 2,134 2,147
40 2,075 2,127 2,116 2,124
50 2,047 2,112 2,095 2,106
60 2,013 2,092 2,071 2,077
70 1,979 2,076 2,050 2,059
80 1,943 2,062 2,033 2,045
90 1,915 2,040 2,009 2,023

100 1,875 2,022 1,992 1,997
110 1,846 1,999 1,971 1,979
120 1,811 1,982 1,947 1,955

Fig. 77.3 Four Mica2 nodes
running a simple reactive
agent

Fig. 77.4 The proposal
architecture using a plug
computer using reactive
agents in the nodes and
deliberative agents in the base
station
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Suppose that the reactive agent only reports the data when there is a critical
condition. For example, if a WSN is used to monitor and control the leak of
ammonia, the agent can take the data and will send the data only when the
ammonia level reaches a critical value, e.g., 30 ppm. Suppose this happens once a
day. The equation may then be modified:

x ¼ 2; 200 mAhð Þ 1; 440 minð Þ
28 mAh

¼ 113; 142 min

which translates to 1885 h or 78.5 days.
Scalability of the system: Using four nodes without routing and having only one

reactive agent for each node, we have energy for 78.5 days for each node. For ten
nodes, the system may be similar; we do not need low-energy adaptive clustering
hierarchy routing or head clusters for the system. It is possible for the network to
work using only one base station; in this case, the system would be similar to that
presented in the above-mentioned discussion.

77.4 Proposed Approach

An intelligent sensor modifies its internal behavior to optimize its ability to collect
data from the physical world and communicate these data in a responsive manner
to a base station or a host system. The functionality of an intelligent sensor
includes self-calibration, self-validation, and compensation. Self-calibration means
that the sensor can monitor the measuring condition to decide whether a new
calibration is needed or not. Self-validation applies mathematical modeling error
propagation and error isolation or knowledge-based techniques. Self-compensation
entails making use of the compensation methods to achieve high accuracy.

The proposal is a combination of mobile agents running in a strong base station
and reactive agents in nodes, and the system is highly dynamic compared with the
implicit nature of multi-agent systems and the artificial intelligence inside the
WSN. The architecture and solution need a combination between an embedded
system that can be run by our agents, the middleware, and the classical nodes used
in the WSN. Normally, the base station in a WSN does not have a lot of resources.
Recent advances in embedded systems allow having a new base station; in this
case, it is a plug computer system, which has a complete Linux system. Specifi-
cally, our system has Linux debian kernel 2.6.33, inside which we have Java and
openjdk or J9 and Equinox installed. Equinox is used to have an implementation,
which can run bundles as components and services. In our development, we have
the middleware SIXTH, a complete application that is useful for fast applications
for WSNs. Our middleware use Agent Factory Micro-Edition [10–12] as part of its
implementation (Fig. 77.4).

The system has a strong base station and similar nodes for the classical nodes in
WSN, but in the future it may use 32-bit microprocessors running real-time
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operating systems and using energy harvesting. In this proposal, the BDI agents
work in the plug computer, and only small mobile agents can be used between the
reduced functional devices (nodes) and the full functional device or base station.
The intelligent multi-agent runs inside the plug computer and makes decisions
about WSN management and performance; the reactive agents in the nodes send
only the critical data, and the lifetime of the network will be increased, working as
an autonomous system. The RFD runs only reactive agents, similar to the analysis
for the reactive agents inside the four Mica2 nodes.

77.5 Discussion

Using a clear energy model, similar to that proposed by H.Y. Zhou et al., we
propose a simple reactive agent and combine it with an experimental multi-agent
system developed to test the possibility of using artificial intelligence at a primitive
level in the WSN. As energy consumption and constraints are a barrier to the
development of a new proposal for autonomous systems, this simple system
integrates the energy model and the measures with a simple multi-agent. The
experimental data point to very good results: it is possible to use simple agents
inside the nodes without compromising the battery life or the energy consumption,
and it leads to fewer transmissions of the data samples and to an increase in the
periodic data samples sent at the base station.

For more complex systems, we propose a new architecture based on BDI
systems executing hard tasks inside the new proposed base station of the plug
computer system. Using the strong base station and AFME system, we have an
autonomous system that can executed hard tasks, such as monitoring ammonia or
methane in factories.

77.6 Conclusions

The results from this study show that the energy consumed by a simple reactive
multi-agent is low compared with other processes, and carrying out tasks, such as
taking sensor samples, storing the values in the flash memory, and sending the data
every 10 min, increases battery life and guarantees a longer lifetime for energy
in the nodes.

The energy consumed by deploying a reactive multi-agent is under normal
conditions and can increase the operation modes with the addition of some
intelligence in the WSN nodes.

The tasks of the reactive multi-agent inside the node, such as taking the data,
analyzing the data, storing the sensor data in the flash, and sending the values each
time in one packet, guarantee the first autonomous type of WSN.
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Other architectures can be proposed for the use of multi-agent systems inside
WSNs. For example, using plug computers as strong base stations for indoor or
factory WSNs can increase the autonomous level of the WSN. Strong BDI agents
can execute hard tasks inside the plug computer as in a human brain, and simple
tasks can be executed by the nodes using simple reactive agents.

Architectures and new proposed models for the use of artificial intelligence
inside WSNs can be explored through techniques that not only use mobile agents
between nodes in a classical way, but also make better use of simple reactive
agents working in simple tasks and mobile agents between a plug computer base
station and the nodes.
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Chapter 78
Network Intrusion Detection System
Based on SOA (NIDS-SOA): Enhancing
Interoperability Between IDS

Wagner Elvio de Loiola Costa, Denivaldo Lopes, Zair Abdelouahab
and Bruno Froz

Abstract Anti-virus and firewall protection systems are designed to prevent the
execution of evil deeds in the network, thus constituting a barrier to invaders (e.g.
viruses, worms and hackers). However, there is no guarantee to full protection of
the computer network, because invasions may occur. In this case, Intrusion
Detection System (IDS) provides intrusion detection and subsequent notification to
the network administrator, or in conjunction with the firewall it blocks the port
used in the invasion or the IP address of the attacker. An important factor for
intrusion detection is the quality of database signatures. However, IDS systems are
isolated; they do not share the signatures, and do not cooperate and the database
signatures are not easily reused. Generally, they communicate using different
protocols and are designed with different programming paradigms. In this paper,
we present Network Intrusion Detection System based on SOA (NIDS-SOA) in
order to allow interoperability between two or more IDSs for exchanging
subscription information and notifications of occurrences of invasions and provide
support for isolation of an invasion.
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78.1 Introduction

Computer networks offer extensive benefits to users; these benefits range from
simply sending an e-mail, acquisition of products with electronic commerce to
Internet banking. However, these benefits may only occur in a secure environment.
A secure environment or a secure computer network can be defined (a) as an
environment or system that has computer programs and operating system updated
and configured correctly and a protection system (antivirus, firewall and IDS).
Antivirus and firewall protection systems are designed to prevent evil deeds in the
network, thus constituting a barrier to invaders (e.g. viruses, worms and hackers).
An IDS is a system designed to detect the intrusion which passes through barriers
such as antivirus and firewall. An IDS is a system that is behind the protective
barriers and aims to detect an intrusion as soon as possible to minimize damages.
Assuming that there is a completely safe environment or a network computer
completely secure; minimizing the detection time of an invasion and the time to
take countermeasure is of fundamental importance to users. Several IDS products
are available; they use different mechanisms of detection, countermeasures, and
different paradigms in their design, implementation and communication protocols.
Consequently, existing IDS systems are isolated and reusing features of other IDSs
are difficult to implement. The reuse of functionalities between intrusion detection
systems (IDS), i.e., the interoperability between different IDS, is a challenge and
can significantly improve the detection time countermeasures [1]. In this paper we
present how to make information available to other IDSs through a Service
Oriented Architecture (SOA) approach and composition as a form of reuse.

This paper is organized as follows: In Sect. 78.2 we describe IDS, SOA and Web
services. In Sect. 78.3, we describe the functionality of NIDS-SOA framework. In
Sect. 78.4, we describe the adaptation of NIDIA to NIDS-SOA. Section 78.5
describes the tests performed with the NIDS-SOA framework and in Sect. 78.6 we
present our conclusions about this work.

78.2 Overview

IDS systems are isolated systems and interoperability between different vendors’
IDS is complex and difficult to implement. Some of IDSs use non-standard formats
and protocols for interaction between their modules [2]. IDS systems in the lit-
erature are isolated and are not easily reused [3]. Generally, they communicate
using different protocols and are designed with different programming paradigms.
The creation of a SOA-based IDS will allow information sharing and reuse of
features of other IDSs.
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78.2.1 Intrusion Detection Systems: IDSs

An IDS has the ability to detect various attacks coming from both external and
internal computer network. It helps in protecting corporate environment and its
installation points as of fundamental importance [1]. Intrusion Detection System is
originally suggested by James Anderson in 1980 in an article entitled ‘‘Computer
Security Threat Monitoring and Surveillance’’. This paper describes the concepts
that an audit system can provide important information on the system misuse by
users. Later, these concepts are circulated in 1987 by Dorothy Denning in an
article entitled ‘‘A Model for Intrusion Detection’’ [3, 4]. A year later Dorothy
Denning has developed a model for intrusion detection. Todd Heberlein introduced
the concept of network intrusion detection, and has developed the Network
Security Monitor (NSM). The use of NSM in large networks has provided with a
large amount of information that is generated by the network. The concept of
network intrusion detection started by Todd Heberlein attracted a great interest in
this area of intrusion. The principle of an IDS [4] is to capture traffic from TCP/
UDP flows in the network of computers and shortly thereafter starts analysis. Thus,
an IDS analyzes the content of captured traffic in order to find some resemblance
to a package that contains characteristics of vulnerabilities or malicious code
previously known in its database that we commonly call rules. In the event finding
a package with features that resemble the characteristics that are in its database,
the intrusion protection system takes action to protect the system, ranging from
sending an alert to the administrator and stronger actions such as blocking the
sender through the firewall.

78.2.2 Web Services: Description and Features

Web services have emerged as a natural consequence of the Internet usage growth
[5]. Software systems are built to withstand interaction between machines on a
network or distributed systems, having a standard communication interface [6, 7].
Web services are components or applications that are accessible via standard
Internet protocols. They are self-contained applications, with XML-based inter-
faces that describe a collection of operations accessible in the network, regardless
of the technology of the service implementation. A web service can be available in
the Internet by publishing it, having its access settings described in Web Services
Description Language (WSDL). A web services can be accessed by any client
using SOAP protocol.

Figure 78.1 presents the description of web services and its standard protocols
[8].

78 Network Intrusion Detection System 937



78.2.3 SOA Description and Features

SOA describes the keys concepts of software architecture and their relations,
where a service and its use are the key concepts that are involved, following a
model of publishing services and applications and their universal access [9, 10].
SOA has an interface that describes a collection of operations accessible over the
network via a standardized format (e.g. XML) [8]. These requirements are acti-
vated anywhere in a dynamic computing environment and/or pervasive computing
where service providers offer a range of services. Figure 78.2 illustrates a service-
oriented system with a service consumer, a service provider and a service
repository.

Application WSDL

UDDI

SOAP

PublicSearch

Invocation

Fig. 78.1 Web services architecture: standards and features

ServiceService 
Provider

Service
Registry

The Consumer Service

Fig. 78.2 Service oriented
architecture
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SOA creates an environment in which distributed applications and components
may create independently of language and platform and focuses on the use of a
relatively widespread pattern of communication between operations, enabling thus
a model for homogeneous distribution and composition of components.

SOA is an approach that aims to integrate existing applications (legacy
systems) with new applications. This integration can be done using web services,
DCOM, Simple Object Access Protocol (SOAP), Representation State Transfer
(REST), Common Object Request Broker Architecture(CORBA) and Remote
Procedure Call (RPC). SOA has three technical concepts that are: service, inter-
operability through a bus service and low coupling [11]. A service is a software
component that represents a process, a business task or activity and has an
interface and it is invoked via messages. The bus service (bus) is an infrastructure
that enables interoperability between distributed systems by making communica-
tion between different services or business processes of different languages and
technology. The loose coupling refers to the reduction of dependency on one
service to another one.

With the evolution of SOA using web services, a language to manage web
services for their use in service-oriented architecture was demanded. Several
languages were created for this purpose, for example: electronic bussiness XML
(ebXML); RosettaNet; Universal Bussiness Language (UBL); and Bussiness
Process Execution Language (BPEL) [11].

Orchestration and choreography are approaches employed to compose business
processes using web services. In a web service, orchestration is for central control
that manages the composition of other web services involved in this operation. In
choreography, there is not a web service that performs this service coordination,
because each web service ‘‘knows’’ exactly with which other web service to
interact, it is embedded in its functionality. These two techniques are shown in
Figs. 78.3 and 78.4.

Orchestration
(Coordinator)

Web
Service 1

Web
Service 2

Web
Service 3

Web
Service n

...

Fig. 78.3 Orchestration in service composition
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78.3 Framework of Network Intrusion Detection System
Based on SOA

In this paper, we propose the Network Intrusion Detection System Based on SOA
(NIDS-SOA) to support interoperability between IDS systems following a
SOA approach.

78.3.1 Introducing the NIDS-SOA Framework

Figure 78.5 presents an architecture for NIDS-SOA framework, which aims to
detect attacks behaviors in a computer network and performs action to remedy to
attacks.

This architecture has the following components: a sniffer captures packets in
the network and/or in a log file servers; these packets are passed to the next
component packet formatter that formats the packets in a XML data structure and
with some important information such as source IP, destination IP, TCP and UDP
ports access time etc. Packages already formatted are analyzed by the next
component based on some rules already defined (in a database). If a rule is find

Web
Service 1

Web
Service n

Web
Service 2

Web
Service 3

..
.

. . .

Fig. 78.4 Choreography in
service composition
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Analysis
Update_DB
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Fig. 78.5 Functions of
NIDS-SOA
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compatible, an action (such as blocking the IP or port) is performed in order to
deny access to that IP. The DB-Update component is responsible for updating a
database (for example inserting a new rule) if needed.

In Fig. 78.6, the NIDS-SOA framework is presented in a service-oriented
architecture SOA. The components shown in Fig. 78.5 are transformed into
services. The layers (capture, format, analyze, update and reaction) are now services
(Host or Network Sniffer, Analyzer, formats, and Reaction). Each service presented
in this framework is considered a basic service that can be composed with other
services and thus providing a service composition, as shown in Fig. 78.7.

Figure 78.8 shows the class diagram of the NIDS-SOA framework. There are
seven classes: WsSniffer, WsFormater, WsAnalyzer, WsSender, WsReaction,
RequestMessage, and ResponseMessage.

78.3.2 NIDS-SOA and Web Services

The NIDS-SOA framework uses web services to perform service composition
according to SOA approach. Each component or module of Fig. 78.5 has a web
service associated with its function. Thus the NIDS-SOA, shown in Fig. 78.9

Sniffer
Rede ou

Host
FormaterAnalyser

Sender Reaction

Fig. 78.6 Services offered
by NIDS-SOA

Sniffer
Rede ou

Host

Analyser

Formater

Sender

Reaction

Fig. 78.7 Service
composition in NIDS-SOA
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consists of five web services, where each has a web service WSDL acting as a
service contract for other layers. In this diagram there is a layer of administration
which is performed by the system administrator when it is necessary.

• WsSniffer. This web service is listening and is capturing every packet in the
network and/or in the host. To start capturing packets, this service must be
instantiated, passing the parameters ‘‘Number of the device’’ (integer) and
‘‘options’’ (list of integers) and then call its start() method. With the start()
method, the parameter ‘‘Number of the device’’ is passed to JpCap class, which
is responsible for receiving and handling the packets.

• WsFormater. This web service formats the packets in XML files, in order to
facilitate updating the database as well as a comparison with other packets in the
analysis service. This service receives the packets as a parameter which are
formatted in XML, with the attributes ‘‘DestinationPort’’, ‘‘Destination IP’’,
‘‘source port’’, ‘‘source IP’’, ‘‘Seconds’’ and ‘‘Milliseconds’’. These last two
parameters represent the exact time that the packet is captured.

• WsAnalyser. This web service looks at each packet. This service receives the
packet already formatted in XML and analyzes it according to the rules of
danger if they are met. The packet goes through these rules, and if it fails it is
passed to the WsSender, but ignored if it passes the rules.

• WsSender. This web service updates the database information. This web service
receives the packet when it fails in the analysis from WsAnalyzer and saves it in
the packets repository to be used in future comparisons with others.

• WsReaction. This web services takes actions according to the analysis and based
on the available signatures in the database. It may act in the firewall protection
(lock access port or lock the source IP of the attack.

Figure 78.10 shows the sequence diagram of the NIDS-SOA framework. The
description is as follows:

• The web service (WsSniffer) listens for packets in the network or in a log file.

Fig. 78.8 Class diagram of the NIDS-SOA framework
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• All packets are formatted by the web service (WsFormater) in XML file format
to facilitate comparison and update later by another web service.

• The web service (WsAnalyser) performs a query check in the database for all
formatted packets and if this query is positive, a message is sent to the web
service (WsReaction) so that necessary actions are taken to prevent access from
that IP (e.g. blockingIP and/or port in the firewall).

• If the query web service (WsAnalyser) does not find any details about the
attacker in the database, then a message is sent to the WsSender to insert some
information about the attacker in the repository.

78.4 Adapting the IDS-NIDIA to be Conform
to NIDS-SOA: Prototyping

The IDS NIDIA is an IDS based on a society of agents. The system is based on the
Common Intrusion Detection Framework (CIDF) model that develops protocols
and application interfaces with the goal of sharing information [1, 12]

The IDS NIDIA has a set of agents that perform actions according to their
functionality. The NIDIA project [13] lists agents with a function of generating
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Fig. 78.9 Details of layers of NIDS-SOA and its services
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events (sensor agents), agents with a function of monitoring and evaluating safety,
agents with a function of storage of historical mechanisms and agents with a
function of controlling actions. In Fig. 78.11 we present the architecture of the
IDS-NIDIA [14].

78.4.1 Historic of IDS-NIDIA

The IDS-NIDIA has already the following features: a model of automatic update; a
model for monitoring and automated responses to attacks [15], a model of auto-
matic update using web services [7]; a model management and integration of
databases [16], a reliable communication model specifications using Extensible
Markup Language (XML) [17], a model of fault tolerance [13], a model of remote
IDS based on web service and MDA [18], a model of IDS for mobile devices [19]
and a model of safety and reliability among IDS agents [14]. Our contribution
consists of adapting IDS-NIDIA to be conform to NIDS-SOA framework as shown
in Fig. 78.9.

78.4.2 Implementing the NIDS-SOA

The NIDS-SOA framework (see Figs. 78.7, 78.8 and 78.9) is applied to IDS-
NIDIA and implemented in the NetBeans IDE [20]. The services are implemented
in a distributed fashion.

Fig. 78.10 Sequence diagram of the NIDS-SOA

944 W. E. de Loiola Costa et al.



78.5 Tests Carried out with NIDS-SOA Framework

Tests are conducted with the framework NIDS-SOA using standalone basic
services and with service composition. The tests with standalone basic services
consist of testing the services separately (e.g. performing only the sniffing). The
tests with service composition consist of composing complex services using basic
services, example performing sniffing-formatting, sniffing-formatting-analysis,
sniffing-formatting-analysis-reaction. Figure 78.12 presents the results of a
composition Sniffer and format.

A complete composition of web service can be accomplished by using all the
features of all the services of NIDS-SOA framework, where the captured packets
from the Sniffer are formatted by the formatter services (Fig. 78.12) then passes to
the service Analysis (based on a set of rules) to determine the repeated occurrence
of some parameters presented in the XML format packet. If the occurrence of one
or more of the parameters listed in the packet formatted in XML is observed (e.g,
continuous access to a particular port on the system from a specific IP), the

1. <pacote> 
2. <dst__port>49195</dst__port> 
3. <dst__ip>/192.168.177.103</dst__ip> 
4. <src__port>80</src__port> 
5. <src__ip>/129.128.5.191</src__ip> 
6. <sec>1319653063</sec> 
7. <usec>523886</usec> 
8. </pacote> 

Fig. 78.12 Package in XML
format
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analyzer service informs the Sender service to update the database and the reac-
tions services to take some actions such as blocking the attacker’s IP or port in the
firewall. Figure 78.13 shows the composition of all these services.

78.6 Conclusion

The use of the framework NIDS-SOA presents great advantage because it can
combine the data system intrusion detection, a priori, work in isolation. The union
of these information will help in protecting computer systems against evil actions.
The results provided by NIDS-SOA are satisfactory, because the functionalities of
IDS-NIDIA can be reused by other IDS through the implementation of services
described in the WSDL of NIDS-SOA.

In future research works, we aim employ NDIS-SOA to extend other IDS in
order to create a cooperative network constituted by several IDS, thanks to the
interoperability and the support provided by the SOA approach.

Acknowledgments This research work was sponsored by Government of Maranhão State
through FAPEMA and Federal Government through CNPq and CAPES.
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Chapter 79
Lyrebird: A Learning Object Repository
Based on a Domain Taxonomy Model

Ingrid Durley Torres, Jaime Alberto Guzman Luna
and Jovani Alberto Jimenez Builes

Abstract Taking advantage to a maximum of the records that contain data
regarding learning objects has been a widely studied task in various fields of
research. Web semantics is one of the most promissory; this paradigm is used with
the purpose of dealing with the significant heterogeneity expressed by different
users of objects themselves (authors, teachers and students). Lyrebird was born
under this perspective; it is a repository of learning objects which provides suffi-
cient semantic information to facilitate the reuse of learning objects ranging from
processes such as classification, search and retrieval of information implementing
three ontologies which are: one to specify a Domain of knowledge, another to
define a learning object and lastly a to model metadata.
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79.1 Introduction

A natural activity in the field of Learning Objects (LO) is represented by
compilation processes in containers that organize them and make them available
for various uses. These containers are known as Learning Object Repositories
(LORs) [1]. LORs, in addition to facilitating storage, also promote reuse and
interoperability of their own LOs which are readily available within them. Nev-
ertheless, it is not as easy a task as people think due to their multiplicity and the
autonomy of suppliers which do not have a significant conceptual model widely
accepted by suppliers themselves to use and specify LOs, nor is it common
acceptance by the end users of those LOs.

Thus, more and more efforts have been focused on the development of tech-
nologies that allow standardization mainly covered by a set of metadata which
may be used to describe an LO’s main features [2] or to establish packaging norms
within a structure having educational content [3]. Despite said standardization, the
reuse of LOs is still a complex issue, and even more, when you add user diversity
connected to the process (authors, teachers and students). Arriving at a compre-
hensive solution in which all the components involved (LOs and students) perform
their tasks, interact and obtain intended results is a complex job that requires
important efforts to achieve partial or total communication and interaction between
software applications (LO) and people [1].

An emerging solution being applied successfully consists in using ontological
models that make it possible to define a unique specification that provides an
unequivocal comprehensible interpretation for the various parties (software and
people).

Current repositories as MERLOT [4] and CAREO [4], already provide a first
approach in the work to implement semantics related to an LOR scope. Never-
theless, even if they allow software agents which are no longer exclusively human
to search and look up data related to them, their only concern is centered only on
this process. SLOR [5], itself, involves another important aspect such as the
definition of a shared conceptualization concerning the proper specification of
what an LO is; thus, supporting the attainment of a more flexible LOR. None-
theless, it omits domain intentionality. Hence, one can state that the three projects
converge in a way that they contribute to what may be considered a prototype for
autonomous data processing. That prototype inspired Lyrebird, which extends the
aforesaid features adopting three ontological models that are able to represent: (i)
the description of the definition of an LO, (ii) a semantic specification of an IMS-
MD standard (named SIMS—Semantic IMS), and lastly (iii) an ontology which
will be used to represent all the concepts that symbolize the intentionality of
learning in a domain of particular knowledge.

To provide a more detailed vision in this paper, the article is organized as
follows: Sect. 79.2 defines the main concepts related to this proposal’s framework.
Section 79.3 describes each of the ontologies developed. Section 79.4 presents all
the details of repository architecture along with a brief description of the
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functionality of each one of the component modules. Section 79.5 is an
experimental case with its respective test results. Finally, Sect. 79.6 compiles
conclusions and future work arising from the development proposed herein.

79.2 Frame of Reference

79.2.1 Description of the LOs

Formally, there is not just one definition of the concept of an LO [1, 2, 6].
Nonetheless, it is convenient to consider it as an attempt to unify; the following
definition: an LO will be understood as all the material structured in a significant
way and it must be related to a learning objective which must correspond to a
digital resource that can be distributed and consulted online. An LO must also have
a registration form or metadata that includes a list of attributes which not only
describes the possible attributes of an LO, but also allows to catalogue and
exchange it. In this setting, standardization is a notably recurrent topic since when
one handles various types of resources for different applications and with different
technologies, it becomes a key topic to continue operating current applications and
even to make them grow.

Among these initiatives it is worth highlighting: (i) an LOM [2]; this standard
specifies the syntax of a minimum set of metadata required to complete and to
adequately identify, administrate, locate and evaluate an LO. Its purpose is to
facilitate the task of searching, sharing and exchanging LOs for authors, students
and automatic systems. A second standard is the (ii) IMS (by the Global Learning
Consortium) [6], it is a consortium whose mission is to develop and promote open
specifications to facilitate online learning. Its objective was the design of a form to
put into practice IEEE and AICC recommendations. To do so, an XML-type file
was defined to describe course contents. This is done in such a way that any LMS
may upload the course reading its set up file, IMSMANIFEST.XML. The fol-
lowing is only a description of this committee’s main initiative: (i) IMS Learning
Resources Meta-Data. This specification provides a structure for the elements
(metadata) that describe or catalogue learning resources. This specification is
based on an LOM. (ii) IMS Learner Information Package (LIP). This corresponds
to the interoperability of systems and student information to support an internet
learning environment. (iii) IMS Learning Design. This design provides a flexible
generic language to express various pedagogical models. IMS-LD, is based on a
series of elements that include: roles that people play (who), the activities they
perform (do) and the settings where they perform (services) and what they use to
perform them (LO), all within a series of simultaneously executed acts.
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79.2.2 Web Semantics and LO Search and Retrieval

Formal models that support web semantics [7], provide more knowledge for
contents (images, videos, links), enabling the automation of many tasks currently
performed by humans. In particular, semantics seeks to produce a world where
ontologies [8] allow greater task automation by structuring resources available on
the web, so that software agents may analyze and execute processes such as
searching, retrieving, invocation, interoperability, and automatic execution [9]. To
fulfill these tasks, said ontologies must be sufficiently expressive and must be able
to describe the properties of related Domains.

Historically, Web semantics was introduced with an Resource Description
Framework (RDF) [10] which allows the representation of classes, properties, sub-
classes and more class hierarchies. That RDF has evolved into a more expressive
language called OWL [11]. OWL (1.0) enabled the following properties: (i) class
definition by means of restrictions on property, values or cardinality; (ii) class
definition by means of Boolean operations on other classes as intersection, union
and complement; (iii) relations among classes (for ex. inclusion, disjunction, and
equivalence); (iii) properties of relations (as inverse, symmetric, transitive); (iv)
cardinality (i.e. ‘‘just one’’); (v) equality and inequality of classes; (vi) enumerated
classes; (vii) cardinality restrictions; (viii) asymmetrical properties, reflexive and
disjunctive, among others.

79.3 Ontological Formalization

79.3.1 Semantic Characterization of a Learning Object

As mentioned in the previous section, LOs adjust to the definition described in
Sect. 79.2.1. To mold this sort of LO, it is necessary to approach each element
mentioned in this definition indicating how it will be characterized semantically.
The common one and apparently the simplest refers to a web resource, which
according to W3C corresponds to that which has identity (whether it be called
video, audio, and text among others), identified by a URI, that resides on the
internet and which is accessible by means of any implemented version of an http
protocol or its equivalent. The second element defines metadata and in this aspect,
there is one already referenced, an IMS-MD standard, which focuses on the
description of an LO. The third relates to the formative intention, which in this
case refers to the knowledge that will be acquired with that LO.

The three elements have been represented semantically by the ontology
described in Fig. 79.1. Nevertheless, to move these specifications semantically
implies constructing in only one language a description that is not only easy to read
and understand, but also easy for the user to write and which at the same time allows
the exchanging and processing of data via internet without human intervention.
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In this sense, reality shows an OWL as one of the most referenced; thus in this
proposal, it is the reference language used for the semantic specification of the LOs.

Figure 79.1 indicates that a Semantic Learning Object—SLO-corresponds to a
concept whose abstract representation is made of the aforementioned resource
described semantically by a Resource concept of the SIMS ontology (from the
abbreviation Semantic IMS), which refers to a type of simple datum of the space
named XbbrevML Schema (xsd), denominated by any URI, which is used to
specify an URI in an attribute. Meanwhile for formative intention ontology, it will
be represented by an OWL concept, called Concept, defined as an instance of a
new ontology designated as an Learning Ontology Domain (LOD) and which will
be described in Sect. 79.3.3. Finally, the metadata oncology which corresponds to
the Metadata concept is defined; strictly speaking, an SIMS ontology whose
representation is oriented to semantically mold some standard IMS fields. With
this formalization, each LO generated within a repository is obligated to corre-
spond with the instantiation (concrete data) of each of the fields described herein,
one for each element, except for an LOD which may reference one or more
formative intentions.

Following along the lines of this approach, first an attempt will be made to
define what has been called an SIMS: Metadata oncology, which will be used for
the declarative specification of the second element associated with the formal
representation of a of an LO.

79.3.2 Semantic Characterization of Metadata

The semantic representation of metadata corresponds to some of the elements
mentioned under an IMS-MD standard. All have not been represented, because the
ones selected are not enough for the scope of this paper; although an advantage of

Fig. 79.1 Ontological definition of an LO and a SIMS characterization
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ontologies is that they may be extended at any given moment without any
computational cost.

It is important to highlight that IMS Learning Resource Metadata (IMS-MD)
has adopted an LOM standard. This is a reason why the SIMS semantic specifi-
cation coincides with three of the nine main categories of an LOM, that group the
rest of fields of the standard which are: (i) General (identifier, Title, Language
Description), (ii) Technical (Format, Size, Requirement, Duration), (iii) Educa-
tional (Learning Resource Type, Difficulty); nonetheless, the fields grouped in
these three categories have not been totally used either. A semantic representation
of an IMS-MD allows a user to construct metadata instances that the user will use
to describe each one of the LOs, just as it was done syntactically. Nevertheless, the
great advantage lies in that the fields that formerly were optional or freely-
expressed using natural language are now represented as ‘‘facts’’ which a machine
can understand and process, despite being found in ‘‘human knowledge’’; thus
empowering a base of knowledge upon which complex reasoning and inferences
can be made.

The process of semanticizing the metadata referenced in the paragraph above
requires considering their specification in an OWL ontological language. This
development generally implies three steps: (i) defining classes of ontology, (ii)
hierarchically organizing classes (class-subclass), (iii) defining the properties of
the classes and values allowed for them, (iv) creating instances assigning values to
properties.

The first and second steps are represented by the structure defined by the LOM
model. Thus, the root node corresponds to a Metadata concept while their direct
off springs will be represented by the three categories selected and referenced as a
‘‘parent element’’ (General, Educational and Technical). The sub-categories of
these elements correspond to the next level of hierarchy and in it we found the
elements that have been enumerated as ‘‘off springs of this parent element’’.
Nevertheless, there is a specification that has been extended from the original
standard which involves the definition of the properties of the classes and of the
characteristics of these properties. Among those characteristics, it is possible to
mention rank, Domain, cardinality and permitted values for the enumerated types
among others. To detail this behavior, this paper indicates that a class has one or
more properties (commonly called has \nom_property[), for each one of the
characteristics it groups. Those properties may be at the same time ObjectProp-
erty, and through both of them, it is possible to relate some classes and objects
with others. Properties may also be DataProperty type when the property is a
simple data type. This type of simple datum corresponds to a basic element of an
XML schema type (String, boolean). Finally, for each of the properties of each
class there will be a definite domain (Domain); in other words, to specify the
object upon which it is applied and the range (Range), which corresponds to the
type of values that it may take from the type of object (ObjectProperty) or the type
of data (DataType). Figure 79.1 represents the abstract model of the SIMS:
Metadata ontology. For example, one of the properties of language is to corre-
spond to one and just one of the elements on a list of languages. This category then
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refers to an SIMS: Language class because it is to whom it is applied; this being the
domain as long as its range is of the xsd: String type of data which allows taking
one of these values: sp (spanish), en (english), and ru (russian), among others.

79.3.3 Semantic Characterization of Formative Intentionality

Since one of the current priorities lies in the reusing of the teaching content; an LO
will always be used as device to acquire the same knowledge. This is perhaps the
main reason why when an LO is born, its creators provide it with the greatest
freedom of use and the association of the formative intentionality becomes the
responsibility of the person who implements it in a learning setting.

Under these guidelines, the semantic formalization of this element is directly
associated with an instance of the concept class, of the Learning Ontology Domain
(LOD) ontology. With the development of LOD, it is necessary to demonstrate
how it is possible to manage LOs with a unique information model and this way
face the semantic heterogeneity associated to the diversity of meanings present
among various participants (LO creators, teachers and students) involved in a
learning process. This way it is possible to define a non-ambiguous shared
vocabulary that involves various mental representations that a participant has for
each concept, superimposed on contrasting syntactic specifications. In this sense,
this ontology allows classification, storage, search and retrieval of LOs that have
been instantiated under such concepts, and at the same time, it is an important part
of the description of course contents and the formulation of the requirement of the
learning objectives a user wishes to fulfill [12]. For this specific case, an LOD has
been inspired on the SKOS-Core Model [13] (see Fig. 79.2).

SKOS-Core defines an RDF vocabulary to describe the structure and contents
of a variety of a concept schema, as LOs instanced with the concept of̈ ‘‘offspring’’
generating the possibility of duplicating or not précising correctly the objectives to
be taught nor the objectives which are to be reached. This is the main reason why it
was decided to retake only the definitions of concept (skos: Concept), which is
defined as a unit of thought that can be described. Likewise, the idea that each
concept may only have a preferred label has been retaken, which is what docu-
mentalists call descriptor or preferent term and a limited number of alternative
labels called non-descriptor or non-preferent. The coding of the labels corresponds
to preferent and non-preferent terms belonging to a concept which is carried out by
means of skos: prefLabel and skos: altLabel properties respectively. This second
label represents the relation of synonymy or equivalence between two concepts.
Moreover, you contemplate the skos: Hidden, which allows the generation of the
same skos: prefLabel, but this time considering some orthographical errors or even
typos. Inclusively, specification of skos: languageconcept was contemplated to
specify the same concept in other languages. On the other hand, relations defined
by kos: Semantic Relation have been completely ignored.
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79.4 Architecture of the Semantic Repository

The architecture of the semantic repository described in Fig. 79.3 is specified in
five basic levels: the first corresponds to what has been called graphic search
interface; it acts as a bridge between a user and a Lyrebird repository.

The SOAP interface appears at the same level, which allows the unification of
search criteria issued by the wrapper standardizing it to an ontological concept
defined in an XML file. This case only occurs when the wrapper explicitly requires
its service. The following level is the wrapper; it is a software program that
receives String or XML files and it is in charge of sending petitions or receiving
results from the semantic analyzer. It acts with the SOAP interface only when it
must send the string it received from the interface to have it unify it to a concept.
The third level is represented by the main controller of the repository; in this case,
it is a typical Model Vista Control (MVC) since it does not execute a thing; it is not
an administrator that coordinates other components in compliance with the order
from the GUI standardized by the wrapper. The fourth level corresponds to a
semantic analyzer which is a software in charge of interpreting the capture of each
search the controller has structured; to do so, the controller constantly uses the last
level, which is where each one of the ontologies described in the previous number.
If the order is to store in function of a specific LOD concept, it generates an OWL
instance for each one of the ontologies and stores them persistently in a database.
If it is otherwise and the petition is to search or visualize, it works along with the
standardized order issued by the wrapper to search amongst all the stored OWL
models; those that are specifically related to the concept of the order.

Fig. 79.2 Definition LOD, in
the domain of robotics
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79.5 Experimental Case

The functioning of the repository depends on the role the user identifies with,
which corresponds to the traditional model of an ROA (administrator, teacher and
student). The user having most functionality is the administrator user therefore, it
is explained first. The administrator counts on various cases of use: (i) One which
corresponds to administration as a ‘‘super user’’ of all the users; (ii) Receive the
request to store an LO, in this case, Lyrebird enables the metadata fields associated
to SIMS, so that this user may store them the way the user sees it fit. In this
process, besides demanding the association of one or more concepts that can be
associated to the formative intention of this LO, these concepts can only be
selected directly from the same LOD being used at that given moment. To help
users, a system of meanings has been enclosed which will briefly describe each
concept; this option is activated when a user points with the mouse to each con-
cept; (iii) Search, retrieve and show summarized information of the metadata that
identifies the LOs related to the concept of ordering a search, or (iv) finally
visualizing the LO properly in a pop-up window. It is important to mention that
(ii), (iii) and (iv) are also implemented for a teacher–user; while the student–user
will only have options (iii) and (iv) activated. Because of lack of space, only case
(iii), shown in Fig. 79.4 will be mentioned.

As you can see, at the upper left hand side of the graphic interface are the
administration options and the respective interface of each case being used, which
as it was previously mentioned, is alike for the three users. In this case, it is
required to search a specific concept of the LOD ontology, which as an example
formalizes the knowledge surrounding the domain of the principal concepts of
robotics (however, it may be replaced by another in another domain, as long as it

Fig. 79.3 Architecture of the
Lyrebird semantic repository
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always complies with the OWL specification, SKOS-Core described in Sect.
79.3.3 regarding these searches). Continuing with the example, the search showed
that there is a wish to search and retrieve all the LOs which have formative
intentionality related to the concept of ‘‘Robotics’’, which in this case has been
keyed in the text field, was not directly selected from the ontology; even though,
an equal option is not activated. Moreover, this field allows the keying in of the
concept considering some word typos and will return the results as long as that that
error is error is stored in the LOD specification in the skos: Hidden field. Likewise,
a search can be conducted looking for some synonym concepts (Robot) obtaining
the result.

Finally, as one can see, the system returns all the LOs marked semantically with
that concept when they were stored along with them it shows the SIMS metadata
recorded for each LO.

The evaluation of a data retrieval system [14] consists in measuring user sat-
isfaction rates. To do so, the three following elements are typically on hand: (i) an
LO collection; (ii) a set of searchesù and (iii) a collection of relevant LOs for each
search emitted by human judgment.

To evaluate the Lyrebird system, 50 test LO were used form LOD which
belonged to different concepts of Robotics such as: Robotics, Sensors, Movement,
Exploration, Model and Structure. Collection of searches: Fig. 79.5, presents each
search with its results.

This figure expresses the number of recovered and considered relevant LO is
98 % of all stored LO. This is because the system frees the user to sort them and
store according to their own criteria of relevance, the same criteria used in the
recovery.

Fig. 79.4 Graphic interface search in Lyrebird
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79.6 Conclusions and Future Work

This article developed an LO semantic repository called Lyrebird; it allows storing
and semantic searches concerning a specific domain taxonomy; The system
developed infers on a knowledge base to find relations among concepts defined in
the ontology of the system; moreover, it introduces the use of ontologies to specify
metadata and the definition of what a Lyrebird LO is; also, it is accompanied by a
graphic user-friendly interface which enables navigating through a taxonomy
offering additional help represented in the visualization of concepts and their
meanings The main advantage of this implementation lies in the possibility of
empowering storage and search processes not only from a preferent concept, but
also from other synonym concepts or even mistaken, which it interprets as the
same preferent. Thanks to the inference process. All this formalization manages to
solve process participants’ significant heterogeneity (people and software).

As future work, the intention is to include compound LOs represented by an
IMS metadata, packaged in SCORM standard, and allow the use of more than two
domain ontologies at the same time within ROA and domain ontologies at the
same time.

Acknowledgments This work is part of the preliminary results of master’s thesis project
‘‘Reactive Planning Model for Dynamic Routing Composition of Learning in Virtual Environ-
ments and Uncertain Heterogeneous’’

Fig. 79.5 Retrieved relevant LO Vs storage LO
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Chapter 80
Design Process and Building Simulation

Heitor da Costa Silva, Clarissa SartoriZiebell, Lennart Bertram
Pöhls and Mariana Moura Bagnati

Abstract In the beginning of mankind’s architectural history the resulting form
was basically distinguished by the style, the material to be found near the con-
struction site and finally the laws of physics—as by try and error the constructive
systems had been developed. Over the time, other components have been added;
the form finding process of architecture has been changed especially by the
advancing technology and the possibility to mathematically foresee the physical
outcome. Today simulation is able to very realistically calculate building perfor-
mances, such as the thermal behaviour. Among many other components, laws and
legislative restrictions emerge to cope with the development of societies and their
ever-growing need to organize their cities. Nowadays, modern law-making is
trying to deal with one of the major concerns for the future of our species: the lack
of resources to sustain the world population with its 7 billion people. The con-
servation of energy sources around the world is playing a major rule, as fossil
resources are soon to be exhausted and atomic power generation is in the hand of
only a little number of states. Further, the production of electrical energy via
carbon or oil is named one of the main responsibilities for air pollution and climate
change. In Brazil the concerns started in the 1980s, with the oil crisis, but have
been carried on to become part of the legislation only in the 1990s. In February of
2010 a proposal to evaluate the energy efficiency of buildings called Label
PROCEL has been published.
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80.1 Introduction

One of the major concerns for the future of our species is the lack of resources to
sustain the world population with its 7 billion people. The conservation of energy
sources around the world is playing a major rule, as fossil resources are soon to be
exhausted and atomic power generation being, with all its concerns and problems,
in the hand of only a little number of states. Further, the production of electrical
energy via carbon or oil is pointed at to be responsible for a significant part of
today’s air pollution and finally for the climate change.

Edification is playing a major rule in this scenario, as buildings use 36 % of the
electrical energy consumed worldwide [1]. In developed countries the oil crisis
and the buildings sector’s high energy consumption led to the implementation of
efficiency regulations regarding buildings [2]. However, the authors strongly
believe that it lies in the architect’s responsibility to integrate energy efficiency
into the form finding process.

In February of 2010, in Brazil, a proposal to evaluate the energy efficiency of
buildings called Label PROCEL [3] was published and plans to make such
evaluation mandatory are in process of assessment. As a consequence of this
process, the integration of energy concerns in architectural design education has
started only very recently when compared to architects education in other parts of
the world. This paper is a first analysis of thermal simulation regarding its use for
educational purposes concerning the design of the building’s envelope. The sim-
ulation with Energy Plus (EP) [4] is executed to examine and compare the
necessities of students during the form-finding process guided by the legal regu-
lations and the expected thermal results. To do so, the authors employ a case study
of three office building projects, created during a post-graduate course at the
Federal University of Rio Grande do Sul (UFRGS), Brazil. The projects’ different
architectural results, equally guaranteeing optimal results in the proposed legis-
lative’s equation, are analysed using thermal simulations.

This paper is structured as follows: In Case Study, the equation and further
initial information, given to the students during the course, are introduced. The
section Projects lays out the architectonical results of the case study and the next
section describes the performed simulations and their results in more detail, while
the conclusions are drawn in the last section.

80.2 Case Study

The case study is based on three projects elaborated during the post-graduate
studies in architecture of the Federal University of Rio Grande do Sul (UFRGS).
Each project was elaborated by two students and, at the beginning of the course,
the regulation, its equation and basic ideas were presented to the students. Further,
the studies on the influences of the window design for the thermal comfort in
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buildings in southern Brazil [5] were presented the start of the student’s work on
the project. Basically, this work determines a range of percentages of openings,
such as windows, for each solar orientation, aiming at a comfortable inside cli-
mate. With this information at hand, the final goal of the course was the creation of
an architectonical project for a small office building in city-area of Porto Alegre,
Brazil. In detail, the building-site as well as the space program were defined and
the building regulations of the city had to be applied. Moreover, the project had to
attend the highest standard (A) of the Label PROCEL. Nevertheless, the most
urging issue for the students was Porto Alegre’s humid subtropical climate with
four well-defined seasons and a predominant warm season, combined with slightly
high level of humidity year around.

The proposed label in its latest version [3], the so-called Label PROCEL, has
been defined to be a plan to create the basis for rational energy consumption in
buildings throughout Brazil. It defines referential parameters for the verification of
the building’s efficiency regarding electric energy. It is important to mention that
the development of this regulation is basically sponsored by the National Electrical
Energy Agency (Eletrobras), and is exclusively focused on the conservation of
electrical energy.

This paper aims at analysing the potential use of thermal simulation in edu-
cation, teaching the process of finding the project’s architectural form. Today the
same is guided only by the classical or modern form finding methodologies and
maybe the technical regulations imposed by the state. As the case study included
the Label PROCEL as orientation, students were introduced to the proposed leg-
islative equation.

The general equation is composed of four macro elements, (1) the building
envelope, (2) the air-conditioning, (3) the artificial lighting as well as (4) bonuses
for sustainable construction elements. As the envelope basically represents the
building’s form, and air-conditioning as well as artificial lighting are considered
non-architectonical details, the most logic step is to focus on the first, which
impacts with 30 % on the general equation shown in Eq. 80.1 (Total Punctuation
composed of : (a) Building Envelope, (b) Artificial Lighting, (c) Air-conditioning,
(d) Bonuses). The same percentage is valid for artificial lighting while air-con-
ditioning is weighted with 40 %.

PT ¼ 0:30 � EqNumEnv � AC

AU

� �
þ APT

AU
� 5þ ANC

AU
� EqNumV

� �� �ðaÞ

þ 0:30 EqNumDPIð ÞðbÞ

þ 0:40 EqNumCA � AC

AU

� �
þ APT

AU
� 5þ ANC

AU
� EqNumV

� �� �ðcÞ
þb1

0
ðdÞ

ð80:1Þ

When looking at the part concerning the envelope (a), the regulation proposes
16 equations, two for each climate zone defined in the eight Brazilian climatic
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regions. Which of the two is to be used depends on the size of the building to be
evaluated. In more detail, one or the other equation is to choose, if the building’s
projected area is larger or less then 500 m2. The part of the equation concerning
the building envelope is depicted in Eq. 80.2 (Equation for the Building Envelope
in the Brazilian Climatic Zones 2 and 3 for buildings with more than 500 m2).

ICenv ¼ � 14:14 � FA� 113:94 � FF þ 50:82 � PAFT þ 4:86 � FS

� 0:32 � AVSþ 0:26 � AHS� 35:75
FF
� 0:54 � PAFT � AHSþ 277:98

ð80:2Þ

In detail the variables are combinations of the following 5 elements:

• Factor Form (FF)
• Factor Height (FA)
• Horizontal Shading Angle (AHS)
• Vertical Shading Angle (AVS)
• Percentage of Transparent Elements in the Total Facade (PAFT).

It is important to highlight that a lower numerical result of the equation cor-
responds to a better evaluation of the building. In other words, a building with a
lower result is supposed to use less electrical energy.

The students elaborated the projects considering these five variables, which
affect the building envelope. However, it was difficult for students to know the
exact consequences of their design decisions related to the thermal comfort and
energy efficiency. In this case, the building simulation would be very useful since
it makes it possible to test each decision rapidly. The factors from Eq. 80.2 with
the upmost importance for this paper are: the horizontal shading angle (AHS),
vertical shading angle (AVS) and percentage of transparent elements in the total
facade (PAFT), since those variables will be differentiated during the simulations
to be performed. As will be shown later, another variable will be involved in the
simulations: the location, which is treated by Label PROCEL throughout the
distinction of the before mentioned sixteen equations, each related to a different
climate zone.

80.3 Projects

This section presents the visual and architectonical results elaborated by the stu-
dent groups. Looking at the three projects shown in Fig. 80.1 we can identify
different solutions exploring distinctive architectonical strategies. The floor plans
of the three projects are shown in Fig. 80.2.

Despite their unique first appearance, the three approaches present certain
common points in their approach to deal with the given tasks. All make reduced
use of transparent constructions, such as windows, in the western facade as well as
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all employ horizontal shading elements northwards and vertical shading elements
eastwards. The students assumed the bar-type form as a result of the program’s
space necessities on a relatively reduced ground available for construction.

The presented work investigates the influence of simulation performed simul-
taneously to the form-finding process. Thereby the authors intend to demonstrate
the possibilities of using thermal simulation as a part of the form-finding process
and how to possibly integrate it into such workflow.

80.4 Simulations

In the following the thermal simulations performed with Energy Plus (EP) are
presented. In more detail, EP‘s software modelling and the simulation parameters
are described. The simulation’s results for different situations are presented at the
end of this section. It is important to highlight, that besides the investigation of the
results from the regulation’s point of view, the results of the thermal simulation are
supposed to be part of the future workflow of educational architectonical projects.

EP is developed by the United States Department of Energy and distributed
without fees. Its main part consists of an energy analysis and thermal load sim-
ulation program. Based on a model of a building from the perspective of the
building’s physical make-up and associated mechanical and other systems, EP
calculates heating and cooling loads necessary to maintain thermal control set
points, conditions throughout a secondary HVAC system and coil loads as well as
the energy consumption of primary plant equipment. Simultaneous integration of
these details verifies that the simulation performs as the real building would [4].
The authors highlight that the quantity of parameters used is intentionally reduced
and the models used to simulate the three projects have been intentionally sim-
plified as far as possible to render the results easy to compare and quick to obtain.
These are basic needs for the use of simulation during the design phase of a
project, as more realistic simulation would cost too much time and effort.

Fig. 80.1 3D views of the three projects as produced by the student groups. a Project A by G.
Maia and R. Zampieri, b Project B by A. Feitosa and F. Pasquali, c Project C by L. Poehls and C.
Ziebell. Supervising Professor H. Silva
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To further help with the creation of the geometrical and mathematical models
of the buildings a freeware plug-in of EP for Google’s Sketch Up [6] called Open
Studio [7] was used. It not only allows generating the basic geometry of the
building volumes, thermal zones, windows and shading devices, but also defining
the structural components such as outer or inner walls in the graphical interface of
Sketch Up. This model’s file is then imported into the simulation program and
further parameters such as the weather data, setpoints, internal loads and schedules
are set to obtain the output data. To use the simulation for the development of the
building envelope, the students focused on simulation parameters which help to
adjust design decisions. The results aim to compare the size of the external

Fig. 80.2 Floor plans of the typical floors of: a Project A, b Project B, c Project C
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openings of the offices at the northern facade, the solar orientation of the building
as a whole, as well as the influence of the climate on the envelopes form -all
variables that the Label PROCEL’s equation intends to cover. For each of these
parameters a series of tests has been developed, simulations have been performed
and results, measured in hours of comfort, discomfort caused by heat as well as
discomfort caused by cold, have been analysed for all the three case study’s
projects. The setpoints for comfort are defined by a dry bulb temperature of
18.5 �C for the lower limit and 26.5 �C for the upper.

It is important to highlight that for the sake of better comparison some
architectonical qualities expressed and shown in the final projects are ignored in
order to generate simplified models. To further facilitate the implementation of the
program as an educational tool, the models of the projects were designed with the
minimum information necessary for their simulation. Likewise, the construction
elements, such as walls, slabs, and openings, were determined equally for all three
projects, disregarding materials or colours indicated in the projects’ renderings.
The regarding menu of EP is shown in Fig. 80.3.

Furthermore, it was determined that only the areas of prolonged presence of
persons, such as shops and offices, were to be artificially conditioned by Packaged
Terminal Heat Pumps (PTHP).

Fig. 80.3 EP simulation parameters: constructions
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To correctly measure the air conditioning system, EP needs the user to define
the so-called project days. These days are actually calculated by the simulation
software when the weather data is given as input and the user can choose the
design days to be considered for the simulation’s output. The weather files used for
the presented simulations were obtained from [8].1

In the following, three series to analyse the parameters are described in more
detail. In the first series the influence of the relation of transparent openings to
opaque wall construction in the northern facade is analysed. It is important to note
that in Brazil the northern and western facades are the most critical when regarding
the thermal impact by solar radiation. In the first simulation the window size of the
north facade is raised by 50 %, in the second simulation the windows are reduced
by 50 % with respect to their original size.

The second series concerns the solar orientation of the building. To outline its
importance the authors performed a total of three simulations, one for each 90� of
rotation, exposing the original northern facade to the west, south and east.

To obtain information about the climate one last simulation has been per-
formed. As the original simulation has taken place at the original location of the
project, at Porto Alegre (30�S 51�W), the simulation for this series was situated in
a very different climate. The authors chose Brasilia (15�S 47�W) in the Federal
District located in the central-west of Brazil. In opposition to Porto Alegre’s humid
four seasons, Brasilia represents a desert-like highland with relatively constant dry
and hot climate.

As mentioned above, the created models are reduced to the necessary elements.
The performed simulation do not aim at highly realistic results, rather they should
serve as orientation about the effects of changes in the architectonical design on
the thermal comfort. In more detail, in the model of project A the ground floor is
divided into three zones: hall, vertical circulation, commercial room and garage.
The typical floors are divided into five zones: the vertical circulation, the hori-
zontal circulation, the east offices, west offices and the central group of offices.

Fig. 80.4 3D model: Project A

1 The Design Conditions used were obtained from Energy Plus database.
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Further, the central offices were grouped in a single zone, whereas they all have
the same thermal characteristics. In more detail, they have contact with the exterior
only at the northern facade. The top floor that corresponds to the engine room and
water reservoir was established as a single zone. The resulting 3D-model is shown
in Fig. 80.4.

The ground floor of project B’s model is divided into four zones: the hall and
vertical circulation as well as the three offices. The typical floors are divided into
two zones: the vertical circulation and commercial area. The highest floor consists
of two zones: the vertical circulation and the restaurant. The model generated in
Sketch Up for this project can be seen in Fig. 80.5.

Project C’s ground floor is divided into four zones: hall, vertical circulation, and
three rooms. The typical floors are divided into five zones: the hall, the vertical and
horizontal circulation, an area corresponding to an open space, the east room, and a
group of central rooms. These last rooms were grouped into one unique zone,
whereas they all have the same thermal characteristics. The top floor, the area
corresponding to the engine room and water reservoir, was defined as a single
zone. The visualization of project C is depicted in Fig. 80.6.

The results have been obtained by calculating the arithmetic mean value of all
simulated thermal zones of the building. Vertical and horizontal circulations as
well as other zones of transit have been simulated with a constant temperature and
are not included in the calculation regarding the hours of comfort.

All others zones have been simulated with internal thermal loads according to
their specified purpose. Table 80.1 also shows the hours of comfort (C) or dis-
comfort for heat (DH) and cold (DC) during the hours of occupation. As the
simulation regards a building with mainly office use, the authors simulated a five-
day week and 8-h workday with 1 h of lunch-break at noon. It is important to
highlight that the simulation considered a small number of persons outside these
work hours to represent the safety and cleaning personal. Therefore, the authors
calculated the occupied hours based on all hours that persons are in the building.
Table 80.4 represents the total energy consumed in Megawatts per year for the
projects of the case study.

Fig. 80.5 3D model: Project B
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The results for each building from the Case Study are divided in the four
parameters: (a) original version, (b) window size, (c) solar orientation and
(d) location, with one, two, three and one simulation result(s) respectively.
Equivalent observations can be made for the results regarding the projects B and
C, which are depicted in Tables 80.2 and 80.3 respectively.

Table 80.4 shows the total energy consumed in each situation previously
described.

Fig. 80.6 3D model: Project C

Table 80.1 Thermal simulation results for Project A

Project A Occupied hours (h) Total hours (h)

Changes C(h) DH(h) DC(h) C(h) DH(h) DC(h)
(a) Original

version
No changes 4963 193 15 7016 1476 268
(b) Window size
Plus 40 %a 4966 193 13 6998 1517 245
Less 50 % 4952 206 14 6947 1545 269
(c) Solar

orientation
Rotate 90� 4964 188 19 6923 1500 337
Rotate 180� 4969 182 20 6988 1393 379
Rotate 270� 4935 219 17 6844 1604 311
(d) Location
Brasilia 4915 256 0 6972 1784 3
a It was not possible increase 50 % of window area
Subtitle Comfort (C), Discomfort for Heat (DH), and Discomfort for Cold (DC)
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80.5 Conclusion

The conclusions from the experience with the student sand the results obtained
throughout thermal simulation of the three projects elaborated during the post-
graduate course are presented in the following paragraphs.

This paper is seen as a first analysis of the use of simplified thermal simulations
during the educational architectonical process and draws its conclusions about the
results from the thermal simulation with EP. Moreover, by using the described

Table 80.2 Thermal simulation results for Project B

Project B Occupied hours (h) Total hours (h)

Changes C(h) DH(h) DC(h) C(h) DH(h) DC(h)
(a) Original

version
No changes 5191 411 27 7052 1443 265
(b) Window size
Plus 50 % 5194 408 27 7052 1436 272
Less 50 % 5186 416 27 7044 1455 260
(c) Solar

orientation
Rotate 90� 5145 443 41 6699 1701 361
Rotate 180� 5183 413 33 7060 1355 345
Rotate 270� 5113 488 28 6673 1792 295
(d) Location
Brasilia 5096 533 0 6901 1836 24

Subtitle Comfort (C), Discomfort for Heat (DH), and Discomfort for Cold (DC)

Table 80.3 Thermal simulation results for Project C

Project C Occupied hours (h) Total hours (h)

Changes C(h) DH(h) DC(h) C(h) DH(h) DC(h)
(a) Original

version
No changes 5033 225 6 7213 1351 196
(b) Window size
Plus 50 % 5034 224 6 7174 1393 193
Less 50 % 5035 222 7 7264 1268 227
(c) Solar

orientation
Rotate 90� 5021 229 14 7068 1368 324
Rotate 180� 5028 219 16 7146 1259 355
Rotate 270� 5001 254 10 7054 1463 243
(d) Location
Brasilia 4961 303 0 7163 1595 3

Subtitle Comfort (C), Discomfort for Heat (DH), and Discomfort for Cold (DC)
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seven scenarios, students aim at retrieving conclusions about the influence and
potentials of simulation, regarding the importance of the fenestration area, the
solar orientation as well as the location of the construction site. Martinez [9]
explained the design process with the idea that ‘‘different projects can be devel-
oped based on the same sketch’’. He also writes: ‘‘the process consists of passing
from the steps of bigger generality and lower definition to steps of greater defi-
nition’’. The software of EP, making quick and relatively simple thermal simu-
lations possible, could be an tool to help students in this process.

It is important to emphasize that all software and most of the references of this
paper are available on the Internet. As a result, the accessibility of the described
simulation process is easy and quick. This facilitates the work of students, who
want to usesimulation as a tool during the design process.

The authors have to point out that the thermal simulations have not been
performed by the project’s groups, but by the authors after the projects had been
finalized. Therefore, the architectonical form of the presented projects does not
reflect the influence of any experience with thermal simulations. Nonetheless, the
authors strongly believe, that the simulations carried out have been realized in a
way that could be easily included into the design process by post-graduate or even
graduate students.

Regarding the different situations (window size, solar orientation and climate)
the results of the thermal simulation show differentiated results. The results are
depicted in the Tables 80.1, 80.2, 80.3 and 80.4.

All projects react with higher annual energy consumption when placed in the
climate of the city of Brasilia instead of their original position. In more detail, all
projects showed a reduction of the hours outside the comfort zone caused by low
temperatures inside the building. This can be clearly attributed to the lack of low
temperatures from the outside climate of Brasilia. On the contrary, the hours of
discomfort caused by high temperatures are elevated significantly in respect to the

Table 80.4 Total energy consumed (Megawatts/year)for Projects A, B and C

Changes Total energy consumed (Megawatts/year)

Project A Project B Project C

(a) Original version
No changes 185528 149030 80647
(b) Window size
Plus 50 %a 192697 154131 85005
Less 50 % 179929 145311 78062
(c) Solar orientation
Rotate 90� 190053 162909 82083
Rotate 180� 182389 145641 79643
Rotate 270� 195276 167274 83562
(d) Location
Brasilia 188835 150961 81289

a The Project A had an increase of 40 % of its window area
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original project location. Therefore, the simulation not only indicates the negative
effect on the energy consumption, but also indicates that its reason is the energy
used for cooling down the inside of the building.

When looking at the results regarding the window size, the results of the
thermal simulation do not show very distinguished results. Anyhow, the slight
changes of about 5 % do indicate the expected results. In more detail, all projects
are using less energy when the window size is reduced, which is logical, because
the negative effects of insolation during hot periods and the heat loss during cold
periods are reduced. It has to be taken into consideration though, that the comfort
guaranteed by natural illumination is not regarded in such statements.

The simulation of the different solar orientations also results in a correct
detection of the problematic situations by EP. All projects obtain their worst
results for 90 and 270�, while all projects are consuming less when turned by 180�.
This can be explained by the fact, that the little percentage of openings in the
original southern façade is equally adapted to reduce negative effects of insulation
on the northern facade. It is interesting to observe that the equation presented by
the Label PROCEL does not consider the solar orientation. As a conclusion, the
authors are convinced that EP can help with the form finding process; it distin-
guishes adapted solutions from not adapted ones for decisions like the facade
orientations chosen for the envelope.

80.5.1 Final Conclusions

Finally, the simulation proofs to give all the correct indications and can even
deliver detailed information about the reasons of good or bad outcomes regarding
the energy consumption. The authors conclude that the various possibilities of
evaluation, that this case study has explored only in a very simplified form, already
proofed to be a guideline for the students. In future works, the authors of this paper
plan to include the simulation into the educational experience. This will result in
more detailed results, but the authors foresee that the simulation will continue to be
an useful tool to help and to guide students along the non-linear process of design,
it may even help to obtain better results in the equation for the Label PROCEL.
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Chapter 81
Behavioral Models with Alternative
Alphabets

Mohammed Lafi and Jackson Carvalho

Abstract Scenarios and properties are used to describe requirements specifica-
tions. Behavioral models can be synthesized from these scenarios and properties.
New scenarios and properties are usually added to requirements specification after
the creation of the behavioral models. Alphabet is the set of actions/events used to
describe scenarios and properties. Alternative alphabets arise when a new scenario
or property is added to the requirements with a new alphabet. Modifying behav-
ioral models in the case of alternative alphabets need more considerations because
existing synthesis algorithms must be rerun with the new alphabet. We propose
additional steps that modify the behavioral model of properties to reflect new
actions/events discovered in scenarios (or properties). Similarly, we propose
additional steps that modify the behavioral model of scenarios to reflect new
events (actions) discovered in properties.

81.1 Introduction

Scenarios are written descriptions used to organize the information generated
during requirements analysis [1]. These descriptions are typically in story form
giving a sequence of events. Representing user requirements as a set of scenarios is
an established activity in software engineering [2, 3] and its use makes the
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communication between end users and software developers more efficient [4].
To assist with representing scenarios in intuitive and clear forms, sequence dia-
grams, such as the Unified Modeling Diagrams (UML) [1] and Message Sequence
Charts (MSC) [5], are used. For instance, Fig. 81.1 [6] shows the MSC corre-
sponding to the interactions between user, cache and server.

In addition to scenarios, properties can be used to add constraints and/or
conditions that limit the behavior of a system [7, 8]. Properties are used to ensure
that the system will not exhibit incorrect or disallowed behavior. Properties are
often represented in forms such as the Object Constraint Language (OCL) [9] and
Fluent Linear Temporal Logic (FLTL) [8]. For instance, Fig. 81.2 show the FLTL
representation of the properties for the scenario shown in Fig. 81.1, respectively.

A behavioral model is a formalism that describes the behavior of the system
using a sequence of state transitions [4]. It also provides a graphical representation
for the new system to be developed [4]. Scenarios and properties can be used to
create a behavioral model for the system to be developed [4] and such a model can
be used to validate the user requirements [10, 11]. Similarly, scenarios may also be
used to validate both system analysis and design [12].

Uchitel et al. [7] introduce an algorithm to synthesize a behavioral model from
scenarios and properties. This algorithm constructs the partial behavioral model in
three steps. Figure 81.3 illustrates these steps. First, it creates two separate
behavioral models one for the scenarios and another for the properties. The
resulting behavioral models are represented as Label Transition System (LTS).1

This step will be referred to, in this work, as creation. Next, the algorithm converts
the behavioral models to partial behavioral models represented as Model Transi-
tion System (MTS).2 This step will be referred to, in this work, as conversion.
Finally, the algorithm merges the partial behavioral models of both scenarios and
properties. This step will be referred to, in this work, as merging.

Algorithms, that synthesize behavioral models from scenarios and properties,
such as Uchitel et al.’s approach [7] and Krka et al.’s approach [6], do not con-
sider alternative alphabets [7] if the known set of events before and after the
creation of the behavioral models are different. When alternative alphabets occur,

Fig. 81.1 A scenario,
represented as an MSC, that
shows the interactions
between user, cache and
server

1 Label Transition System (LTS) is a formalism used to describe the behavioral model.
2 Model Transition System (MTS) is a formalism used to describe the partial behavioral model.

976 M. Lafi and J. Carvalho



these algorithms must be reapplied because they assume that the system’s alphabet
will not be affected by the addition of new requirements. However, this assumption
is not practical because the requirements specification is usually built incremen-
tally. New scenarios and new properties are expected to appear during the
requirements specification process. Both new scenarios and new properties are
likely to have new alphabets. A synthesis algorithm supporting alternative
alphabets would offer a significant improvement over the mentioned algorithms
because it will eliminate the re-run of the creation step.

In the case of alternative alphabets, the known alphabet is vital in the
conversion step during the generation of the partial behavioral model [7]. This
characteristic is because during the conversion step, the synthesis algorithm
assumes the system’s alphabet will not be affected by the addition of a new
requirement. Then, it creates transitions based on this assumption for the gener-
ation of the transitions for its behavioral model. However, in the case of alternative
alphabets, such alphabet will be affected by the addition of a new requirement This
means the generated behavioral models are not valid for modification and they
need to be reconstructed.

A re-run of the creation step can be avoided by modifying the generated
behavioral models to incorporate an alternative alphabet. Our decision to modify
the behavioral models instead of reconstructing them is because the creation step
is known to be the most expensive component of the synthesis algorithm [13].

In the following sections, we show how to modify both the partial behavioral
model of the scenarios and the partial behavioral model of the properties. The
solution proposed in this work is applied to the models generated during the
creation step and/or conversion step. Our approach is composed of two funda-
mental components. One to address the new actions discovered in the new prop-
erties and another to address the new actions discovered in the new scenarios. This
approach enhances the capabilities of the existing algorithms for synthesizing
partial behavioral models by addressing the alternative alphabets.

This chapter is organized as follows. Section 81.2 defines the notation of
alternative alphabets and illustrates the modification of behavioral models to
reflect newly discovered events. In Sects. 81.3 and 81.4, we show how to modify
the partial behavioral model of the properties, and partial behavioral model of
scenarios to reflect newly discovered events, respectively. Conclusions are given
in Sect. 81.5.

Fluent requestPending =< requestCacheData, response-
CacheData > initially false
Fluent cached =< resposeServeData, WriteData > ini-

tially false

Fig. 81.2 Constraints
represented as an OCL on the
scenario shown in Fig. 81.1
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81.2 Modifying Behavioral Models to Reflect Newly
Discovered Events

In this section, we explain the meaning of two terms, alphabet and alternative
alphabets. Next, we explain the effect of alternative alphabet in the synthesis
algorithm. We also explain the meaning of communicating alphabet and
superset alphabet. Finally, we show the different cases which arise when a new
alphabet is discovered.

Definitions 1 and 2 give the definitions of alphabet and alternative alphabets,
respectively.

Definition 1 (Alphabet) An alphabet is a set of actions that is used in both
scenarios and properties to describe a system.

Definition 2 (Alternative alphabets) Let a1 be the alphabet that was used during
the creation of a partial behavioral model and let a2 be the alphabet a1 union the
new actions discovered when a new scenario or property is added. We call a1 and
a2 alternative alphabets.

Alternative alphabets arise when new actions in a new scenario (or a new
property) are discovered and need to be included. Modifying the partial behavioral
model, in the case of alternative alphabets, presents a problem,3 and in this case,
there are two options for solutions. We could either (1) restart the synthesis
algorithm from the beginning, creating a new model or (2) modify the existing
model [7]. Alternative (2) avoids the exponential growth results of the computa-
tion time of synthesizing partial behavioral model from a larger number of
scenarios and properties with a larger alphabet [14].

Each scenario or property exhibits a set of actions which may be described as a
communicating alphabet. We will consider the set of actions recognized by all
scenarios (and properties) and call it the superset alphabet. Definitions 3 and 4
conclude the definitions of the communicating alphabet and superset alphabet,
respectively.

Fig. 81.3 The synthesis algorithm generates a partial behavioral model in three steps: creates
behavioral model, converts it to partial behavioral model, and merges both the scenarios and
properties partial behavioral models

3 The problem is that the synthesis algorithm assumes the alphabet is fixed. However, in the case
of alternative alphabet such characteristic does not hold.
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Definition 3 (Communicating alphabet) A communicating alphabet, for a sce-
nario (or a property), is the set of events that are exhibited by a scenario (or a
property).

Definition 4 (Superset alphabet) A superset alphabet is the set of all events that
are recognized by all scenarios and properties.

Similar scenarios (or properties) may be described by different alphabets
originating from different stakeholders. This characteristic is because individual
viewpoints and vocabularies can be expected to differ [7]. Usually a synthesis
algorithm is used to build a partial behavioral model from a set of scenarios and a
set of properties incrementally. As a consequence, it is common that new scenarios
and new properties are added during the requirements engineering and model
building stages [7]. Often, these new scenarios and new properties have new
actions that were not considered in a previous application of the synthesis algo-
rithm. Therefore, it is important to find a way to incorporate the newly discovered
actions into the set of the known actions [7].

Any new event is either originated from a scenario or a property. Also, two
types of behavioral models are generated for the system requirements. The first
type is for the scenarios and the other type is for properties.4 Therefore, when a
new event is added, the designer may be faced with the following semantics.

(1) Modifying the partial behavioral model of scenarios to reflect newly discov-
ered events in scenarios. New scenario is added to describe a new behavior.

(2) Modifying the partial behavioral model of properties to reflect newly dis-
covered events in scenarios. New scenario is added to describe a new
behavior.

(3) Modifying the partial behavioral model of scenarios to reflect newly discov-
ered events in properties. New properties are needed to state the restrictions
associated with scenarios.

(4) Modifying the partial behavioral model properties to reflect newly discovered
events in properties. Additional properties were identified.

Cases (2) and (4) are discussed in Sect. 81.3. Cases (1) and (3) are discussed in
Sect. 81.4.

4 Each property has its own behavioral model, on the other hand each entity object in scenarios
has its own behavioral model. Also, the behavioral model of all properties is the parallel
composition of their behavioral models. Similarly, the behavioral model of all scenarios is the
parallel composition of the behavioral models of the entities (objects).
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81.3 Modifying the Partial Behavioral Model
of the Properties to Reflect Newly Discovered Events

The modification that is needed to be applied to the partial behavioral model of
properties when the new actions are originated from a new property is the same as
the modification that is needed when the new actions are originated from a new
scenario. Therefore, we will explain both Cases (2) and (4) in this section.

The current approaches, such as Uchitel et al.’s [7] and Krka et al.’s [6], that
consider converting properties into behavioral models, do not consider two issues:
the definition of the alphabet used in properties and the usage of the temporal logic
used in FLTL formalism. We start by explaining the definition of alphabet in
properties. Next, we compare two types of temporal logic used in FLTL formal-
ism. After that, we explain the proposed modification for the behavioral model of
properties. Finally, we provide an example.

81.3.1 The Definition of The Alphabet Used in Properties

The property’s alphabet is the actual set of events used by the property [13] which we
call the communicating alphabet (see Definition 3). This means it is possible
(and more likely) that a property will have its own (different) communicating
alphabet. Therefore, alternative alphabets for the set of properties exist in many
cases.

Proposition 1 [13] Let a1 and a2 be safety properties in FLTL. If a1 and a2 are
closed under stuttering5 then for all traces tr � ða1 ^ a2Þ if and only if tr is
accepted by constrainta1kconstraint a2.

In [13], the Proposition 1 is introduced to describe the relationships between the
composition of properties and the composition of their behavioral models. Prop-
osition 1 implies that the property’s communicating alphabet includes only the
events used by that property and cannot be the universe of all actions (the
superset alphabet). If one supposes that the property’s communicating alphabet is
the universe of all events in all properties (the superset alphabet) then the use of
Proposition 1 will not be applicable. As a consequence, the creation of behavioral
model of multiple properties will not be possible.

5 This will be explain in the Sect. 81.3.2.2
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81.3.2 Comparing Two Types of Temporal Logic

In this section, we describe two types of temporal logic used in FLTL formalism. We
explain the closed under stuttering notation. We show which temporal logic is more
appropriate to be used in the FLTL formalism to describe the system’s properties.

81.3.2.1 Types of Temporal Logic

In FLTL formalism, two types of temporal logic can be used to describe the system
requirements as properties: Lamport temporal logic [15–17] and the extended
temporal logic [8]. The temporal logic described by Lamport [15–17] uses the
boolean operators : and ^, or _, not :, and implication ! and the temporal
operators: always h, and eventually � [17].

Extended temporal logic is defined using the standard boolean operators: and ^,
or _, not :, and implication! and the temporal operators: next X, strong until U,
weak until W , eventually �, and always h [8].

The main difference between Lamport temporal logic and extended temporal
logic is the usage of the X operator. The effect of the usage of this operator will be
discussed later in Sect. 81.3.2.3.

81.3.2.2 Closed (Invariant) Under Stuttering Definition

Suppose, for instance, that we have the following two sequences:

r1:S0!
a1 S1!

a2 S2!a3 � � � and r2:S0!
a1 S1

1!
a1

2 S1
2!

a2
2 S1

3!
a3

2 � � �!
an

2 S2!
a3 � � � where Si

represents a state, and ai is an event that belongs to the property communicating
alphabet. If the temporal logic can not distinguish between r1 and r2, then the
temporal logic is closed (invariant) under stuttering. Otherwise, it is not closed
(variant) under stuttering [15]. In the other words, if r1 and r2 always have the
same truth values, then the temporal logic is closed (invariant) under stuttering. On
the other hand, if r1 and r2 may have different truth values, then the temporal logic
is not closed (variant) under stuttering [15].

81.3.2.3 What Types of Temporal Logic Are More Appropriate to Use
to Describe Properties (The Effect of Using the Next Operator)

The temporal logic operator next; X, is used to express that an event occurs in the
next state. However, using the next operator, X, in the event-based temporal logic6

makes it not closed (variant) under stuttering [15].

6 The temporal logic that we mean here is synchronous temporal logic and not asynchronous
temporal logic.
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The extended temporal logic uses the next operator, X, which makes it not
closed (variant) under stuttering. As a consequence, the creation of the composi-
tional behavioral model for a set of properties is not possible. The reason for this is
because Proposition 1 [13, 15] is not applicable. However, under some assump-
tions the above condition, closed under stuttering, can be satisfied such as in [17].7

As a consequence, the creation of the compositional behavioral model for a set of
properties is possible because Proposition 1 is applicable [13, 15].

The use of the next operator X, makes the temporal logic more expressive, but
this makes it not closed (variant) under stuttering. The ability provided by the
addition of the next operator X can be substituted by the use of other operators
[15]. This means the elimination of the next operator, X, is possible without much
loss of expressiveness or preciseness of the temporal logic [15].

We propose the use of Lamport temporal logic [15–17]. Our choice is because
this logic is closed under stuttering and therefore, allows us to use the parallel
composition of the behavioral model of the individual properties to create the
behavioral model of all properties.

81.3.2.4 The Proposed Algorithms

The creation of the behavioral model of the properties, represented as an LTS
model, is affected by its communicating alphabet and the difference between the
superset alphabet and its communicating alphabet. If we add an extra event, say,
for instance, other-events,8 to the superset alphabet, then we can use it as a ref-
erence for any new alphabet discovered during the elaboration of the system
requirements. Therefore, any addition of a new alphabet will not affect the created
behavioral model of properties. Exception to this is when we refer to the difference
between the superset alphabet and the property’s communicating alphabet. In this
case the extra event, other-events, can be used as a reference to update the
behavioral model.

Our idea is to keep the behavioral model of properties. Then, we make the
modification that we propose in Fig. 81.5. This can be applied for each individual
behavioral model of a property. Such modification can also be done for the con-
junction of behavioral models of properties represented as an LTS model. The
reason for this is because building a behavioral model for the conjunction of
properties is equivalent to the conjunction of the behavioral model of properties as
Proposition 1 states [7]. Algorithm [7], shown in Fig. 81.4, creates a partial
behavioral model for properties without considering alternative alphabets. To

7 This is done by assuming that asynchronous temporal logic is used. However, in event-based
model synchronous temporal logic should be used. On the other hand, Lamport temporal logic
does not use the next operator, X, which makes it closed (invariant) under stuttering.
8 This is similar to the term anon used in [8] where is used to represent other events (actions) that
the system may use but is not used in defining properties.
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modify this algorithm to take into consideration the alternative alphabets, we
propose the following: (1) redefine the alphabet to be the alphabet union a new
term, other-events. (2) in the case of alternative alphabets, modify the behavioral
model that resulted from the creation step (instead of re-applying the creation
step) (see Fig. 81.3) by applying the step shown in Fig. 81.5 on the existing partial
behavioral model of properties. This can also be done on the partial behavioral
model that resulted from the conversion step.

81.3.2.5 Example

Suppose, for instance, a television system which blanks its screen while it tunes to
a new channel [8]. The properties for such a system are described in Fig. 81.6.

In the following, we show the effect of adding a new alphabet to an already
created behavioral model of properties. We modify the alphabet for the system in
Fig. 81.6 and examine the resulting effects both with and without the use of the
solution this paper proposes.

81.3.2.6 The Effect of Adding a New Alphabet on the Behavioral Model
of the Properties Without Using the Proposed Algorithm

The alphabet of the properties in Fig. 81.6 is a1 ¼ fblank, unblank, endtune, tuneg:
Figure 81.7a shows the behavioral model of the above properties. Now suppose, for
instance, that new events (actions), Press-sound-up-key, Press-sound-down-key, are
discovered in a new scenario or property. The new alphabet for this case is a2 ¼ a1[
Press-sound-up-key, Press-sound-down-key or a2 = {blank, unblank, endtune,
tune, Press-sound-up-key, Press-sound-down-key}. As it can be seen the result of
this operation created the alternative alphabet a2. As a consequence, the behavioral
model must be re-created from scratch according to the new alphabet a2 and the
conversion algorithm needs to be reapplied also according this new alphabet. The
new behavioral model obtained by using the new alphabet, a2, is shown in
Fig. 81.7b.

1: for all properties ϕ do
2: Construct a Buchi automaton.
3: Remove transitions that correspond to a finite trace.
4: Remove all unreachable states.
5: end for

Fig. 81.4 Creation of a
behavioral model for
properties without
considering alternative
alphabets
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81.3.2.7 The Effect of Adding a New Alphabet on the Behavioral Model
of the Properties Using the Proposed Algorithm

If we use the proposed algorithm, then a1 = {blank, unblank, endtune, tune, other-
events}. The behavioral model of this property is shown in Fig. 81.8a. Now
suppose, for instance, that new events (actions), Press-sound-up-key, Press-sound-
down-key, are discovered in a new scenario or property. The new alphabet for this
case is a2 ¼ a1 [ newEvent or a2 = {blank, unblank, endtune, tune, other-events,
Press-sound-up-key, Press-sound-down-key}. The advantage of the proposed
algorithm is that we do not need to re-create the behavioral model. Instead, we can
add the new events to each transition that has other-events as a label. This process
will save the need of re-applying of the costly step for the creation of the
behavioral model of the property. The modified behavioral model according to the
new alphabet, a2, is shown in Fig. 81.8b.

If the event is originated from a scenario, then no other modifications are
needed to the behavioral model of the properties. This is because the behavioral
model of properties will not be affected of a new scenario. On the other hand, if the
event is originated from a property, we need an extra step to generate a behavioral
model for the new property and merge it with the existing model. This is because
the behavioral model of properties need to include the new behavior introduced by
the new property.

81.4 Modifying the Partial Behavioral Model
of the Properties to Reflect Newly Discovered Events

The modification of the behavioral model when new events are originated from
scenarios, Case (1),9 is different than the modification when new events are
originated from properties, Case (3). Therefore, we will discuss each case

1: Let new-actions be the new actions discovered in new
properties or new scenarios

2: for all state S1 such that S1
other−events−−−−−−−−−→ S2 do

3: Add new transition S1
newactions−−−−−−−→ S2

4: end for

Fig. 81.5 Modify the partial
behavioral model of
properties to incorporate the
new actions that are
discovered

fluent BLANKED =< blank, unblank >
fluent TUNING =< tune, endtune >
NOARTIFACTS = (TUNING ⇒ BLANKED)

Fig. 81.6 Properties that
describes a television system
which blanks its screen while
it tunes to a new channel [8]

9 See Sect. 81.4 for both Cases (1) and (3)
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separately. First, in Sect. 81.4.1, we discuss Case (1). Then, in Sect. 81.4.2, we
discuss Case (3).

81.4.1 Modifying the Partial Behavioral Model of the Scenarios
to Reflect Newly Discovered Events in Properties

To modify the partial behavioral model of scenarios to take into account the effect
of new actions that are discovered in new properties, we propose the algorithm
shown in Fig. 81.9. In the algorithm shown in Fig. 81.9, sink is a special state in
the partial behavioral model of scenarios, and Y is an event that belongs to the
superset alphabet. This means Y 2 superset alphabet. Suppose, for instance, that
we have the partial behavioral model shown in Fig. 81.10a. Also, suppose that e is
a new action discovered in a new property. Then, according to the algorithm
shown in Fig. 81.9, we modify the partial behavioral model shown in Fig. 81.10a.

This modification introduces the transitions: S1!
e?

S0; S2!
e?

S0, and S3!
e?

S0, as
shown in Fig. 81.10b.

81.4.2 Modifying the Partial Behavioral Model of the Scenarios
to Reflect Newly Discovered Events in Scenarios

Although it is possible that a new scenario is added after the creation of the partial
behavioral model, the existing algorithms such as [10, 18, 19]) do not support
adding the effect of a new scenario (even if it has the same alphabet) to the partial

(b)(a)

Fig. 81.7 The behavioral model of the set of properties without using the proposed algorithm.
a Before the inclusion of the new alphabet; b after the inclusion of the new alphabet

(a) (b)

Fig. 81.8 Using the proposed algorithm, a shows the behavioral model of the set of properties
before the inclusion of the new alphabet, and b shows the behavioral model of the set of
properties after the inclusion of the new alphabet
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behavioral models. This situation arises because the creation of the behavioral
model depends on the way the scenarios are related to each other.10 When adding a
new scenario, it is difficult to determine how the new scenario is related to other
scenarios. Even if it is known how the new scenario is related to the other sce-
narios, it is difficult to modify the partial behavioral model to reflect the effect of
the new scenario. Therefore, a possible way to add a new scenario is to re-apply
the steps from one to three (see Fig. 81.3).

81.5 Conclusion

The behavioral model of scenarios can be modified using the proposed algorithm if
the actions are originated from properties instead of re-constructing it. Alternative
alphabets cause the algorithms, that assume fixed alphabet to re-run again by
re-generating the behavioral model of both scenarios and properties. Our proposed
algorithm eliminates the need of the re-run of the creation step of the behavioral
models of both scenarios and properties. Instead, our proposed algorithm modify
the already created behavioral models. The elimination of the re-run of the crea-
tion step is important because this step is known to be a costly step.

1: Let new-actions be the new actions discovered in the new
properties

2: for all state s1 such that there is a transition S1 Y−→ sink
do

3: Add new transition S1 new−actions?−−−−−−−−−→ sink
4: end for

Fig. 81.9 Modify the partial
behavioral model of scenarios
to incorporate the new actions
are discovered in properties

(a) (b)

Fig. 81.10 A partial behavioral model for a set of scenarios before addition of new alphabet, and
a partial behavioral model for a set of scenarios after addition of new alphabet ‘‘ e’’. a, and
b illustrate the first and second model respectively

10 Each scenario contains interactions for all entities in the scenario. On the other hand, the
behavioral model is created for each entity.
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Chapter 82
Watermark Singular-Values Encryption
and Embedding in the Frequency Domain

Chady El Moucary and Bachar El Hassan

Abstract Protecting digital assets has become not only a taken-for-granted
practice in most electronic applications for content and ownership authentication,
but robustness and efficiency are becoming decisive attributes when exercising
watermarking. A highly efficient approach is suggested and which integrates
encryption to a hybrid watermarking algorithm based on the mathematical tools of
the well-known singular vector decomposition (SVD) and the discrete wavelet
transform (DWT). The innovative attribute of this approach stems from the fact
that the suggested method achieves the encryption of the data prior to water-
marking in the frequency domain. The encryption algorithm is based on a random
key source which entitles the user to have a selected key-length and guarantee a
significantly advanced level of intruders’ unawareness. The encryption program is
applied to the singular values of the watermark. The watermarking algorithm is
based on the combination of the SVD and DWT. This watermarking method has
high robustness against geometric transformations but not efficient for malign
attacks. The combination of encryption and SVD-DWT algorithms overcomes this
last weakness while keeping all advantages. As shown by the simulation results, a
high level of robustness and security is attained in the sense that the concealed
watermark is indestructible and almost undetectable in many cases. Moreover, the
capacity of insertion is sustained at a satisfactory level while securing a high
signal-to-noise ratio.
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82.1 Introduction

Due to the sharp evolution and expansion in Technology and electronic Business,
intensive research has been carried out to outdo the drawbacks of such inevitable
and imposing neo society. Indeed, piracy and illegal reproduction of digital assets
have rendered both consumers and owners helpless in trusting various, sometimes
incredulous, transactions that they have to deal with around the clock and across the
Globe. Additionally, the development of monstrous processors and greedy data
storage containers as well as the innovation of astoundedly sophisticated
communication networks and software, have accentuated both the ability and
repercussions of intrusions and hacking. Globalization and open-source assets only
added to the problem and made it more urgent to develop a therapy. In fact, the
dawn of Digital World has indubitably risen and highly efficient solutions have to
be carried out to counter-balance the drawbacks of this era. The purpose of such
solution would not be to abolish counterfeiting or reproduction, but to realistically
hinder and/or deter illegal manipulations of digital resources.

Efficient solutions have been presented by researchers’ endeavors based on
Digital Watermarking [1]. This science/approach has attracted the attention of
proprietors and has gained trust and reliability with the apparition of new competing
techniques that would keep up with the rhythm of e-raids. In the same way that
antivirus firmware are releasing new signatures and updates, the industry of
watermarking shall need to maintain an adequately pace in supplying the
e-community with overthrowing pertinent solutions to deter illegitimate operations.

Digital Watermarking techniques inundated the scientific community and many
strategic approaches have been presented to satisfy various applications and
requirements’ specifications on many strata [18, 23]. The mathematical background
has been abundantly elaborated and improved. Additionally, various aspects of the
requirements have been highlighted and specific criteria have been laid out for
evaluation of the performance of these techniques. Finally, emerging algorithms
have overlapped with other security areas of expertise such as encryption and data
hiding procedures to engender more potent watermarking tools.

Digital Watermarking is currently deployed in almost every application that
needs to be shared over any communication channel or that presents any digital
feature, thus embracing multimedia in its general gist, software industry, military,
medical, forensics, national security and other ‘‘sensitive’’ applications under the
umbrella of Data Hiding or Steganography, where incursion might have disastrous
impacts [18, 26–29]. In fact, Digital Watermarking is not only used to identify
ownership by insertion of a copyright segment, but has been and continues to be
extensively used in data hiding for various purposes. Finally, Digital Water-
marking is also employed in less critical applications from a security viewpoint
such as land consolidation and, recently in some technical approaches with a
‘‘purely’’ scientific background [17, 30].

In this paper, we will present an innovative application of Digital Watermarking
based on robustly encrypting the watermark prior to insertion. The watermarking

990 C. E. Moucary and B. E. Hassan



algorithm will be based on a hybrid method which makes use of two well-known
algorithms, namely the singular value decomposition (SVD) and the DWT. The
watermark will be added using various approaches for an improved level of security
in the frame of specified applications. Particularly, multiple-insertion of the
watermark will be studied and implemented on multiple levels of the still-image
layers in the transform domain. Simulation results have been carried out to show and
demonstrate the effectiveness of the algorithms elaborated in terms of diversified
criteria such as robustness, transparency, capacity and peak signal-to-noise ratio
(PSNR).

The paper will be organized as follows: in the subsequent section, Digital
Watermarking will be recalled and SVD and DWT will be discussed in the context
of the application. In Sect. 82.3, the aforementioned algorithms will be elaborated
and simulation results will be demonstrated. Finally, some conclusions and per-
spectives will be drawn in Sect. 82.4 to underline the overall effectiveness of the
suggested watermarking scheme.

82.2 Digital Watermarking Using a Hybrid Method Based
on Combining the Features of SVD and DWT

82.2.1 Digital Watermarking of Still Images

Watermarking originated as the art of stamping a product with a visible logo to
deter falsifications and, later on, for matching ownership of non-digital items. This
routine has been exercised since ancient History, mainly for concealed
communication of information and was rather labeled under ‘‘data hiding’’. With
the advent of technology, watermarking embraced invisible messages and thus,
became a powerful technique for steganography. Nowadays, Watermarking,
Steganography, and Data Hiding became interchangeably used. Indeed, they differ
only in the purpose they serve but not in the science behind. Additionally, a
discipline called cryptography has been scrounged to provide the entire structure
with an efficient protection against information retrieval by intruders. Digital
Watermarking can be classified from much diversified perspectives.

(1) Casting Method

Two broad categories can be underlined: the spatial domain where the cover
image’s (host) pixels are directly modified to accommodate the message to be
concealed. Data encryption and random distribution are needed here in order to
deter intruders from reading the watermark. The second category of watermarking
techniques is achieved in a transform domain where the coefficients’ magnitude is
modified to reflect the hidden message. To name a few, discrete cosine transform
(DCT), DWT, Fast Fourier Transform, Hadamard Transform, Haar Wavelet, Hough
Codes, Neural Networks, singular value decomposition (SVD), Multiwavelet, and
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other mathematical operations are examples of such types of watermarking
[16, 19–22].

(2) CompetenceCriteria

The aforementioned categories essentially differ according to three major
criteria: robustness, transparency and capacity of insertion. It is understood that
these are somehow contradicting criteria since enhancing the watermark according
to one of them, yields worsening the remaining ones. While capacity, sometimes
referred to as data payload, refers to the size of the watermark that could be
withheld by the host, transparency measures the visual impact that the watermark
leaves on the host for watermarking is eventually an alteration of the cover image
to a certain extent by modifying its luminosity, boundaries/edges, brightness/
texture, layers, coefficients, etc.

Robustness against attacks reveals a critical criterion when referring to data
hiding in general. Indeed, if an intruder is able to break the oyster and reveal and/
or destroy the hidden watermark, the consequences are highly costly in most of the
applications, namely in the ones requiring confidentiality or security. It is under-
stood that these attacks might be benign or malign, thus watermarking should
provide the capacity to resist geometric distortions in general and targeted raid
aiming at intentionally harm the watermark as previously described.

(3) ‘‘Blindness’’ Level

Not all watermarking techniques can secure watermark retrieval with minimum
information. Some techniques require possession of the original host image and/or
the secret key by the intended receiver. This classification does not reveal of the
performance of the watermarking technique since in some critical application,
having a completely non-blind algorithm is of utmost importance for an enhanced
level of security.

(4) The use of a ‘‘Secret’’ Key

The enormous innovation in the industry of computer science has led to the
emergence of sophisticated and powerful software which makes it feasible for
expert hackers to locate the watermark and eventually decode or alter it. The use of
a key refers to the encryption phase and is implemented to augment the level of
robustness against attacks since an encrypted watermark would present an
additional front that the intruder has to overcome. There exist two different
configurations: the symmetric and asymmetric configurations. In the first one, the
same key is used for both encryption and decryption. The main drawback of this
configuration is that the number of keys increases as the square of the number of
network members. This quandary was solved by W. Diffie and M. Hellman who
invented the notion of public key, which is referred to as the asymmetric key
cryptography [24]. In this context, two keys are used, one private and the other one
is public; they are interrelated but unachievable one from the other. Furthermore,
C. Shannon and W. Weaver established that it is possible to create a perfectly
indissoluble key if three conditions are met [25]. First, the key should emanate
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from a random source; second, the key must not be reused; and finally, the key
length should be at least equal to the one of the concealed data.

In this paper, the approach for key generation is fundamentally different; it
relies on the idea that how matter astutely a key is generated by an algorithm, some
professional hackers would be able to decode it using sophisticated software in a
reasonable amount of time; otherwise, the encryption phase might suffer from a
lack of new keys after many applications. In this paper we suggest an innovative
approach for adopting a key that has no logical bonds amongst its bits and with a
random length that can check with the watermark’s length.

82.2.2 Singular Value Decomposition

For a real matrix A of size (l, c), the Singular Value Decomposition, also known as
SVD, is a linear-algebra factorization, which finds many applications in signal
processing. Applying SVD to A allows decomposing it into a product of three
matrices U, V, and S where U and V are orthogonal matrices with UUT = I,
VVT = I, and S is a diagonal matrix (I is the identity matrix). The diagonal entries
of S are called the singular values of A, whereas the columns of U and the columns
of V are called the left and right singular vectors of A, respectively. U is of size
(l, l) whereas the size of V is (m, m). The left and right singular values of A also
represent the eigenvectors of AAT and ATA, respectively.

The decomposition of a matrix A of rank r can be expressed using (82.1):

A ¼ U1S1VT
1 þ U2S2VT

2 þ . . .þ UT ST VT
T ð82:1Þ

When A represents a still image, the singular values characterize the luminance
while the corresponding pair of singular vectors specifies its geometry.

Various watermarking techniques are based on SVD; data is embedded via the
modification of the singular values but they result in degradation in the quality of
the retrieved watermark. Furthermore, this approach usually presents drawbacks
related to geometrical and morphological attacks. In this paper we will propose
applying SVD watermarking after transferring the host image into the DWT
domain to enhance both robustness and the quality of the retrieved message at the
receiver end as shown in Sect. 82.3. This combination will allow for a tool that
would compensate for the drawbacks of each domain and thus, realize a beneficial
blend [7, 9, 10, 12].

82.2.3 Discrete Wavelet Transform

There exists a wide variety of frequency-domain transforms used in watermarking
such as the DCT, discrete fourier transform (DFT), and Hadamard Transform [6, 8,
13–15]. Nonetheless, the DWT represents superiority when it comes to spatial
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localization and multi-resolution characteristics [Ali Al Haj] which are similar to
the Human Visual System (HVS). Furthermore, DWT is also one of the most
useful tools in image compression such as JPEG2000.

The application of a two-dimensional DWT to an image results in the
decomposition of the image into 4 sub-bands as shown in the Fig. 82.1 below:

• LL—Lower resolution version of the image;
• LH—Horizontal edge;
• HL—Vertical edge;
• HH—Diagonal edge.

Watermarking is performed via additive modification of the coefficients of the
sub-bands selected to be higher than a threshold. The threshold is determined
based on the correlation between the coefficients of the watermarked image and
the watermark. The appropriate watermark would be the one that surpasses the
threshold.

Most watermarking techniques based on DWT perform the insertion of data in
the three latter sub-bands. In fact, altering the coefficients in the low-frequency LL
sub-band results in a significant impact on the HVS of the image and defies the
purpose of transparency for most of the energy of the image is present in this
sub-band.

Furthermore, it is understood that embedding data in the edge layers of the
image would result in the least visually perceptible changes in the cover water-
marked image. Consequently, images with more frequent edges will allow for an
increased capacity of insertion. DWT watermarking schemes are known for their
robustness against many benign attacks, namely geometrical ones such as JPEG
compression, Gaussian noise, and filtering. Additionally, embedding solely in the
mid- and high- frequencies of the image has a relatively negative impact on the
robustness level against low-pass filtering, and rotation. As we will show in the
subsequent sections, using a hybrid method based on the combination of SVD and
DWT allows embedding in all the frequencies of the image and achieves a twofold
objective: lessen the drawbacks of each of these watermarking schemes and
emphasize the robustness of each, thus yielding a more comprehensively better
performance.

LL HL

LH HH

HL1

LH1 HH1

LL2 HL2

HL2 HL2

(a) (b)

Fig. 82.1 One-level and
two-level 2D DWT of a still
image
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82.3 Hybrid Scheme: Combining SVD and DWT
with Encryption for a More Robust Watermark

82.3.1 Secret Key for a Very Robust Encryption

The secret key used in decryption is of vital importance and plays a key role in
protecting the hidden watermark if the intruder was able to locate it. It is the oyster
that embraces the information that should be kept inaccessible to hackers. As it has
been previously stated, if the key is used only once and has a length equal to the
one of the watermark, it can reveal indestructible in a computationally reasonable
time [24, 25]. However, with the growth of software industry yielded potent
deciphering tools.

In this frame, we will employ a sort of randomly generated keys that do not
exhibit any kind of mathematical or logical interrelation. Indeed, the key adopted
is not generated by any function or algorithm that uses mathematical processing.
Rather, the key for ciphering/deciphering will be picked almost randomly and can
stem from any source that the user would select. It is understood that one
constraint is to be respected, that is the key should be processed by a computer.
Therefore, one could choose a song, a piece of image or a text as a source of
cyphering bits.

This endows our scheme with superior maneuvering margins and entitles the
watermark with a challenging caliber of security while being a user-friendly
interface.

82.3.2 Encrypted Watermarking Algorithm

The encrypted watermarking scheme can be described by the block diagram of
Fig. 82.2 below. It is based on the well-known SVD-DWT hybrid algorithm
[2–5, 11].

In more details, the procedure of embedding the watermark can be summarized
by the steps below:

• Apply DWT to the cover/host image. This can be achieved either using
one-level or two-level approaches.

• Apply SVD to the watermark images. Two cases can be considered. If the
watermark is of utmost importance and need be recovered at any cost, the same
watermark can be embedded in all frequencies, thus guaranteeing its existence.
Otherwise, if security is more important, we can use multiple (up to four)
watermarks to distract the intruder from the wanted one.

• Encrypt the singular values of each watermark using the generated secret key.
This key is obtained as discussed in the previous section.

82 Watermark Singular-Values Encryption and Embedding in the Frequency Domain 995



• Apply SVD to each sub-band on a selected level of the DWT block; all
frequencies will be involved.

• Modify the diagonal of each band in an additive manner with the coefficients of
the watermark singular values multiplied by a constant K.

• Reconstruct the four bands using the left and right values with the modified
diagonal relevant to each band.

• Calculate the Inverse-DWT to obtain the watermarked image.

It should be noted that for watermark retrieval, the inverse path is straight-
forwardly followed.

82.3.3 Test Results

As an example of application of this algorithm, we will insert four watermark
images in all frequencies of a host image. Since attacks usually are of a certain
frequency range, one could retrieve the watermark even if the image is altered.
Furthermore, if the intruder attempts at abolishing the watermark, the cover image
should be almost completely destroyed in order to remove the watermarking from
the entire image’s frequencies. Finally, if the intruder attempts retrieving the
watermark, the encryption stage would significantly resist reading correctly the
hidden message since the key is used in a way to verify the indestructibility
condition.

It should be noted that at least one watermark could be retrieved under sever
‘‘raids’’ and which is the one hidden in the low-frequency sub-band for the values
of its coefficients vary slightly.

Our algorithm is mainly based on a non-blind watermarking scheme and
requires that the watermarks have half size, both in rows and columns, compared
to the cover image for proper watermarking in the four sub-bands.

Table 82.1 below summarizes the result for different cases of watermarking
using the suggested algorithm.

Original Image 
(Cover or Host)

2-Level
2D-DWT

Watermark
Image(s)

SVD
U and V

Encryption
Generated Key

SVD
4 Sub-Bands

K

IDWT
Watermarked

Image
Reconstruct 
the 4 bands

Fig. 82.2 Hybrid and encrypted watermarking using combined SVD and DWT
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Figure 82.3 below demonstrates simulation results when four different water-
marks were embedded in all frequencies of a host image. The PSNR obtained is
approximately 26.5.

82.4 Conclusion and Perspectives

In this paper we referred to the hybrid watermarking algorithm based on SVD and
DWT to achieve watermarking in all the frequencies of the cover image. The
innovative part of this part relates to applying encryption of the watermark prior to

Table 82.1 PSNR for different images and values of K

Cover images PSNR
K = 0.085 for LL
K = 0.02 otherwise

PSNR
K = 0.05 for LL
K = 0.005 otherwise

Size

Rice 25.5082 30.8407 256*256
Cameraman 26.5953 31.9173 256*256
Lifting body 27.3736 32.6001 512*512
Tire 22.6749 27.9365 232*205
Pout 25.0787 30.3642 240*291
Circuit 23.0139 28.3510 272*280

Fig. 82.3 Watermarking four different images in a cover image (a cover image, b watermarked
images, c–f extracted watermarks from LL, HL, LH, and HH, respectively)
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insertion. This encryption is performed to the singular values of the watermarks
and then the ones of the cover image transformed in the DWT domain are
‘‘modulated’’ using an additive manner.

The proposed scheme achieves the well-known attributes of such hybrid
combination of the SVD and DWT, i.e. having a watermark that is robust to a wide
range of benign attacks, namely the geometrical ones. DWT is recalled to be the
basis of the JPEG2000 compression algorithm.

The use of the key was presented in accordance with the criteria for an
indestructible one. Rather than generating the key from a computer program,
which can be deciphered using sophisticated software, the key was extracted from
random sources selected by the user. This approach leaves the scheme of security
extremely versatile and endows it with a very high level of robustness against
malign attacks.

The simulation results demonstrate the effectiveness of the suggested scheme in
terms of an acceptable PSNR, HVS transparency, and recovered watermarks.
Furthermore, the capacity of insertion is beyond satisfactory as stated by the
aforementioned constraints. Finally, this paper has utilized the benefits of the SVD-
DWT in terms of robustness against geometrical attacks and exalts the confidence
and privacy of the hidden data to a higher rank worth of ‘‘security-sensitive’’
applications. In fact, both attempts from an intruder to either abolish or decipher the
watermark will need extremely demanding computational time and modus
operandi.
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Chapter 83
Business Intelligence Made Simple

Vasso Stylianou, Andreas Savva and Spyros Spyrou

Abstract Business Intelligence (BI) refers to a very broad category of applications
which assist executive business users to improve their decision making and stra-
tegic planning by collecting, storing and analysing a usually large volume of his-
torically collected data and providing access to powerful and dynamic query results.
Business Intelligence Systems (BIS) are also sometimes referred to as Decision
Support Systems due to the fact that they provide support to users and organisations
concerning their decision making. Without a doubt, BI is extremely vital for all
organisations in today’s competitive business environment where even the smallest
detail could affect the future of an organization. The study of BI is of interest to
Computer Science (CS) and possibly the related Computer Engineering majors as
well as Management Information Systems (MIS) and in broad to Business Studies
majors. A course on BI is not usually a major requirement in any one of these
curriculums, and it may not even appear as a major elective but rather be included in
some other related course. For example, in the CS undergraduate university cur-
riculum the topic of Business Intelligence may be touched upon briefly in a course
on Database Management and in the graduate CS curriculum it usually becomes
part of a Knowledge Management course. In the undergraduate (MIS) curriculum
some additional mentioning is usually made in an Information Systems course. The
brief coverage of the topic and the absence of simple and inexpensive educational
tools that could easily explore the role of BI to students do not allow the educator to
stress the magnitude of BI. This paper addresses the need for an educational case
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which will demonstrate to the students the process used to create a BI application
and the subsequent use of the BI tool in a simple but realistic way.

83.1 Introduction

83.1.1 What is Business Intelligence?

Business Intelligence refers to a very broad category of applications and tech-
nologies which serve the purpose of collecting, storing, analysing and providing
access to data with the purpose of helping business users to make better business
decisions [1].

In modern businesses, the emergence of standards in computing and technol-
ogies has meant that businesses now possess vast amounts of electronic data. In
addition, businesses require that this data provides, with further analysis, even
more information concerning the environment in which they operate. In this
process of analysing data there are various technologies used and the information
obtained from such an analysis will serve the business in its decision making and
its future strategies [2].

BI can also be described as the business process which involves a series of
activities used to gather and analyze data and distribute the results to those
requiring them in order that decision-making is improved [3].

83.1.2 The Role of Business Intelligence in an Organisation

BI is extremely vital to organisations and their employees as they need access to
timely information and they also have the need for analysis of that information [4].

In order to pursue more strategic BI, organisations must be able to effectively
manage all the data at their disposal but also all the information that is retrieved must
be of very high quality standards. If the information retrieved from the data is not of
high quality standards then this effectively means that organisations will be limited to
a less strategic BI approach. To be successful in its data analysis a business must
possess fast, relatively cheap data warehouses required to effectively support BI [4].
A data warehouse refers to a database system that includes data, programs, and the
necessary personnel who specialise in the preparation of data for BI processing.

Figure 83.1 below illustrates the components of a data warehouse. Data are read
from operational databases by the Extract, Transform and Load System which is
referred to as ETL in the figure. This system will then clean and prepare the data in
order to be processed for BI. The extracted data will be stored in a data warehouse
using a data warehouse Database Management System (DBMS). Additionally,
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metadata concerning the data’s source, format assumptions, etc., is maintained.
The data warehouse DBMS will then extract data and forward them to BI Tools
with which BI users interact [5].

BI systems are also referred to as Decision Support Systems since they assist
organisations with their decision making [5]. They are used in analysing present
and past activities of the organisation but also in accurately predicting future
events. BI systems do not support operational activities such as processing or
recording of orders. Instead, they support managers in their planning, analysis,
control, and decision- making tasks.

Figure 83.2 below shows the role of BIS in decision making. Business Intel-
ligence Systems provide the tools for the transformation of data into information
and knowledge which in turn assists the organisation in its decision making. If the
decisions undertaken by the organisation are successful, it is expected that the
organisation will witness an important improvement in its competitiveness [6].

Business Intelligence Systems should make it possible for the users to set
precise objectives and to execute these objectives. Furthermore, they provide a
basis for decision making and allow the optimisation of future actions by acting
upon various aspects of the company’s performance. Ultimately, they help
enterprises to realise their strategic objectives more effectively [6].

83.1.3 Categories of Business Intelligence Systems

Business Intelligence Systems fall under two, very broad categories. These cate-
gories are Reporting Systems and Data Mining Applications [5].

• Reporting Systems
Reporting Systems group, filter and sort data, while they also perform simple
data calculations. Any reporting analyses can and are usually performed using

Fig. 83.1 Data warehouse components (Revised—Kroenke and Auer [4])
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standard Structured Query Language (SQL). Such systems offer the capability of
collecting and summarising the current activities of the organisation, and allow
the comparison between current and past activities when required. They may
also be assisting in predicting any future activities of the organisation. The
timely delivery of reports to the appropriate users is vital and the presentation of
data in the appropriate format(s) is necessary [5].

• Data Mining Systems
Data Mining Applications use mathematical and statistical techniques to per-
form what-if analysis, make future predictions, and also assist in decision
making [5]. Usually they are operated by relatively few people within an
organisation and these are people who possess very sophisticated computer
skills. Data Mining Applications are designed with the purpose of analysing
large amounts of data and search for specific patterns or relationships if they
exist, but are also used to identify unusual patterns as well. An unusual pattern
for example could relate to credit card usage. If the card owner does not nor-
mally use his/her credit card much, a very rapid increase in usage could possibly
mean that the card was stolen. Such an application could very likely help detect
credit card fraud by monitoring credit card usage for each owner [7].

83.1.4 Business Intelligence Tools

A number of software tools are available for BI analysis which in the hands of the
knowledge user can become very valuable for running a business successfully.
This knowledge user can be defined as the business executive who has good
computer skills or the computer professional who is commissioned to develop a BI

Business Processes
Decision Making Process

Data Information Knowledge

Collecting and
Consolidating

of Data

Analyses and
Reporting

Data Drilling

ETL, data
warehouses,
databases

OLAP, query
languages,

custom queries
Data mining

Decisions

Improvement in
competitiveness

Fig. 83.2 The role of Business Intelligence Systems in decision making (Revised from Olszak
and Ziemba [6])
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application or employed as a business analyst to perform the task of BI within the
organisation. Examples of these tools are:

• SPSS [8]—A powerful general-purpose statistical package offering advanced
options for numerical analysis and diverse modes of presentation via graphical
and other means.

• Excel—A simplified commercial spreadsheet application software with built-in
functionality for numerical analysis and presentation and a very easy-to-use
GUI.

• TARGIT [9]—A Business Intelligence Suite offering a wide range of tools for
data analyses and in-depth reports and to create dashboards, perform what-if
analyses, simulation and more.

Below is a list of a few more proprietary BI tools [10]:

Some open source BI tools are also available for example BIRT, Jasper, etc.

• Microstrategy
• IBM

– Applix
– Cognos

• InetSoft
• Informatica
• Information builders
• Microsoft

– SQL Server Reporting Services
– SQL Server Analysis Services
– PerformancePoint Server 2007

• Proclarity
• Oracle corporation

– Hyperion solutions Corp.
– Oracle business

• Intelligence

– Suite enterprise edition

• SAP Business Information warehouse

– Business Objects
– OutlookSoft

• Sybase IQ
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83.2 Aims and Objectives of the Study

The study of BI is of interest to Computer Science (CS) and possibly Computer
Engineering majors as well as Management Information Systems (MIS) and in
broad to Business Studies majors. A course on BI is not usually a major
requirement in any one of these curriculums, and it may not even appear as a major
elective but rather be included in some other related course. For example, in the
CS undergraduate university curriculum the topic of Business Intelligence may be
touched upon briefly in a course on Database Management and in the graduate CS
curriculum it usually becomes part of a Knowledge Management course. In the
undergraduate (MIS) curriculum some additional mentioning is usually made in an
Information Systems course. The brief coverage of the topic and the absence of
simple and inexpensive educational tools that could easily explore the role of BI to
students do not allow the educator to stress the magnitude of BI.

This paper addresses the need for an educational case which will demonstrate to
the students the process used to create a BI Reporting System and its subsequent
use as a powerful Decision Support System. The specific objectives of the study
include:

• Select an appropriate development methodology for the BI application.
• Explain the development of the BI application by following the activities of the

development methodology.
• Select and explain BI suitable development/implementation tools.
• Explain the design of BI Dimensional Database.
• Present and explain the BI Graphical User Interface.
• Provide examples to demonstrate the potentials of a BI Reporting System to

support the decision maker.

83.3 A Business Intelligence Case Study

(The following case study is based on a hypothetical scenario).
ABC Inc. is a business which trades sporting goods. The business maintains a

number of retail stores. The overall sales of the organisation have been in decline
in the last few quarter years which has resulted in top-level management being
concerned about this situation.

Each retail store that the company owns has its own, individual databases which
keep, among other, sales data for all of its retail products. At the top-level of
management only summarised sales figures are reported. Management identified a
need for more advanced and detailed reports in order to have a better under-
standing of the company’s performance and its customers’ behaviour. Examples of
such detailed reports are Sales by Product Item, such as specifically Brand A and
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Model B of running shoes, or Sales by Product Category, such as running shoes.
These reports will be used by management to make more accurate decisions on
which product lines to stop supporting in order to reduce costs of maintaining them
in inventory.
Business Intelligence Reporting System (BIRS)

A development team consisting of BI specialists has been commissioned to
develop a BIRSby considering the needs of different user groups within the
organisation. This BIRS will be capable of (Fig. 83.3):

1. Extracting all the required data from any database necessary.
2. Combining these data in a common format.
3. Executing multiple queries based on management requirements.
4. Presenting the results in a useful format output.
5. Identifying any underlying trends regarding sales or costs or any other aspect of

the organisation and its operations (optional).
6. Revealingany existing customer buying patterns (optional).

Management will be able to use the reports of the BI system to take improved
decisions.One example of a buying pattern would be that customers tend to buy
more products in the first few days of each new month, or they tend to buy more at
the end of each week. In such a case, management might decide to offer better
deals at the start of each month. Thus, taking advantage of the knowledge it now
possesses concerning customer behaviour it takes action in order to increase the
revenues of the business.

83.3.1 Development Methodology Used

The methodology selected for the development of the BI application takes into
consideration the role of the end-users and begins by drafting out organisation and
user requirements for the successful implementation of the system.

•

•

•

•

•

•

Extract data from different sources.

Combine data in  common format.

Execute queries (pre-defined and ad-hoc).

Present formatted results.

Identify trends.

Reveal patterns.

Fig. 83.3 BI reporting
system functionality

83 Business Intelligence Made Simple 1007



Organisation requirements include that the organisation should have a certain
culture and certain experience of working in the past with information technolo-
gies [6]. These and some other requirements are also imposed on the end users.

The selected development methodology follows this sequence of activities [6]
(Fig. 83.4):

• Defining BI undertaking. This step involves specifying the informational needs
of the organisation, the desired solution and the requirements for its
development.

• Identifying and preparing source data.
• Selecting BI tools.
• Implementing BI.
• Discovering and exploring new informational needs.

83.3.2 BI Development Tools

Visual Basic (VB) was used to design the GUI of the BI application and to
implement the various functionalities and features required by the organisation.

A Microsoft Access 2007 [11] database was chosen to store the data to be used
by the BIS. Microsoft Access 2007 offered an inexpensive and simple solution as
the data to be stored was not of a very complex nature.

The selected BI tool was Microsoft Excel 2007, which although not purely a BI
tool, offered sufficient functionalities for the case organisation.

Through the VB GUI the user may select from various pre-defined or custom-
built queries. In the execution of these queries, data will be selected from the
dimensional Access database using SQL commands. The results will be displayed
in an Excel spreadsheet.

Define BI 
needs

and 
prepare

data

Identify
Select

tools
BI Implement

BI
Discover

newneeds

Fig. 83.4 BI development process
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83.3.3 BI Dimensional Database

The Dimensional Database was deduced from the Operational Database used by
the organisation to record all its daily activities. A Dimensional Database differs
from an Operational Database in that it is designed for efficient data analysis and
for performing queries.

Within the Dimensional Database, the various tables were arranged using a Star
Schema. In a Star Schema, Fact Tables are connected to Dimension Tables.
Examples of the Dimension tables created are an EXPENSES and a TIMELINE
table which are connected to a Fact table called ORGANISATION_EXPENSES
using a Star Schema as shown in Fig. 83.5 above.

83.3.4 BI Graphical User Interface

Access to the BI application is restricted to valid users granted a username and
password. The main screen of the application is as shown in Fig. 83.6 below.

By selecting the Business Intelligence Tools option the user can perform a
number of queries mainly grouped in two categories. The Automated Queries
which are pre-defined queries available without any additional input and the
Custom Queries which are built based on the criteria specified by the user.
Fig. 83.7 shows the output of an Automated Query of ‘‘Employee Sales for the
year 2009’’ and Fig. 83.8 which follows shows the screen from which the user
inputs the criteria for a specific Custom Query.

The example Custom Query of Fig. 83.8 is one in which the user has requested
to find specific employee sales in a selected time period. The selection included
Employee = ‘‘Emp003’’ and sales made between 22/04/2009 14:32:25 and 01/01/

Fig. 83.5 A part of the
dimensional database
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2010 11:27:35. The results of this Custom Query shown both in a numerical and
graphical format are illustrated by Fig. 83.9.

The criteria available for Custom Queries, as shown in Fig. 83.8, are:

• Time frame of interest, specified as a From–To date, or in week(s) (From–To),
or month(s) (From–To) or year.

• Employee ID.
• Store or stores.
• City or cities.

The above criteria can be combined in many ways in order that company sales
are analyzed as best as possible. Such sales analysis constitutes valuable Business

Fig. 83.6 The Initial screen of the BI Application

Fig. 83.7 ‘‘Employee Sales for the year 2009’’; an automated query
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Intelligence information available in the hands of the business analysts and
decision-makers.

83.4 Summary and Conclusions

This paper presents an educational case and tool which can be used to demonstrate
in a simple but realistic way the use of BI to undergraduate CS, MIS and business
students. The main purpose of the case and accompanying software is to dem-
onstrate, with the aid of a business case that outlines some quite realistic needs of a
business which strives to complete in today’s competitive marketplace, the need
for Business Intelligence and the usefulness of its output to management.
Alongside the case describes and follows through the process of developing such a
BI Reporting System application. Such process can be replicated as needed and

Fig. 83.8 The custom queries input form of the BI application

Fig. 83.9 The resulting excel worksheet of the custom query of Fig. 83.8
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thus the case can also be useful as a step-by-step example of BI application
development.
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Chapter 84
A Process Model for Supporting
the Management of Distance Learning
Courses Through an Agile Approach

Amélia Acácia M. Batista, Zair Abdelouahab, Denivaldo Lopes
and Pedro Santos Neto

Abstract Agile principles can be used appropriately in management of general
projects, outside the object of study of computer science and allow a quick
adaptation to new realities. In this work we propose a management process model
of distance learning courses within the context of the Open University of Brazil
(Universidade Aberta do Brasil—UAB) in order to manage the flow of activities in
the construction of a distance learning course. This research work is based on
principles of agile management, model driven engineering and management
models for supporting distance learning courses. We provide a domain-specific
language based on agile method adapted to UAB context. We propose a prototype
of our approach based on models.

84.1 Introduction

Open University of Brazil (Universidade Aberta do Brasil—UAB) is an integrated
system for public universities that offer college-level courses using distance
learning to population groups with difficulties of access to university education [1].
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This system was created by Brazil government in 2005 and it extends to all regions
of the country. The characterization of this environment has allowed us to observe
and ascertain the difficulties of managing and controlling the flow of activities that
involve the construction of a distance learning course.

Within this context, we propose a process model for the management of distance
learning course, here called Agile-UAB Management Process Model, in order to
achieve the process control and, as a result, to ensure a better quality product.

This research work started with a bibliographic survey, including authors as
Pressman (2006), Kniberg (2009), Mellor (2005), Dhamer (2006) and Rodrigues
(1998). This theoretical basis allowed us to identify shortcomings and propose
improvements to UAB current management process. In the next step, agile method
kanban was adapted to Agile-UAB Management Model (process tailoring). The
method Kanban is an approach that introduces changes in a project management
methodology [2]. Besides, it is extremely adaptive and uses a visual control
mechanism to follow the work flow, giving transparency to the management
process. Once completed this process tailoring stage, it was achieved the frame-
work meta modeling, which resulted in a domain specific language (DSL) to
specify the process model for distance learning courses.

This paper is organized in six sections described this way: in the first section a
short explanation about the goals and motivation of this work; in the second
section we present a general view on the main areas involved in this project; in
third section we deal with the UAB management process model proposal, its flow
and modeling in terms of Kanban; in the fourth section, we discuss about related
works. Final considerations are reported in the fifth section.

84.2 Overview

84.2.1 Agile Project Management

Historically, the subject project management is in a new stage, in which techniques
and methods, called traditional, started to be questioned [3]. The signing of the
Agile Manifesto [4] was one of the landmarks for the movement that criticizes the
traditional techniques of project management. Of course, there is no doubt about
the good results produced in the classical approaches. However, the agile
approaches propose a new methodology that deals with projects based on
knowledge and creativity.

Among several agile modalities available in the literature, we found Kanban, a
method that uses a visual control mechanism to follow the work flow, giving
transparency to the management process. Compared to other agile methodologies,
such as Scrum and RUP, it is less prescriptive and easier to implant. Such char-
acteristics elected Kanban as a tool to support the activity flow of Agile-UAB
Management Model.
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84.2.2 Distance Learning

At the first moment, projects for distance learning may seem simple and easy to
manage. However, its multidisciplinary characteristic associated with the need for
change in didactic-pedagogic behavior of the teacher and the absence of an efficient
technological infrastructure may result in failures or unsuccessful distance learning
courses. Besides, in Education there is a considerable number of teachers who are
not familiar with computer, software and Internet. Thus, the use of Information
Technology (IT) can be barriers to teachers aiming transmit knowledge to students.
In this case, training is a fundamental step. All these characteristics, if not properly
evaluated and managed, may endanger the project success.

Tools such as RedMine, OpenProj and MSProject could be used to manage EaD
projects. However, the project complexity level is measured by its particularities,
features and the environment in which it will be inserted and, therefore, nothing
more appropriate than designing a specific domain tool. Distance Learning projects
fit in this context. Moodle (Modular Object-Oriented Dynamic Learning Envi-
ronment), TelEduc and AMADEUS are learning management systems to manage
educational activities for creating online communities, in virtual environment
oriented for collaborative learning. The choice of this kind of tool defines the
modality of distance learning adopted by the institution, e.g. UAB uses Moodle as
its virtual learning platform.

84.2.3 Model Driven Engineering

Model driven engineering (MDE) Models consist of sets of elements that describe
some physical, abstract or hypothetical reality. Good models work as means of
communication [5]. MDE is an approach where models are at the center of software
artifact development [6]. Model driven architecture (MDA) is an example of MDE
application. The development of a basic MDA framework is related to the trans-
formation process of a source model, defined as Platform-independent model (PIM)
for a target model called platform-specific model (PSM). As benefits provided by
MDA we have such an improvement in productivity, portability guarantee and
system interoperability, besides an easier maintenance process with a better quality
documentation. Figure 84.1 represents a basic MDA framework [6].
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84.3 Agile-UAB Management Model

84.3.1 Proposed Model

The management of distance learning course at UAB is based on the model proposed
by Rodrigues [1998], which was appropriate for the UAB system operating mech-
anism. However, during the UAB operating environment characterization, we
observed some inconsistencies between what was supposed to be done and what
really happens in practice, what certainly leads the process to management problems.
Our proposal is to adapt and extend the current UAB’s management model in order to
introduce positive aspects provided by the management model designed by Dhamer
[2006]. Among the existent problems in UAB model, we highlight: low quality of
learning materials and difficulty to produce and deploy a pedagogical academic
program. Figure 84.2 represents our proposal of activity flow of Agile-UAB
management model.

The model is made up by five stages: requirement analysis, planning, imple-
mentation, course evaluation and knowledge acquisition. Each one of these stages
is described as follows:

• Requirement analysis: for distance learning course projects, it is considered as
requirement the profile of the student, the teacher, the tutor, and the course itself.
Student is our target; teachers and tutors will interact directly with the
construction and execution of the project. Besides, the definition of these
profiles will be the base for us to determine what kind of media and pedagogical
strategy will be used in the course arrangement. At this stage, the course
managers will be able to reevaluate their requirements according to the results
that they have obtained during the course evaluation stage, in order to improve
its structure and management;

• Planning: this stage consists of five activities, according to UAB’s context. In the
Course Project activity, the course model is created by the coordinator, supported

Fig. 84.1 A basic MDA framework [6]
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by a teaching staff. The development of the course model may be improved
through the reuse of projects evaluated positively, which are stored in a database
originated from the stage of Knowledge Acquisition, it is as the last step of the
model proposed in this paper and will be described below. Didactic Material
Production consists in the selection, preparation and review of teaching material,
and such activity is achieved by a multidisciplinary staff, and in parallel with this
activity occurs the Tutors’ Capacity, i.e. enable distance learning tutor; completed
this activity, a new training starts with tutors using the teaching material already
produced; thereafter, the basic resources for implementation of the course are
checked and if appropriate will enable the next step, instantiation, is initiated;

• Implementation: means structuring the course in a physical place according to
available infrastructure conditions. At this stage, two activities occur, the
instantiation of the course followed by the execution of the course. In the first
activity we have a relative possibility of customization of the course model, if
this has been reused. In this stage, students, teachers and tutors put into practice
everything was planned and documented in the course project activity in the
Planning phase;

Fig. 84.2 Activity flow of the agile-UAB management model
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• Course Evaluation: during the course execution activity, evaluation mechanisms
will be applied, both for students and teachers who can generate data that allow
a qualitative analysis in several levels, from the quality of material used to
students’ to teachers’ performance. Moreover, some evaluation elements can be
extracted from the learning management system (LMS), e.g. Moodle. These data
will be employed to elaborate a report and this will form the basis for the
reevaluation of requirements in order to improve the quality of the projects;

• Knowledge acquisition: in this stage, all course project models that were
considered as good quality ones are stored, according to reports obtained at the
evaluation stage. These models can be reused during the Course Project activity
in the Planning stage and, consequently, it will make the process quicker, with
the reduction of effort and time dedicated for creating the course model.

84.3.2 Adaptation of the Agile-UAB Management Model
to Kanban Method

Tailoring, in the Software Engineering context, is described as the process of
customization and combination of methodologies for software development. This
process is used to adjust the development methodology to a project in particular,
taking its context into account and it can be achieved in two levels: organizational
and development level [9]. The Agile-UAB management model was adapted to be
conform to Kanban agile method, considering the organizational level, since this
level is related to the practices that conduct the activities of planning and control,
focus of the project management of this work. First, the roles, phases, tasks and
artifacts present in the proposed method were defined. To organize this task, we
made use of the Praxis Nomenclature [10], a software development process based
on unified process (UP), which is an object oriented notation similar to UML and
to IEEE standards of the Software Engineering. Once this definition was achieved,
the elements were inserted and accommodated to Kanban context. The sequence of
Figs. 84.3, 84.4 and 84.5 shows an example of this mechanism regarding
Requirement Analysis phase.

Consider AT-ER1, AT-ER2, AT-ER3 and AT-ER4 as activities of the
Requirement Analysis phase. For each phase defined in the model, a specific
Kanban board was building. The output of a board is configured as the inputs
necessary to start the execution of the next board. Next, the description of these
activities and their respective artifacts are as follows:

• AT-ER1: obtains the requirements from the students, the teachers, the tutors and
the course profile definition, besides the basic infrastructure;

• AT-ER2: organizes the requirements and defines the relationship among them;
• AT-ER3: identifies the media and the appropriate pedagogical strategy;
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• AT-ER4: achieves informal check of the course management process based on
the course evaluation reports, performance of its collaborators and quality of the
material.

The artifacts generated with the completion of the activities AT-ER1, AT-ER2
and AT-ER3 are a document describing the characteristics of the course, target
audience and its collaborators (teachers and tutors) that will interact directly with
the virtual learning environment, identified by APF and the document that tells the
media and pedagogical strategy to be addressed in the pedagogical project following

Fig. 84.3 Table according to
Kanban presenting the flow
of activities on the 1st phase
of the management model
UAB

Fig. 84.4 Selection of the
first activities to initiate the
process

Fig. 84.5 Termination of
flow activities AT-ER1,
AT-ER2 and AT-ER3
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the guidelines outlined in the APF, this called AETP. AT-ER4 activity generates a
document that presents an analysis of the reports generated in the evaluation phase
about the course model and its identification is AAMC.

On Kanban board, that represents the requirement analysis phase, four states of
the process flow were defined. Activities distributed without a predetermined order
of priority are in the Backlog. It is the initial state of the process represented in
Fig. 84.3, from which take part the Course Coordinator, assuming the role of
Product Owner, and the multidisciplinary team, made up by teachers, computer
technicians and the course coordinator himself, who continuously monitors the flow.

In a second stage, here represented by Fig. 84.4, the product owner selects and
prioritizes some activities, considering the Work-in-Progress (WIP) of the current
state, in the WIP = 2 example. The flow is continuous, always considering this
criterion.

In Fig. 84.5, the multidisciplinary team is organized to implement the initiated
activities, releasing the desktop of the state Selected, and this enables the product
owner to determine the next activity to be started in the flow.

The flow is finished when all activities have gone through the state Implanted
and its corresponding artifacts (APF, AETP) will be inputs to the beginning of the
next flow related to planning phase.

After the Agile-UAB management model was adapted to Kanban method, it
was built a metamodel for each phase of the process. These metamodels are not
simply restricted to be used to create models and support model transformation
definitions. Its goal is wider: managing the complexity and maintenance of the
information in a distance learning course. The addition of a new activity at a
particular stage, for example, will not be done in terms of code, but directly on the
metamodel. Figures 84.6 and 84.7 represent, respectively, the business model
(PIM) and the metamodel of the Requirement Analysis phase of the Agile-UAB
management model.

Eclipse tool, Galileo version, was used to support the creation of the PIM model
(see Fig. 84.6) according to the proposed metamodel (see Fig. 84.7). The model
proposed at this paper, as it is mentioned at Sect. 84.2, presents five stages and for
each one of them it was implemented a metamodel that, integrated, they constitute

Fig. 84.6 Business model: requirements analysis phase
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the metamodel that represents the system as a whole. We chose the Requirement
Analysis stage to demonstrate the execution of the process, which mechanism is
applied to all other phases.

In the PIM model of the Requirement Analysis stage, we defined the Status-
Phase class that represents the states in which an activity can be found when
selected by the product owner for the beginning of its execution. This class is
directly related to Activity class, which can contain one or more flows that may
generate artifacts. All activities are performed by one or more Collaborators and
these ones can be either a Professor, a Coordinator or a Technical_info.

Figure 84.7 represents the metamodel of the Requirement Analysis stage that
allows the construction of the PIM model. Artifact, Flow and Activities classes
contain Description and Acronym. Two Enumeration were built so that we could
define two necessary types, Role and Sort. Internally at a flow we can have a
subflow. At the Requirement Analysis phase, existing flows do not generate
subflows, but at the Planning phase, for example, during the Training of Tutors
activity we have the managing flow that is called Process Engineering and,
internally to it, the Training Management subflow. Remembering that we are using
the nomenclature based on Praxis [10].

A prerequisite for developing a DSL is mature domain knowledge, thus we
performed the characterization of the environment UAB and a detailed survey of

Fig. 84.7 Metamodel requirements analysis phase
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its requirements obtained from managers and teachers of distance courses. DSLs
are usually declarative languages and can therefore be seen as specification
languages, not just as a programming language [15].

84.4 Related Works

The management of a distance course at UAB is based on the model proposed by
Rodrigues [7]. This model is made up by four stages: planning, production of
material, implementation and evaluation.

Some critical points that influenced the project and management of distance
courses were perceived during the characterization of the UAB environment. First,
the restructuring of the Pedagogical Project of the classroom Course in the pattern
of distance learning course. In practice, what is observed is the reuse of the
Pedagogical Project, which implies a risky procedure, since the methodology used
in classroom courses differs considerably from the teaching methodology adopted
in distance learning courses. Secondly, the course evaluation system. Moodle
platform used in the UAB environment has reports that indicate the amount of
access and operations carried out by both the teacher and the student, and through
these reports, the course coordinators can make its monitoring. In the collabora-
tors’ statements who took part of the system characterization process (coordinator,
teacher), the lack of an evaluation mechanism that allows, for example, the quality
checking of the teaching material produced was quite clear. Even with the course
coordinators’ monitoring in this production process, there are still difficulties in
material quality control. Besides, the lack of skilled human resource, in many
centers, to perform the several roles described in the UAB system (tutor-teacher,
contents-teacher, subject-teacher, etc.) is an aggravating factor, because many
professionals overload of activities and eventually jeopardize the course func-
tioning. The figure of the instructional designer, for example, is almost
nonexistent.

In the face of this setting, researches advanced in search of an alternative to
solve these critical points, but at least minimize their occurrences. As a result, we
structured a distance learning approach to support the UAB’s context, which
includes features of the current model (based on Rodrigues [7]), as well as the
process model designed by Dhamer [8]. Table 84.1 presents a comparative anal-
ysis among these models and the proposed Agile-UAB management model.

Rodrigues’s and Dhamer’s models are represented respectively by Figs. 84.8
and 84.9.
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84.5 Conclusion

The work discussed in this paper was motivated by the representative growth in
recent years of the undergraduate courses focusing on the distance learning
methodology, as well as the perceived management weakness of these courses in
the Open University of Brazil context (UAB context). Thus, we propose an Agile-
UAB management model to describe activity flow control based on Kanban.

Academically, the proposal contributes to the generation of a DSL for managing
the projects of distance learning courses. The proposed metamodel is an adaptation
of agile-UAB management model to Kanban.

In next steps of this research work, we aim to develop a prototype using the
eclipse modeling framework (EMF) [11] and graphical modeling framework
(GMF). The implementation of the prototype will automate the process and
facilitate the verification and validation at the test environment. It is expected, with
these contributions, to become the UAB more productivity, more efficient and
improve the quality of courses produced.

Acknowledgments This research work was sponsored by Maranhão State Government through
FAPEMA and Federal Government of Brazil through CAPES.

Fig. 84.9 Process model course [8]

Fig. 84.8 Model for producing distance learning courses [7]
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Chapter 85
Numerical Modeling of Electromagnetic
Induction Heating Process Using
an Inductor with Constant Step
Between Turns

Mihaela Novac, Ovidiu Novac, Mircea Gordan
and Cornelia Gordan

Abstract This paper presents a numerical modeling for an induction heating
system with axial symmetry. Our induction heating system use cylindrical pieces
and one particular property of the inductor is the constant step between the turns of
coils. We use a simulation program that will give us a lot of information that are
experimentaly inaccesible. To obtain a high precision numerical modeling we use
a performant software (Flux2D).

85.1 Introduction

The numerical modeling of the heating process through electromagnetic induction
implies the calculus of the eddy currents, which the basically the cause of the
electromagnetic losses due to the development of heat in the piece. While at the
beginning, most numerical methods were based on Finite Differences Method (FDM),
today, the vast majority of applications are modeled using induction Finite Element
Method (FEM). However, we must know that the early development of Finite
Element Method (FEM) dates from 1960, but not for electromagnetic problems. With

M. Novac (&) � M. Gordan
Department of Electrical Engineering, Faculty of Electrical Engineering and Information
Technology, University of Oradea, 1 Universităt�ii Str, 410087 Oradea, Romania
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current trends of computing techniques development and advanced software for
electrical engineering domain, numerical calculation of induction heating process has
become very common [1]. An induction heating process generally involves the
coupling of electromagnetic phenomenon with thermal one. In addition to power
systems, modeling and designing of inductor coil is a difficult task because both
aspects, electromagnetic and thermal, of the process and their coupling must be taken
into account in the designing process. Initially, the inductor design was based on trials
and errors that led to several empirical design formulas. These analytical models are
suitable only for simple geometries such as round bars, tubes, plates, etc. In the case of
complex geometries, such as toothed wheel, is very difficult, even impossible, to
model the heating application. Moreover, the problem is very complicated due to
nonlinear material properties. The development of numerical methods [e.g Finite
Element Method (FEM)] and of numerical simulation programs, have made it
possible, inductor behavior simulation, before prototype building and avoiding the
design mistakes [2]. This is a remarkable advantage for inductor coil designers
because most of inductor design work can be done using computer simulation, thereby
reducing the designing effort and reducing occurrence time of other new develop-
ments, because the simulation program gives us a whole series of experimentally
inaccessible information. Software to numerically model induction processes has
advanced to the point where, today, several very sophisticated packages are available
commercially and are able to take into account almost all important factors in both 2D
and 3D.

With the development of numerical modeling programs for induction heating,
were also developed optimization programs. First works on this subject have
appeared in 1995 and since then, a variety of classical optimization techniques
have appeared and have been applied to induction heating processes [3, 4].

These advantages of computer simulation, contribute to the development of
innovative products and processes.

85.2 Mathematical Model of Numerical Modeling

The mathematical models of electromagnetic and thermal fields, based on the
specific laws of this phenomenon are described by partial differential equation. In
this paper, for the coupled electromagnetic and thermal field, the general equation
used are, [5–7]:

r� E = -
oB
ot

ð85:1Þ

r � H ¼ J ð85:2Þ
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The material equations are:

H ¼ mB ð85:3Þ

J ¼ rE ð85:4Þ

The magnetic flux density B, using the magnetic vector potential A, is:

B ¼ r� A ð85:5Þ

where / is the electric scalar potential. So we obtain:

E ¼ � oA
ot
�rU ð85:6Þ

r � ðmr� AÞ ¼ J ð85:7Þ

The current density is given by the relation

J ¼ �r
oA
ot
� rrU ð85:8Þ

It satisfied the continuity equation

r � J ¼ 0 ð85:9Þ

By substituting Eq. (85.8) in relation (85.7) and (85.9), the equations for the
vector and scalar potentials become:

r� ðmr� AÞ þ r
oA
ot
þ rrU ¼ 0 ð85:9aÞ

After transformations the Eq. (85.9) takes the following form:

r� ðmr� AÞ þ jxrA ¼ Js ð85:10Þ

where:

A = A(P,tÞ ¼ A(P)ejxth

In the solution of the field equations, the boundary and initial values of the
vector potential must be known.

The thermal field is modeled by:

cC
oT
ot
�rkrT� kr2T ¼ J2u(TÞ ð85:11Þ

In the heat transfer process there are three kinds of boundary conditions
commonly used.

The first boundary condition (Dirichlet boundary condition), corresponds to a
surface at a fixed temperature TS, [4],

T(t) = Ts ð85:12Þ
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The second condition (Neumann boundary condition), corresponds to the
existence of a fixed or constant heat flux at the surface. This heat flux is related to
the temperature gradient at the surface by Fourier’s law:

g00 ¼ kh
oT
on

ð85:13Þ

The third boundary condition corresponds to the thermal convection at the
surface:

�kh

oe

on
¼ asðTs � TaÞ ð85:14Þ

Thus the complete third boundary condition is:

�kh
oT
on
¼ aSðTS � TaÞ þ CS T4

S � T4
a

� �
ð85:15Þ

where cS is the radiation coefficient and aS

represent the convections. For a surface I the radiation coefficient cS is given
by:

CS; i ¼ rh � ei � Fij � Ai ð85:16Þ

where Ai is the area of surface i, Fij is the view factor form surface I to surface j, e
is the emissivity and rh is the Stefan–Boltzman constant [8].

Fig. 85.1 Mesh
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85.3 Numerical Modeling of Induction Heating Process
Results

This paper analyses induction heating system with axial symmetry. The length of
inductor is Li = 1,240 mm, and one particular property of the inductor is the
constant step between the turns of coils. Also the shape of inductor turns is
rectangular.

Fig. 85.2 a Border
conditions for
electromagnetic field problem
b Border conditions for
thermal field problem

Fig. 85.3 Magnetic field
lines at the start of heating
process
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We have obtained the following results from calculus current density
Ji = 31 A/mm2, frequency f = 2,500 Hz; inductor length Li = 1,240 mm, piece
length a2 = 200 mm, piece diameter d2 = 80 mm, number of turns Nsp = 56.

In Fig. 85.1 we present the mesh of induction heating device.
The mesh for Finite Elements Method, of the study domain consist of triangles,

the maxim density correspond to the maximal interest’s area.

Fig. 85.4 Magnetic field
lines at the end of heating
process

Fig. 85.5 Temperature map
in piece at t = 0.2 s
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Fig. 85.6 Temperature map
in piece at t = 1.527 s

Fig. 85.7 Temperature map
in piece at t = 5 s
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Fig. 85.8 Temperature map
in piece at t = 9.99 s

Fig. 85.9 Temperature map
in piece at t = 20 s
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In Fig. 85.2 a is presented the border conditions for electromagnetic field
problem and in Fig. 85.2 b the border conditions for thermal field problem.

In Fig. 85.3 we have presented the magnetic field lines, at the start of induction
heating process and in Fig. 85.4 we have presented the magnetic field lines at the
end of induction heating process.

Temperature maps in piece for different times are presented in Figs. 85.5, 85.6
and 85.7, 85.8, 85.9, 85.10.

Fig. 85.10 Temperature map
in piece at t = 25.8 s

Fig. 85.11 Position of points
1 and 2 where we will make
the analysis of temperature
field
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In Figs. 85.11 and 85.12 we present temperature evolution in points:
1-(5 mm, 600 mm), 2-(35 mm, 600 mm) in pieces, where we will make the analysis
of temperature field.

The point 1 is situated in the middle on the piece and the point 2 is situated at
the surface of the piece.

85.4 Conclusions

In this paper we have presented some results of induction heating process of
cylindrical shapes pieces with constant step between two consecutive turns.

The development of FEM and of software programs for numerical simulation
are vey important tasks, since these make possible the simulation of inductor
behavior before the construction, and so we can obtain optimal solutions for the
studied applications.

This is an remarkable avantage for designers, because the designer work is done
now using computer simulation programs, reducing the costs and reducing the
time of comming out on the market for other new developments.

The simulation program can give a lot of information that are experimentaly
inaccesible. Another advantage is high precision numerical modeling, using a
performant software (Flux2D) in the evaluation stage.

Another conclusion is that at the end of heating process, the pieces are uni-
formly heated because the distance between two consecutive turns of inductor is
constant.

The disadvantage associated with this method consists in the fact that the
electromagnetic design problems are very demanding in terms of computing
resources, by requiring the resolution of a complex electromagnetic problem for
each evaluation.

Fig. 85.12 Curves that
presents the temperature
evolution in points 1 and 2
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Chapter 86
Satisficing-Based Approach to Resolve
Feature Interactions in Control Systems

Jan Corfixen Sørensen and Bo Nørregaard Jørgensen

Abstract To handle the complexity of modern control systems there is an urgent
need to develop features as independently developed units of extension. However,
when independently developed features are later composed they become coupled
through the shared environment resources. As a consequence, the system
requirements may no longer be entailed when independent features try to control
the same shared environment. Malfunctioning behavior as a consequence of
feature interference is know in the literature as the feature interaction problem.
This paper present an approach that uses designtime specification of independent
requirements, in combination with a runtime arbitrator that search for feature
interaction free programs which entail the system requirements. In case of
conflicting requirements that can’t be satisfied simultaneously, the mechanism
supports explanation of the interactions as a context sharing problem. We dem-
onstrate our approach in a real-life control system for industrial pot plant culti-
vation in greenhouses and show that solutions are found for compatible
requirements and that conflicts are identified and explained for incompatible
requirements.
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86.1 Introduction

Today, control systems are becoming more complex as a result of increasing
demand for more advanced functionality. To cope with this increasing complexity,
it is desirable that control systems are open to new extensions and can be
composed from independently developed features that are reusable in different
control environments. Composing control systems from independent features is
however fragile to feature interactions that emerge when features interact through
the systems environment in unexpected ways. Basically, independence of work
implies that features developed by different independent vendors may require
different conflicting requirements. If the span between requirements is narrow, it
may be doable to combine the corresponding features. However, if the span is
broad, the requirements are most likely conflicting, making their feature combi-
nation infeasible.

The prevailing implementation approach for control systems is to manually
combine the specifications of individual features into a centralized specification
governing the collective behavior of the whole control system. However this
approach requires profound domain knowledge in order to find the correct control
trade-offs for conflicting requirements. Hence, the correctness of the resulting
control system depends on the developer’s ability to identify all potential feature
interactions and make the right trade-offs in each case. Consequently, whenever a
new feature is added or an existing feature is modified, the developer has to
reconsider all possible feature interactions and their respective trade-offs. A task
which complexity increases exponentially as the number of features goes up.
Additionally, control systems are built and configured differently which may
require different variants of more features. When using a centralized specification
approach, it therefore becomes necessary to maintain multiple versions of the
central specification, each implementing a variant of the collected features.
Obviously, it would be preferable, if such variations could be handled in isolation
without the need of creating and maintaining several versions of the same central
specification. That is, the use of a centralized specification is undesirable as it
requires a global integrity check to verify that no feature interactions will emerge
as a result of adding new features or changing the control system configuration.

Instead of trying to combine individual features by merging their specifications,
we opt for a decentralized approach which keeps specifications of individual
features separate. In order to keep the specifications of individual features separate,
they have to be specified as independent units of composition that can be devel-
oped and deployed on the same system independently of each other. Systems
supporting this property is said to be independently extensible [1, 2]. However,
separation of specifications in independent units of composition does not by itself
solve the feature interaction problem, it merely transforms the problem of merging
the program-logic of individual features into the problem of coordinating their
respective effects on shared controlled environment.
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Generally, when combining independent units of composition they become
implicitly interrelated through sharing of resources in their environment, which is
recognized as a typically source for causing conflicts between requirements of
individual program features [3–5]. In control systems each feature has specific
requirements which may be compromised when combined with other features
sharing the same environment. Conflicts caused by interference of program logic
are generally referred to as the feature interaction problem [6]. Feature interactions
occur whenever the modification or addition of a system feature interferes with the
correctness of other system features. In the worse-case scenario such feature
interactions can compromise the correctness of the overall system behavior and
cause unexpected runtime faults that may lead to system failure. Hence, creation of
an independently extensible control system, in which dysfunction due to feature
interactions does not happen, requires an implementation approach that is capable
of coordinating the effects of independent developed features on shared controlled
environment in such a way that the requirements of all features are satisfied.

In this paper, we show: (1) How requirements R in natural language can be
described in separate independently developed feature specifications S, (2) How
feature interactions can be identified by analysing resource conflicts in the system
environment, and (3) How the control programs P can be automatically adapted
using a runtime arbitrator to avoid feature interactions when specifications S are
composed. To our knowledge, no approach exist that uses domain specific
requirement specifications S of the environment W in combination with an runtime
arbitrator to find a control program P that entails the specifications S.

The remainder of this paper is structured as follows. Section 86.2 describes
related work that perceives the feature interaction problem as a context sharing
problem. Section 86.3 describes to preliminaries to understand what is meant
about features and feature interactions. Section 86.4 introduces a real-life control
example for industrial pot plant cultivation in greenhouses. Section 86.5 presents
the different elements of our approach based on the running example. Last,
Sect. 86.6 presents a short discussion about the how approach could be improved.
Finally, we conclude our work in Sect. 86.7.

86.2 Related Work

Our work is inspired by [3–5, 7, 8] which differ from other prevalent approaches
by perceiving the feature interaction problem as a resource-sharing problem rather
than a feature-behavior problem. The idea behind the approaches is based on the
assumption that feature interactions emerge as a consequence of features sharing
resources. The argument for focusing on resources instead of feature behaviors is
that resources are simpler to model and analyse than the implicit semantics of
feature behaviors. To manage feature interactions, the approach requires specifi-
cation of the domain properties based solely on knowledge about the environment
resources.
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Jackson invented the Problem Frame Approach used to gather requirements and
creating specifications for computer software [9–12]. The philosophy behind the
approach is that all software development problems consist of a machine, a world
and requirements. The task of the developer is to construct a machine that interacts
with the world in such a way that the requirements are satisfied. An important
observation behind Jackson’s work is that the specification of the world is equally
as important as specifying the machine functionality. The concept of problem
frames is similar to the concept of design patterns in object oriented systems [13].
Problem frames capture recurring problem classes in the problem space while
design patterns capture recurring design idioms in the solution space.

Jackson’s approach suggests five artifacts for system development: domain
properties W that describe how the environment is expected to behave, require-
ments R that describe what the the system should do, specifications S that describe
how the system should behave to achieve the requirements, programs P that rely
on program abstractions C to satisfy the specifications. Finally, the approach
provides three set of diagrams to describe and categorize problems in the problem
space (1) The context diagram to depict the context of the problem, (2) The
problem diagram for describing the specific problems, and (3) The problem frame
diagram to categorise classes of problems in the problem space.

Armstrong et al. [3] elaborate on Jackson’s work and provide a definition of the
feature interaction problem as a context sharing problem. In particular, Armstrong
et al. argue that the feature interaction problem arises from sharing environment
resources, hence that features should be described in a notation that makes the
resource context explicit and separate of the requirements.

Godskesen [14] provides a formal framework that captures feature interactions
at three different levels: requirements level, specification level and implementation
level. It follows from the framework, that feature interactions may be inherited
from requirement level to specification level and from specification level to
implementation level and that interactions should be considered at the level they
belong to. The consequence of the directed inheritance of interactions, is that
interactions belonging to one level may be detected at subsequent levels but can
not be detected at levels preceding the one it belongs to. For that reason, Gods-
kesen propose a technique to test for absence of feature interactions at the
implementation level.

Bisbal and Cheng [4] contribute with a resource-oriented approach to detect and
handle feature interactions in component-based software at runtime. Their
requirement specification declares the resource goals of a feature. Furthermore, the
domain properties are described in terms of the environment resources and their
relationship with the components. Both the requirement and domain property
specifications are declared at design time and used by a runtime technique to
address feature interactions in resource-aware systems.

Liu and Meier [8] contribute with resource-aware contracts and address
resource-based feature interactions in dynamic adaptable systems. Resource-aware
contracts capture the resource usage patterns of features as well as the inherent
constraints of the resources. Feature interactions are detected as resource usage
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patterns (domain properties) that compromises the goals of the features or the
resource constraints. In contrast to the contracts suggested by Bisbal and Cheng,
resource-aware contracts support both fixed-capacity, varying-capacity, exclusive
and shared resources and can be applied at both component and component-
assembly level.

Zambrano et al. [7] focus on aspect interactions and use metadata annotations
to specify the resource requirements of each aspect. Zambrano et al. provide a
detection and a resolution strategy that can detect and avoid feature interaction in
resource-aware systems, without compromising obliviousness of the aspects. The
resource specification is declared as metadata on the aspects at design time in the
form of semantic annotations. The interactions between aspects are avoided at
runtime by a coordinator aspect. The coordinator aspect is augmented with a list of
user-defined conflict situations declared at design time as conflict rules. To avoid
interactions, the coordinator aspect can deactivate the conflicting aspects as
declared in the action part of the triggered conflict rule.

We provide a way to specify designtime specifications S of requirements, in the
control domain, which map to natural language requirements R. By using a simple
representation of the program P in the control domain, as a set of actuator set-
points, it allows us to implement an arbitrator that uses a genetic search algorithm
to find a set of set-point values which satisfy the specifications S. The idea of using
an arbitrator, is to avoid rewriting the program P each time the system’s
requirements and thereby its specifications changes. In case no solutions can be
found to resolve the feature interaction, the mentioned approaches do not support
that the user can redefine the requirements of the conflicting features to find
alternative solutions without rewriting the program P. Additionally, redefinition of
conflicting requirements to resolve feature interactions requires explanation of
what caused the feature interaction. To our knowledge none of the mentioned
approaches support such detailed explanation of the cause of feature interactions.

86.3 Preliminaries

The relationship between Jackson’s suggested artifacts are described using the
logical entailment operator ‘ as follows: ‘‘W ; S ‘ R’’ and ’’C;P ‘ S:’’ The first
entailment relation states that a feature satisfies its requirements R if its specifi-
cations S combined with domain properties W hold. Similarly, the second entail-
ment relation states that programs P relies on program abstractions C to entail the
specifications S.

We apply the problem frames approach to describe and reason about problems in
the control domain. Basically, the required behavior problem frame matches the
problems in the control domain where the environment W is to be controlled so that
it satisfies certain conditions specified in requirements R. The problem is to write a
specification S of a control computer that will impose that control. The requirements
are specified in terms of environment phenomena c (Fig. 86.1). In contrast, the
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specifications S only contain information about the shared specification phenomena
b at the interface between the computer and the environment. Programs on the other
hand, are specified solely in terms of program phenomena a. In our approach we
map the shared environment phenomena c to shared specification phenomena b and
to program phenomena a in a one to one relationship. That is, each environment
phenomena c is modelled in the specification and program either as sensor inputs or
actuator setpoints that logically represents a environment.

Based on Jackson’s suggested artifacts and entailment relations, we define what
is meant by feature and feature interaction in our approach.

Definition 1 (Feature) A feature is a set, f ¼ ðR; S;W ;P;CÞ; where R represents
the requirements in natural language at requirement level. S is the specification at
specification level, described in term of domain properties W, that together sat-
isfies the requirements R. P is then the program at implementation level that
satisfies the specification S based on the program phenomena C.

Godskesen showed that feature interactions emerging at requirement, specifi-
cation and implementation levels may be detected and handled at implementation
level due to inheritance of feature interactions from one level to subsequent levels.
Our approach avoids interactions by searching for a program P at implementation
level that satisfy the specifications S at specification level. Additionally, each
specification S maps to natural language requirements R in a one to one rela-
tionship supporting the traceability of interactions at different levels. We adopt the
definition of Feature interactions by Armstrong et. al but applied at the imple-
mentation level (Definition 2).

Definition 2 (Feature Interaction) If a program P1 satisfies a feature specification
S1 assuming program abstraction C1 (1), and a program P2 satisfies a feature
specification S2 assuming program abstraction C2 (2), then it is desirable that their
parallel composition satisfy the conjunction of S1 and S2 (3). Formally i.e.:

P1;C1 ‘ S1 ð86:1Þ

P2;C2 ‘ S2 ð86:2Þ

P1 k P2;Cs ‘ S1 ^ S2 ð86:3Þ

where Cs represents the shared program properties of C1;C2; k is the parallel
composition operator and ‘ is the satisfaction relation. Feature interaction occurs
when there are shared properties between C1 and C2 whose relationship is such
that 3 is not true. That is P1 k P2;Cs 0 S1 ^ S2

Control 
Computer

Controlled
Domain

Required 
Behaviour

RWS

b c
a

Fig. 86.1 Required behavior
problem frame
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86.4 Example

To explain how our approach works, we base this section on a climate control
system from industrial pot plant cultivation in greenhouses [15–17]. Requirements
R of the climate control system are represented in natural language and states what
the system is expected to do in the application domain. For example, consider the
following natural language requirements R of a ventilation feature Fvent and
photosynthesis optimization feature Fphoto:

Rvent Overheating the greenhouse has to be avoided by using windows for
ventilation such that the air temperature never exceeds a specified
maximum temperature threshold limit.

Rphoto The leaf temperature and indoor CO2 level has to be optimized with
respect to the actual light level in the greenhouse. The correlation between
light level, leaf temperature and CO2 level is described by a photosyn-
thesis model [18].

The problem structure of the ventilation feature can be categorized within
Jackson’s required behavior problem frame [9]. That is, the ventilation feature can
be described as a machine that sends ventilation air temperature setpoints (spec-
ification phenomena sventSP) to a windows actuator to keep the environment in an
acceptable state where the greenhouse is not overheated (required behavior).

The requirement Rvent is mapped to a specification Svent that is described in
terms of the windows domain. The specification Svent describes how the ventilation
feature has to behave in order to bring about the changes in the environment as
described in requirement Rvent; assuming the environment to be as specified by the
ventilation air temperature setpoint wvent and maximum temperature threshold
wmax (Fig. 86.2). For example, the specification Svent expresses the ventilation
feature should issue ventilation air temperature setpoints wvent that never exceeds a
specified maximum air temperature threshold wmax:

Similarly, the photosynthesis optimization feature can be expressed as a
required behavior problem frame (Fig. 86.3). The photosynthesis optimization
feature issues heating and CO2 setpoints (specification phenomena) to keep the
environment in a photosynthesis optimized state (required behavior) given the
current indoor light level. How the requirement Rphoto must be met is specified in
the specification Sphoto: The specification Sphoto specifies that the requirement Rphoto

is satisfied if the issued heating setpoint wtemp and CO2 setpoint wCO2 are close to
the photosynthesis optimal temperature and CO2 level calculated by a photosyn-
thesis model.

Ventilation 
Feature

Window
Actuator

Avoid Overheating
Requirement

RventSvent

r temp , rmaxwvent , wmax

WwinFig. 86.2 Problem structure
of ventilation feature Fvent
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When features are developed independently by third party vendors, they are
assumed to work in isolation. That is, the program Pvent of feature Fvent will satisfy
the specification Svent: Additionally, because specification Svent is mapped in a one
to one relationship with requirement Rvent the satisfaction of specification Svent will
result in satisfaction of requirement Rvent at requirement level. Expressed by
Jackson’s entailment relations, that is Pvent;Cvent ‘ Svent ! Svent;Wwin ‘ Rvent:
Similarly, the entailment relations Pphoto;Cphoto ‘ Sphoto !
Sphoto; fWlight;Wheat;WCO2g ‘ Rphoto are assumed to be satisfied when the photo-
synthesis optimization feature Fphoto is deployed in isolation. The program
abstractions Cvent and Cphoto represent sensor inputs (wmax; wlight) and actuator
setpoints (wvent; wheat and wCO2 ).

A context diagram that includes the environment phenomena can be used to
detect whether there is a shared context between features that may lead to inter-
actions. The context diagram of the composed features Fphoto and Fvent illustrates
that both the windows and CO2 actuators indirectly influence the indoor CO2 level
ECO2 (environment phenomena in grey boxes). Furthermore, both the windows and
heating actuators influence the indoor air temperature Etemp:

Both feature Fvent and Fphoto will work in isolation but when they are composed
together they will interact with each other through the same controlled environ-
ment as both features influence the indoor air temperature and CO2 level
(Fig. 86.4).

Photosynthesis
Feature

Heating
Actuator

CO2
Actuator

Light
Sensor

Photosynthesis
Optimization Req.

RphotoSphoto

wlight

wheat

wco2

r light

r temp

rco2

Wlight

Wheat

Wco2

Fig. 86.3 Problem structure of photosynthesis optimization feature Fphoto

Photosynthesis
Feature Heating

Actuator

CO2
Actuator

Light
Sensor

Ventilation 
Feature

Window
Actuator

CO2 level

Indoor Air 
Temp.

Indoor 
Light

Sphoto

Svent Wwin

Wheat

Wco2

Wlight

Etemp

Elight

Eco2

Fig. 86.4 Context diagram
illustrating feature
interactions as a consequence
of features sharing the same
controlled environment (grey
boxes)
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Photosynthesis optimization requires high air temperature and high CO2 level
and for that reason feature Fphoto will heat the air and dose CO2 at the same time.
The high air temperature caused by feature Fphoto will trigger the ventilation
feature Fvent to open the windows to avoid overheating the greenhouse. The result
of the interaction is that the dosed CO2 will be led out into the atmosphere and will
be wasted. A dramatic drop of CO2 level compromises specification Sphoto that
specifies an optimal CO2 level and as a consequence requirement Rphoto will no
longer be satisfied.

Another interaction occurs when ventilation temperature setpoint wvent exceeds
the heating temperature setpoint wheat causing the windows opened and closed
repeatedly in short intervals. The windows will open until the ventilation tem-
perature is achieved and the windows will close. Heating will cause the window to
open then the windows are closed. This loop where the windows open and close
several times in succession will continue infinitely leading to wasteful heating of
the greenhouse.

86.5 Approach

In this section, we describe how our approach avoids feature interactions described
in Sect. 86.4 by introducing an arbitrator that uses a genetic search algorithm to
search for programs that entails separate independently developed specifications.

First, we explain how specifications are expressed in our approach as accept or
satisfy methods. The specification Svent is described by an accept method that takes
a proposed program as an argument (Listing 86.1).The program argument contains
sensor inputs and actuator setpoints proposed by a genetic search algorithm. The
body of the accept method is specified by the developer and returns true if the
proposed program influences the environment according to the required behaviour
described in requirements. That is, the accept method represents hard constraints
that has to be satisfied to fulfil the requirements. In case of the feature Fvent the
accept method returns true if the ventilation air temperature setpoint wvent is below
the maximum air temperature threshold wmax:

The specification Sphoto is different from Svent as is specifies an optimization of the
environment. Optimizations are difficult to specify as constraints but can be
expressed in satisfy methods that return a satisfiability value of how well the
proposed program satisfied the optimization. A satisfy method represents a

1 p u b l i c boolean a c c e p t ( Program p ) {
2 re turn p . V e n t i l a t i o n A i r T e m p S e t p o i n t <= p .

IndoorTempMaximumInput ;
3 }

Listing 86.1 Specification Svent of ventilation feature
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specification of an optimization requirement. Listing 86.2 describe the specification
Sphoto as a satisfy method that returns a satisfiability value calculated as the differ-
ence between the heating temperature setpoint and photosynthesis optimal
temperature.

The returned satisfiability value has to be specified within the interval ½0; 1�
where zero represents the best satisfiability and one the worse satisfiability.

The feature interactions that emerge when the feature Fphoto and Fvent are
composed can be avoided by writing two additional specifications. One specifi-
cation Swheat avoids the wasteful heating interaction by specifying that a program
only is acceptable if the heating temperature setpoint is below the ventilation
temperature setpoint (Listing 86.3).

A second specification SwCO2 prevents the wasteful CO2 dosing interaction,
specifying that ventilation only should be allowed when the CO2 doser is not
dosing CO2 into the greenhouse (Listing 86.4).

It is the task of the arbitrator to find programs that entails the specifications
using a genetic search algorithm [19]. That is, programs that satisfies the entail-
ment P;C ‘ S: To find such programs, the arbitrator executes a genetic search
algorithm for every control cycle of the control system. A short summary of
genetic algorithm can be captured by following steps: (1) The genetic search
algorithm generates a random population set of candidate programs P, (2) The
satisfiability of each candidate program in the population P is evaluated against
each specification. The returned results of the method calls are used by the

4 p u b l i c double s a t i s f y ( Program p ) {
5 C e l s i u s photoOptTemp =
6 ca lcPhotoOpt imalTemp ( p . i n d o o r L i g h t I n p u t , p .

p h o t o O p t i m a l P c t I n p u t ) ;
7 re turn a b s D i f f e r e n c e ( photoOptTemp , p .

h e a t i n g S e t p o i n t ) ;
8 }

Listing 86.2 Specification Sphoto of photosynthesis optimization feature

9 p u b l i c boolean a c c e p t ( Program p ) {
10 re turn p . h e a t i n g S e t p o i n t < p .

v e n t i l a t i o n T e m p S e t p o i n t ;
11 }

Listing 86.3 Specification Swheat to avoid wasteful heating interaction

12 p u b l i c boolean a c c e p t ( Program p ) {
13 boolean d o s i n g = p . CO2Input < p . CO2Setpo in t ;
14 boolean v e n t i l a t i n g = p . v e n t i l a t i o n T e m p S e t p o i n t

< p . indoorTempInpu t ;
15 re turn d o s i n g ? ! v e n t i l a t i n g : t rue ;
16 }

Listing 86.4 Specification SwCO2 to avoid wasteful CO2 interaction
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arbitrator to calculate the fitness of each proposed candidate program as the sum of
satisfiability values. An accept count as a satisfiability value of one and a not
accept count as a value of one, (3) The genetic algorithm sorts the set of candidate
program according to best fitness. The worse half of the population set is then
replaced by programs that are either a product of crossover or mutation of ran-
domly selected candidate programs from the best half of the population, (4) Steps
2–3 is repeated over again til the process terminates after a given number of
iterations, and (5) The program with the best fitness is selected as the solution
program that is effectuated by the climate computer.

If the arbitrator cannot find a program that satisfies all specifications because of
conflicting requirements, it provides an explanation of the conflicts as a context
sharing problem.

86.6 Discussion

We have chosen to implement the arbitrator using a genetic algorithm, since
control programs consist of setpoints that can be manipulated by crossover and
mutation operators. In other domains it might be more difficult to apply the same
approach without reimplementing the algorithm for that specific domain. The final
argument for using a genetic algorithm is the fact that each specification will use
models described by non-linear fitness functions, e.g., models for weather forecast
ect. Genetic algorithms are known for their ability to handle such complex non-
linear fitness landscapes [20].

Needless to say, a genetic algorithm for our problem may be configured in
various ways. The current configuration of the algorithm is found by executing a
set of test cases confirming that solutions will be found within acceptable time.
That is not to say that there is no room for improvement. The performance of the
genetic algorithm could definitely be fine-tuned. For example, the parameters
could be dynamically adjusted during execution. Furthermore, the starting popu-
lation could be a set of historical best solutions instead of a random population.
Additionally, the algorithm could start out with big population and downsize it
dynamically after some generations.

Finally, the approach needs to be more thoroughly tested. It is obvious to
compare the approach with other proposed genetic algorithms to evaluate how well
the approach performs. An other aspect that should be evaluated, is how well the
approach supports explanation compared to other approaches.

86.7 Conclusion

This paper set out to show how requirements in natural language can be described
in independently developed feature specifications, how feature interactions can be
identified by analysing resources in the system environment and finally how the
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control programs can be automatically adapted using a runtime arbitrator to avoid
feature interactions when specifications are composed. Through Jackson’s
framework, we have found that feature interactions can be identified using context
diagrams that includes the physical phenomena present in the environment; e.g.,
air temperature, CO2 etc. Feature interactions emerge when independent feature
shares phenomena indirectly through the same controlled environment. Further-
more, we have showed by example, how requirements in natural language can be
mapped, in a one to one relationship, to accept and satisfy method specifications.
Finally, we have presented an arbitrator that uses a genetic algorithm to find
adapted programs that satisfies the accept and satisfy method specifications and
thereby the corresponding requirements. These findings are important contribu-
tions to support independent development of control systems as the feature
interaction problem is a hindrance to independent extensibility of such systems.
While we have specifically focused on the feature interaction problem in control
systems, the pervasiveness of the feature interaction problem implies that our
findings are likely to be of relevance to other system domains. In terms of future
research, we particularly suggest improvement of explanation of feature interac-
tions by analysing the resources in the system environment.
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Chapter 87
Properties Evaluation of an Approach
Based on Probability-Possibility
Transformation

M. Pota, M. Esposito and G. De Pietro

Abstract The recent research on classification problems, in fields where vague
concepts have to be considered, agree on the utility of fuzzy logic. An important
step of inference engines preparation is the definition of fuzzy sets. When prob-
ability distributions of concerned variables are known, they can be used to define
fuzzy sets, and different methods allow to perform this transformation. A method
recently proposed by authors is compared here with other existing methods, in
terms of assumptions and properties about the obtained fuzzy set, also considered
with respect to the probability distribution it was calculated from. The best existing
transformation in terms of compromise between consistency and specificity results
to be a particular case of the proposed transformation, which can therefore be
considered a more general method. Moreover, it enables, with a small loss of
consistency, to find more interpretable fuzzy sets, while the case of less specific
fuzzy sets is comprised and justified.
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87.1 Introduction

In many fields, decision-making represents a very challenging issue to be handled.
Classifying data in a finite number of conclusions is one of the main objectives of
the recent research efforts, especially in medicine, economy and automated pro-
cesses control. The classification of data is an operation which consists in deter-
mining the membership of a new data item to a specific class.

Data acquired from actual cases constitute experience which can be used to
classify new incoming cases: namely, domain knowledge has previously been
modeled using a set of data items, whose membership to a class is known. Data
can be used in knowledge-based Decision Support Systems (DSSs), where they are
typically modeled and processed by exploiting a rule representation formalism;
they can be also used in data-driven DSSs, where serve as training set for statistical
and machine learning models. Therefore, the application of computational intel-
ligence approaches represents a general strategy to reason and learn about
unknown relations, in presence of uncertainties and vagueness. A number of
applications of both knowledge-based and data-driven DSSs exists, consisting in
various modules of computational intelligence and hybrid combination of them.
Examples are artificial neural networks [1, 2], fuzzy logic and fuzzy clustering
[3, 4], hybrid combinations of artificial neural networks and fuzzy logic [5], and
genetic-fuzzy algorithms [6–8], which have been successfully proposed in the
literature. Furthermore, some authors have successfully investigated the applica-
tion of fuzzy clustering by means of statistical analysis [9–11]. All these pieces of
research agree on the utility of fuzzy logic [12] in the context of DSSs to manage
the uncertainty and vagueness that are typical, for example, in the clinical decision
processes.

The main strength point of fuzzy logic relies on the transparency and com-
prehensibility of its knowledge base. These properties are considered very
attractive, in order to allow the resulting rules and membership functions to be
studied and interpreted by a medical expert for being further improved or adapted
according to experimental data.

Fuzzy DSSs require the definition of fuzzy sets, which could be known a priori,
or roughly specified by decision tree algorithms [13]. Other approaches involve
statistical analysis and clustering of data [9–11]. Moreover, the membership
functions could be optimized in order to maximize the ‘‘goodness’’ of the DSSs
[13]. However, the optimization of fuzzy sets undoubtedly brings to various
problems, related to the prior definition of the sets’ shape, the risk of overfitting,
and/or the definition of sets whose linguistic label is not in agreement with actual
ranges. A different approach is then required to face these challenging open issues.

An appealing solution relies on the interpretation of input data by using
probability distributions or likelihood functions, in order to successively exploit
these kind of information to generate fuzzy sets. As a matter of fact, on the one
hand, statistical approaches for data clustering could be used to define probability
distributions or likelihood functions; on the other hand, especially in medical field,
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knowledge could be promptly acquired in the form of probability distributions or
likelihood functions. Moreover, since final users, like physicians in medical set-
tings, are used to think and work according to a statistical interpretation of
knowledge, the definition of fuzzy sets starting from statistical data is thought to be
able to significantly reduce the existing lack of familiarity, shown by physicians in
thinking in a fuzzy fashion, with respect to the classical statistical interpretation.

The problem to solve in this ambit, explained in more detail in the following, is
how, given a category‘F’ and a set X of x values for a random variable, a prob-
ability distribution of x (which is the function DðxÞ ¼ pðxjFÞ defined on X) can be
transformed into a fuzzy set F. The problem is well-known in literature [14], and
thus different methods could be applied to solve this issue. Usually, the probability
distribution is translated into a possibility distribution (the function P xjFð Þ defined
on X), where the difference between the two expressions reproduces the difference
between uncertainty and vagueness. The meaning of the membership function of
the resulting fuzzy set, which coincides with a possibility distribution, is called
‘‘random set view’’ [15], and can be described as follows: the membership grade
lF xð Þ is the degree of truth associated to the statement.

If the fuzzy set is F, then the variable value is x.

In this framework, possibility is considered to be an upper limit for the prob-
ability [14].

The problem of transforming a likelihood function (the function LðxÞ ¼ PðFjxÞ
defined on X) into a fuzzy set has been also treated in literature. One method
allows to obtain a fuzzy set [14]; the associated membership function, which could
coincide with the set of possibilities P Fjxð Þ, is intended according to the so-called
‘‘likelihood view’’, which is described as follows: the membership grade lF xð Þ is
the degree of truth associated to the statement.

If the variable value is x, then the fuzzy set is F.

This interpretation of a fuzzy set is typically used into fuzzy DSSs, where new
data are given in the form of numeric values and have to be translated into fuzzy
items.

The two probability-oriented views (upper probability and likelihood) of fuzzy
sets and possibility distributions are not antagonistic [14].

If a probability distribution is available, the construction of a fuzzy set has been
widely studied, and inherent literature will be detailed in the following. In par-
ticular, the method proposed by authors in [11] was considered here, in order to
assess if principles of probability-possibility transformations are satisfied. More-
over, a comparative study among existing methods, including the one proposed in
[11], is presented, by noticing which of different transformations satisfies different
properties, and by applying them to case-study probability distributions associated
with different types of probability density function (PDF).

The rest of the paper is organized as follows. Section 87.2 resumes the prop-
erties of probability-possibility transformations. In Sect. 87.3 the proposed
approach is reminded, while in Sect. 87.4 it is evaluated with reference to its
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properties and compared with existing methods, also by the comparative appli-
cation of methods to synthesized PDFs. Finally, Sect. 87.5 concludes the work.

87.2 Properties of Probability-Possibility Transformations

The transformations between functions describing probability and possibility have
been widely studied, starting from the birth of possibility theory developed by
Zadeh [16].

Several works start from a probability distribution DðxÞ ¼ pðxjFÞ, defined on X,
where x varies in a subset X of the universe of discourse U and ‘F’ is a specified
class of data. In the following, p xð Þ is written instead of p xjFð Þ since only one
class of data is considered at a time.

Most of the methods essentially transforms DðxÞ into a possibility distribution
p : X ! ½0; 1�, namely the fuzzy set F, which allows the measurement of the
possibility P Að Þ of any finite subset A of X. Distinct solutions have been found,
each of them based on a choice of some of the following assumptions:

(A) Normalization. The possibility distribution has to be normalized [17] to
ensure PðXÞ ¼ 1. Therefore:

9x 2 XjpðxÞ ¼ 1: ð87:1Þ

(B) Consistency. Probability-possibility consistency has to be held [16]. The
possibility measures can encode upper probabilities, therefore possibility degrees
cannot be less than degrees of probability:

8A;PðAÞ�PðAÞ: ð87:2Þ

A similar concept leads to consistency index maximization. Halfway grades of
consistency can be encoded by the consistency index:

c ¼
X

i

pðxiÞ � pðxiÞ ð87:3Þ

c ¼
Z

x2X

pðxÞ � PDFðxÞdx ð87:30Þ

(for discrete and continuous variables, respectively) which has to be maximized
[18]. Maximal consistency corresponds to c ¼ 1 and means

8xjpðxÞ[ 0; pðxÞ ¼ 1: ð87:4Þ

Consistency furnishes each possibility degree with a lower bound. Moreover,
maximizing the consistency index implies to maximize possibility degrees, thus
losing information. Conversely, following assumptions C, D and E tend to mini-
mize possibilities.
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(C) Specificity. In order to preserve as much information as possible, when the
transformation is performed, specificity has to be maximized. In other words,
cardinality

card ¼
X

i

pðxiÞ ð87:5Þ

card ¼
Z

x2X

pðxÞdx ð87:50Þ

(for discrete and continuous systems, respectively) has to be minimized [17].
(D) Uncertainty invariance. Another approach to the same concept of pre-

serving information [19, 20] implies that invariance has to be held between
uncertainties encoded by probability and possibility distributions, in other words
the entropy of probability distribution should equal the energy of the possibility
distribution:

HðpÞ ¼ EðpÞ: ð87:6Þ

This assumption is debatable, because is based on the prerequisite that possi-
bilistic and probabilistic information measures are commensurate.

(E) Equidistribution. Plausibility, as defined in evidence theory, can be
approximated by probability [21]:

PlðAÞ ffi PðAÞ ð87:7Þ

(F) Order preservation. Since the more probable one event is, the more
possible it should be as well, preference has to be preserved [17]:

pðxiÞ[ pðxjÞ�pðxiÞ[ pðxjÞ: ð87:8Þ

One could refer to weak order-preservation if only p order implies p order.
(G) Scaling. A scaling assumption [18, 22, 23] forces each possibility value

p(xi) to be a function of only the probability p(xi) of the same event:

pðxÞ ¼ f pðxÞð Þ: ð87:9Þ

The function f can be ratio-scale, Log-interval scale, etc. However, such
assumption can lead to not consistent transformations [24].

87.3 The Proposed Approach

The idea the proposed method is based on, is that the statistical test of hypothesis
can be considered as an opinion, just like the answer given by somebody to the
question
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Is H0 true?,

where H0 is called null hypothesis.
Suppose F is a fuzzy set defined on a subset of X; furthermore, suppose that the

probability distribution D(x), associated to x values for which the statement ‘‘x is
F’’ is true, is known. Now, take a x value and formulate the null hypothesis

H0 :‘‘x is F’’,
which is equivalent to the hypothesis
H0 : ‘‘x is an occurrence of a random variable whose probability distribution

is D’’.
The hypothesis test is thus performed in order to decide if the last statement

could be judged true. If the test is applied to a certain probability distribution and
repeated a number of times, a polling is simulated. Clearly, the test should not be
repeated ever identically, but different perceptions should be randomly simulated.
Different perceptions are assumed to be related to different significance levels a
used to perform the hypothesis test (significance levels correspond to the proba-
bility of rejecting the null hypothesis when it is true). Therefore, to simulate a
polling, the test has to be repeated with different a values, to be chosen randomly,
according to a certain probability distribution A. The type of distribution for a is
unknown and may be considered a degree of freedom associated with the method.
The probability distribution A is normalized between two limiting values amin

(C 0) and amax (B 1):
Z amax

amin

PDFAðaÞda ¼ 1

8a 62 ½amin; amax�;PDFAðaÞ ¼ 0

8
><

>:
ð87:10Þ

The type of distribution and boundaries may be chosen in order to let the
resulting fuzzy set have desired properties, as trapezoidal-like shape, triangular-
like shape, little overlapping between different fuzzy sets and so on. The knowl-
edge (or ignorance) about the alternatives to the null hypothesis, induces to per-
form, in different cases depending on H1, a one-tailed (on left or right side) or two-
tailed test. For each x value, the test is performed by computing the p value
associated to x once distribution D is assumed:

p� value xð Þ ¼
X

x� x

pðxÞZ ð87:11Þ

p� value xð Þ ¼
ZsupðXÞ

x

PDFDðxÞdx ð87:110Þ

on the right side, or

p� value xð Þ ¼
X

x� x

pðxÞ ð87:12Þ
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p� value xð Þ ¼
Z x

infðXÞ
PDFDðxÞdx ð87:12Þ

on the left side, where (87.11) and (87.12) refer to a discrete distribution, whereas
in (87.110) and (87.120) PDFD stands for probability density function of the con-
tinuous distribution D.

Then, p value is compared to a value; if

p� valueðxÞ[ a
t
; ð87:13Þ

where t ¼ 1 for one-tailed tests and t ¼ 2 for two-tailed tests, then a ‘‘positive
answer’’ is given. Note that ‘‘positive answer’’ is intended to mean ‘‘H0 is
possible’’.

This gives an answer to the starting question, and can be encoded as follows:

pðH0Þðx; aÞ ¼
1 if p� value xð Þ[ a

t

h i

0 if p� value xð Þ� a
t

h i

8
<

: ð87:14Þ

where p( H0) is the perception-based possibility of H0, namely p (F|x), depending
on x and a. Crisp values are produced because only one perception is involved.

The test is repeated for the entire a range, and the probabilities of a values,
which give positive answer to the test, are summed up:

lFðxÞ ¼
Z amax

amin

pðH0Þðx; aÞ � PDFAðaÞda ð87:15Þ

The repetition of the test for the same value x is actually a polling, thus, in eq.
(87.15), the membership grade lF(x) of the fuzzy set F is computed according to
[15].

The membership function of fuzzy set F is thus obtained by considering the set
of lF(x) membership grades for all of x values.

87.4 Comparison of Transformations Based on Properties
Evaluation

The most notorious transformations could be summarized by respective formulas,
given below. Discrete probability distributions are indexed in such a way that

p x1ð Þ� p x2ð Þ� . . .� p xnð Þ: ð87:16Þ
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Modal value of continuous distributions is indicated by xm, median by xme.

1.

pðxiÞ ¼
Xn

k¼1

min pðxiÞ; pðxkÞ½ �: ð87:17Þ

p xð Þ ¼
Z

x2X

min PDFðxÞ;PDF xð Þ½ �dx ð87:170Þ

This was firstly proposed by Dubois and Prade [18], is invertible and is based on
normalization A), consistency B) and order preservation F). It does not meet
maximum specificity. Equivalent results were achieved by Yager and Kreinovich
[19], who found a transformation based on uncertainty invariance D), and by
Yamada [25], who based his results on evidence theory assumption E).

2.

pðxiÞ ¼
Xn

k¼i

pðxkÞ; ð87:18Þ

p xð Þ ¼
Z

xjPDFðxÞ�PDF xð Þ

PDFðxÞdx ð87:180Þ

This was developed by Dubois et al. [17], and is based on normalization A),
consistency B), order preservation F), and additionally on maximum specificity,
C).

3.

p xið Þ ¼
p xið Þ
p x1ð Þ

� �a

; ð87:19Þ

p xð Þ ¼ PDF xð Þ
PDF xmð Þ

� �a

: ð87:190Þ

This was proposed by Klir [22] and is based on uncertainty invariance D) and
scaling assumption G). The exponent depends on the distribution and can be
computed by imposing condition D).
Of course, (87.17), (87.18) and (87.19) refer to discrete probability distributions,
while (87.170), (87.180) and (87.190) to continuous case.

4. Some works start from a probability distribution to reach a fuzzy set by sta-
tistical methods. Some of them use particular assumptions [9, 10], while a
method was given in our previous work [11], where a generalization of these
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existing methods is formulated, and theoretical support is proposed so as to
justify these kinds of transformation. Here, the properties of the proposed
method are evaluated.

Since amax� 1 and the probability distribution D is normalized (therefore, p-
values range from 0 to 1), then there exist at least one x value such that

p� valueðxÞ� amax: ð87:20Þ

Therefore, the hypothesis test at that (or those) point(s) gives positive answers
for all the a values, whose sum of probabilities equals 1; therefore,

lFðxÞ 2 ½0; 1�; ð87:21Þ

namely the resulting fuzzy set is normal (property A) is satisfied). If a continuous
PDF is concerned, the limiting value of amax = 1 gives a normal fuzzy set, as well.

Now, the condensed formula is given to calculate lF(x) through the proposed
algorithm applied on both sides (by two tails hypothesis test):

l xð Þ ¼
Z

min
R

xj
R x

xme
PDFDðxÞdx

���
����
R x

xme
PDFDðxÞdx

���
���

PDFDðxÞdx;amax

8
>>><

>>>:

9
>>>=

>>>;

amin

PDFAðaÞda ð87:22Þ

If a uniform distribution is chosen for a, it becomes:

l xð Þ ¼

min
R

xj
R x

xme PDFDðxÞdx

���
����
R x

xme PDFDðxÞdx

���
���

PDFDðxÞdx; amax

8
>>><

>>>:

9
>>>=

>>>;
� amin

amax � amin

ð87:23Þ

and if amin ¼ 0 and amax ¼ 1:

l xð Þ ¼
Z

xj
R x

xme PDFDðxÞdx

���
����
R x

xme PDFDðxÞdx

���
���

PDFDðxÞdx: ð87:24Þ

In this case, if applied to unimodal, symmetric and non-constant probability
distributions, this method gives the same result of method 2). Therefore, the
transformation satisfies consistency and order preservation, and the resulting fuzzy
set is the most specific. Hence, properties A, B, C and F are satisfied.

If amin is greater than 0, the result is lower than that in transformation 2), which
is the maximally specific, thus giving a transformation which does not fully satisfy
consistency B. However, if amin is little, the difference between the two calculated
fuzzy sets is very little (less than amin), while a great improvement is given to the
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simplicity of the system, because the new fuzzy set has bounded support.
At the same time, conditions of normality A, maximal specificity C and order
preservation F are still satisfied.

Fig. 87.1 Three Probability
Density Functions:
a Standard Gaussian, b v2

distribution with 3 degrees of
freedom, c Convolution of
two Gaussians N [0, 1] and N
[3, 0.5]. Four transformations
are applied to construct fuzzy
sets: Fuzzy set 1 (in green)
uses method proposed by
Dubois and Prade [18], Yager
and Kreinovich [19] and
Yamada [25]; Fuzzy set 2 (in
blue) uses method by Dubois
et al. [17]; Fuzzy set 3 (in
yellow) uses method by Klir
[20]; Fuzzy set 4 (in red) uses
the method proposed by
authors [11], with a
uniformly distributed
between 0.01 and 1
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In Fig. 87.1, the three transformations (87.170), (87.180) and (87.190), and the
transformation (87.23) were applied to three case-study probability distributions.
Resulting fuzzy sets were denoted by numbers corresponding to the numbers
associated in this section to the respective methods.

In Fig. 87.1a, the probability distribution is associated with a Standard
Gaussian PDFD (xm ¼ 0;r ¼ 1). The resulting fuzzy sets are shown to be normal,
with order ever preserved. Moreover, all fuzzy sets seem to be consistent with
probabilities; finally, fuzzy sets 2 and 4 seem absolutely identical, both reaching
maximal specificity. Here, for the proposed transformation, a value was chosen of
amin ¼ 0:01. Therefore, the difference between the two fuzzy sets is ever smaller
than 0.01, which is irrelevant for practical scopes. On the other hand, the support
of fuzzy set 4 is bounded, while fuzzy set 2 is unbounded, which let fuzzy set 4 be
more suitable to be used for DSSs calculations, because it is more interpretable and
does not need to be truncated at arbitrary points.

If amax is lower than 1, a trapezoidal shape fuzzy set is obtained by this method,
which is no more maximally specific.

In case a is supposed to be not uniformly distributed, increasing PDFs bring to
not consistent transformations, while decreasing functions for a distribution bring
to not maximally specific fuzzy sets.

If a probability distribution (of x) with constant values is concerned, this
method furnishes one of the most specific fuzzy sets, which can be chosen by
ordering in eq. (87.16) equiprobable events in different manners [17]. In particular,
it is the one which assigns the greater possibility to events closer to the median
with respect to the other equiprobable events. Also in this case, properties A, B, C
and F are satisfied.

If the distribution is not symmetric, the shape of fuzzy set obtained by this
method is slightly different from that of method (2). In particular, the maximum
possibility is reached in correspondence of median value, while with all other
methods the maximum is in correspondence of modal value. Moreover, the pre-
sented method gives the same possibility to events which are equally ‘‘far from the
distribution’’, not to equiprobable events. Therefore, in some regions the fuzzy set
is not maximally specific, while in other regions the transformation results not
consistent.

In Fig. 87.1b, all transformations were applied to a v2-distributed (with 3
degrees of freedom) random variable. Here it is shown that if a not symmetric
distribution is involved, method (4) gives a fuzzy set quantitatively different from
others. Transformation (2) gives (ever) the most specific fuzzy set.

If a distribution with more than one mode is considered, this algorithm gives a
fuzzy set qualitatively different from the others. The method assigns a greater
possibility to x values which are closer to the median, even if they are less
probable. The transformation satisfies this principle rather than preference pres-
ervation (F). Also maximal specificity (C) is not reached in this case, while nor-
mality (A) remains satisfied, and consistency is the same of other cases.

In Fig. 87.1c, the application of the methods to a PDF obtained by convolution
of two Gaussian functions is shown. Again, all fuzzy sets are normal, fuzzy sets
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(1, 2 and 3) are consistent and order-preserving, fuzzy set (2) is maximally spe-
cific. Fuzzy set 4 does not even show the double modes trend. The membership
function is forced to be unimodal, and consequently more decipherable fuzzy sets
are constructed.

87.5 Conclusions and Future Work

In this work, different methods used to transform probability distributions into
fuzzy sets are evaluated. In particular, a recent method proposed by the authors is
compared to the others.

Its application on symmetric unimodal distributions discloses the helpfulness of
the proposed method, because, if the right choice of its parameters is done,
obtained fuzzy sets are normal, consistent, order preserving and maximally
specific. Moreover, little regulation of parameters allows to obtain fuzzy sets with
bounded support, even if they are calculated from a random variable with
unbounded probability distribution. This peculiarity is not reached by other
methods, and is particularly attractive, because bounded fuzzy sets do not need
arbitrary cut-offs, and result much more understandable to the final user.

Nevertheless, the application of the method on asymmetric and multimodal
distributions reveals its different nature, since the maximum membership grade of
the obtained fuzzy sets corresponds to the median, while other methods maximize
membership in correspondence of modal values. On the other hand, the mem-
bership function is forced to be unimodal, and this characteristic provides the users
with much more decipherable fuzzy sets.

Applicability of different methods on real data sets should be assessed in future,
because if more than one class is involved, the construction of fuzzy sets should
take it into account, and the usefulness of different methods can be measured by
considering classification rates of respective DSSs.
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Chapter 88
Functional Verification of Class Invariants
in CleanJava

Carmen Avila and Yoonsik Cheon

Abstract In Cleanroom-style functional program verification, a program is
viewed as a mathematical function from one program state to another, and the
program is verified by comparing two functions, the implemented and the expected
behaviors. The technique requires a minimal mathematical background and sup-
ports forward reasoning, but it does not support assertions such as class invariants.
However, class invariants are not only a practical programming tool but also play a
key role in the correctness proof of a program by specifying conditions and
constraints that an object has to satisfy and thus defining valid states of the object.
We suggest a way to integrate the notion of class invariants in functional program
verification by using CleanJava as a specification notation and a verification
framework as well; CleanJava is a formal annotation language for Java to support
Cleanroom-style functional program verification. We propose a small extension to
CleanJava to specify class invariants and to its proof logic to verify the class
invariants. Our extension closely reflects the way programmers specify and reason
about the correctness of a program informally. It allows one to use class invariants
in the framework of Cleanroom-style functional specification and verification.
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88.1 Introduction

An assertion is a predicate or boolean expression, placed in a program, that should
be always true at that place [1]. Assertions such as class invariants and operation
pre- and post-conditions became popular as a practical programming tool for
verifying, testing and debugging programs [2]. If an assertion evaluates to false at
runtime, it indicates that there is an error in the code for that particular execution,
thus an assertion can be used for runtime verification of code and for narrowing
down a problematic part of the code. Assertions also play a key role in verifying
statically the correctness of a program [3]. A class invariant, for example, specifies
a condition that all objects of a class must satisfy while they can be observable by
clients. It defines valid states of an object and ensures that an object remains in a
consistent state. It must be proved that all methods of the class preserve the class
invariant.

A functional program verification technique such as Cleanroom [4] views a
program as a mathematical function from one program state to another and proves
its correctness by essentially comparing two functions, the function computed by
the program and its specification [5]. Since the technique uses equational rea-
soning based on sets and functions, it requires a minimal mathematical back-
ground. Unlike Hoare logic [1], it also supports forward reasoning and thus reflects
the way programmers reason about the correctness of a program informally. There
is a formal notation to support Cleanroom-style functional program verification.
CleanJava is such a formal annotation language for the Java programming lan-
guage [6]. In CleanJava, a specification function is written using a subset of Java
expressions enriched with CleanJava-specific extensions, and every section of Java
code is annotated with its expected behavior for formal verification of the cor-
rectness of the code (see Sect. 88.2).

One problem of a functional program verification technique, however, is that it
does not work well with assertions, especially with class invariants. In fact,
CleanJava does not provide any built-in language construct to express class
invariants. This poses a serious problem both in writing a specification and using it
for a correctness proof. In CleanJava, for example, the behavior of a method is
specified as a mathematical function, and thus a class invariant must be expressed
in a functional form and merged to the specification of each method of the class.
The resulting specifications become less readable, reusable, and maintainable, and
the correctness verification is not modular in that it cannot be decomposed into
those of an invariant property and a method-specific property.

In this paper we propose a way to integrate the notion of class invariants in the
functional program verification by using CleanJava as a platform for our study. We
suggest two approaches: an invariant function and an invariant clause. In the first
approach, a user-defined function is introduced to test a class invariant. This
invariant function is referred to in the specification of each method of a class. The
second approach supports an invariant as a built-in language feature by extending
CleanJava and its proof logic. It adds a special clause to express an invariant of a
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class and extends the proof logic to ensure that the specified invariant be estab-
lished by constructors and preserved by all methods of the class. Although this
approach requires a language extension, it provides a better solution by cleanly
separating the specification and verification of an invariant from those of methods.

Since invariants are a well-known concept, it is not surprising to find existing
work on using invariants in a Cleanroom-style verification [5]. However, the
topic’s treatment is shallow in an informal setting without giving a systematic way
of translating an invariant or a formal treatment of its proof rules.

The main contribution of our work is that it enables one to use class invariants
in the framework of a Cleanroom-style functional specification and verification
technique and thus makes the technique more closely resemble the way pro-
grammers specify and reason about the correctness of a program informally. We
expect this to have a positive effect on teaching and practicing the functional
program verification.

The rest of this paper is structured as follows. In Sect. 88.2 we give a quick
overview of CleanJava and functional program verification. In Sect. 88.3 we
illustrate the problem of the functional verification not supporting class invariants.
In Sect. 88.4 we describe our two approaches for integrating the notion of
invariants in a functional verification technique, followed by a comparison of these
approaches. In Sect. 88.5 we provide a concluding remark along with future work.

88.2 Background: CleanJava

CleanJava is a formal annotation language for the Java programming language to
support a Cleanroom-style functional program verification [6]. In the functional
program verification, a program is viewed as a mathematical function from one
program state to another. In essence, functional verification involves calculating
the function computed by code, called a code function, and comparing it with the
intention of the code written as a function, called an intended function [5].
CleanJava provides a notation for writing intended functions. A concurrent
assignment notation, ½x1; x2; . . .; xn :¼ e1; e2; . . .; en�, is used to express these
functions by only stating changes that happen. It states that xi’s new value is ei,
evaluated concurrently in the initial state—the state just before executing the code;
the value of a state variable that does not appear in the left-hand side remains the
same. For example, ½x; y :¼ y; x� is a function that swaps two variables x and y.

Figure 88.1 shows sample Java code annotated with intended functions written
in CleanJava. It describes an AddressBook class containing a collection of con-
tacts. A CleanJava annotation is written in a special kind of comments either
preceded by //@ or enclosed in /*@ ... @*/, and an intended function is written
in the Java expression syntax with a few CleanJava-specific extensions. The first
annotation states that the constructor initializes the db field to a new empty list.
The intended function of the hasContact method is interesting. It specifies a
partial function defined only when the argument (n) is not null; as shown, a
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concurrent assignment may have an optional condition or guard followed by an
arrow (-[) symbol. The function states that, given a non-null name (n), the
method tests if there is a contact with the given name in db. The pseudo variable
result denotes the return value of a method, and exists is a CleanJava
iteration operator that tests if a collection contains at least one element that
satisfies a given condition. The body of the method is also interesting. Each section
of code is documented with its intended function. In the function f2, the keyword
anything indicates that we do not care about the final value of the loop variable i,
and a where clause introduces local definitions such as that of b.

It would be instructive to sketch a correctness proof of the hasContact
method, which involves the following.

• Proof that the composition of functions f1, f2, and f3 is correct with respect to
ðYÞ; or a refinement of, f0, i.e., f1; f2; f3Y f0, where ; denotes a functional
composition.

• Proof that f1, f2, and f3 are correctly refined.

In the functional verification, a proof is often trivial or straightforward because
a code function can be easily calculated and directly compared with an intended
function; e.g., f1 and f3 are both code and intended functions. However, one also
need to use different techniques such as a case analysis and an induction based on

Fig. 88.1 Sample CleanJava code
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the structure of the code as in the proof of f2 [6]. Below we discharge the first proof
obligation, where bi is db:subListði; db:sizeðÞÞ ! existsðgetNameðÞ:equalsðnÞÞ and
? is short for anything.

f1; f2; f3 � ½r; i :¼ false; 0�; ½r; i :¼ rjjbi; ?�; ½result :¼ r�;
� ½r; i :¼ b0; ?�; ½result :¼ r�;
� ½r; i; result :¼ b0; ?; b0�
Y ½result :¼ b0�
� f0

88.3 The Problem

A functional program verification technique is fundamentally different from an
assertion-based technique such as Hoare logic [1]. It is direct and constructive in
that for each state variable such as a program variable one must state its final value
explicitly. On the other hand, an assertion-based technique is indirect and con-
straint-based in that one specifies the condition that the final state has to satisfy by
stating a relationship among state variables. The final value of a state variable is
not defined directly but instead is constrained and given indirectly by the specified
condition.

Because of this fundamental difference, a functional verification technique does
not work very well with assertions such as class invariants. In fact, CleanJava does
not provide a built-in language construct for specifying class invariants. This is a
serious concern in practice because class invariants are a popular programming
idiom and cannot be directly expressed in CleanJava. To illustrate this problem,
let’s consider the AddressBook class from the previous section. One possible class
invariant for this class would be db ! = null && db ? isUnique(getName()),
stating the non-nullness of the db field and the uniqueness of contact names; the
isUnique operator is a CleanJava iterator asserting the uniqueness of given
values. How to express this invariant in CleanJava? An invariant must be merged
to, and expressed in, the intended function of each operation of the class to ensure
its establishment by a constructor and its preservation by each method, as shown
below.
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Note that the constructor’s intended function remains the same. This is because
the new value for db, an empty list, obviously implies the invariant. For the
hasContact method, the invariant becomes the optional condition part of the
concurrent assignment and the rest are unchanged. This is because a method
assumes an invariant, and this particular method does not change any state vari-
able, meaning that the invariant is trivially preserved. For a mutation method, say
addContact, the invariant must become the condition of its intended function
and be implied by new values of state variables.

There are several shortcomings in the above approach of not explicitly stating a
class invariant and scattering it all over method specifications. There are problems
of specification readability, reusability, and maintainability. The specifications of
an invariant property and the behavior of a method are tangled, and an invariant
specification is duplicated in almost every method specification. The approach also
makes a correctness verification hard and non-modular in that the verification of an
invariant property and that of a method-specific property cannot be performed
separately, as the specifications of these two properties are tangled and are not
distinguished.

88.4 Our Approach

In this section we describe our approaches for supporting invariants. We propose
two approaches: an invariant function and an invariant clause. The first approach
allows one to systematically translate an invariant to CleanJava annotations
without requiring an extension to CleanJava or its proof logic. On the other hand,
the second approach does require an extension to both the notation and the proof
logic of CleanJava, but it cleanly separate the specification and verification of class
invariants from those of methods.
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88.4.1 An Invariant Function

This approach is to express an invariant in the intended function of each method.
An invariant becomes part of the intended function of a method and is verified
along with the intended function. This approach is similar to the view that an
invariant is conjoined to pre- and post-conditions of an operation. To eliminate a
duplication of an invariant expression in multiple intended functions, we introduce
a user-defined function that tests an invariant. This function is called an invariant
function and is responsible for testing all the invariants of a class.

Suppose we have an invariant I written in terms of a state variable, say x, and a
method with an intended function ½P! y :¼ E�, where the type of y is T. Then,
our approach produces the following user-defined function and intended functions.

The first annotation introduces a user-defined function named inv that tests the
invariant of a class. The state variables appearing in the invariant become the
arguments of the invariant function so that the invariant can be tested in both the
initial and the final states. The next two annotations show translated intended
functions. Depending on whether a state variable appearing in the invariant is
changed or not, either intended functions f1 or f2 is used. If x and y are different
state variables—i.e., the state variable appearing in the invariant is not changed,
the first one (f1) is used; otherwise, the second one (f2) is used. As expected, the
invariant constrains the condition (P) and the final values of state variables (E).
The CleanJava operator findAny denotes an arbitrary value that satisfies a given
condition. In f2, the argument to the second inv call is z—the final value of y—
because the expressions in concurrent assignments are evaluated in the initial state
and the inv call is to check the invariant in the final state.

Let’s apply this approach to our AddressBook class. The revised intended
functions are shown below.
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An invariant function is defined in the first annotation. In CleanJava, one does
not have to declare the signature of a user defined function; it is inferred [6].
The constructor’s intended function was translated using the f2 pattern. However,
since a constructor does not assume an invariant in the initial state, the invariant
function does not appear in the optional condition part of the concurrent assign-
ment. The intended function of the hasContact method is translated using the f1

pattern.

88.4.2 An Invariant Clause

This approach is to support the notion of invariants as a built-in language feature
of CleanJava. For this, we propose to introduce a new CleanJava language con-
struct called an invariant clause. An invariant clause can appear only in the
member declaration level and specifies the invariant of a class. It must be estab-
lished by all constructors and preserved by all methods of the class. For example,
shown below is the AddressBook class annotated using an invariant clause. Note
that the intended functions of the constructor and the method are unchanged.

A natural next question is how to verify a class invariant specified using an
invariant clause. We extend the proof rules of CleanJava to support the invariant
clause. Consider a class with an invariant I specified using an invariant clause. For
a constructor C with an intended function f in the form of ½P! x :¼ E�, we have
the following extended proof obligations.

(1) C is correct with respect to f, i.e., C Y f .
(2) C establishes I. For this, one needs to prove:

(a) P) I if I is not written in terms of x, or
(b) P) I½E=x� otherwise, where I½E=x� means I with every free occurrence of

x replaced with E.

For a method M with an intended function f in the form of ½P! x :¼ E�,
we have the following extended proof obligations.
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(1) M is correct with respect to f provided that I holds in the initial state,
i.e., MY½P && I ! x :¼ E�.

(2) M preserves I. For this, one needs to prove:

(a) I ^ P) I if I is not written in terms of x, or
(b) I ^ P) I½E=x� otherwise, where I½E=x� means I with every free occur-

rence of x replaced with E.

As an example, let’s prove the invariant of the AddressBook class. For
the constructor, we need to discharge the proof obligation 2.b: P) I½E=x� because
the constructor changes the state variable db appearing in the invariant. Note that
the constructor does not have an optional condition (P), leaving as a proof
obligation I½E=x�; db! ¼ null && db! isUniqueðgetNameðÞÞ where db is
new ArrayList\Contact [ . The proof is straightforward because a new empty
list is not null and contains no contact. For the hasContact method, we have to
discharge the proof obligation 2.a: I ^ P) I, as it does not change any state
variable. However, there is nothing to prove; it’s a tautology.

88.4.3 Comparison

The invariant function approach allows one to systematically translate class
invariants to intended functions. Since invariants are factored out to user-defined
functions, they are not duplicated in intended functions. The strength of this
approach is that it does not require a language extension or the proof rules.
However, it does not completely address the original problems of readability,
reusability, maintainability, and verifiability. For example, specifications are still
tangled and scattered, and the use of findAny operator in an intended function
makes a specification complicate and hard to read and understand.

An invariant clause addresses all the aforementioned problems by cleanly
separating an invariant specification from method specifications. It supports a
separation of concerns in a verification; an invariant verification and a method
verification can now be performed separately and in a modular way. Another
strength of this approach is that it can also support the inheritance of an invariant
by making a subclass to inherit the invariants of its superclasses. However, the
approach requires an extension to both the language and its proof rules.

88.5 Conclusion

We suggested two approaches for supporting class invariants in Cleanroom-style
functional program verification. The first approach systematically translates class
invariants to intended functions by factoring them out. It does not require a
notational or proof logic extension but is subject to the problems of readability,
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reusability, maintainability, and verifiability. The second approach supports class
invariants as a built-in language concept. For this, we introduced a new language
construct, called an invariant clause, and defined its meanings in terms of proof
rules. This approach addresses all the aforementioned problems associated with the
first approach and closely reflects the way programmers specify and reason about
the correctness of a program informally. In our study, we assumed that state
variables are independent without aliasing and one state variable is not contained
or owned by another. A related question is the granularity of frame axioms that
assert which objects—the whole or part?—are allowed to be changed. These are
future research problems.
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Chapter 89
Normalization Rules of the
Object-Oriented Data Model

Vojtěch Merunka and Jakub Tůma

Abstract There are only very few approaches to normalizing object-oriented data.
Approach to object-oriented database is called class normalization. In this paper we
present an approach to normalization of the object-oriented conceptual model based
on UML class diagrams. First part of the paper describes the current status in the area
of formal methods used for object-oriented data modeling. Second part presents four
normalization rules, which are based on own experience and modified Ambler-Beck
approach. These normalization rules are introduced on an example. Our method has
been used in education at several universities. It has been and is also used for database
design in software development projects, which we carried out. Recently, develop-
ment of the CASE tool based on this approach has been started.

89.1 Introduction

Nowadays many various kinds of object-oriented software applications are used
practically. We have the long-term experience with Gemstone database and
Smalltalk programming, for example. Although there already are many theoretical
works individually demonstrating suitability of non-relational object-oriented data
model, only the procedures based on experience with imperative object-oriented
programming languages are used in the area of analysis and design of data structures.
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However some techniques like behavioral design patterns or object library compo-
nents, which are optimal for algorithms in software application, can fundamentally
complicate their effective database processing. Design patterns are used by pro-
grammers to improve quality of applications. For example behavioral patterns like
decorator are not properly to be used with object-oriented database. As a conse-
quence of this situation, we can see wrong usage of relationships and hierarchies
among objects, breakneck tricks in code, etc. The problem of these applications is not
that they do not work. Unfortunately really monstrous constructions work thanks to
modern components and development systems and this is why the discussion with
designers about the need to rebuild their software is very hard.

Moreover, relational design techniques as normalization, decomposition and
synthesis cannot be easily used in object-oriented data structures. This is why various
proposals of object-specific normalization techniques appeared in the world of
software developer’s community. Unfortunately no generally accepted and widely
used technique or method for object-oriented data design has been introduced so far.
Our solution to this problem is adapting the Ambler-Beck approach. It has been
developed as a part of agile programming techniques. Our contribution is in modi-
fication of this approach towards specific data structures in object-oriented models.

Therefore we decided to discuss the formal techniques of object-oriented design.
A data structure is the fundament of almost all software applications and object
technology becomes the mainstream. In addition, many myths exist in the commu-
nity of object-oriented software vendors and developers. For example very popular is
the myth about no need for any normalization, about easiness of programming etc.

89.2 The Issue of Different Software Technologies

89.2.1 MDA

MDA is an abbreviation for Model Driven Architecture. MDA defines an approach
that separates a specification of business system description (CIM—Computation
Independent Model) from its computer implementation specification (PIM—
Platform Independent Model); and this computer specification from the final
solution on a concrete technological platform (PSM—Platform Specific Model).
Each specification represents an individual viewpoint of the same problem.
According to MDA, there is a mutual relationship between these three views, and
the models should transform from one to another when a system is created. MDA
is created and maintained by the Object Management Consortium [1].

89.2.2 Object-Oriented Programming

The object-oriented approach has its origins in the researching of operating systems,
graphic user interfaces, and particularly in programming languages, that took place
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in the 1970s. It differs from other software engineering approaches by incorporating
non-traditional ways of thinking into the field of informatics. We look at systems by
abstracting the real world in the same way as in ontological, philosophical streams.
The basic element is an object that describes data structures and their behavior. In
most other modeling approaches, data and behavior are described separately, and, to
a certain extent, independently. OOP has been and still is explained in many books,
but we think that this one [2] written by OOP pioneers, belongs to the best. The OOP
can be regarded as one implementation option of PSM of more possible imple-
mentation ways. The interesting question is the position of PIM. In ideal case, this
model should be independent on the following PSM. However, this does not happen
in practice. Either the object-oriented data model derived from the UML or older
Entity-Relation data model, which is closer to the relational database technology, is
usually used for conceptual modeling on the level of abstraction correspondent to
PIM. If we try to figure out how the independent conceptual data model for PIM
should really look like, we will find out, that we need to use following modeling
concepts:

1. Entity
2. Link between entities—however we need to distinguish between:

(a) IS-A relationship, i.e. taxonomy or inheritance,
(b) ASSOCIATED-TO relationship, i.e. link creating tuples of entities, and
(c) HAS-A relationship, i.e. link describing hierarchic structures or data

compositions.

Detailed overview of various approaches can be found in the Table 89.1. It is
obvious that on the conceptual modeling level, the relational data model and
existing object-oriented data model are incompatible. That is why we presume that
formal techniques known from the relational database field are not suitable for
object-oriented data modeling and vice versa.

A concept of object identity is the next problem of simple adoption of relational
technique for the object-oriented data model. In RDM, the identity of record is
created by a value of chosen attributes (primary keys). In object data model
identity of object is based on addresses into virtual memory and is independent on
any value changes.

89.2.3 Object-Oriented Databases

Database systems are based on various data models, e.g. network (and its sub-
species hierarchical data model), relational object-relational and object-oriented
data model.

Nowadays relational database model dominates. But recent practice shows that
object databases are able to compete with relational databases. Object databases
are based on two substantially different data models:
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1. Object-relational (or hybrid) data model (ORDM) introduces an evolutionary
trend of design. It concerns on addition of the original relational data model
with the support of some structures and operations known from programming
languages. Most of the big producers of relational database systems (e.g.
Oracle) chose this alternative. Object relational data model stays principally the
same relational data model, but with extended functionality.

2. Object-oriented data model (ODM) introduces a new revolutionary trend of
development. It concerns new data model, which is not built as an extension of
relational data model at all. The impedance problem with storing and retrieving
of object-oriented data in relational and also in object-relational databases was
the main reason for creating the ODM. This is the reason, why the construction
of new database models, which would be able to work with objects better, has
risen. ODM and RDM differ distinctively from each other. In RDM, tables are
the only possible form of logical data representation and their physical storage
as well. On the other hand, ODM is similar to network databases, as we knew
them in IDMS systems. The ODM can be interpreted as the renaissance of
network data model. In a very simple way, it can be described by the following
equation:

network data modelþ objectsþ methods þ polymorphism ¼ ODM

It is reasonable to assume that the importance of object databases will grow in the
near future, because there are now many applications, where object-oriented
database shows its advantages. Common attribute of these applications is large
amount of complex data structures and their variability during their lifetime.

Table 89.1 Possible approaches of the conceptual data modeling

Feature Model Comment

R Entity-relational This is the traditional RDBMS model based on Chen
C Network This is the model of the network databases (IDMS)
I No name This conceptual model does not exist in the Software

Engineering
Or does anywhere?

RC Hybrid network-
relational

This is the RDBMS model combined with data containers
(e.g. NF2 = non-first normal form databases)

RI Extended entity-
relational

This is the RDBMS model extended by the inheritance
(e.g. IDEF1X)

CI OOP model This is the data model of the recent object-oriented programming
languages (e.g. Java, Smalltalk, C#,…) and many
programming-language-based OODBMS

RCI The universal
conceptual model

This data model includes all conceptual features and reflects the
proposed ODMG 2.0 and 3.0 standard, but is not directly
implemented in recent object-oriented programming
languages

R presence of the association relationship (i.e. RELATED-TO), C presence of the composition
relationship (i.e. HAS-A), I presence of the inheritance relationship (i.e. IS-A)
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Those systems can work with more then hundred or thousand various mutually
composed and changing data types. Moreover, the queries over these structures
require common polymorphism and abstraction. In those systems, for example, we
need to write down the queries over sets containing elements of various types. At the
same time we expect that while adding or updating data types it will not be required
to change already written queries and related data structures. Good example of those
systems are data-warehouses. Those systems are characteristic not only for
company management systems, but also for various governance evidence systems,
hospital information systems and information systems containing ecological
information, agricultural information, historiographical information as well,
decision support in marketing and finance [3–5].
On the other hand it is necessary to note that relational database works very well in
area, where database structure is constant. This means that new data types not are
added during lifetime of such system. Moreover, relational databases traditionally
achieve very good performance if the database consists of large amount but simply
structured records.

89.2.4 Miscellaneous Approaches to Object-Oriented
Normalization

Some various papers aroused since 1980s (for example [6]). First papers applied to
the enlargement of relational techniques, but we can meet the papers specialized to
object-oriented data structures in recent last years. Object-oriented database nor-
malization is called class normalization which is introduced [7]. There are several
research groups in the world interested in object databases. The results of their
studies are used in object databases construction. The international organization
ODMG—Object Database Management Group—supports publications and con-
ferences on this topic.

89.2.5 Nootenboom’s OONF

According to Hank Nootenboom the first three relational normal forms are uni-
versally valid for the object-oriented data model as well as for other possible data
models [8]. He introduces the concept of only one additional normal form for
objects as a substitute for fourth and fifth relational normal forms, having the
following definition:

A collection of objects is in OONF if it is in 3NF and contains meaningful data
elements only.
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89.2.6 Khodorkovsky’s ONF, 4ONF, 5ONF and 6ONF

The paper [9] proposes object normal forms, which concerns the right relation
among objects and methods. The rules of the defined object normal forms are
based on modification of relational definitions of 4NF, 5NF (and 6NF, which is
author’s original refinement of 5NF). The author calls these modifications of
classical definitions as 4ONF, 5ONF and 6ONF.

The paper is considered to be more elaborated formulation of almost similar
ideas as the example above. The author says, that 1NF, 2NF and 3NF are common
for relational and object databases.

89.2.7 Australian-Swiss ONF

The authors [10] present only one ONF on various types of functional depen-
dencies among objects. Concretely, path dependency concerns a composition of
objects and navigability among objects, local dependency concerns relations of
internal object and global dependency concerns behavioral requirements on
application. Object-oriented structure is in ONF, if user requirements on appli-
cations are covered by a set of functional dependencies. This method relates to the
behavioral requirement of object databases, but it is not specifically focused on the
conceptual modeling of data [13–17].

89.2.8 Three Ambler-Beck’s Object Normal Forms

Ambler and Beck are pioneers of the agile approach in programming. They intro-
duced three object-oriented normal forms for object-oriented applications [11, 12].
These normal forms are analogous with first, second and third relational normal
form. The authors talk about these object normal forms as a tool for objects classes’
normalization complementary with technique of design patterns. Let’s look at their
proposals in detail:

A class is in 1ONF when specific behavior required by an attribute that is
actually a collection of similar attributes is encapsulated within its own class. An
object schema is in 1ONF when all of its classes are in 1ONF.

It is evident from the definition and the example that authors wanted to build
the first normal form analogically to the first relational normal form. From
experience, it is little confusing that object can be non-normalized even if it
already has associated collection of encapsulated objects. See attribute seminars of
class Student in the Fig. 89.1. In this example the class Student contains the
collection seminars, but the class Student is still in 0ONF. The collection seminars
from 0ONF does not differ much from the relation takes in 1ONF in the Fig. 89.2.
The difference between 0ONF and 1ONF is only in presence of specific methods
of class Student (Figs. 89.3, 89.4).

1082 V. Merunka and J. Tůma



A class is in second object normal form (2ONF) when it is in 1ONF and when
share behavior that is needed by more than one instance of the class is encap-
sulated within its own class (es). An object schema is in 2ONF when all of its
classes are in 2ONF.

As the definition and the example show, the 2ONF requires to detach attributes,
which are shared by more objects, into separate objects. In our experience, this
definition is well accepted. Also, this definition offers analogous result, as the
second relational object form in relational databases.

A class is in third object normal form (3ONF) when it is in 2ONF and when it
encapsulates only one set of cohesive behaviors. An object schema is in 3ONF
when all of its classes are in 3ONF.

It is possible to recognize, that the third and the last object normal form by
Ambler gives analogous results as the third relational normal form. This is our
experience as well. It concerns the characteristics within some objects, which
might be interpreted and behave as an independent object. In this case we need to
exclude them into new separate object.

89.3 Our Experience

We have good results with Ambler-Beck approach. But we have found that object-
oriented community expects bit different technique:

1. It has to be very simple, precise, and understandable and should work with
minimum of abstract concepts, similarly as the classical relational normaliza-
tion. We suppose that introduction of difficult definitions distinctively
exceeding over the range of classical normal forms by having a lot of types of
concepts and relations, is not the right way.

2. It should be focused concretely on object-oriented modeling of data structures.
We need to model structures of objects used for data storage and data
manipulation. We do not need to model objects responsible for functional

Fig. 89.1 0ONF
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behavior of applications. For these another behavioral objects we already have
design patterns and other programming techniques. We do not need to duplicate
these proved techniques. We think that original Ambler’s approach needlessly
tries to solve everything in one.
We have to define, what do we exactly understand by the concept of data
object. Data objects serve only for data storing and manipulation. We will not
work with data elements and with methods separately. This is proposed by [4].
We will define only one common concept of an attribute. By an attribute, we
will understand the data property of an object, regardless if the data property is
coming from a data element or if this data property is a result of a method.
Of course, there is a question, if such simplification is not too much. Ambler-
Beck’s original approach works separately with data and methods and uses both
of them separately. But we think that we can allow this simplification for the
data objects, because our approach is not aimed for behavioral design of
application structure.

Fig. 89.2 Ambler’s and Beck’s 1ONF

Fig. 89.3 Ambler’s and Beck’s 2ONF
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89.3.1 A First Normal Form Rule

Definition 1 A class is in the first object normal form (1ONF) when its objects do
not contain group of repetitive attributes. Repetitive attributes must be extracted
into objects of a new class. The group of repetitive attributes is then replaced by
the link at the collection of the new objects. An object schema is in 1ONF when all
of its classes are in 1ONF.

More formally; Let us have an object a in the object system X as a 2 X, where
for k [ 1 (length of collections of similar attributes) and n [ 1 (number of rep-
etition of these collections) is data(a) = ½. . .; x1

1; . . .; x1
k ; . . .; xn

1; . . .; xn
k � having

8i 2 ð1; . . .; kÞ: classðx1
i Þ = classðx2

i Þ = … = classðxn
i Þ.

Then it is required to modify object a and create new objects bj 2 X for j 2
ð1; . . .nÞ as data(a) = […, {bj}, …] and data(bj) = ½x j

1; . . .; x j
k�.

In the Fig. 89.5 there is the example of data structure in non-normalized form and
in the Fig. 89.6 there is the same example in 1ONF. On the contrary with the original
Ambler-Beck’s approach, we do not assume designers recognize groups of repetitive
attributes automatically and extract them out into independent classes. The problem
is not always trivial as in presented example. Repetitive attributes can exist under
various names, which are not easy visible on the first sight (Figs. 89.7, 89.8).

Fig. 89.4 Ambler’s and Beck’s 3ONF
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89.3.2 Second Normal form Rule

Definition 2 A class is in the second object normal form (2ONF) when it is in 1ONF
and when its objects do not contain attribute or group of attributes, which are shared
with another object. Shared attributes must be extracted into new objects of a new
class, and in all objects, where they appeared, must be replaced by the link to the object
of the new class. An object schema is in 2ONF when all of its classes are in 2ONF.

More formally; Let us have two objects a; b 2 X for k [ 1 (length of a col-
lection of shared attributes) as data(a) = ½. . .; x1; . . .; xk; . . .� and data(b) = […,
y1, …, yk, …] having Ai 2 ð1; . . .kÞ : xi ¼ yiÞ.

Then it is required to modify objects a and b and create new object c 2 X as
data(a) = […, c, …] and data(b) = […, c, …] and data(c) = [x1, …, xk] = [y1,
…, yk].

It concerns the attributes supplier’s first name, supplier’s surname and his
address and client’s first name, client’s surname, his address and method of pay-
ment in our example. Because these attributes are common for both concrete order
and supply, it was necessary to create the new object class Contract.

89.3.3 Third Normal form Rule

Definition 3 A class is in the third object normal form (3ONF) when it is in 2ONF
and when its objects do not contain attribute or group of attributes, which have the
independent interpretation in the modeled system. These attributes must be
extracted into objects of a new class and in objects, where they appeared, must be
replaced by the link to this new object. An object schema is in 3ONF when all of
its classes are in 3ONF.

Fig. 89.5 Unnormalized
model
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More formally; Let us have two objects a 2 X for k [ 1 (length of a collection
of independent attributes) as data(a) = […, x1, …, xk, …], where [x1, …, xk] is
collection of independent attributes.

Then it is required to create object b [ X and modify object a as data(a) = […,
b, …] and data(b) = [x1, …, xk]

It concerns the data about suppliers and clients in the objects of the class
Contract. These attributes represent some persons having independent interpreta-
tion on contracts. The same applies to addresses.

Fig. 89.6 Model in 1ONF

Fig. 89.8 Model in 3ONF

Fig. 89.7 Model in 2ONF
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89.3.4 Fourth Normal form Rule

Definition 4 A class is in the fourth object normal form (4ONF) when it is in
3ONF and when there is no other class in the system, which defines the same
attributes. These attributes must be extracted from classes, where they are dupli-
cated, and affected classes must be connected using class inheritance in order to
exclude data definition duplicates. If there is no existing class to be reused as a
inheritance superclass, a new superclass must be added into the system. An object
schema is in 4ONF when all of its classes are in 4ONF.

More formally; For each two objects a, b in the object system X as a; b 2 X
having data(a) = [x1, …, xk] and data(b) = […, y1, …, yk,…] where
8i 2 ð1; . . .kÞ: class(xi) = class(yi), classes of these objects a, b must have
inheritance relationship as class (a) predecessor of- class (b) in order to avoid
duplicates.

89.4 Conclusions

The object-oriented approach used practically is ahead of theoretical foundation
and formal techniques. Perspective and practically used technology—the object-
oriented approach—still does not have comprehensible and universally accepted
theoretical foundation and formal techniques. It is known, that several research
centers are interested in this theme, but any coherent and widely accepted results
were not yet published in recent years. Absence of reputable formal tools and
techniques is the big problem of this promising technology.

Theoretical conclusion is behavioral design patterns are properly for inner
component object-oriented applications and class normalization is for object-ori-
ented database. Fundamentally class normalization is a technique for improving
the quality of your object schemas [12].

Therefore we suppose that near future may bring maybe some alternative
approaches, more or less similar to our approach we presented in this paper. Our
method has been used in education at University of Thessaly in Volos, Alexandrian
Technological Institute in Thessaloniki, Lehigh University in Pennsylvania, Czech
Technical University and Czech University of Life Sciences. It was also used for
database design in software development projects, which we carried out for a large
international consulting company Deloitte. Recently, the project on object-oriented
CASE tool supporting this approach sponsored by a consortium of software com-
panies has been started. Our future research will focus on describing the rules of our
object-oriented normal forms as a sequence of refactoring steps.

Acknowledgments The authors would like to acknowledge the support of the Czech Ministry of
Education, Youth and Sports by the grant project MSM 6046070904.
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Chapter 90
Location Based Overlapping Mobility
Aware Network Model

Abdul Razaque, Aziz Alotaibi and Khaled Elliethy

Abstract The mobile devices provide dynamic behavior in different geographical
locations. The location based information plays integral part for enhancing the
performance of mobile devices. The right selection of location improves the
smooth transition process of context aware services to mobile devices. For
example location based information services cover the shopping, travel informa-
tion, entertainment, different navigation, event information and tracking services.
All of these services depend on the actual position of the users. The efficiency and
smooth transfer of data contexts also relate to the type of services available to
mobile devices. Therefore, the proper selection of technology and positioning
methods need to be chosen carefully to obtain the desired accuracy. Several
models have been proposed to improve the performance of mobile devices. This
paper proposes new approach of location based overlapping that augments the
performance of mobile devices and also provides better quality of service (QoS).
The proposal is supported by an algorithm that helps to choose the best location for
mobile device where signals are stronger. The mobile devices select strong signal-
providing base station and each mobile device is free to select any overlapped area.
To prove the claim, the proposed model is simulated in ns2 and findings are
compared with existing models.
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90.1 Introduction

The primary positioning methods utilized for serving of the cells are considered as
cell based triangulation and satellite based methods [1]. Cell based positioning
methods solely evaluate pre-defined radio parameters in the air interface. There is
a variety of parameters that can be used in GSM such as cell identifier, timing
advance, signal levels of the service cell and the neighboring cells. These
parameters have limited accuracy despite they can operate with minimal impact on
the network architecture without any modifications to the handsets. Therefore, cell
based positioning algorithm is primarily used by location based services appli-
cation. However, this technique is not free from imperfections as the overlapping
of cells may lead to obtaining cell numbers that are different from the desired
mobile station.

The triangulation method [2] traces mobile location by observing the propa-
gation time measurement for the same signal from various points within the net-
work. While the accuracy levels are higher than the cell based method; separate
measuring equipment is required for conducting the observations. The best posi-
tioning accuracy can be acquired by using the satellite based method. Data col-
lection is dependent on the mobile terminals that are capable of sending, receiving
and processing signals received via satellite. A major drawback of this method is
the reliance on GPS which gives the advance positioning and tracking methods.

Radio parameters such as cell identifier, cell identifier ? timing advance, cell
identifier ? timing advance of several adjacent cells can be adopted for creating
network measurement reports. These reports in GSM contain the above mentioned
parameters on the service cell and the adjacent cell. Network Measurement
Reports employ one of the two evaluation methods; The Distance Calculation
Method or the Data Base Correlation. The former makes several assumptions on
this propagation model. In particular, the HATA model [3] allows us to know the
distances from the signal strengths. This notion also applies to fading; therefore
certain filtering techniques may be put in place in order to get the exact posi-
tioning. The Data base correlation method uses tools to grid several points within
the network. The desired position can be estimated by calculating the measured
NMR and comparing it with the desired value.

This paper proposes an improved version of cell identifier advance wherein the
TA values are deployed to measure the distance between the base station and the
mobile station. Within this parameter, each base station is equipped with the sector
antennas and the MS regularly sends the signal strength of the serving and the
neighboring base stations. Neighbor sector included in the same base station are
also incorporated and the direction of the MS is calculated in this manner. ‘‘The
ratio of the signal levels received at the MS from any pair of sectors of the same
BTS is independent of the distance between BTS and MS. Also, since the signals
take the same path, this ratio is not subject to shadowing effects’’ [4]. This is not
the case for the overlapped area.
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Potential solutions to this barrier include division of the area into locations with
Omni directional antennas equipped base stations. In case the MS enters the
overlapped area, the location with the higher signal strength is served. Although
the Omni directional antennas radiate power in all directions, power radiation
decreases with the elevation angle. The radiation pattern is spherical in shape and
there is uniformity in all directions as far as the gains from this antenna are
concerned. In Sect. 90.2, discuss the salient features of related approaches.
Section 90.3 describes the proposed overlapping mobility aware network model.
Section 90.4 gives the simulation and the analysis of result. Finally, conclusions
are given in Sect. 90.5.

90.2 Related Work

This part explains the salient features of location based mobile network stations.
Barkhuus et al., have the location tracking services based on either the user’s
location or the self-tracking potential of the device, for instance, position aware-
ness service [5]. The authors compare between privacy concerns and the use of
location based services. The results indicate that in spite of the similarity in their
usage, there is greater privacy concern generated from the use of location tracking
services in comparison to position aware services. The study concludes that the
position awareness services have the potential of further development.

Location Based Services (LBS) is applied in M-commerce using the actual
position of the terminal in the service provision is a special case of M-Commerce.
The author of [4] focuses on the requirements for the LBS. Since technology
serves as an important facilitator and a limiting factor, the paper examines tech-
nology aspects pertaining to LBS. Furthermore it discusses the requirements for
the user, system and the infrastructure. The paper concludes with a design and
implementation presentation of an LBS application that runs on Java based
handsets.

In [6], the authors cover the technological aspects and market opportunities for
location based service. The authors in [7] propose a real life scenario about the
location based service (LBS) and discuss about the system that may help and
detect the actual place of accident precisely and quickly.

An open mobile alliance location based service (LBS) standard is discussed in
[8]. The standard is used for detecting positions of mobile devices and covers the
wireless access protocol (WAP) in the old forum and Location Interoperability
Forum (LIF).

All the approaches presented in this section help to detect the position of mobile
devices but our approach provides the best network signals strength to mobile
devices to achieve better Quality of service (QoS) and maintain a high data
delivery rate in dynamic and scalable environments [10–13].
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90.3 Proposed Overlapping Mobility Aware Network Model

The model presented in this section divides the whole regions into small regions.
The divided regions are given the labels loc1, loc2, loc3 and loc-n as shown in
Fig. 90.1.

All of these locations cover the base stations. Each of the base stations is
equipped with an Omni directional antenna. The radiations that are used for
spreading the signals to all directions are shown in Fig. 90.2. The main compo-
nents of the model are Omni directional antenna, base station and the divided
regions like loc 1, loc2, loc3 and loc-n.

Let us consider an example as given in Fig. 90.3. Assume that the mobile
station enters location 3, service is now provided by many base stations such as
BS5, BS6 (loc1), BS2, BS3. BS4 (loc2), BS7, BS8 (loc-n). Not all base stations
serves simultaneously but only a single base station serves which provides the
stronger signal. The stronger signals are calculated on base station 2 and location
3. Signal strength is considered as magnitude of electric field and calculated
significant distance from the transmitting antenna at the reference point. The signal
strength (SS) can be calculated with following formulas:

V ¼ e � k
p

ð90:1Þ

Here, v is voltage; k is the wavelength and value of p is 3.14. At the receiver
side, the terminated voltage is made � and half is lost between matched termi-
nation and source impedance. If terminated voltage is not set half then system will
not be boot again because full voltage does not support.

We know that wave length relates to frequency; thus

Frequency �wavelength ¼ speed of light 3� 10
8
m/s ð90:2Þ

The frequency is derived from number of channels.
We know that the channel bandwidth is 8 MHz at phase alternating line in Data

over cable service interface specification (DOCSIS) standard.
Channel 21 communicates with 470 MHz approximately.

Therefore; Channel 44 ¼ 44� 21ð Þ � 8 ð90:3Þ

f ¼ 8 � channel� 21ð Þ þ 470 MHz ð90:4Þ

Substitute the values:

¼ 8 � 44� 21ð Þ þ 470 ¼ 654 MHz

k ¼ 3 � 108=654 � 106

¼ 0:46 m

To find the received signal voltage of dipole with by applying Eq. (90.1).
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V ¼ e � k
p

Substitute the values

V ¼ 0:5 � 0:095 � 0:46=3:14159

LOC-3

Loc-2
LO

C-n

LO
C-1

OMNI-
DIRECTIONAL

ANTENAS

Fig. 90.2 Using Omni
directional antenna in each
base station

LOC-1 LOC-3

LOC-2 LOC-n

Fig. 90.1 Showing the
division of region into
locations
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V = 0.0069; this is actual voltage needed to detect high signal cell.
Now, converting into dBuV

V ¼ 20 log10 0:0069=10�6
� �

V ¼ 77 dBuV

By adding the value of aerial (VA) that is 7.3 dB

SS ¼ Vþ VA

Substitute the values:

SS ¼ 77þ 7:3 ¼ 84 dBuV

The received signal strength = 84 dBuV
The probability and position is calculated as follows:
The coordinates (a1, b1) and (a2, b2) for each base station is given. In addition

the average distances are s1 and s2.

LOC-3

Loc-2
LO

C-n

LO
C-1

OMNI-
DIRECTIONAL

ANTENAS

BS-1

BS-2

BS-3

BS-4

BS-5

BS-6

BS-7

BS-8BS-9

SERVING

(HIG
H

SIG
NELS)

BASE STATION= BS
MOBILE NODE= MN

MN

Fig. 90.3 Mobile station in the loc2
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sbs ¼ sqrtða2 � a1Þ2 þ sqrt b2 � b1ð Þ2

Where Sbs = Distance of base station;

l1 ¼ s1 þ s2 � Sbs

l2 ¼ sqrt s2
2 � l2

1

sinðiÞ ¼ b2 � b1=sbs
cosðjÞ ¼ a2 � a1=sbs

8 & 9 meets the point P, then we can obtain:

ap ¼ 7a2 � l1: cosðiÞ
bp ¼ b2 � l1: sinðiÞ

The most probable position of mobile station (MS) depends on two solutions:

a ¼ ap � l2: sin ið Þ ¼ a2 � l1: cos ið Þ � l2: sin ið Þ
b ¼ bp � l2: cos ið Þ ¼ b2 � l1: sin ið Þ � l2: cos ið Þ

Therefore,

a ¼ ap þ l2: sin ið Þ ¼ a2 � l1: cos ið Þ þ l2: sin ið Þ
b ¼ bp � l2: cos ið Þ ¼ b2 � l1: sin ið Þ � l2: cos ið Þ

This is different from the other models because irrespective of the overlapped
region, it serves the MS. Generally in all other techniques it may go wrong in
getting the correct cell number, using of the GPS, other additional measurement
equipment. The proposal is easy to implement and algorithm 1 explains the
process of penetrating the location.
Algorithm:
1. initialization weak=a1; Strong=a2; neutral=a3; no range=an; BS=N
2. if MN=N || MN = N
3. MN Is detected
4. if MN==a1,a2,a3,an
Start searching for the stronger signal
5. If (loc1 [ loc2 && loc1 [ loc3 && loc1 [ locn)
6. Mn=loc1
7. else if (loc2 [ loc3&& loc2 [ locn)
8. Mn=loc2
9. else if (loc3[ locn)
10. Mn=loc3
11. else Mn=locn
//Mobile node chooses the appropriate location
12. MN?LOCn?N
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The process of searching high signal location, the flowchart explained in
Fig. 90.4 helps to detect the correct location with appropriate base station to be
connected.

90.4 Simulation and Analysis of Result

Ns2.28 on Red Hat 8 is used for simulation. The Random Waypoint mobile
scenario is generated. The simulator gives a proper model for signal propagation
and transmission range is 250 m. The sensing and interference range is 550 m.

START

DETECT
SIGNAL

STRENGTH
AT LOC-1

LOC-3 IS
SERVING

DETECT
SIGNAL

STRENGTH
AT LOC-n

DETECT
SIGNAL

STRENGTH
AT LOC-3

DETECT
SIGNAL

STRENGTH
AT LOC-2

LOC-2 IS
SERVING

LOC-1 IS
SERVING

LOC-n IS
SERVING

If LOC-1 >
LOC-2

If LOC-2 >
LOC-n

If LOC-2 >
LOC-3

If LOC-1 >
LOC-n

If LOC-1 >
LOC-3

If LOC 3 >
LOC-n

STOP

Fig. 90.4 Showing the process of detecting the location
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Overlapped, cell based and triangular approaches have been simulated by using
TCP.

Hence, same scenario is simulated to ensure performance of proposed model
and comparing with already existing models. The length of packet is 1,040 bytes
including 40 bytes overhead. In this simulation, 9 mobile nodes are participating
and trying to get the stronger signal based location. NAM screenshot for over-
lapping mobility aware network model is shown in Fig. 90.5.

Scenario is mobility aware, and nodes move within rectangular field of
600 * 1,200 m. RW generates mobile scenario and starts searching the location for
nodes. Constant values for pause time have been set, which are 3 s. Total simu-
lation time is 75.5 s. The minimum speed of the node (Vmin) is 0 m/s and maxi-
mum speed (Vmax) are 10 m/s respectively. The moving speed of node is randomly
obtained through uniform division [Vmin, Vmax]. We run simulations, which cover
combination of the pause time and moving speed of nodes [9].

On the basis of simulation, goodput performance for each model and hit rate for
proposed approach is obtained and shown in Figs. 90.6 and 90.7.

Goodput performance is obtained by following formula:

Goodput % ¼
Xn

1

Ftp received � 100=
Xn

1

Ftp toral transmitted

24 22 11

19

27

40

14

34

56
38

60

Fig. 90.5 NAM screenshot
of simulated scenario in ns2
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On the basis of findings, it is clear that each scheme decreases the performance
but regardless our scheme gives better goodput. Other schemes incur several
problems relating to cache usage.

Hit ratio shows the number of attempts made by different number of mobile
devices. The purpose of calculating hit rate is to measure the scalability of this
approach. In this simulation, hit rate is calculated when all mobile devices try to
achieve highest signal producing base station. The hit rate is 100 % obtained up to
50 mobile nodes. If number of mobile nodes increases then hit rate decreases. The
reason of decreasing the hit rate is not scalability issue because underlying routing
protocols do not have sound capability to maintain the connectivity. At the same
time, some mobile nodes join and some leave that cause the failure of connection.
The mobility is also major concern for reducing the hit rate. If number of mobile
devices increase then used random way point mobility model does not have
convergence capacity to control the moment of mobile devices. From other side,
decrease hit rate is less than 2 % that is also negligible because all mobile devices
make attempt concurrently for getting highest signal at base station. In real
environment, all mobile nodes do not make attempt at the same time. Furthermore
simulated area is very small that also incur more chances of discontinuation.

Hit rate = number of successful attempts * number of mobile devices * 100/
total number of attempts * number of mobile devices

Multiple routes obviously give benefits but creates disadvantage due to high
mobility. In larger networks, the source-routing principle can also generate a
trouble. Our scheme has best option for selecting any area where network con-
nectivity is better than rest of areas. Node joins to any location that is the reason,
overlapped scheme give healthy performance.

90.5 Conclusion

In this paper, a unified approach for detecting high signal strength in various
locations is proposed. This approach utilizes overlapping area to improve the
communication performance. We have adopted Omni antenna to provide the
signals to all directions for satisfying QoS. The mathematical model aids in pro-
viding strong signal in several locations. With this model, it is possible to increase
the data delivery rate and employed in various fields. It is also better choice for
extremely mobile and dynamic applications, which are not substantiated by cen-
tralized administration. This model can be implemented in disaster situations,
scattered educational institutions and defense department. These environments
need such networks to route data packets through dynamically mobile nodes with
high data delivery rate. Although in this paper we have only used normal number
of mobile nodes, additional mobile nodes can be deployed without any issues of
complexity. The model sustains low network overhead and minimum congestion
on the transport level because each node chooses high signal location to com-
municate with other nodes. The analysis of simulation results show better findings
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achieved when compared with other popular existing models. Hence, significant
amount of network resources are saved by choosing correct base station in any
location. Therefore, we conclude that this unified model provides better QoS,
scalable and dynamic access for communication. Further enhancement to the
model such as accurate radio interference will be augmented which will foster
realistic communication environment.
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Chapter 91
Expert System for Evaluating Learning
Management Systems Based
on Traceability

E. Valdez-Silva, P. Y. Reyes, M. A. Alvarez, J. Rojas
and V. Menendez-Dominguez

Abstract Nowadays, the quality of learning management systems (LMS) is an
important feature that helps ensure a good service. Many schools use them in their
academic activities; however, the quality of such systems has not been analyzed in
detail, therefore it is necessary to create rules to govern their operation and develop-
ment. This paper proposes an expert system thought to assist the user in the evaluation
of learning management systems. The system proposed in this paper considers quality
standards in software engineering and distance education to establish a traceability
model that combines techniques of data analysis, based on the evaluations of the
characteristics of a learning management systems, along with the perception of users,
and provides information that is necessary to enhance the quality of the system.

91.1 Introduction

In recent years, Internet, along with different information and communication
technologies have been incorporated in a relevant way to people’s social life,
especially to the academic life, helping develop new training proposals online with
this scenario [1].
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The progress of distance education (DL) technology has showed a significant
growth due to its independence from educational paradigms based on space and
time; Therefore, the efficiency of learning management systems and content is
critical in the success of distance teaching and learning.

Learning management systems (LMS), are increasingly demanded by society as
an alternative paradigm in learning systems, so their evaluation is really important
to ensure the quality of the service [2]. In this context, it is necessary for the LMS
to be created through the use of software engineering (SE) fundamentals and DL.

Given the existing diversity of solutions, it is necessary to carry out investi-
gation in which the quality of learning management systems is the main actor. An
automated approach to this analysis may be relevant to ease the evaluation of this
process. Assessment can be assisted through the use of an expert system to suggest
and highlight desired or identified features of a learning management system in
particular.

Currently, however, no expert system has been reported that has been designed
taking international standards DL and SE into account, which may help institutions
and organizations make more accurate assessments of the use of LMS, thus no
results have been produced that may help improve these services.

By using an IS approach and based on SE and DL models and standards, the
expert system guarantees the quality of the assessments, since it follows a formal
process and methodology in its implementation and operation.

Therefore, this research emphasizes the importance of evaluating the distance
learning technological tools that facilitate course administration, the creating of
materials by students and the control and monitoring of teachers’ tools. All this in
order that the LMS cater for current needs of the institutions, based on platform
assessments and user perception.

Consequently, this paper addresses this issue by: (i) offering a literature review
of the LMS, (ii) mentioning both SE and DL standards and norms on the LMSs,
(iii) offering the expert systems descriptions, (iv) proposing the structure of the
LMS expert system evaluator, especially its (v) traceability model, (vi) presenting
the derived outcomes and finally the conclusions.

91.2 Learning Management Systems

In distance education, learning management systems play an important role. For
this reason, the determination of their quality is relevant. The objective of LMS’s
is to seek the best technological solution for managing online courses through the
web [3].

IEEE defines an LMS as an information system that offers the possibility of
registering students, establishing the schedule of access of learning resources,
controlling and guiding the learning process and analyzing the performance of
while monitoring the same students [4].
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An LMS is conceived as a system that is generally characterized by its ability to
integrate the tools and resources that help manage, administer, organize, coordi-
nate, design and deliver training programs through the Internet, activities it is
necessary to carry out in order to achieve significant learning from the students [5].

The tendency of LMS’s shows a service-oriented architecture [6], which
facilitates their integration with other systems such as content management sys-
tems, for storing and exchanging resources.

Many institutions use LMS’s to offer online training; mainly because they
provide an environment that enables updating, maintenance and expansion of
educational spaces, while favoring the collaboration of their many users. These
tools also allow for the management of academic content [7].

In order to establish the quality of LMS’s, it is important for them to show an
efficient performance in the today use. In this sense, different institutions or organi-
zations are now working in the development of standards and specifications for LMS in
various aspects of their architecture, interface, functionality and development.

91.3 Software Engineering Standards and Distance Education

For the purposes of this proposal a review of the different standards related to the
SE and the DL is presented. The following standards describe the specifications
which have been considered for the expert system model.

91.3.1 Software Engineering Standards

ISO 15504 SPICE: is an open, international standard for assessing and improving
the capability and process maturity together with ISO 12207. The standard is
aimed at evaluating and improving the quality of the process of software devel-
opment and maintenance [8].

CMM (capability maturity model): is a software quality model that classifies
companies according to their maturity levels. These levels are used to identify the
maturity of the processes followed to produce software [9].

MOPROSOFT (process model for software industry): is a model created to
promote the improvement and evaluation of software processes used within the
program for the development of software industry in Mexico [10].

91.3.2 Distance Education Standards

SCORM (sharable content object reference model): this specification is considered
to be the most comprehensive instructional content sharing tool, and it’s widely
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used in the field of e-Learning. It is the result of work by the ADL (advanced
distributed learning) initiative created to help standardize and streamline the dis-
tribution of educational resources and training [11].

The AICC-AGR 012: consists of a series of specifications developed by the
AICC (aviation industry CBT committee) and it sets standards and technological
recommendations to achieve better practices of LMS’s as user-designed systems,
hardware and software, icons etc. CBT [12].

IMS common cartridge, learning tools interoperability and learning information
services: is a collection of specifications proposed by the IMS global learning.
These specifications help develop and promote open access to facilitate online
learning activities. Their aim is to create a format that will take the recommen-
dations of IEEE and AICC into account [2].

IEEE 1484.11.1-4: This standard evaluates the architecture and code of the
LMS’s [13], emphasizing the use of its components and computer systems in
education as well as in interoperability of the platforms. It was developed by IEEE
LTSC (learning technology standards committee).

ISO/IEC TR 29163-4:2009: This standard covers the essentials of the code and
architecture of the LMS. It gathers all the different standards of IMS, AICC and
ADL in order to make specifications for the LMS’s [14].

PROJECT OKI (open knowledge initiative): this project defines an architecture
where components of the software environment communicate with each other and
with other systems. The specifications enable sustainable interoperability and
integration by defining standards based on a service oriented architecture (SOA)
and the definition of interfaces, called open service (OSIDs) [15].

W3C standards: World Wide Web Consortium is an international community
where (W3C) experts work together to develop Web standards and accessibility
[16]. They ensure the availability of published resources on the Web, regardless of
the characteristics of the access devices.

91.3.3 Expert Systems

Expert systems are computer systems that simulate the process of learning,
memorization, reasoning, communication and action of a human expert in any area
of science. Their aim is to emulate the behavior of an expert in a particular domain
and to provide high performance expertise applied to particular situations [17].

Expert systems store the knowledge of specialists in a given field, and solve
problems through the logical deduction of conclusions.

Expert systems specialist knowledge stored for a given field and solves prob-
lems through logical deduction of conclusions.

Although some investigators usually find a connection between expert systems
and quality assessment, little is mentioned on this topic in most of the articles
written in this area of expert system investigation; for example, Declan Dagger
et al. [6] analyze the evolution and current challenges that LMS platforms must
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address to achieve interoperability of information. In working on the iClass pro-
ject, they present a system that sees a connection with the next generation of
service-oriented LMS’s; Expertus Training Industry, Inc. [18] conducted an
investigation on the state of the LMS’s. The survey was designed to help improve
the understanding between teaching professionals and the degree of their LMS;
also LMS main challenges, features and functions that are most important in order,
to include the information obtained in future development of LMS’s; Georgiakakis
[19] proposed a system based on surveys. Since a learning management system
based on criteria of usefulness and quality of use is being evaluated.

91.4 Expert System for the Assessment LMS (SEAMY)

The objective of this research project is the creation of an expert system which
development was based on a traceability model to assist in the assessment of the
quality of an LMS called SEAMY. System development involves the following of
a research model that in turn involves the application of the following phases: (See
Fig. 91.1):

(1) Analysis of DL projects in order to choose the indicators or services to be used
to evaluate the LMS.

(2) Search and analysis of SE and DL standards to identify information related to
the LMS; then it is classified and utilized in expert system design.

(3) Analysis of the features and aspects of the indicators defined in the previous
phase. This is to determine which indicators are to be included in the con-
ceptual framework. The conceptual framework is also constituted by a group
of indicators defined trying to obtain a better systematization; this in order to
have the basis for the traceability model expert system.

(4) Definition of a traceability model to calculate the average and instant fre-
quencies of evaluation, taking as a base the assessment criteria of the different
standards of SE and DL (described in detail in the next section).

(5) Development of the expert system. At this stage, an expert system is devel-
oped, based on the conceptual framework defined above.

(6) Validation of the proposal. At this stage reports of results must be written, and
conclusions of the expert system model are presented to a panel of experts for
their validation.

After seeking information of LMS features and functionality in software
engineering standards and distance education, 290 indicators were selected that
form the conceptual framework of all base theories.

Classification consists of the major categories as shown in Table 91.1.
Figure 91.2 shows the conceptual framework for expert system, which includes

the following elements:
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(i) The user interface expert system will be a SEAMY Web application that
invokes the inference engine.

(ii) The inference engine contains control rules of the SEAMY expert system,
along with the traceability model. The traceability model provides a measure
of evaluation.

(iii) The knowledge base contains the basis of the standard theories of distance
education. The base theories of the expert system are the questions of the
group of indicators and of the indicators of the standards to be analyzed.

The user interface exchanges inference rules with the inference engine,
depending on the traceability model templates. This model uses four Likert scale

Table 91.1 Classification of Main Categories

Aspects Indicators group

1. Technical requirements A.Hardware/software
B. Price/license

2. Management tools A. Configuration tools
B. Services tools
C. Accessibility and compatibility tools
D. Control tools

3. Student activity tools A. Communication tools
B. Support tools
C. Assessment tools

Fig. 91.1 Research model
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values (Fig. 91.3). Thus, the inference engine can exchange weights for measuring
the indicators and templates based on theories of the expert system, in addition to a
more accurate assessment given by the average frequency of assessment and the
instant evaluation frequency.

The knowledge base is compose of the theories of the expert system, which
highlights areas, groups of indicators and particular indicators of the standards
used of distance education in the LMS. A very important element in the framework
of the expert system is the traceability model.

91.5 Traceability Model

The formulation of questions is carried out taking into account the classification of
information indicators that was obtained. The traceability model plays an impor-
tant role because it helps obtain more accurate evaluations.

Fig. 91.2 Expert system
framework

Fig. 91.3 Likert scale
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The traceability model involves the Likert rating scale. This scale is the most
frequently utilized. This scale combines sentences that express a favorable or
unfavorable attitude toward the object of interest, making this a procedure for
evaluating questions (items) [20].

A situation that occurs with the Likert scale has to do with the neutral answer
‘‘neither agree nor disagree’’, and is associated with ‘‘moderate agreement’’ (See
Fig. 91.3), which turns out to be an ‘‘undecided’’ value. The neutral response is not
indicated, because users tend to move toward positive answers. In view of this, it was
decided to exclude the value of undecided, and only to consider four Likert scale
values (See Table 91.2). Thus, it is intended for the assessments to be more accurate.

The equation for the four values of the Likert scale is as follows:

Gauss ¼ c2

e2 � r2
ð1Þ

Where:y = Magnitude of the distributionr = Is the question
The distribution of weights for each of the questions is listed on Table 91.2.

The values of P1, P2, P3 and P4 were obtained from the Eq. (1) of the Gaussian
function, taking as variables the distribution and magnitude of the question.

With the bell curve showing the distribution per share. Thus, depending on the
values for the weights of the Likert scale for each of the questions, the average
frequency is calculated, making an average of the different answers given by
different users, and considering the instant evaluation frequency, the final addition
of the current question is made in order to determine how the evaluation pattern
advances.

Traceability model was necessary to perform a measurement LMS assessment,
establishing a pattern of evaluation of the different questions of each user. The
average of these values corresponds to the perception of the question of different
users.

The embodiment of the questions on traceability model is asking questions in a
positive and negative, this resolves the tendency of users to answer repeating a
Likert scale value (‘‘Response Set’’).

The main idea of implementing a traceability model is to indicate a pattern of
user evaluation. Also present was a perception of the LMS user, displaying the
results graphically where the user can view their assessment and perception of
other users for each of the questions.

Thus we can measure and quantify the value of each of the questions of the
expert system and produce results more accurate assessments.

Table 91.2 LIKERT scale
values in the traceability
model

Agree P4 = 1.0000
Strongly agree P3 = 0.6065
Strongly disagree P2 = 0.1273
Disagree P1 = 0.0101
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91.6 Implementation

A prototype expert system LMS evaluator on web technologies has been devel-
oped (Fig. 91.4). The user uses a web interface to evaluate an LMS and get graphic
feedback on the quality of the learning management system.

The following chart uses the allocation of weights for each of the questions,
depending on the Likert scale. Its responses are classified according to their profile
within the LMS: student, teacher, administrator or manager of LMS.

When a user answers a question, the SEAMY makes an average estimate of his/
her response compared to the answers of different users. After, the user can view a
graph showing the perceived response of others to the same question (Fig. 91.5). It
also shows another graph with the current user’s evaluation and the ideal pattern of
each of the question or prompts.

The user accesses the web interface through a session where his/her profile has
previously been uploaded. Next, the same user needs to indicate the educational
institution he belongs to and his evaluation profile in order to start answering
SEAMY.

The way the SEAMY questions are organized is according to the conceptual
framework (see Table 91.1); so, all of the questions are organized by groups.

Once the questionnaire has been completed, the user can view a graph of his/her
evaluation, the average of previous users’ evaluations and the perception of other
users.

Fig. 91.4 Expert system web interface
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The user can view an overall rating of his/her evaluation and a list of recom-
mendations, depending on the questions that are critical to assist in making
management decisions LMS.

An important aspect of the graphics is that they allow the user to visually
identify how close his/her perception is regarding the views of other users. Even if
quality assessments are subjective, the perception of the majority can be a relevant
factor in decision making.

91.7 Conclusions

Quality in learning management systems is currently a recurring problem when it
comes to choosing a good LMS, since there are many LMS available. Choosing
the right LMS is a problem faced by managers every day DL.

In this paper, we have presented an expert system that has to be based on a
traceability model, SE quality standards and distance education, to ensure that
results will be more in line with what is being handled recently.

The proposal considers the perceptions of different users in the LMS in addition
to an automatic component that optimizes, analyzes and proposes criteria for
evaluating the system. It is noteworthy that this system allows researchers to
contrast the different perceptions of LMS users and, thereby, establish how close
or how dissonant a standard tool can be, and the opinion that users have of its use.

A prototype expert system has been developed that easily incorporates LMS
evaluations and user perceptions. By contrasting the specifications or the LMS

Fig. 91.5 Valuation graphics
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evaluation question and what users perceive from other users’ opinions of the
specifications. This will combine the two factors of technology assessment.

As future work it is necessary for us to develop a module that is integrated with
an LMS (Moodle for example), in order to get a concrete validation of the pro-
posal; thus the information here generated can be integrated into the management
system, contributing to the decision-making of the administration of an LMS.
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Chapter 92
How Variability Helps to Make
Components More Flexible and Reusable

Yusuf Altunel and Abdül Halim Zaim

Abstract Cross-project and cross-market reusability is the basis for the existence
of a component-based development paradigm for the establishment of a software
industry based on reusability and conservation of expertise. In this paradigm
producer is in need to enhance components’ functional capabilities and increase
the audiences for successful marketing, so they tend to add extra features to widen
the reuse spectrum. However, this in return is recompensed by the component
consumers in means of higher prices for unneeded features, overflowing func-
tionality and superfluous code. The component producers need more flexibility to
generate specific patterns of components to deal with the changing requests of
consumers. In this paper we provide a basis for more flexible components.

92.1 Introduction

Object-oriented technologies have very-well understood advantages but they are
weak in reuse development, runtime performance, adaptability, management of
complexity, and performance [1]. Therefore a more reuse oriented approach is
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needed and component-based approaches can provide such a shift to realize the
common and systematically enforced way of reusability both for in-house and
cross-market development. Reusable component design requires abstraction, hid-
ing, functional independence, and refinement activities [2]. Designing components
with variation points and variants can increase the component’s intended reuse [3].

The main concentration of component-based development is to make reuse of
the software instead of developing every piece of code from scratch [1] and
establish a software production industry with maximized reusability instead of
building everything from scratch. Common principles to reach to this goal are
standardization, easy integration, conservation of expertise, reduction of devel-
opment complexity, and enhancement of maintainability. Accordingly, compo-
nent-based development can help the organizations to save development time,
reduce both time to market and development costs, simplify the system production,
and provide the ability to outsource the technical expertise.

Two parties appear in new division of labor in industrial structure: component
producers and consumers. Producers can be professionals, internal units or external
organizations, specialized in certain technical abilities and practicing technical
details of the domain. They will gain the experiences, knowledge and best-prac-
tices to generate the components with smart solutions otherwise consumers should
make investment, lose time, and deal with complexities.

In such paradigm, the consumers require the confidence, reliability, efficiency,
and compliance to standards additional to guaranteed support; otherwise the risks
are not worth of the potential gains. This sensitive balance can be established, if
the producers are able to develop components to satisfy both the common and
specific expectations of the consumers at the same time. The producer should be
able to develop products with various capabilities to solve as many problems as
possible so that its profitability is maximized. The strategy seems to work only if
components are filled with extra features so that even very unique desires of
consumer can be satisfied. However, this makes the components full of features
that are not required in many of reuse options.

Producer should be able to define and measure the reuse potentials of a com-
ponent to make better analysis and decisions at different levels from production to
the marketing. Actually the consumer side is also in need to explore capabilities of
components to make purchase or not purchase decisions. One way to accomplish
this mission is to create formal specifications of component’s structural charac-
teristics so both parties can get some insights about its abilities and potentials.
Such a formalism should be capable to categorize component features according to
the reuse options to identify the features always required (mandatory), sometimes
needed (optional), only be used interchangeably (exclusive), multiply occurring
(repetitive), and depending on the others (dependencies).

In this paper we provide a basis for component variability, which is a critical
point in understanding and measuring the component reuse potentials. Variability
is studied in product-line approaches but we try to look to the issue in a broader
sense but in limits of software components.
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The paper is organized as follows: We start with the explanation of formal
approaches and the importance of formal specification of components. After that,
we provide the definitions and discussion on the variability as a quality attribute. In
the following section, we explore the attributes of variability. Next, we provide a
literature study on the variability issue. Final section is about conclusive remarks
and the further studies.

92.2 Formal Specifications and Components

Formal systems are widely used by traditional engineering industries and accepted
as the core behind the whole engineering processes. They are also accepted as
useful in software development as they have the potential to enhance the quality
and simplify the software verification against its specification [4, 5] but not
‘practical’ and ‘non-cost effective’ [5].

Mathematical foundations can help the component-based software to enhance
the functionality, prevent ambiguity, and simplify the process of integration.
Additionally, formal systems are useful in search and identification of correct
components as well as improvement of component evaluation. The formalisms are
also helpful to generate code out of specifications, assess the satisfaction level of
non-functional characteristics, produce dynamically changing software, define and
check the conformance to the architectural reuse configurations [6].

Components, as they construct hierarchically structured composition structures,
can become quite complex. So, production of a component requires the act of
exploration of such a composition hierarchy which can be done by applying for-
mally defined set of activities recurrently [7]. Such a work should deal with
revealing the width, depth, and length of decomposition. Depth is the number of
levels in decomposition process, width is the (average) number of sub-components
for each parent, and the length is the number of variants produced for each
component [8].

Formal approaches help in specification of components and analysis of their
reuse potentials. This gives the consumer the opportunity to understand how easy
to add a component to an application. Formal approaches such as algebraic
descriptions can be useful to create component specifications for multi-reuse and
properly define individual variants, so that the consumer can produce specific
components optimized for special usages, additional to generic ones.

92.3 Variability as a Quality Attribute

‘Variability’ which is the noun form of ‘variable’ is defined as a quality or state
of varying, changing; or alternation [9]. According to Bachmann & Clements,
variability is defined as the ability about an ‘asset’, system, or development
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environment to produce artifacts which are different from each other. This defi-
nition is further adapted to the scope of product-lines as the ability of a ‘core asset’
to adapt to usages in different product contexts [10]. Another definition is given by
Svahnberg et al. as the ability to change, customize and configure software in a
particular context [11].

The variability can be accepted as a quality attribute and qualitative measure to
clarify the capabilities of a component in satisfaction of varying needs. Functional
variability is relatively easier to realize since no architectural modification will be
required comparing with other quality attributes like performance, security or
maintainability [12].

The component variability study has practical results to identify the configu-
ration options of a component. Additionally, the components can be analyzed to
understand whether specific needs can be fulfilled or not. The study helps to
comprehend how to increase the reuse options of a component to cover more
functional and non-functional requirements. Finally, the variability study shows
the potential of reducing overall costs, complexities and time of development
providing the information about the quantitative properties of reused assets in
component production as they are or with minor modifications.

92.3.1 Variability by Product

Single entity-based variation is usually maintained by means of configuration
options. A single entity rarely provides ‘rich’ functional and non-functional var-
iation potentials. Variability is ordinarily maintained by almost all software
intensive systems and software is rarely designed rigid, i.e. providing at least some
configurability. So product variability or the variability of a single product is the
natural way of software implementation, although it is rarely identified and
measured.

When the components are the case, inheritance is a questionable approach and
should be used with care. Instead, composition seems to be a better mechanism so
that components can be deployed individually. With this approach, component
variants can be generated out of sub-components. The variation capacity can be
measured as the capability of component abilities in production of various
variants.

92.3.2 Variability by Product Set (Families)

If the expectations are high and various applications are aimed, a set of compo-
nents sharing the commonalities can provide a high capacity for variation. In
object-oriented approach, a base class with derivation options can provide such a
potential.
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Diversity of customer needs direct many software product companies to
develop software products with different capabilities instead of single products
with maximum capabilities [13]. The ‘family of products’ can be defined as the set
of products or applications having commonalities or interrelated with each other.
According to this definition the product family is much more than ‘‘the assets that
are produced in the same product-line’’ as defined by product-line approaches. So,
in reality the challenge can be stated as how to define, implement, maintain and
measure the commonalities and differences between the software systems.

92.3.3 Functional Variability

Functional variability can be defined as the diversion in the functionality or var-
iation in functional characteristics of a component. For example a Math compo-
nent can provide the calculation of pi value, square root of a number, and power of
functionalities to satisfy various mathematical computations needed by other parts
of the software.

At the syntactic level, functional diversity is usually about the functional abilities
that a component can serve. In this manner, number of methods, attributes, and sub-
components are direct counts. Additionally, the provided interfaces of a component
can be accepted as the functional variability level of a component for integration.

92.3.4 Non-Functional Variability

Component’s potential can vary for non-functional properties such as perfor-
mance, reliability, portability, security, etc. A component with adjustable level of
abilities can be useful to satisfy various non-functional conditions. So, non-
functional variability can be defined as the ability of a component to provide
different levels of non-functional abilities when the reuse conditions are changed.
Hence, it will represent the varying capabilities and usefulness of the component
that can be satisfied under different conditions and environments.

92.4 Time of Variability and its Attributes

Certain quality attributes are enhanced by means of the variability level of the
component. Variability helps to enhance the flexibility and reusability of a com-
ponent. Flexibility as a quality attribute can be maintained at the architecture level
to make components handle various application differences. Flexibility is much
more about the usage of the component, so component should be designed and
implemented so to handle the flexibility.
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Component variability is affected by certain other quality attributes such as
adaptability, configurability, customizability, suitability, etc. We collected a set of
such attributes that seem directly related in realizing the variability. The variability
attributes, responsibilities, and the time of variability are presented in Table 92.1.

92.4.1 Adaptability

A component is adaptable if it is designed to easily change its internal properties
and external capabilities under unanticipated situations. The configuration/recon-
figuration ability is one of the easiest ways to make a component adaptable.
However, component internals can be restructured to make adaptation and such a
work might require reworking the component implementation life cycle. This
process can be optimized by means of automated generation of component vari-
ants. So, whenever adaptation requirement is required a proper variant of com-
ponent can be generated according to the description of the component internals.
Consecutively, variability by adaptation can be realized by the producer side and
accessing component internals at implementation level.

Table 92.1 Attributes and time of variability

Variability by Party Time of Variability

Adaptation Producer Design
Implementation
Maintenance

Configuration Consumer Integration
Customization Producer Implementation
Evolution Producer Design

Implementation
Maintenance

Extension Producer
Consumer

Design
Implementation
Pre-integration

Modification Producer Implementation
Portability Producer Design

Implementation
Maintenance

Scalability Producer Design
Implementation

Suitability Producer
Consumer

Design
Implementation
Pre-integration

Tailoring Producer
Consumer

Design
Implementation
Pre-integration
Integration

Upgradability Producer
Consumer

Implementation
Maintenance
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92.4.2 Configurability

Configuration is the easiest way to adapt the component and make it useful for
different types of applications. Any reusable entity is expected to be deployed with
some certain levels of configurability so that it will fit the application’s specific
conditions. Variability by configuration therefore is a common and straightforward
operation normally done by the consumer side.

92.4.3 Customizability

Customization is defined as the process of changing the internal properties
according to the changing needs of customer and can be done both programmat-
ically, and through customization interfaces [14]. Without customization a com-
ponent is rarely reusable, so it is one of the basic ingredients of reusability.

Components are black-box units and internal ingredients are not accessible to
modification of third parties. However, customization requires accessing and
making changes on component internals. Therefore customization is done by the
producer side and it requires certain component production life cycle activities. So
variability by customization is normally maintained at implementation level and
realized by the producer side.

92.4.4 Evolvability

Evolution is not an ordinary case to come across, so components are rarely
designed and implemented as evolvable. Evolution requires the self-regulated
adaptation of the component according to the changing conditions over time. Such
a component should be designed flexible to add, delete and change component
features even after deployment. So, variability by evolution is tricky and requires
advanced techniques. Even if it can be implemented, it should be done by the
producer at the time of implementation.

92.4.5 Extensibility

The components can be extended by means of object oriented derivation, aspects,
and automated code generation techniques. Component extension requires
knowledge about component internals but no modification of internals is needed.
Normally, extension is realized by the consumer at pre-integration time. However,
the component should be designed properly for extension and it is a design issue of
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the producer. So variability by extension is the issue of both producer and con-
sumer at the same time.

92.4.6 Modifiability

This shows how easy to modify the component for various reasons such as
maintenance, bug fixes, enhancements, etc.

Modification on component internals can result in side effects that should be
carefully managed. Proper ways of modification is addition, deletion, and modi-
fication on component features. After the modification, the system using the
component should be analyzed for its stability. So compatibility with previous
versions should be managed. However, variability by modification is the issue of
the consumer at the implementation time of component.

92.4.7 Portability

Portability is the ability to operate in the same manner but in different conditions.
Normally, components are created for pre-specified environment which can be an
operating system, development environment, framework, middleware, etc.
Therefore, if the environment will be changed major modifications are expected
over the component internals additional to the style of development.

92.4.8 Scalability

A scalable component can provide services to accelerating requests with the ability
to be enlarged to accommodate such growth. Scalability requires certain design
specialties at the architecture level and it falls within the producer’s responsibil-
ities. So, variability by scalability is maintained by the producer at the imple-
mentation time of the component.

92.4.9 Suitability

Scalability represents how a component can meet stakeholder’s needs. Compo-
nent’s unsuitable parts can be enhanced by means of other variability mechanisms
such as configuration, customization, extension, etc. Accordingly, suitability level
shows whether the component is in need of such mechanisms at the time of
component selection. A more suitable component can be selected according the
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results of such study. Similarly, suitability can be enhanced by the producer by
making adaptable, configurable, customizable, etc. components. Therefore, suit-
ability is also related with the implementation time at the producer cite.

92.4.10 Tailorability

Tailorability of a software component specifies how a component can be modified
when its capabilities are insufficient, inappropriate, or not covering the needs in
acceptable fashion. Tailoring might require some combinations of adaptation,
configuration, customization, and extension at the same time so that an unsuitable
part is replaced or a gap in component properties is properly filled. As easily can
be seen, tailorability requires both producer and consumer side management
covering different levels development activities.

92.4.11 Upgradability

A component can be upgradable if it is replaceable and backward/forward com-
patible. An upgrade is done to make an enhancement, add some features or remove
some parts within the component. This is performed by the producer by imple-
mentation. However, consumer makes the replacement at the maintenance time to
make use of the enhancement comes with the component.

92.5 Variation Capacity as Component Variability Measure

We provide a measure for producer’s side called Variation Capacity (VC) to under-
stand component abilities in variant production. It is based on counting the number of
mandatory, optional, exclusive, repetitive, and dependent features. Mandatory and
repetitive features have no effect on the calculation since mandatory features are
always included and repetitive attributes can be implemented as single entry by the
help of data structures such as array, linked list, queue, or collections. The actual
variation capacity depends on the optional, exclusive and dependent features.

The variation capacity of a component VC(C) is the multiplicative order of the
unique optional and exclusive feature combinations. The number of optional
feature combinations (op) is of 2’s exponent of the number of optional features.
The dependencies between optional features restrict the possible number of unique
combinations since dependent features should stay together.

Dependencies, reduces the possible independent combination options of
features. If dependency is between the optional features, they should be combined
as a single combination.
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The number of exclusive feature combinations is a double of exclusive features
(ex). Dependency between the exclusive features is a contradiction, since features
cannot be both exclusive and dependent at the same time.

After these discussions we can provide a formula to evaluate a component’s
variation capacity VC(C) as in 92.1.

VC Cð Þ ¼ 2 ex 2 op�dpð Þ ð92:1Þ

92.6 Literature Study

We provide the approach to the variability in other approaches including the
product-line architectures, feature oriented programming, aspect oriented
approaches, and generative programming.

One way of handling the variation is to introduce ‘variation points’ to provide
alternative functional and non-functional features such as introducing different
formulas of tax calculations, different persistency mechanisms and so on. There
are some risks in variation points missing or unnecessary variation points with
superfluous complexity because of over-generalization. Variation points are typi-
cally implemented using design patterns and reuse in class libraries is done by
introducing or refactoring classes. In return this increases the complexity of design
process, and results in performance degradation due to dynamic binding of addi-
tional levels for indirection which remains at runtime [1].

Software product lines or software product line development in software world
is the collection of software engineering methods, tools and techniques to develop
software products out of common set of software assets by means of common
product-line. The main difference from other opportunistic reuse is that the
product-lines enables systematic reuse [15] of software artifacts in one or more
products rather than putting the components into libraries and leaving them to the
arbitrary reuse by chance [10]. The approach has the potential to make a jump of
competitive advantages as happened in adaption of mass production and mass
customization paradigms in manufacturing.

In product-line, a single and coherent development activity is undertaken to
build a set of products from core asset-base which is a collection of artifacts
specifically designed for use across the ‘‘portfolio’’. Portfolio might be the
architecture and its documentation, specifications, software components, tools
such as component or application generators, performance models, schedules,
budgets, test plans, test cases, work plans, and process descriptions. Product-lines
require describing and using the variability at a level, as the products are generated
out of reusable assets, which should have a certain level of variability. Features are
the key points in implementation of variability in product-line approaches.

Feature Oriented Programming (FOP) or Feature Oriented Software Develop-
ment (FOSD) is defined as a general paradigm for program synthesis in software
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product lines. ‘Feature’ here is defined as a reflection of a stakeholder’s require-
ment incrementing in functionality, which is distinguishing elements for variants
of program or software system [16] cited in [17]. Features are the modular domain
concepts that can be translated into codes by means of ‘feature modules’ to enable
code composition in incremental generation of programs. Features are imple-
mented by a whole set of classes to cooperate in completion of task rather than
single classes. The features are used to develop different compositions to get
different programs [9].

AOP is for localizing, separating, and modularizing crosscutting concerns.
Aspects as the main abstraction mechanisms in Aspect Oriented Programming
(AOP), encapsualtes code scattered accross the implementation of concern and
help to achieve the separation of crosscutting concerns in building complex
software. A concern is an issue or problem which is interesting to stakeholder and
rather related to the features Crosscutting concerns are special since they do not
reflect hierarchical or block structures of other concerns in program [9].

Aspects and features are two different decomposition types of abstractions.
Aspects are small units used for few concerns otherwise their implementation lead
to scattered code, whereas feature is an increment in program functionality. Fea-
ture and aspect-based decompositions have different intention and language
mechanisms. Aspects can affect code with several features and feature modules
can contain code from several aspects. Aspect-based and feature-based decom-
position can be integrated to lead to decomposition of software in three dimen-
sions: classes, aspects, and features [9].

The Generative Programming (GP) is the discipline in the field to fulfill specific
requirements by generating specialized and highly optimized systems. The moti-
vation behind the GP is to decrease the gap between the code and domain con-
cepts, achieve high reusability and adaptability, simplify management of
component variants, and increase both space and execution time efficiencies
Generative Programming is identified as a software development paradigm to
achieve intentionality, reusability, and adaptability by maintaining runtime per-
formance and computing resources [1].

The GP provides a diagrammatic representation of the feature relationships,
which is called as ‘‘feature diagram’’. In this means, mandatory, optional, alter-
native (exclusive), and or-features can be represented using these diagrams.
Simple edges with filled ending with filled circles represent the ‘‘mandatory fea-
tures’’, simple edges ending with empty circles are for ‘‘optional features’’, edges
connected by an arc are used for ‘‘alternative features’’, and finally edges with
filled arcs are used for ‘‘or-features’’ [16].

The aim of variability in product-line is to build and maintain products over a
specified period of time to maximize the return on investment (ROI) and it is
supported with the ‘‘variation mechanism’’ which helps to control the adaptation
and support of product-line development for benefiting from the similarities that
exist between similar applications. Consequently it becomes a switch decision to
make control of the inclusion of one or the other component, and this is quite

92 How Variability Helps to Make Components 1125



acceptable rather than comparing with recoding or copying thousands lines of code
to make the reuse of the component.

Maintaining a single component with the adaptability for a range of variation
can be obtained by owning versions of the component, and this is how the vari-
ation mechanism is implemented. A core asset can be developed applying the
‘‘major’’ activities such as identification of cores assets that will remain the same
for all products, choosing the variation mechanism to support the variation
requirements, and providing instructions to describe how to use the variation
mechanisms of core assets [10].

Component generator produces a component as a product asset out of its
specifications. A software component is created as a single asset for particular
product by using the user’s manual and tool to analyze the generated code,
additional to the generator [10]. Aspect-oriented programming (AOP) on the other
hand makes it possible to create variants of methods by automatically injecting
code to enable satisfaction of non-functional characteristics.

Our approach has similarities with the GP with some minor differences in
operator definitions. Additionally, we use the ‘‘feature’’ as a concept to describe
component’s ingredients rather than ‘‘an increment in program functionality’’ to be
implemented by a set of classes cooperating to complete a class. Usually, features
extend a program by adding several new classes and by applying several new roles
to existing classes simultaneously. Hence, the implementation of a feature cuts
across several places in the base program [9]. However, a feature in our algebraic
approach represents a single attribute, method, or sub-component which is a sub-
atomic unit of the component or its variants.

Finally, component variability measures seem not so popular estimates in the
literature [18]. In this paper we presented such a metric called variation capacity
based on the previous studies of component variants.

92.7 Conclusions

In this paper we explored the variability concept to increase the flexibility of
components and increase the reusability potential of a component. Variability
requires producer–consumer type of division of labor between two different par-
ties, even if both parties are the member of the same organization and this happens
when components are produced for internal usage. Each parties has own respon-
sibilities and expectations to gain the intended benefits. The consumers in this
structure require the confidence, reliability, efficiency, and compliance to stan-
dards additional to guaranteed support; whereas the producers will gain conser-
vation of expertise, experiences, knowledge and best-practices to generate the
components with smart solutions.

The variability can be maintained by various non-functional attributes. In this
paper we provided a bucket of such attributes and defined the responsibilities of
producer and consumers plus the time of realization. Additionally we proposed
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variation capacity as a measure for producer’s side to understand the component
capability of in production of variants. This measure can easily be calculated if the
optional, exclusive and dependent features are explored. As a feature study, we
work on other estimation techniques of the component variability taking into the
consideration of other attributes.

In this paper, we also presented other approaches to the concept of the vari-
ability to illuminate the similarities and differences with our approach.

The variability level provides a very strong impression about the reusability
options of a component, which can be used to estimate the potential market of the
component. The consumer can use the measure to understand whether the com-
ponent can properly be integrated with or without tailoring or customizations.
Accordingly, the results help the consumer better understand the real value of
component.
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Chapter 93
Computing and Automation in the AEC
Industry: Early Steps Towards a Mass
Customized Architecture

Neander Silva, Diogo Santos and Ecilamar Lima

Abstract In this paper we demonstrate through examples and comparisons that
digital fabrication is starting to produce impact in the Brazilian architecture,
towards mass customization, not only through some exceptional buildings, but also
through small experiences involving ordinary design needs.

93.1 Introduction

Some of the most important applications of computer science in the architecture,
engineering and construction (AEC) industry have been in the fields of repre-
sentation and fabrication.

According to Mitchell [1], representation is the ‘‘creation and manipulation of
signs-things that ‘stand for’ or ‘take place of’ something else’’. We represent, for
example, spoken language through writing, calculations with numbers and artifacts
through scaled models and drawings.

Representation plays a double folded role in the AEC industry: firstly, it is an
essential part of the design thinking process. It is not possible to fully design
without resorting to a concurrent representation system [2]. Secondly, represen-
tation is a means of design communication to clients and builders [3].

Computer systems initially represented low level entities such as lines, arcs,
polygons and planes. As hardware became more powerful and capable of processing
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more complex algorithms, new applications were designed for representing higher
level entities such as three-dimensional generic solids. As processing power
continued to grow, it is now possible to represent specific object-oriented
construction components and subassemblies. These computer representations
encapsulate not only geometry, but also properties, behavior and inter-relationships
in what came to be called Building Information Modeling (BIM).

However, these applications have been often misunderstood by some architects.
For instance, the issue of representing architecture through computer systems is
frequently regarded as a peripheral practice, with no implications, either in the
design process or in its product. This point of view is generally based on the
assumption that design thinking and design representation are two distinct and
sequential processes. However, as we already pointed out, design cannot take
place without a representation system.

In a contradictory statement, those who hold to this view, very often also hold
to a kind of ‘drawing worship’, in which hand drawing is considered an eternal and
irreplaceable representation system [4].

However, the profession of architect, as we know it today, the one who solely
designs for others to build, is relatively new in the course of human history [5]. Not
much more than 500 years have elapsed since it came into being replacing the
master builder by the end of High Middle Ages. This represents roughly less than
10 % of the time elapsed since the invention of phonetic writing, around 4000 BC,
which marks the beginning of human history.

In the same way it is with designing by drawing and by drafting, a system which
arose together with the profession of architect as we know it today. It was this
system that allowed master builders to progressively distance themselves from
construction sites and to become solely designers [5].

Nevertheless, many seem to consider and to act as the profession and its closest
counterpart, the drawing/drafting system, had both always existed. Consequently,
many professionals and teachers think that drawing and drafting have always had a
central role to play in designing and building [6].

However, the historic evidence does not support these views. Before High
Middle Ages, master builders used many different ways to represent their ideas and
to have them materialized. Drawing was just one of them and it was not the most
important [5–8]. If drawing and drafting have not always been the prevailing way
of designing, there is no need to believe that they should play this role forever.
Also, the advent of interactive three-dimensional computer modeling seems to be
challenging those views. New representational systems can and have been brought
to play innovative roles in the design [9] and in the construction processes [10].

The construction industry has been based to this point in time in mass
standardization. The produced components are generic elements that will be
customized later in the life cycle of the product. The mass produced components
are classified into specific categories and produced in a limited array of forms and
sizes. They are then stored, indexed and catalogued until they eventually, if sold,
end up in a combination of elements in a factory or as a part of a building in the
construction site [11].
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Computer resources that allow the computerized manufacturing of artifacts
directly from three-dimensional virtual models came to be called digital fabrica-
tion [10]. This process allows the production of construction components through
computer controlled machines. These components may be produced by order
without the need for an indexing system and shipped straight to the construction
site. Therefore, substantial savings are made with labor, transportation, storage and
cataloging systems.

As a new paradigm, the mass customization provided by digital fabrication
allows that construction components may be produced for specific purposes, to
become singular elements in unique contexts of specific buildings. The savings
obtained in the automation of this process mean that the costs of unique components
are hardly above those of the old standardized ones [12–16].

93.2 Research Problem

Digital fabrication technology is already available in emergent economies such as
Brazil as it was demonstrated in earlier works [12]. However, has it had any
impact towards mass customization in the Brazilian architecture? If so, did it find
application just in exceptional buildings or has it found use in more day-to-day
design needs?

93.3 Hypothesis

We believe that digital fabrication is starting to produce impact in the Brazilian
architecture towards mass customization, not only through some exceptional
buildings, but also through small experiences involving ordinary design needs.

93.4 Research Method and Results

We demonstrate the above hypothesis through surveying and describing a number
of examples of architectural and interior design works from Brazil which have
made used of digital fabrication.

We also explore some design works from one of the authors of this paper in which
this technology was and is being used in the production of architectural and interior
design components. At least one of these experiences reveals that digitally fabricated
components can even result in a lower cost than those mass standardized ones.

Several examples of digital fabrication were found in the central region of
Brazil, the area in which our research has been taking place. Some of them have
already been mentioned in previous works [12], particularly in the area of arts such
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as that shown in Fig. 93.1. The so called ‘‘spheroids’’ by artist Darlan Rosa (http://
darlanrosa.com/) were one of the earliest examples of digitally fabricated artifacts
in our region.

However, the application of digital fabrication is no longer limited to the area of
arts, but has already found broader use in the construction industry. Figure 93.2
shows the entrance of a pedestrian overpass of the Metro System of Brasília,
structural design by Márcio Buzar, which was digitally fabricated and assembled
by CPC Estruturas, a company based in the Federal District of Brazil (http://
www.cpcestruturas.com.br/).

Figure 93.3 shows an external view of the same pedestrian overpass which
connects a Metro station to a major shopping mall.

Other developments were found in the area of interior design. Figure 93.4
shows the front façade board of a shopping in Brasília, designed by Diogo Santos,
which was cut with a CNC plasma cutter by the local company Ferro e Aço
Badaruco (http://www.badaruco.com.br/).

Figure 93.5 shows a stand for the telephone company Oi with curved wooden
benches and counter, designed by Diogo Santos, which were also CNC cut.

However, the most important example of digital fabrication are shown in
Figs. 93.6 and 93.7 because it illustrates the viability a potential impact of mass
customization. Figure 93.6 shows a staircase mass produced by Ferro e Aço
Badaruco (http://www.badaruco.com.br/) for which the cost estimated by the
manufactures themselves was US$3,806.00.

Figure 93.7 shows a custom staircase, designed by Diogo Santos, for the same
purpose as the previous one, for which the estimated cost, to be digitally fabricated

Fig. 93.1 ‘‘Sphere’’, by artist Darlan Rosa, DF, Brazil. (Source: authors’ photography)
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Fig. 93.2 Pedestrian overpass-metro of Brasília, structural design of Márcio Buzar (Source:
http://www.cpcestruturas.com.br/)

Fig. 93.3 Pedestrian overpass-metro of Brasília, structural design of Márcio Buzar (Source:
http://www.cpcestruturas.com.br/)
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Fig. 93.4 Front façade board of shopping in Brasília, designed by Diogo Santos, CNC cut steel
(Source: authors’ photography)

Fig. 93.5 Stand of Oi
telephone company, with
curved wooden benches,
CNC cut, designed by Diogo
Santos (Source: authors’
photography)
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Fig. 93.6 Comparative
study: mass standardized
staircase, by Ferro e Aço
Badaruco, Brasília, Brazil
(Source: authors’ image)

Fig. 93.7 Comparative
study: customized staircase,
designed by Diogo Santos,
CNC cut and assembled by
Ferro e Aço Badaruco,
Brasília, Brazil (Source:
authors’ image)
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by the aforementioned company, was US$2,417.00. This result seems to be
consistent with other examples found in earlier works such as that of Bernhard
Franken’s comparison between a mass standardized pavilion and a customized one
in which he reports that the last one was 1/3 less expensive than the first one [16].

93.5 Conclusion

We believe we have demonstrated that digital fabrication is starting to produce
impact in the Brazilian architecture. This process is not limited to exceptional
buildings, but is also finding way in small experiences involving ordinary needs,
from interior design and construction components to simple buildings.

The last example, the comparison between staircases, shows that digital fabri-
cation technology is also having an impact towards mass customization in the
Brazilian architecture. Cultural obstacles, such as the ingrained belief that a singular
artifact is necessarily more expensive than a mass standardized one, are being
progressively removed.
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Chapter 94
Three Dimensional SPMD Matrix–Matrix
Multiplication Algorithm and a Stacked
Many-Core Processor Architecture

Ahmed S. Zekri

Abstract Current applications in image and media processing, scientific and
engineering computing require a tremendous processing and higher memory
bandwidth to gain high performance. Three dimensional multi/manycore proces-
sors stacked with memory layer(s) may provide good processing facilities to
enhance the performance of these applications. In this paper, we introduce a
proposal of a 3-D stacked many-core processor architecture composing of a
number of processing elements (PEs) layers stacked with one or more memory
layer shared among all PEs. Unlike many 3-D machine architectures, the proposed
model uses local communications between PEs in both horizontal and vertical
links avoiding the cost of building specialized interconnection networks. We
present a novel memory efficient SPMD blocked algorithm for performing the
kernel matrix–matrix multiply operation (MMM), on the 3D processor architec-
ture. Our analytical evaluation of the 3-D stacked architecture showed a near linear
speedup as the number of PE layers increases while data communication and
redistribution is overlapped with computing.

94.1 Introduction

The emerging Through Silicon Via (TSV) technology is a promising design
approach to hide the processor-memory speed gap by allowing processor and
memory layers to be stacked together forming 3-D architectures delivering high
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performance for many scientific, media and engineering applications [1, 2]. The
resulting 3-D architectures require efficient 3-D algorithms to exploit the tre-
mendous processing power and the huge memory bandwidth of these architectures.

2-D algorithms for performing matrix–matrix operations have been devised
since the roots of parallel computer systems. For 2-D mesh architectures, the
algorithms can be differentiated according to the amount of data input and output
at each step of computing into two groups. The first group is due to using two
vectors and one matrix at each iteration of the algorithm [3–5]. These algorithms
highlight the Level-2 BLAS to compute the MMM operation. The algorithms in
the second group relies on using three matrices (or sub-matrices) at each step of
computing as well as avoiding data broadcasting. The well-known Cannon algo-
rithm [6] and Systolic algorithm [7] belong to this group.

3-D algorithms have been studied and implemented on many shared and dis-
tributed memory machines [8–10]. A primary gain of 3-D algorithms is they
reduce communication to a factor of P1=6 over 2-D counterparts [8, 11], where P is
the total number of processors.

In this paper, we present a 3-D processor architecture that is stacked with
memory to provide large bandwidth to the processing elements (PEs). The problem
data are initially stored in the memory layer shared by all PE layers. Data movement
is overlapped with computing in the PEs since we used the PE layer next to the
memory chips for data load/store and redistribution to meet the data alignment
required in PEs for correct computing. To evaluate the performance of the 3-D
processor, we devised a 3-D blocked matrix–matrix multiplication algorithm that
utilize the huge bandwidth of the stacked memory and minimize communication
time by copying parts of input matrix before computing and streaming other parts
during processing since the local memory inside PEs is not enough to hold all
problem data. Our 3-D algorithm achieved a high performance of the 3-D processor
by overlapping computations and communications and using more PE layers.
Unlike other 3-D architectures, our proposed architecture does not have any ded-
icated special networks for global communications and data alignment operations.

This paper is organized as follows. In Sect. 94.2, we present the 3-D processor
architecture. In Sect. 94.3, we outline the 3-D algorithm. In Sect. 94.4, we analyze
the 3-D algorithm and show its performance on the proposed architecture.
Section 94.5 concludes the paper.

94.2 3-D Many-Core Processor Architecture

A primary goal of building 3D processor chips is to overcome communication
latency across 2D chip boundaries. Our proposed 3-D architecture composed of
L processor layers stacked with one of more memory layers (see Figs. 94.1, 94.2).
Each processing element (PE) layer is an N � N PEs connected by a 2-D torus
communication network. Each processing element PE‘ði; jÞ; 0� i; j�N � 1; is
identified by its 2-D Cartesian coordinate (i,j) inside the 2-D layer, and the layer
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number, 0� ‘� L� 1: For example, PE2ð1; 0Þ is the PE at location (1,0) inside
layer 2. Every PE has a full-fledged RISC processor with a data and instruction
caches beside a DRAM local memory for storing data and programs during pro-
cessing. There are six communication channels for each PE: East, West, North and
South for intra-layer communication between neighbor PEs, while Up and Down
connections for inter-layer communication to/from vertical PEs in the above and
below adjacent PE layers.

The stacked memory layer is an N � N separate SDRAM memory chips (MCs)
that are vertically connected to the PE layer below it immediately, which we will
call Layer 0. Each MC is directly connected to one PE. The other PE layers are
numbered from 1 to L-1 as we move down from Layer 0. Every access from PE
layers, 1,2,. . .L� 1; to the stacked memory layer is done through Layer 0 which
loads/stores data and sends it down using message-passing communication to

Fig. 94.1 Schematic
diagram of the 3-D processor
consisting of L PEs layers
stacked with DRAM memory
layer(s)

Fig. 94.2 a One PEs layer of
the 3-D processor showing
the Cartesian coordinates (i,j)
of PEs; b a processing
element PE‘(i,j) showing the
communication links with
horizontal (East, West, North,
South) and vertical (Up,
Down) PEs, ‘ is the current
layer number
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Layer 1 which sends it to Layer 2, and so on until it reaches the desired layer. Each
memory chip MC(i,j), 0� i; j�N � 1, has a unique ID represented as a Cartesian
coordinate ði; jÞ.

94.3 3D Matrix–Matrix Product Algorithm

The 3-D processor architecture can be employed to perform both 3-D and 2-D
matrix–matrix algorithms. For 2-D algorithms, the architecture is used as a stack of
L 2-D tori of multi-cores where each layer is dedicated to solve a different matrix–
matrix operation. For 3-D algorithms, we consider distributing the computing
among all layers where they cooperate to solve the whole problem. In fact, since
the 3-D architecture is a natural mapping of the index space of the matrix–matrix
multiply-add operation (MMM), several 3-D matrix–matrix algorithms for mesh
processor arrays can be implemented in our 3-D processor by mapping the com-
putation at the index points of the 3-D index space to corresponding PEs.

In this section, we used the large memory bandwidth coming from the stacked
memory to devise a novel 3-D algorithm to compute the MMM operation C  
C þ A� B where  denotes assignment, A ¼ ½aði; kÞ�;B ¼ ½bðk; jÞ�; and
C ¼ ½cði; jÞ�, where 0� i�m1 � 1; 0� j�m2 � 1; and 0� k�m3 � 1. The main
idea behind the algorithm is maximizing data reuse and overlapping computations
with data communications.

94.3.1 The Algorithm

We assume the three matrices A, B, and C with dimensions m1 � m3;m3 � m2; and
m1 � m2, respectively, are divided into blocks of size b� b where for simplicity
the dimensions of the matrices are multiples of b. Now A, B, and C are regarded as
N1 � N3;N3 � N2; and N1 � N2; respectively.

In order to distribute the three matrices into the N � N memory chips of the
stacked memory layer, we further divide the matrices A, B, and C into N � N
larger blocks each of size n1 � n3; n3 � n2; and n1 � n2; respectively, where
n1 ¼ N1=N; n2 ¼ N2=N; n3 ¼ N3=N and assuming N1;N2; and N3 are divisible by
N. So, each memory chip will have one larger block of each of A, B, and C,
which we will call a super-block, see Fig. 94.3. We denote a super-block
Xij; 0� i; j�N � 1; of matrix X where the superscript indicates the memory chip
coordinate which stores the super-block. That is, the super-block Xij will reside
in memory chip MCði; jÞ.

To compute the blocks of matrix C simultaneously using all PE layers, each
super-block Cij is divided into L� 1 horizontal block-panels where each block-
panel is computed in processor PE‘(i,j) of each layer. This block-panel has
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n1=ðL� 1Þ � n2 small blocks of size b� b. To overlap computing in PE layers
with loading/storing operations, we used the PEs of Layer 0 for concurrent
loading/storing of data from the memory layer to the other PE layers. Also, we
assume one super-block of each of A, B, and C reside in the corresponding
memory chip.

Our algorithm is described using MATLAB colon notation in the pseudo-code
program in Listing 1 below (Buvð:; 0Þ means all b� b blocks of super-block Buv

located at column 0). This program will be executed by all PEs concurrently in
SPMD computing mode. For making the description more clear, we separated the
details of operations Multiply(block,block,block), Align(block,direction),
Load(block,layer#), and Store(block) into Listing 2, 3, 4, and 5, respectively. Note
that, the pseudo-codes in these listings are for execution for one PE, and all PEs of
all layers execute concurrently.

1. Initial stage: This is a communication step where the N � N super-blocks
Bij; 0� i; j�N � 1 are loaded simultaneously by all PEs of Layer 0 so that
PE0ði; jÞ loads from its corresponding memory chip MC(i,j) vertically located
above it. These super-blocks are simultaneously copied to other corresponding
PEs in layers 1. . .L� 1. For example, the super-block B12 is copied to PE‘(1,2)
in layers 1� ‘� L� 1:

2. Main stage: This is a computation step of the algorithm which goes as follows:
for each layer 1� ‘� L� 1; each PE‘ loads one block row of the corresponding
super-block of A and use it to compute one block-row of the corresponding
super-block of matrix C. This is done concurrently in all PE layers. To compute
one b� b block of C inside each PE, the PEs in the same layer perform local
block matrix–matrix multiplication and inter-communicate together using intra-
layer horizontal local connections so that the correct blocks of AijðI;KÞ and
Bij(K,J) meet in correct PEs of the same layer to compute blocks CijðI; JÞ. We
used Cannon’s 2-D algorithm in each layer to compute the blocks CijðI; JÞwhere
the Align() operation is applied to align the b� b blocks of super-blocks of

Fig. 94.3 The distribution of
matrices A, B, and C among
the memory chips MC(i,j),
0� i; j�N � 1; N ¼ 2 and
L ¼ 2
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matrices A and B. After computing one block row of super-block Cij inside
processors PE‘(i,j), a Store() operation is applied to store results back to the
corresponding memory chip MC(i; j) and another block row of Cij is computed
till all super-blocks Cij of matrix C are computed in all PE layers.

Listing 1:
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Listing 2:

Listing 3:

Listing 4:
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Listing 5:

94.4 Performance Evaluation

In this section, we analyze and evaluate the performance of the proposed 3-D
processor in executing our blocked MMM algorithm. Before starting the execution,
the three matrices are input and distributed among the memory chips as we showed in
the previous section. Also, we assume all PEs in the 3-D processor are loaded with
one program (Listing 1), and they execute asynchronously in SPMD mode. The
computing inside all layers will be independent from one another since different
blocks of matrix C are computed in different PE layers. However, all PE layers will
share in communication especially passing data/results between PEs layers and
memory layer. In addition, PEs of the same layer collaborate and use intra-layer local
communications only during computing the corresponding blocks of C.

94.4.1 Model Parameters

1. Memory operations: We assume the super-blocks of matrices A, B, and C are
layed out in the memory chips in block data layout format [12] so that any b� b
block is stored continuously in memory. We choose b to be the optimal size for the
blocks, i.e., the length of the PE cache line in words. For processors at Layer 0,
PE0(i; j), the latency of SDRAM chip for read/write one word is tm

start, and using
enough memory banks inside each memory chip, a pipelined load/store of data can
be achieved. So, the time of moving one b� b block of matrix elements from a
memory chip to one PE in Layer 0 is modeled as:

T0
load ¼ tm

start þ tm
word � b2;
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where, tm
word is the memory per word transfer time that is equal to one PE clock

cycle, after some startup latency, in the pipelined model.
2. Message-passing operations: Sending/receiving one b� b block between

adjacent vertical PE neighbors is modeled as:

Tsend ¼ tv
start þ tv

word � b2;

where, tv
start is the startup time for sending a message between vertically adjacent

PEs, and tv
word is the vertical per word transfer time. Similarly, sending/receiving

between horizontally adjacent PEs in the same layer can be modeled as the last
equation, where th

start and th
word are the horizontal startup and per-word times,

respectively. As Listing 4 shows the implementation of loading a block in PE‘ at
Layer ‘, the time to load one b� b block into a PE in Layer 1� ‘� L� 1 is
estimated as:

T ‘
load ¼ T0

load þ l� Tsend;

because a PE can send and receive simultaneously either vertically or horizontally.
Also, the message passing Send() operation is non-blocking to allow the processor
to proceed execution whenever appropriate and do not wait till the receiver
responds. But, the Receive() operation is a blocking one. The alignment required
in each PEs layer is implemented in concurrent message-passing communication
as in Listing 3. Therefore, the concurrent alignment time of block rows of super-
blocks Aij inside the PEs can be estimated using pipelined cut through horizontal
routing as:

Talign ¼ th
start þ ðN � 1Þ � th þ th

word � n3 � b2;

where, th is the per-hop time to transfer the header of the message between
neighbor layer PEs.

3. Parallel overhead: The computations inside each PE layer of the 3-D pro-
cessor are independent from the computations in other PE layers because different
blocks of matrix C are computed in each layer. Therefore, the computing in all
layers can proceed in parallel. However, there are inter-layer communication to
pass the blocks loaded from the memory layer to different PE layers or store results
back to memory layer. Since there is only one l/s layer (i.e., Layer 0), all data
loading/storing operations of PE layers 1. . .L� 1 will be executed one after the
other. That is the load/store operations will be chained among PE layers.

Computing one b� b block, Cijð ; Þ, inside each PE of the same layer requires
the blocks of A and B be properly aligned among PEs to obtain correct results.
Since all PEs execute concurrently in an asynchronous mode, a barrier synchro-
nization point is required immediately before commencing the local computations
inside PEs, i.e., immediately after line 26 of Listing 1. This guarantees that all
current blocks in PEs of current layer are properly placed in the correct PEs in
order to get correct results of the blocks of C. The worst case scenario for this
synchronization overhead is that the N2 PEs of current layer execute the barrier
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operation one after the other. Therefore, a maximum expected parallel overhead of
computing in one PE layer ‘ is estimated as:

To ¼ n1=ðL� 1Þ � n2 � ðSþ N2 � 1Þ;

where, S is the number of CPU clock cycles to execute the instructions of a barrier
operation in one PE. Since the division of the MMM problem among all PEs
resulted in equal workloads in all PE layers and between PEs of the same layer, the
above synchronization overhead can be minimized by activating all PEs to start
their program execution by an initial synchronization operation.

94.4.2 Evaluation

The total parallel execution time of our algorithm is the sum of computing time,
communication time, and parallel overhead time. For the local computation inside
each PE, we used the conventional serial MMM algorithm for multiplying two
b� b blocks in 2b3 PE clock cycles. We choose our analytical model parameters
as shown in Table 94.1.

The execution of our algorithm (Listing 1) goes as follows: in the initial stage,
we see that execution starts in Layer 0, then after the operations
Align(block,direction) and Load(block, ‘) of the column block Buvð:; Þ it starts in
Layer 1 , and so on till Layer L� 1. After Layer 1 finishes the initial stage, it
immediately starts to execute the main stage from Line 21. It is clear in the main
stage (Lines 21–33) that our algorithm is load balanced since all PEs have the
same workload to process. However, the execution time of each layer increases as
we move down to Layer L-1 because the time of both operations Load(block, ‘)
and Store(block) increases as ‘ increases. This guarantees that the operations in
Lines 24 and 31 of Listing 1 of all PE layers will not execute at the same time.

From the above discussion, we see the execution of the algorithm will be
chained among all PE layers. We estimated the total parallel execution time of our
algorithm as:

Tp ¼ Tinitial þ TL�1
comp þ n1=ðL� 1Þ � ðL� 2Þ � T0

load;

where, the times Tinitial and TL�1
comp are given by:

Table 94.1 This table shows
the values selected for our
analytical model parameters

Parameter Value

PE frequency 2:0 GHz
SDRAM latency, tm

s 10 ns

Message startup, th
s 10 PE cycles

Message startup, tv
s 5 PE cycles

Per hop time, th 15 PE cycles
Cache line, b 64 Bytes
Synchronization cycles, S 200 PE cycles
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Tinitial ¼ ðn2 � 1Þ � ðmaxðTalign; T
0
loadÞ þ Tv

sendÞ
þ ðL� 1Þ � Tv

send þ Talign;

TL�1
comp ¼ n1=ðL� 1Þ � ðT‘

load þ Talign þ n2 � S

þ n2 � n3 � Tmultiply þ T0
storeÞ;

Tmultiply ¼ N � maxð2� b3; tv
sendÞ:

Figure 94.4 shows the performance of our 3-D processor on performing the
MMM operation. The matrices A, B, and C are chosen with square sizes. The
speedup of the 3-D algorithm over the conventional standard matrix–matrix
multiplication is measured. As we can see, increasing the number of PE layers
leads to increasing speedup. For example, when L ¼ 4 the speedup is approaching
12.0 which is the actual number of PEs used in computing because the rest of PEs
(=4) are exploited in moving data and results between the rest of PE layers and the
memory layer. It may be expected that as we increase the number of PE layers,
memory operations become the bottleneck of the processor since all PE layers
share one memory layer. However, this is not the case because our architecture
overlap data movement and data redistribution with computing. Figure 94.4 also
shows that increasing the matrices size from 64 going to 1024 raises the speedup
since more data reuse in the PEs caches compensate the startup overhead of
copying super-blocks of matrix B to all PE layer.

94.5 Conclusions

TSV’s 3-D stacking using a mix of logic process chips and DRAM process chips
permitted great processing capabilities and huge memory bandwidths to deliver
high performance in many scientific and engineering applications. In this paper,

Fig. 94.4 Measured speedup
with increasing the number
of PEs (¼ N2 � L) in the
3-D processor, L: number of
PEs layers, each layer L has
N � N PEs
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we presented a 3-D stacked many-core processor composed of PEs layers stacked
with memory layer(s). The high memory bandwidth and the increased inter-layer
and intra-layer PE connections permitted us to devise a novel highly efficient 3-D
parallel algorithm for performing the kernel matrix–matrix multiplication (MMM).
Our analytical evaluation of the 3-D processor on the MMM kernel showed a near
linear speedup as we increase the number of PE layers. The overhead of data
movement and redistribution is also overlapped with computing specially as the
size of matrices increase.

One problem that we didn’t take into our consideration in this paper is the
amount of heat dissipated as we increase the number of PE layers. A possible
solution that will be studied in our future works is studying variant folded orga-
nizations of the torus interconnection in each PEs layer as well as using power-
aware routing algorithms such as the one presented in [13].
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Chapter 95
Face: Fractal Analysis in Cell Engineering

K. P. Lam, D. J. Collins and J. B. Richardson

Abstract Most fractal compression schemes encode an image as a collection of
transforms that analyse image detail at every scale, typically allowing a receiver to
regenerate or synthesize the output using ‘‘instructions’’ from the transmitter.
Conceived in the mid 1980s, such an analyse/synthesis approach to image
transformation exploits the self-affine approximations as the basis functions for
capturing image detail which is subsequently used in the reconstruction algorithm.
The latter often entails the application of an iterative procedure which specifies a
set of (growth) rules, not unlike the so called L-system (of Lindenmayer)
constructed to describe the intricate developmental patterns of biological plants at
multiple scales of resolution. Based on the computational science of fractals and
image transforms, this paper furthers our earlier development of an investigative
visualisation platform which sought to characterise the diversity of patterns
observed in the columnar branching of cartilage cells during growth/repair, by
providing objective quality measures of the structural organisation and biochemical
composition of the repaired tissue. Our analysis was compared with previous
studies on histological assessments of cartilages via polarised light microscopy,
revealing promising results.
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95.1 Introduction

The spontaneous appearance of complex structures during cell growth are of great
significance to our understanding of how spatially ordered biological patterns such
as those seen in the columnar branching of cartilage cells emerge from small,
primary units. Traditionally, the histological characterisation of such bio-structural
complexity has been based largely on subjective qualitative descriptions. A syn-
ergetic approach would study how pattern formation in living organisms which are
composed of many subsystems can be understood through their interactions,
whose dynamics are underpinned by physical laws, to generate spatial, temporal
and functional structures. Such complex organisational structures often form vis-
ible patterns when viewed at a macro level [1]. Indeed, this approach was adopted
in our earlier work where computerised image analysis had been applied in con-
junction with digital video microscopy for the quantitative characterisation of cell
growth and differentiation in such a biological context [2]. This was accomplished
by exploring the contemporary branch of computational geometry/mathematics
concerning fractals, with the principal aim of providing an objective description of
the morphological and biochemical complexity of the systems. Using the well
documented technique of fractal image transforms [3], the work examined the role
of positional information and, more relevantly, investigated how they might reg-
ulate pattern formation at a macroscopic level from a pattern recognition per-
spective. Computationally, our approach to studying pattern formation is closely
allied to the pioneering work of Barnsley, who conjectured that the mathematical
theory of fractals could be applied to compress natural images; viz., the principal
goal is to find resolution independent models, defined by finite and short strings (of
zeros and ones), for real-world images [4]. Specifically, the work entails revisiting
methods of the fractal image transformation and, more importantly, its underlying
principles and techniques for image coding in the context of pattern descriptions.
In particular, our implementation adopted the work of Fisher on Partitioned Iter-
ated Function System (PIFS), which was itself based on Jacquin’s first practical
implementation of IFS following the seminal work of Barnsley on fractal image
coding in the 1980s [5, 6]. Here, histological images that are encoded as PIFS
possess details of self-similarity at different scales; however, the ‘‘components’’
defining such self-similarity are far from obvious and less well defined. Thus
practical implementations of the fractal encoding procedure must generate an
approximation to blocks of an image based on similarity measures that are
mathematically well defined and biologically meaningful. From an image analysis
standpoint, this is a principal advantage of the fractal encoding framework, par-
ticularly for image analysis, as the details and similarity at different scales are
present in the often highly compressed fractal code [7].

Image classification is a popular and well researched field, with several well
defined approaches for clustering and classification [8]. However, combining
fractal encoding and classification procedures is an approach that has not been well
documented; only a handful of papers were found; e.g., in [9]. More specifically,
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standard or non fractal based image coding algorithms often result in a compressed
data file, which can be used to reconstruct the image, or a close approximation of
it. The data file itself holds little or no meaning; for example, in transform coding,
its only use is to apply a computationally well defined inverse transformation to
regenerate the image. By contrast, an image which has been encoded with a fractal
compression system results in a different type of data file. Our work thus started by
amalgamating the involved concepts, with the goal of developing a classification
system that utilises fractal coding. A primary focus of the work reported here
concerns a detailed investigation of how visual patterns pertinent to the organi-
sation of cell colonies of cells in repaired cartilage tissue can be extracted and
described by automated analysis of standard/routine histology from a spatial
viewpoint. To achieve this, the role of positional information at the microscopic
level was examined empirically with the goal of understanding how it might
regulate pattern formation at the macroscopic level using a pattern recognition
(and mining) approach. Based on Fractal geometry, the study sought to develop
advanced image analysis techniques, coupled with data and rule mining principles,
to describe and characterise such complexity of cell/tissue structures in an
objective way,1 hence the title ‘‘FACE’’-Fractal Analysis in Cell Engineering.

95.2 Technical Background and Related Work

The mathematics of fractals has been well established since the late 19th century,
yet it was only in the mid-1960s that a detailed study of the science of fractals was
pioneered by Mandelbrot [10]. Since then, research in field has gained in depth and
popularity, including visualisation of the so called L-System [11]) and, most rel-
evantly, Barnley’s Iterated Function Systems (IFS) which demonstrated that many
natural-looking objects can be obtained as the fixed point of certain types of
function [4, 12]. Using IFS, the goal was to develop a (lossy) compression algo-
rithm that takes advantage of the self-similarities in an image, creating an optimal
forms of image compression that are comparable to JPEG [13], a long established
and standard compliant compression technology which is still in use today.
Algorithmically, the technique of IFS is central to fractal encoding, which can best
be described using the concept of fixed point functions (or attractors); a fixed point
function is one which fulfils:

f x0ð Þ ¼ x0

Here, if the function f xð Þis chosen to be a contractive affine transform such that:

f xð Þ ¼ axþ b where aj j\1

1 As digitally sampled microscopic images encode spatial information (objectively) in numerical
values.
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then f xð Þwill be convergent to the value x0 where

x0 ¼
b

1� a

Thus, given a value y, it is possible to create a fixed point function to generate
this value from any arbitrary initial value. Similarly, it is possible to develop a
system to recreate any set of predefined values (the attractors) from an arbitrary set
of starting values; viz. an Iterative Function System (IFS). Indeed, most fractal
rendering software applications utilise the technique of IFS to generate the fractal
image.

From a computational perspective, images that are fractally encoded possess
details of self-similarity at different scales and, as such, practical implementations
of the fractal compression procedure generate an approximation to blocks of an
image based upon their similarity. A principal advantage of such a fractal/
encoding framework is that the details and similarity at different scales must be
present in the compressed fractal code. Consequently, to compress and reconstruct
an image using fractal techniques, one must construct an IFS whose attractor is the
image itself; i.e., an attractor or fixed point is the set of convergent values of an
IFS. In essence, the compressed data is merely the transformations (or ‘‘instruc-
tions’’) required to regenerate this image from any arbitrary starting image; see the
original work of Barnsley [12], and subsequently Fisher [5].2 Here, our model/
algorithm divided the image (I) into n sets of Range blocks (R) and Domain blocks
(D) such that:

I ¼
[n

i¼1

Ri where R ¼ Dð Þ ð95:1Þ

Where WðxÞ is the map containing the set of fixed point transformations
between D and R. Finding this set of transformations is aided by the Collage
Theorem, as was originally proposed by Barnsley [12] and later implemented as a
workable solution by Jacquin [6]. The latter was based upon the Piecewise
Transformation System (PTS) model and, within this solution the whole of the
image is composed of transformations of parts of itself. This is in contrast to
Barnsley’s IFS that is typical of the Self-Transformation System (STS), where the
entire image/function is mapped to each part of the image. In practice, the PTS
system is more flexible model than the STS as natural looking images seldom
contain any transformation of the entire image. As a result, it follows that the
image may be better and more efficiently described by a piecewise or partitioned
transformation; viz. a partitioned STS as described in [14]. From an image analysis
viewpoint, Eq. (95.1) which specifies an encoding procedure necessitates an
exhaustive search or matching process through a set of domain blocks {D} to find

2 Since Barnsley first presented the idea of fractal image encoding, several approaches have been
proposed; [Jac92] and [DUB92]].
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the best matching pair of Di and its transformation. More formally, the metric
dist l � Ri; Ti � Si l � Dið Þð Þ is a minimum where dist x; yð Þ is distance or distor-
tion metric, l is the partitioned image, Si consists of a contraction and translation
factor and Ti is the block transformation. Based on Fisher’s implementation [3],
the domain to range block mapping as described in (95.1) is achieved through a
Partitioned Iterative Function System (PIFS), a 2D (as in spatially 2D) analogue to
the IFS. Essentially this is composed of the 3D input vector containing x, y, grey
value (g) components and the affine transform in matrix depicted in (95.2) below:

wi

x
y
g

2
4
3
5 ¼

ai bi 0
ci di 0
0 0 si

2
4

3
5

x
y
g

2
4
3
5þ

ei

fi
oi

2
4

3
5 ð95:2Þ

Equation (95.2) defines the affine transform consisting of two orthonormal com-
ponents; a spatial transform, designated as mi in (95.3), and an IFS on the grey
value designated as f gð Þ in (95.4):

mi x; yð Þ ¼ ai bi

ci di

� �
x
y

� �
þ ei

fi

� �
ð95:3Þ

f gð Þ ¼ si � gþ oi ð95:4Þ

The spatial transform mi given in (95.4) was chosen in our work reported pre-
viously [2] to achieve a 50 % reduction in size and a translation between the best
matching blocks (discussed later). The scale coefficient of grey value (si) is a
contrast scaling, while the oi represents an overall brightness translation. The W
map consists of a set of PIFS so that the image is described by the union of the
transforms; viz., analogous to the union of range blocks.

W Ið Þ ¼
[n

i¼1

W i x; y; gð Þ ð95:5Þ

Given (95.5), it is relatively easy to compute the fixed point of the set; the
specified set of transforms are applied repeatedly until WðIÞ ¼ I at which point, I
will be the attractor. The Collage Theorem facilitates the computation of such
transforms by formulating a method (based on the IFS) that approximates a set of
values (of I) through a mapping such that the distance between two sets is min-
imised. This was achieved in our investigation by dividing the image into blocks
(as per the PIFS approach described earlier), calculating the transform required
and, within a given tolerance, the associated error by which the best transform was
then selected.

Figure 95.1 demonstrates how the concepts and principles discussed above
were applied and tested against standard/real-world images. Starting with two
seemingly random and arbitrarily organised images/blocks which were produced
at coarse level (or large scale r), each image was successively refined at lower
scales by means of the transformations specific to the respective fractal code or
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instructions extracted from the original images (see affine transformation defined
in Eqs. (95.2)–(95.5) above). Here, the compressed data is a collection of trans-
forms of known form, the reconstruction of the image requires storing the
parameters pertinent to the specific IFS. Furthermore, the fractal code output from
an encoding algorithm is akin to a set of ‘‘instructions’’ (rather than a dataset as in
other encoding algorithms). Based on these instructions, it should be possible to
synthesize the individual images and compare the fractal code generated from
them, as the similarities between these images should result in, at least in theory,
similar fractal code.

95.3 Fractal Code Classification

In practice, the choice of distortion or distance measure between two images is
determined at the discretion of the encoder designer. Typically the L2 metric is
adopted, which is analogous to the Root Mean Square (RMS) error between the
range block and the transformed domain block. This led to finding the best mat-
ches by minimising the metric R;

R ¼
Xn

i�1

s� ai þ o� bið Þ2 ð95:6Þ

resulting in the following conditions [3]:

Reduction in scale  �

IFScode/instructions

Fig. 95.1 The reconstruction of two well documented images; Baboon (bottom) and Lenna (top),
both of size 512 9 512. The final images on the far right of the figure represent the respective
attractors which converge to the corresponding ‘instruction sets’ defined by the IFS
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S ¼ n
Pn

i¼1 aibi �
Pn

i¼1 ai
Pn

i¼1 bi

n
Pn

i¼1 a2
i �

Pn
i¼1 ai

� �2 ð95:7Þ

o ¼ 1
n

Xn

i¼1

bi�s
Xn

i¼1

ai

" #
ð95:8Þ

and giving:

R ¼ 1
n

Xn

i¼1

b2
i þ s s

Xn

i¼1

a2
i � 2

Xn

i¼1

aibi þ 2o
Xn

i¼1

ai

 !
þ o no� 2

Xn

i¼1

bi

 !" #

ð95:9Þ

Equation (95.9) can be used in the encoder to reduce the number of calculations
and, thus, achieve better run-time performance. More relevantly, it also provided
the basis for measuring at different scales the overall quality of matches
(*classification) of specific regions of interest in an image, using the so called
‘‘scale-distortion’’ analysis as summarised in Fig. 95.2 below.

To further reduce the amount of searching and number of comparisons required
(as per Eq. (95.1)), a pre-processing and classification of domain blocks is first
performed before computing the final transforms (Eq. (95.5)) as described in the
preceding section. This is achieved by dividing the domain block into quadrants,
and using the average value to classify their brightness. Taking into account the
three planes of symmetry, a domain block can always be positioned in one of the
configurations described in [3]; see Fig. 95.3. These three different classifications
of domain block are both unique and all inclusive, thereby reducing the number of
comparisons by a factor of three. In addition, second order statistics can also be
computed for pixels within each quadrant to further classify potential matching
domains more efficiently; i.e., given that there are 24 ¼ 4!ð Þ possible orderings of

Fig. 95.2 Signal-to-noise ratios (SNRs) computed at different scales for the two images shown
in Fig. 95.1-(left) Lenna and (right) baboon. Note also the log-scale applied, showing the highly
non-linear characteristics of the refinement achievable at different scales (Range block sizes)
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the variance in each quadrant, any domain can be determined in constant time as 1
of 3 classes and 1 of 24 subclasses.

Finally, the main transforms computation was developed using a recursive
algorithm; namely, the quadtree image decomposition as (first) described in [5], to
partition the image/blocks as illustrated Fig. 95.4b. The original image was first
divided into a square of size 2n (where n is the smaller of log2 widthb c and
log2 heightb c). A minimum quadtree depth is then assigned (4 by default) and once

this depth has been reached, the range block (the portion of the block being
analysed) is classified. This classification is the same as that used for the domain
blocks; i.e., the variance, quadrant brightness, orientation, etc. are used to assign a
class. The range block is then compared to domain blocks of the same class and the
error for the associated transform is calculated. This is repeated until all the
domain blocks have been compared. In passing, it is noted that the use of recursion
as an important feature of our implementation; a highly parallel/distributed
implementation of such an algorithm has been developed successfully in our early

Fig. 95.3 The three possible layouts of the domain blocks [3]

Fig. 95.4 a (Left) an overview of the fractal code/instructions extractor algorithm. b (Right)
qaudtree (recursive) image decomposition
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work (not reported here) Further, the transforms computed by using Eqs. (95.3)–
(95.4), and the associated error using Eq. (95.5), were designed for standard image
compression implementation (of Fisher) where the RMS metric as previously
earlier (in Eq. (95.9)) was adopted. In general, this could be easily modified or
adapted to a more context dependant metric for the specific application. For
instance, if it was found that the most important factor for determining the quality
of cartilage was the saturation of the individual quadrants, then such consideration
could be factored into the error function to facilitate better transforms.

Summarising the descriptions thus far, Fig. 95.4 presents an overview of the
fractal code/instructions extractor algorithm.

95.4 Experimental Systems

A modular and extensible visualisation platform was tailor made for researchers at
RJAH to help assess the quality of cartilage repair following the ACI procedure
[15, 16]. It allows users to dynamically extract the fractal code from an image and
flexibly view the largest and lowest error transforms in a selected region. Con-
structed with an ‘‘easy-to-use’’ graphical interface, the experimental system
automatically labels the selected regions of interest based on the underlying fractal
code extracted to assist researchers to study, analyse and compare the different
parts of an image in detail during routine histology. To date, similar work on
objective quantification has used traditional techniques, including polarised light
microscopy and Fourier Transform Infrared Imaging Spectroscopy (FTIR) [16] to
assess quality through vibrational excitation of the collagen and proteoglycan
molecules.

To facilitate biologically meaningful characterisation of the fractal code/
transforms computed from the input image, our MATLAB implementation stores
and returns the transforms in a matrix. This matrix is then sorted by the size of the
blocks (inversely proportional to the depth) and then in increasing order, thereby
creating a list of the most accurate transforms in order of size. The first twelve of
these transforms were displayed and overlaid on top of the original image. This
facilitates a preliminary ‘‘data mining’’ (i.e., by visual inspection) and interpre-
tation of this by our collaborators in Oswestry, using their expert knowledge in the
field. In particular, the preliminary transform display, as shown Fig. 95.5, was
found to suggest that from the cartilage/cell image vertical bands of similarity may
be important. This finding was confirmed by clinicians who had previously con-
cluded that humans notice vertical bands in histology samples [15, 17]. Such
positive correlation between the fractal transforms and the current qualitative
description was encouraging. To this end, three other test images were acquired
and the individually cropped regions were passed through the fractal encoder for
analysis. This analysis highlighted that regions of ‘‘shiny’’ (or good) cartilage were
covered by the smallest transforms (i.e., a region of high detail). This could
potentially be used to identify regions of different quality. From an image analysis
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perspective, a considerable level of understanding of the underlying cell growth
mechanism in repair tissue is crucial to enable a transform viewer to be con-
structed with the goal of interpreting the largely abstract mathematical transfor-
mations. Figure 95.5 depicts the main user interface of the latest revision of the
visualisation system developed, summarized as follows:

• The image view-plane on the right shows the top 12 (default) most similar
regions/areas which have been located and ranked by the program. This infor-
mation is also automatically expanded in a table with details shown on an
information window/panel generated separately and placed initially on the left
side of the image view plane.

• The first column of the table shows the scale information of the individual
matches, the 2nd column the so called ‘‘Goodness-of-Fit’’ (on a scale of 1–10,
10 being the 100 % match based on the criteria adopted), the 3rd column shows
the contrast value (*feature sharpness) and the 4th column gives the averaged
brightness of the regions. These values/statistics are already normalised in order
that the identified regions can be measured and compared in a meaningful way-

i.e., like-for-like comparisons.
• A mouse is used to move and/or change the size of the so called ROI (region of

interest) window (highlighted as a rectangular white box within the image view
plane) to study other areas of interest within the image viewplane. Doing so
automatically and synchronously updates the relevant statistics displayed on the
information panel. Similarly, the number of rows included in the information

Fig. 95.5 The ROI matched with the multiscale (texture) properties of the fractal code extracted
from the cell cartilage image
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panel can also be changed at any time using the input textbox at the bottom
right.

• The information panel can also save the statistics displayed at any time, for
example, to enable further investigation.

In passing, the demonstrator constructed was a fully functioning, royalty-free
experimental platform which was designed to allow non-expert users to dynami-
cally extract the fractal code from a digitised image and flexibly view the largest
and lowest error transforms in a selected region. In addition to its ability to
effectively compare transforms between different regions of the same image, the
production code of the system (currently applicable to Windows only) was also
equipped with the facility to combine multiple images whereby local similarities
between the fractal code extracted can be discovered and (hopefully) utilised to
classify the images of interest.

95.5 Experiment/Results and Discussion

The RJAH Orthopaedic Hospital in Oswestry have an archive of approximately
200 cartilage biopsies taken from patients who have received cell transplants in the
knee joint since the late 1990s [15]. From these biopsies, digitised images were
collected using a high power digital camera (Hamamatsu) and microscope (Leica).
The images were of sections of the repair tissue that had been stained with standard
histological methods; i.e., H&E and toluidine blue viewed both with transmitted
light and polarised light. For these patients, both the Lysholm score (of functional
outcome) in the short and medium term (1–9 years) are known. As proof of con-
cept, a selection of these digitised images of histology was used to test the efficacy
of the visualisation platform built in terms of its ability to quantify revealed visual
patterns. A key objective was to investigate if the computed fractal transforms
could discern or recognise differences in the appearance of cartilage repair tissue
when digitised images are collected using transmitted polarised light. Here, artic-
ular cartilage when seen through polarised light has been termed hyaline-like or
fibrocartilaginous, but this is a highly subjective judgement largely based on the
uniformity of appearance; see Fig. 95.6a–c for illustration. Using the same
approach as previously reported in [15], our experiment examined whether these
differences can be assessed using established pattern recognition and mining
techniques [18] and, if so, how well this distinction compares with previous
assessments done by the human eye. In particular, a principal goal was to identify
and (subsequently) study characteristics of the fractal code extracted for the
apparently uniform and vertical orientation of collagen in the deep zone that, when
view under the polarised microscope, is integrated with the underlying calcified
layer of cartilage (thus suggesting successful replacement of tissue in this region).
Similarly, the orientation of the collagen fibres which lie parallel to the hyaline-like
articulating cartilage in the surface zone resembles that found in normal joints [15].
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Analytically, a close examination of the computed fractal/IFS code reveals that,
for our encoder to be effective, the relevant images or regions of interest must be
composed of features at scales that are also present at coarser scales up to a rigid
translation and an affine transform of intensities. This is illustrated in Fig. 95.7,
which depicts the typically hyaline rich features in the deeper zone. The mappings
within the selected region (blue enclosing box) are directional, with arrows
(yellow) pointing from each domain block (green box) to the respective range
block(s) (red boxes). They were overlaid on the top of the image to aid visual
inspection.3 Here, it is shown that, (i) most of the self-similar regions have a
largely uniform appearance, (ii) the domain blocks are localised within a close
proximity in the deep zone, and (iii) the corresponding domain and range blocks
were statistically self similar, with relatively low distortion/error at a fine scale
(depth = 4). From a signal/image processing perspective, this is the ‘‘self-
transformability’’ assumption described by [6], where it was shown that such an
assumption generally holds for images composed of isolated straight lines and/or
constant regions (since these features are self-similar). Thus the ability of the
fractal/IFS encoder which we developed to represent straight edges (parallel
alignment of collagen fibres), constant regions (smooth uniform surfaces) and
slow-varying/constant gradients (hyaline appearance) effectively is important; as
most standard transform coders fail to take advantage of these types of spatial
structures. Indeed, previously described wavelet transform techniques that have

Fig. 95.6 a–c From left to right. Photomicrograph (a) showing a full-depth core biopsy of repair
tissue taken 12 months after implantation. b, c-At a higher magnification showing b upper and
c mid zones (bars = 100 l). Keys: F, fibrocartilage-like tissue; H, hyaline-like tissue; CC,
calcified cartilage; B, subchondral bone. Reproduced with author’s permission from [15]

3 To reduce the characteristic pink/red colour of immunostaining, a de-saturation process has
been applied to the selected region.
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achieved particularly good compression results have done so by augmenting scalar
quantization of transform coefficients with a zero-tree vector which could
efficiently encode locally constant regions; see [19, 20].

In summary, our analysis confirmed a demonstrably higher proportion of
hyaline-like cartilage than the relatively small amount previously reported in failed
ACIs, in agreement with the results reported earlier using polarised microscopy.

95.6 Conclusions

Traditionally, our understanding of cell growth is all too often compartmentalised
into distinct disciplines spanning microbiology, biochemistry and genetics. These
provide complementary yet disparate information concerning how cells grow,
evolve and reproduce and, more relevantly, how they may be coordinated at the
physiological level. The image classification approach adopted in this research
sought to significantly enhance our understanding of this, and has gone some way
towards integrating physiological function with cell pattern formation; i.e., cell
growth was examined from the viewpoint of computational fractal geometry using
a ‘‘structure–function’’ approach. Surprisingly, however, little effort has since been
expended on applying such reasoning to the study of biological cell re/production
in general and characterisation of cartilage cell growth in particular. This work has
attempted to address this deficit through utilising recent advances in multi-scale

Fig. 95.7 Identifying visually correlated patterns through a ‘snap-shot’ of the dynamic events
which occur in the repair process of cartilage. At 12 months the zonal heterogeneity of repair
tissue is apparent
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fractal transformation research. Thus far the work has continued to promise the
possibility of clinically useful objective analytic tools. To this end, the experi-
mental system currently provides objective measures of cartilage cell quality as
part of a comparative large-scale randomised clinical trial on the efficacy of the
Autologous Chondrocyte Implantation (ACI) procedure.
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Chapter 96
A First Implementation of the Delay
Based Routing Protocol

Eric Gamess, Daniel Gámez and Paul Marrero

Abstract In this paper, we introduce the first implementation of the Delay Based
Routing Protocol (DBRP), a flexible distance vector routing protocol with a delay
based metric, that supports authentication and encryption. Besides carrying routing
information, DBRP also transports information for common services such as the IP
addresses of the DNS servers. It operates over the data link layer and is centered on
Type-Length-Value (TLV) tuples, which make it easy to extend to other existing or
future network protocols. Our implementation is developed in C++, and offers a GUI
developed in Qt for easy configuration. We validate this first implementation under
several test scenarios and have obtained very encouraging results. Additionally, the
exploratory study of our application that we conduce with a group of students
indicates that the protocol can be easily understood and configured through the GUI.

96.1 Introduction

The Delay Based Routing Protocol (DBRP) is a new distance vector routing
protocol that was introduced in [1]. It natively supports IPv4 and IPv6 [2–4],
which is fundamental since the central pool of IPv4 addresses administrated by the
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Internet Assigned Numbers Authority (IANA) has been depleted on February 3,
2011. Unlike other routing protocols which only transport routing data, DBRP also
carries information for common services, such as the IP addresses of the DNS
servers for a specific network. Security is addressed in DBRP, and network
administrators can choose among different hash and cypher algorithms for a better
authentication, integrity, and privacy. DBRP is based on Type-Length-Value
(TLV) tuples, which make it very flexible and easy for extension. That is, by
defined new TLV tuples, new common services can be added to DBRP, as well as
new hash and cypher algorithms. Moreover, DBRP can be easily adapted to other
routing protocols by defining new TLVs.

In this paper, we present the first implementation of DBRP called tinyDBRP. It
is totally written in C++ and divided in two parts: an easy-to-use GUI-oriented
configuration tool and a daemon. Through the different modules of the configu-
ration tool, users can specify the network and DBRP parameters that are saved in
the configuration file. At initialization time, the daemon reads the configuration file
and runs accordingly.

The rest of the paper is organized as follows. In Sect. 96.2, we present an
overview of DBRP. In Sect. 96.3, we introduce our implementation of the new
routing protocol (tinyDBRP). We intensively validate our implementation in dif-
ferent test scenarios in Sect. 96.4. In Sect. 96.5, we discuss the result of a survey.
Related work is presented in Sect. 96.6. Finally, Sect. 96.7 concludes the paper
and presents the extension that we plan to do for DBRP.

96.2 An Overview of DBRP

This section presents a brief overview of DBRP. More in-depth information about
the protocol can be found in [1].

96.2.1 Metric of DBRP

The main drawback of the metrics used in actual routing protocols, such as RIP [5]
(hop count), OSPF [6, 7] (inversely proportional to the bandwidth of the links), and
EIGRP [8] (composed metric involving bandwidth, delay, load, and reliability), is
the limitation to factors that are only intrinsic to links. None includes aspects
related with the routing devices per se, which are important since a router with
limited resources will not have the same performance as a router with good
resources. Hence, DBRP has a new simple metric that not only considers the links
involved in the route, but also the routing devices. In DBRP, a weight is associated
to all the links and routers in the network. The total metric of a particular route is
the sum of the weight associated to each link and each router in the path. The
weight of a router with few resources or with a lot of traffic must be high. The
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weight of links is proportional to the total delay (serialization and propagation) to
transmit typical frames. For each route, DBRP also tracks the number of hops and
the path-MTU. In case of having two or more paths to a destination network with
the same metric, the tie will be handled with the smallest hop count. If the hop
count is still a tie, then load balancing must be done.

96.2.2 DBRP in an Ethernet Frame

As shown in Fig. 96.1, DBRP works on top of the data link layer. Thus, it is
independent of the network layer and can be used to route any network layers.
DBRPv1 is aimed for IPv4 and IPv6.

In broadcast multi-access networks, DBRP uses multicast to restrict the pro-
cessing of its messages to DBRP-enabled routers only. Figure 96.2 shows a DBRP
message in an Ethernet frame. The Destination MAC Address can be a unicast or
multicast address. The Source MAC Address is the MAC address of the interface
used to send the message. The Ethertype value 0 9 7777 indicates that a DBRP
message is encapsulated in the Ethernet frame. The Cyclic Redundancy Check
(CRC) is an error-detecting code designed to detect accidental changes in the
transmission at the data link layer level.

96.2.3 TLV-Based Architecture

To make it more flexible, the architecture of DBRP is based on Type-Length-
Value (TLV) tuples. This design dramatically facilitates the extension of DBRP.
That is, the integration of new features in DBRP can be made by creating new
TLVs. In Fig. 96.3, the general structure of a DBRP message is depicted. The
message starts with a common header, followed by TLVs.

96.2.4 PDUs in DBRP

DBRP has three types of messages (update, request, and shutdown) also called
Protocol Data Units (PDUs).

Fig. 96.1 Position of DBRP
in the OSI model
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• Update: similarly to other routing protocols, DBRP uses periodic update mes-
sages to propagate routing information. Unlike other routing protocols, DBRP
also periodically sends information of common services through update mes-
sages. Update messages are sent as layer-2 multicast periodically (synchronous
updates) or as unicast (asynchronous updates) in response to a request message.
When a change occurs in the network, DBRP sends triggered update messages
to accelerate the convergence process.

• Request: a router sends request messages to inform its neighbors of the protocols
(IPv4 and/or IPv6 in DBRPv1) that it supports. It is a way to solicit routing and
common services information for the locally supported network protocols.

• Shutdown: unlike other routing protocols, DBRP has shutdown messages to
inform neighboring routers that the protocol has been disabled. The goal of the
shutdown messages is to speed up the convergence process. The shutdown
messages can be used in two different situations (specifically and globally). The
specific usage is done when disabling DBRP on a particular DBRP-enabled
interface. In this case, the router sends shutdown messages on that interface to
inform its neighbors that it will not be part of the DBRP network through that
interface anymore. It also has to send triggered updates on the other DBRP-
enabled interfaces to inform about the change. On the other hand when DBRP is
disabled at the level of a network protocol (IPv4 or IPv6), it sends shutdown
messages on all of its DBRP-enabled interfaces.

A common header (see Fig. 96.4) is defined in DBRP for the three PDUs. It is
the first part of the messages and is followed by TLVs which vary depending of the
message’s type. The first field, called Version, must contain the version of DBRP
(currently version 1, also known as DBRPv1). Code identifies the PDU type.
Domain Identifier is currently not used in DBRPv1. It will be employed in the next
version of the protocol and will allow the division of huge networks in domains,
for scalability purposes. In DBRPv1, all the routers belong to the same domain.
For security purpose, users can enable different modes of operation in DBRP: (1)
no authentication and no encryption, (2) authentication but no encryption, and (3)
authentication and encryption. The A-flag (Authentication) and E-flag (Encryp-
tion) indicate the security mode currently used. Number of TLVs indicates the
number of TLVs included in the messages. Checksum provides a basic verification
that the information has been transmitted correctly. It is a way to detect

Fig. 96.2 A DBRP message
in an Ethernet frame

Fig. 96.3 General message
of DBRP
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transmission errors due to noise. If the checksum fails, the message must be
discarded. Length is the total length in bytes of the PDU. The usage of the field
Specific Bits varies depending of the PDU’s type. The goal of the field Timestamp
is the protection against replay attacks. It is defined as the number of seconds
elapsed since midnight Coordinated Universal Time (UTC) of January 1, 1970.

96.2.5 Authentication and Encryption

DBRPv1 implements three authentication algorithms (Clear Text, MD5 [9], and
SHA-1 [10]) and three encryption algorithms [11] (DES, 3DES, and AES). There
are three modes of operation: (1) no authentication and no encryption, (2)
authentication but no encryption, and (3) authentication and encryption. In the first
mode (no authentication and no encryption), authentication and encryption are
disabled. Therefore, it has no security overhead and can be used in small networks
where threads are unlikely or security measures are taken at another level. The
second mode (authentication but no encryption) authenticates but does not encrypt.
It is the recommended mode for most networks. In the last mode (authentication
and encryption), both authentication and encryption are enabled. It can be set up in
networks where security threads are common. An Authentication TLV can be
inserted in all the DBRP’s messages (update, request, and shutdown). However,
the Encryption TLV can only appear in an update message, since it is the only one
that transport sensitive data.

96.2.6 Common Services

DBRPv1 has two Common Services TLVs (IPv4 DNS TLV and IPv6 DNS TLV).
The idea is to carry, up to the routers that are connected to a specific network,
information that can help in the configuration. In this case, DBRP carries the IP
addresses of the DNS servers. The main goal is to simplify the network admin-
istration, that is, the DNS information can be propagated using DBRP and locally
fed into a DHCP server that will distribute it to the computers connected to the

Fig. 96.4 DBRP common header
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LAN. If the DNS servers are changed, the new IP addresses of the servers will be
propagates through DBRP and reach the DHCP server that will automatically
update this information at the level of the computers connected to the LAN.

96.3 Our Implementation of DBRPV1

tinyDBRP, our implementation of DBRPv1, is divided in two entities: a daemon
and an easy-to-use GUI-oriented configuration tool called DBRP Settings. The
daemon is in charge for managing the routing information and tables. The
objective of DBRP Settings is the easy modification of the configuration file, read
by the daemon at initialization time. Seven modules are available for configuration
namely: (1) Interfaces, (2) Routing Settings, (3) Authentication, (4) Encryption,
(5) Tables, (6) DNS IPv4 Services, and (7) DNS IPv6 Services.

tinyDBRP was developed in Debian GNU/Linux using C++ for both x86 and
x86_64 architectures. We implemented the communication between routers with
raw sockets, which makes tinyDBRP independent from the network layer. We also
used the following libraries in the development:

• Qt: a cross-platform application framework that is widely used for developing
application software with a GUI. Qt is a free and open source software dis-
tributed under the terms of the GNU Lesser General Public License.

• Qt-Designer: it is a Qt complement for designing and building GUIs from Qt
components. With Qt-Designer, users can easily compose and customize wid-
gets and dialogs in a what-you-see-is-what-you-get (WYSIWYG) manner, and
generate the associated code.

• OpenSSL [11]: is an open source library that implements the SSL (Secure
Sockets Layer) and TLS (Transport Layer Security) protocols. It provides basic
cryptographic functions and various utility functions.

• Wireshark: originally named Ethereal, Wireshark is a free and open source
packet analyzer. It allows users to capture the network traffic. It is widely used
in education and by network specialists for troubleshooting, analysis, and
software and communications protocol development.

96.3.1 DBRP Daemon

The daemon implements DBRP and is responsible for propagating routing and com-
mon services information, as well as maintaining the protocol’s tables. The daemon
reads the initial configuration from a text file called dbrp.conf. The file can be written
with a text editor or generated by DBRP Settings. This file indicates which network
interfaces will be used by DBRP and which network protocols will be routed.
For each network interface, two threads are created for sending and receiving
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messages, respectively. Another thread modifies the routing table of the operating
system when DBRP messages arrive. It was necessary to synchronize the routing
information handled by the daemon with DBRP Settings. To achieve this synchroni-
zation, additional threads were implemented in each of the parties. A first thread that
runs in the daemon is in charge to serialize and encapsulate the routing tables and send
them to DBRP Settings via Unix sockets for local communication. A second thread that
runs in the configuration tool is responsible to receive the encapsulated routing tables,
deserialize them, and finally update the information in DBRP Settings.

96.3.2 Interfaces Module

The Interfaces module is shown in Fig. 96.5. It allows users to configure the
network and DBRP parameters for all interfaces. That is, users can specify
the IPv4 and IPv6 addresses, the netmask length, the status (up or down), and the
delay associated to DBRP for each interface. The module will validate the correct
format of the introduced data and indicate possible overlapped networks. Also, this
module permits the creation and deletion of virtual interfaces, also known as
dummy interfaces, which are very useful for debugging, learning, and teaching
purposes. Additionally, the activation and deactivation of DBRP at the interface
level are managed here.

96.3.3 Routing Settings Module

In this module, users specify the Router Delay and Domain ID. Router Delay is
assigned in nanoseconds to reflect the congestion that experiences a router
depending on its power. Domain Identifier is defined in DBRPv1 but not actually
meaningful. It will be used in DBRPv2 for scalability purpose by segmenting a
large network in smaller networks, called domains. In DBRPv1, all routers must
belong to the single domain; hence, they must have the same value for Domain
Identifier.

96.3.4 Authentication Module

DBRPv1 implements three authentication algorithms (Clear Text, MD5 [9], and
SHA-1 [10]). For each hash algorithm, users can easily specify the list of asso-
ciated keys. Keys can be added, removed, modified, or reordered as needed as
depicted in Fig. 96.6. For a successful communication, each router must have the
same list of keys for the selected algorithm.
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96.3.5 Encryption Module

The standard interior routing protocols (e.g., RIP [5], OSPF [6, 7], IS–IS [6, 12],
and EIGRP [8]) do not allow encryption, which can be a limitation with the
growing security issues. DBRPv1 does permit it through a choice of three
encryption algorithms (DES, 3DES, and AES) as shown in Fig. 96.7. In the case of
3DES, users must specify a set of three sub-keys for each actual key. For a
successful communication, all the routers of the routing domain must have the
same key list for the selected algorithm. Keys can be added, removed, modified, or
reordered as needed. The only encrypted data is the one in the Update PDU, since
it contains sensitive routing and common services information.

96.3.6 Tables Module

In this module, users can display the IPv4 and IPv6 routing tables as well as the
Common Services DNS IPv4 and DNS IPv6 tables, by selecting each one from a
combo-box as shown in Fig. 96.8. These tables are updated regularly by the
protocol in execution. The IPv4 and IPv6 routing tables show all directly con-
nected networks and those learned through DBRP, as well as their prefix length,
metric, and network interface. For the common services table, the module shows
the prefix, prefix length, priority, and DNS servers list.

Fig. 96.5 Interfaces module

1172 E. Gamess et al.



Fig. 96.6 Authentication module

Fig. 96.7 Encryption module
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96.3.7 DNS IPv4 Services and DNS IPv6 Services Modules

DBRPv1 transports common services such as the list of DNS servers destined to
specific networks. With this module, it is possible to configure the destination
network (prefix ID and prefix length) to which DNS servers are directed. For a
better configuration control, the module validates the format of the entered data.
For each network that must receive DNS information, users can establish the
priority of DNS servers, add and delete DNS server addresses to/from the list, edit
a DNS server from the list by double clicking on it, change the order of DNS
servers, as shown in Fig. 96.9.

96.4 Validation Tests

This section presents the experiments that we did to evaluate tinyDBRP and a
plugin developed to analyze DBRP traffic with Wireshark.

96.4.1 Test Scenarios

In order to validate DBRP operation, we proposed three scenarios in which certain
aspects were evaluated. For each scenario, the following activities were done:

Fig. 96.8 Tables module
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• Modifying IP addresses and network masks of virtual and physical interfaces.
• Enabling and disabling IPv4 and/or IPv6 stacks in virtual and physical

interfaces.
• Configuring different authentication and encryption keys and algorithms.
• Modifying the value of the metric in physical and virtual interfaces.
• Changing the topology by putting up and down physical and virtual interfaces

unexpectedly.
• Changing the topology by stopping routers unexpectedly.

Figure 96.10 shows the first scenario which consists of a ring topology. We
chose this topology since it has a loop and is common in production networks. In
the tests, we incremented the size of the ring from 5 to 10 routers.

Figure 96.11 shows the second scenario with BMA (Broadcast Multi-Access)
networks. In the test, we incremented the number of routers in the BMA networks
from 3 to 7.

Figure 96.12 shows the third scenario where a simple loop was introduced. In
the three test scenarios, tinyDBRP showed the expected behavior.

96.4.2 Wireshark Plugin

In order to make a detailed analysis of network traffic generated by DBRP, we
developed a plugin for Wireshark [13] to allow the dissection of DBRP’s

Fig. 96.9 DNS IPv4 services module
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messages, as shown in Fig. 96.13. A DBRP message is filtered through the
Ethertype field of Ethernet with value 0x7777. Wireshark shows the fields of the
PDU as a hierarchical tree, with a brief description. The use of this plugin
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dramatically helped us in the implementation of the protocol and is very useful for
teaching and learning purpose.

96.5 Survey Study

An exploratory study of tinyDBRP was conducted to evaluate the effectiveness of
the first implementation of DBRP in a group of 40 students with different
knowledge in terms of networking concepts, ranging from no knowledge at all to
advanced skills. The study was carried out in the School of Computer Science of
our University (Universidad Central de Venezuela, Caracas, Venezuela). We
created a virtual machine for each virtual router to run the complete experiments in
a unique PC. We used VirtualBox,1 a famous virtualization solution that is freely
available as open source software. We used the scenarios of Figs. 96.10, 96.11,
and 96.12. For each exercise, students had to configure the different routers using
DBRP Settings, capture PDUs (Update, Request, and Shutdown), change the
authentication and encryption parameters, study the propagation of routing
information and common services (IP addresses of DNS servers), and understand
how convergence was reached after a change in the network topology. The
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1 https://www.virtualbox.org
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students had to rate different aspects of the protocol and the seven configuration
modules with a score ranging from 1 to 5 marks, where 1 mark was the lowest
score acceptance and 5 marks the highest.

Figure 96.14 shows the results of the evaluation at the level of the protocol for
the three scenarios (Ring, BMA, and Simple Loop). Question 1 evaluated the
simplicity of the protocol. Question 2 is focused on PDUs (design, scalability, and
capture with Wireshark). Question 3 was related to the expected behavior of
DBRP with dynamic changes, and finally the goal of question 4 was to assess the
convergence time.

Figure 96.15 shows the result of the evaluation related to the 7 modules
(Interfaces, Routing Settings, Authentication, Encryption, Tables, DNS IPv4
Services, and DNS IPv6 Services) of DBRP Settings. Question 1 was related to
the look-and-feel and element distribution in the modules. Question 2 evaluated
the validation done by the modules on data entered by the users. Question 3
assessed the help messages, and finally, the goal of question 4 was to estimate how
intuitive the usage of the modules was.

The results obtained in the survey are very encouraging and seem to indicate
that tinyDBRP is easy to configure and shows a rapid convergence after a network
topology change.

Fig. 96.13 Capture of an update PDU with the Wireshark plugin
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96.6 Related Work

There is no direct related work since DBRP is a new routing protocol recently
proposed [1]. Our implementation is the very first implementation of the protocol.
We wish that some other research group will develop another implementation so
we can realize some compatibility tests.

96.7 Conclusions and Future Work

In this paper we introduced tinyDBRP, a first implementation of the Delay Based
Routing Protocol (DBRPv1) that was recently proposed in [1]. tinyDBRP is
divided in two entities: a daemon and an easy-to-use GUI-oriented configuration
tool. We also developed a Wireshark plugin for the dissection of the PDUs, which
dramatically helped in the implementation of the protocol. The validation tests and
the survey study that we did seems to indicate that DBRP can be used as an
alternative to RIP, OSPF, and IS–IS, which is easy to setup. tinyDBRP and the
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Wireshark plugin can be downloaded from SourceForge (http://sourceforge.net/p/
dbrp).

As future work, we plan to further investigate the scalability of DBRP. To
achieve our goal, we propose to simulate large networks since real validations are
too costly in time and resources. We will also study the possibility of dividing
large networks in domains, to limit the propagation of update messages. For this
reason, the field Domain Identifier is defined in the Common Header of DBRPv1
but not used yet.
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mación) which partially supported this research.
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Chapter 97
Different Aspects of Data Stream
Clustering

Madjid Khalilian, Norwati Mustapha, Md Nasir Sulaiman
and Ali Mamat

Abstract Nowadays the growth of the datasets size causes some difficulties to
extract useful information and knowledge especially in specific domains. How-
ever, new methods in data mining need to be developed in both sides of supervised
and unsupervised approaches. Nevertheless, data stream clustering can be taken
into account as an effective strategy to apply for huge data as an unsupervised
fashion. In this research we not only propose a framework for data stream clus-
tering but also evaluate different aspects of existing obstacles in this arena. The
main problem in data stream clustering is visiting data once therefore new methods
should be applied. On the other hand, concept drift must be recognized in real-
time. In this paper, we try to clarify: first, the different aspects of problem with
regard to data stream clustering generally and how several prominent solutions
tackle different problems; second, the varying assumptions, heuristics, and intu-
itions forming the basis of approaches and finally a new framework for data stream
clustering is proposed with regard to the specific difficulties encountered in this
field of research.
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97.1 Introduction

During the last decade many applications have been developed that they should
manage massive amount of data which causes limitation in data storage capacity
and processing time. Furthermore, many applications must operate in real-time to
achieve theirs objectives. As an important case for these kinds of application,
network intrusion detection system (NIDS) can be pointed where it generates a
huge data and this data should be process in real time to discover suspicious data.
However, we identify some difficulties against this problem:

1 Stream data may only be visit once.
2 Algorithm should be operated in resources constraints.
3 The number and shape of clusters may be unknown in advance and the

characteristics of clusters may change over time.
4 Random noise must be managed.
5 Different granularities of clustering can be revealed.

It is desirable to have algorithms which are able to detect clusters of objects
with evolving intrinsic with considering this point that visiting of data is possible
once. In addition, resource constraints and outliers detection are others aspects.
Therefore, main objective for this paper is proposing a frame work to overcome
these problems. Moreover, the parameters, extracting general components and
determining suitable quality measurements will be studied.

97.2 Background

If we want to categorize data stream clustering methods, we will recognize two
main aspects for grouping approaches, which one group refers to type of solution
includes task oriented and data oriented. Another group of approaches refers to
solutions techniques which are component based and non-component based
methods. In continue we review these techniques with their pros and cons.

97.2.1 Component Based Methods

Generally, these methods are based on two main components: on-line and off-line
components; consequently, stream clustering take places in two steps on-line and
offline. This kind of framework was proposed for the first time by [1] and in
continue they have applied this framework to solve other problems in data stream
clustering [2–6]. As it mentioned before main problems in data stream clustering
are visiting data once and concept drift. Thus, Micro clustering and Macro clus-
tering are utilized in two main components. It also employs a pyramid structure for

1182 M. Khalilian et al.



organizing macro clusters during the time. Because of this, it is possible to answer
user’s question during tilted time. However, experimental results have demon-
strated acceptable accuracy and efficiency. In absence of certainty, accuracy would
be decreased; therefore, [4] proposed the UMicro algorithm for clustering uncer-
tain data streams. It has the clear effectiveness with comparison of CluStream. In
addition, high dimension data and different data type such as categorical data are
some minor problems around data stream clustering, for this purpose they
improved primary framework [2, 3, 6]. Generally speaking, approaches which are
applied K-Means or K-Medians suffer from lack of accuracy when there are a lot
of outliers. Beside, K-Means is also sensitive to value of outliers. These methods
are not suitable for discovering clusters with non-convex shapes or clusters of very
different size. In addition, number of clusters should be determined as value of
parameter K. Aforementioned weaknesses motivated researchers to employ some
other techniques, e.g. [7] have developed a connectivity based reprehensive points
to cluster data stream. Online Component includes:

1 Adding arrival point to the sparse Graph
2 If it is reciprocally connected to representative vertex then joins an existing

clusters otherwise it is considered as exemplar or predictor (it is based on
NN(Vi))

And off-line component includes:

• Using AVL tree structure for search representative vertices
• Using usefulness parameter to update of repository based on decay concept.

Usefulness(ri,count)=
log(k).(currentTime-creationTime(ri) ? 1) ? log (count +1)
Accuracy is outstanding in their research but it exhibits low performance.

Another disadvantage refers to use a repository for previous data; thus, it is unable
to give us a history in different scale time. In sum main problems as follows:

• Managing lots of pointers in memory.
• Violent memory constraint condition.
• Complexity in its programs.
• Lots of parameters which must be determined.
• Using fixed value for decay in fading function for offline component. It employs

a priority FIFO queue to manage evolving data (may be a cluster archived
whereas in near future some new data points arrive).

Reference [8] proposed a new framework for online monitoring clusters over
multiple evolving streams by correlations and events. The streams are smoothed
by piecewise linear approximation, and each end point of the line segment can be
regarded as a trigger point. At each trigger point, for clusters that have trigger
streams, they update the weighted correlations related to trigger streams in clus-
ters. Whenever an event happens, the clusters are modified through efficient split
and merge processes. In [9] a new entropy based method has been developed for
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mixed numeric and categorical data stream clustering. They also use online and off
line components to process data.

Reference [10] has presented a clustering system for streaming time series and
uses a top-down strategy to construct a binary tree hierarchy of clusters, with the
goal of finding highly correlated sets of variables. A common measure of cluster
quality is the cluster’s diameter, which is defined as the highest dissimilarity
between objects of the same cluster. The system evolves by continuously moni-
toring the clusters’ diameters.

The examples are processed as they arrive by using a single scan over the entire
data. The system incrementally computes the dissimilarities between time series,
maintaining and updating the sufficient statistics at each new example arrival,
updating only the leaves. The splitting criterion is supported by a confidence level
given by the Hoeffding bound, which is detected when the system has gathered
enough information to confidently define the diameter of each individual cluster.
The system includes an agglomerative phase, based on the diameters of existing
clusters, also supported by the Hoeffding bound. The aggregation phase enables
the adaptation of the cluster structure to smooth changes in the correlation
structure of time series.

97.2.2 Non-Component Based Methods

BIRCH can be considered a primitive method in this area [11]. In fact it has been
designed for traditional data mining but it is suitable for very large data base so it
has been applied for data stream mining. This method introduces two new
concepts: micro clustering and macro clustering. Based on these two concepts it
could overcome two main difficulties in agglomerative method in clustering:
scalability and the inability to undo what was performed in the previous step. It
works in two steps: first it scans data base and builds a tree which includes
information about data clusters. In second step BIRCH refines tree by removing
sparse nodes as outliers and creates original clusters. The main disadvantage of
this method is the limitation in capacity of leaf. If clusters are not spherical in
shape, BIRCH does not perform well because it uses the notion of radius or
diameter to control the boundary of a cluster.

STREAM is the next main method which has been designed especially for data
stream clustering [12]. In this method K-Medians is leveraged to cluster objects
with SSQ criterion for error measuring. In the first scan objects grouped and
medians of each group is gathered and associated them a weight with regard to the
number of objects in the cluster. In second step these medians is clustered until top
tree. We can realize two main disadvantages for this method: time granularity and
data evolving.

In general, whenever there are nt medians at level i they are clustered to form
level (i ? 1) medians as it is depicted in Fig 97.2.
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There are some other approaches in which is not utilized online and off-line
components while they process data stream [13–16].

97.3 Data Stream Clustering Problems

Generally speaking, we have two groups of problems: major and minor problems.
Major problems include problem A and B:

1) Problem A :Scan data once

a) Solution A1: using online, offline components (e.g. most methods
such as CLUstream).

b) Solution A2: Data sampling e.g. STREAM

2) Problem B :Evolving data

a) Solution B1: Using fading model (decay value).
b) Solution B2: A tree structure has been employed e.g. BIRCH.

Fig. 97.1 STREAM
clustering algorithm

Fig. 97.2 Structure of data
in STREAM process
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Fig. 97.3 Dividing arrival data to same size subsets

1

100

10000

1000000

10000000

1E+10

1E+12

1 2 3 4 5

STREAM

CLUSTREAM

proposed 
method

Fig. 97.4 Quality
comparisons for algorithms

0

1000

2000

3000

4000

5000

6000

7000

10 25 30 40 50 60

STREAM

CLUSTREAM

Fig. 97.5 Speed up
comparison for algorithms

1186 M. Khalilian et al.



3) Solution A1:

a) Pros: Having summary of data (global view)
b) Cons; Resource constraints, speed up.

4) Solution A2:

a) Pros: increasing in speed up.
b) Cons: decreasing in quality.

5) Solution B1:

a) Pros: Managing evolving data efficiently.
b) Cons: Finding suitable value for threshold.

6) Solution B2:

a) Pros: Don’t need to determining extra parameters e.g. threshold value.
b) Cons: Inflexibility

In addition we have some minor problems in data stream clustering:

• High dimensional data
• Detecting noise and outliers
• Space constraints
• Uncertainty data
• Different data types
• Spherical shaped clusters vs. arbitrarily shaped clusters
• Number of determined parameters

97.4 Proposed Framework

We briefly describe the design of proposed framework in this study. Our proposed
framework includes two main components: on-line and off-line. In on-line module
we identified five sub-modules as below:

• Data Preprocessing: having a good result is related directly to input data.
Variables with different data type like categorical, numerical and ordinal should
be determined and converted to numerical for using K-Means. On the other hand
missing values have to be processed and replaced with suitable values. Attri-
butes which are effective in length of vector should be selected and determined.
Managing mix type datasets can be done in this module.

• Data Normalizing: data value in different range caused some difficulties in our
method, so we need to normalize all variables that participate in measuring
vector length. If attributes’ values haven’t been normalized, we won’t be able to
compare and use length of vector in correct way.
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• Data Dividing: We divide arrival data in stream into some subsets by K-Means
algorithm based on length of vector which is equivalency relation. Length of
vectors are input for K-Means algorithm and output will be some partitions
which elements inside them are equivalent and ready to clustering. In other word
all samples in one partition have almost same size but might be dissimilar.

• Subsets clustering: after finding subsets, clustering algorithm is applied on each
subset and outcomes final group. Although samples in different subsets may be
similar based on COSIN criterion but they are in different levels [17].

• Clusters Validity: quality of clusters should be demonstrated. K-Means uses an
iterative algorithm that minimizes the sum of distances from each object to its
cluster centroid, over all clusters. This algorithm moves objects between clusters
until the sum cannot be decreased further. The result is a set of clusters that are
as compact and well-separated as possible. You can control the details of the
minimization using several optional input parameters to K-Means, including
ones for the initial values of the cluster centroids, and for the maximum number
of iterations. To get an idea of how well-separated the resulting clusters are, we
can make a silhouette plot using the cluster indices output from K-Means. The
silhouette plot displays a measure of how close each point in one cluster is to
points in the neighboring clusters. This measure ranges from +1, indicating
points that are very distant from neighboring clusters, to 0, indicating points that
are not distinctly in one cluster or -1, indicating points that are probably
assigned to the wrong cluster. A more quantitative way to compare the two
solutions is to look at the average silhouette values for the two cases. Average
silhouette width values can be interpreted as follows: [18]

0.7–1.0 A strong structure has been found
0.5–0.7 A reasonable structure has been found
0.25–0.5 The structure is weak and could be artificial
\0.25 No substantial structure has been found

After validating micro clusters by mentioned criteria, we summarize statistics
about each cluster including: number of elements in each cluster, mean, variance,
compactness and separateness for each cluster.

97.5 Divide and Conquer K-Means Algorithm

Our proposed algorithm for on-line component includes two main steps:
Subsets Dividing:

1. compute length of vector for all samples in each group of data
2. for I = 2 to k find clusters with max value for average of silhouette, If this

value is less than .25 then ignore subset dividing and return
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3. return I as number of subsets and divide problem space into I subsets

Subsets Clustering:

1. if I = k then return space dividing as final clustering result
2. for each subsetsi:

a) Li ¼ 2; K-Means (si,Li)
b) Compute silhouette value for clusters inside subset
c) If mean of silhouette value is less than .25 for one cluster inside subset

and total number of clusters Bk/I then cluster again for this sub
cluster

97.6 Experimental Results

We compare our method According to its quality and speed up using a specific
data set. In this section data set is described and proposed algorithm is compared
with STREAM and CLUStram considering quality and speed up of clustering.

97.6.1 Data set Description

The 1998 DARPA Intrusion Detection Evaluation Program was prepared and
managed by MIT Lincoln Labs. The objective was to survey and evaluate research
in intrusion detection. A standard set of data to be audited, which includes a wide
variety of intrusions simulated in a military network environment, was provided.
The 1999 KDD intrusion detection contest uses a version of this dataset. The raw
training data was about four gigabytes of compressed binary TCP dump data from
seven weeks of network traffic. This was processed into about five million con-
nection records. Similarly, the two weeks of test data yielded around two million
connection records.

It is important to note that the test data is not from the same probability
distribution as the training data, and it includes specific attack types not in the
training data. This makes the task more realistic. Some intrusion experts believe
that most novel attacks are variants of known attacks and the ‘‘signature’’ of
known attacks can be sufficient to catch novel variants. The datasets contain a total
of 24 training attack types with an additional 14 types in the test data only. The
research intends to compare efficiency of proposed frame work with other methods
in this area under different era, and KDD Cup 99 is too huge, various data is
distributed unevenly, consequently the research will sample 10 % (494000 sample
and 47 types of network connection characteristic in each kind of network con-
nection record) and test dataset.
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We should also apply main task of preprocessing includes: managing missing
value, normalizing data, managing different data types and converting for using by
the algorithm of detection, selecting the most important of attributes (reduction)
and grouping data (converting to stream data).

97.6.2 Experimental Setup

In all experiments we use MATLAB software as a powerful tool to compute
clusters and windows XP with Pentium 2.1 GHZ. The K-Means, hierarchical
clustering and proposed algorithms are applied on the above mentioned data set.
As a similarity metric, Euclidean distance has been used in each algorithm.

97.6.3 Quality and Speed up Compression

In this section we demonstrate our experiments result for clusters quality. Effi-
ciency improvements are illustrated according to following graphs from quality
and speed up points of view which are based on sum of square criterion and
number of processing points per unit time, respectively.

Our contributions in this research are:

• Firstly, better quality in comparison of previous works and traditional methods.
Managing evolving data for dramatic changes i.e. ID dataset.

• Secondly, using vector model as a base for data stream clustering; therefore,
reducing in size and complexity of problem.

• Thirdly, Good scalability in terms of stream size, dimensions and number of
clusters.

• Lastly, Improvement in speed up and reliability is considerable because of
employing vector model.

97.7 Conclusions

In this paper we have demonstrated some difficulties in data stream clustering
where its data mostly are high scale and dimensions; consequently, new methods
need to be developed for processing these huge data sources. Furthermore concept
drift is nature of data and should be managed by new methods. On the other hand,
efficiency in terms of accuracy is one of the most critical measurements which are
mostly defined by compactness and separateness for those data that their labels are
unknown (for known labels we can use precision and recall). Therefore, we need to
design efficient algorithms whereas scan data once and extract hidden patterns
inside it. Evolving data, visiting data once, accuracy and space limitations are
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major issues in data stream clustering. However, devising new framework with
combining of advantages in two main approaches can overcome most drawbacks.
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Chapter 98
Teaching Computer Ethics Via Current
News Articles

Reva Freedman

Abstract Many engineering and Computer Science students need to take a course
in computer ethics, and many others could benefit from such a course as an aspect
of good citizenship. However, many students cannot appreciate a course organized
along the lines of traditional categories of ethics. Additionally, undergraduates
generally prefer articles that are relevant to their own lives. This paper provides a
discussion of new and current articles in areas of computer ethics that we believe
are relevant to students. We have classified the articles by features rather than by a
preexisting classification. We expect that the use of current news articles will
increase students’ understanding of this material and enhance their interest in
ethical dilemmas inherent in modern computer systems.

98.1 Introduction

Many engineering and Computer Science students are required to take a course in
computer ethics, and many non-majors would also benefit from a general educa-
tion course in computer ethics as an aspect of good citizenship. However, due to a
lack of background in philosophy, many students have difficulties with the com-
mon course organization based on philosophers’ traditional categories of ethics.
Additionally, many students prefer readings that are relevant to their own lives.

This paper provides a discussion of new and current news articles in areas of
computer ethics relevant to undergraduate students. We have classified them by
common features rather than by a preexisting classification. In cases where the
same algorithm can also be used for socially useful purposes, we discuss both
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aspects. The topics were chosen based on the availability of current, accessible
news articles that were largely self-contained. Topics include data mining and
reidentification, user interface issues, tracking people via computer, and taking
advantage of new facilities of computer systems in novel ways. We expect that the
use of current news articles and a classification scheme using common features
will increase students’ understanding of ethical issues in Computer Science and
enhance their interest in the course.

98.2 Data Mining

98.2.1 Credit Denial Via Data Mining

Data mining, also called machine learning or pattern recognition, involves using
algorithms to find relationships in large databases [1]. Reference [2] discusses the
use of data mining by American Express in 2009. American Express had been
looking for relationships between consumer behavior and that of other customers
who had fallen behind in repayment. In addition to the stores where a customer
shopped, their database included data such as local house prices, the type of
mortgage lender a consumer was using, and whether its small-business card
customers belonged to an industry that was facing hard times. In some cases,
American Express used the derived relationships to cut the credit line of customers
who had excellent repayment records. Customers received a letter stating that
‘‘other customers who have used their card at establishments where you recently
shopped have a poor repayment history with American Express.’’ Many consumers
objected, including one who provided online [3] a list of the stores and restaurants
that he had patronized.

After receiving further unfavorable publicity, American Express decided to stop
using this type of spending pattern as a criterion for making such decisions [2, 4].
In fact, this idea created enough bad publicity that Congress required that the
executive branch provide a report detailing the degree to which banks assess
customers’ creditworthiness based on where they shop [5].

Instead, American Express decided to state that they use hundreds of data points
as input to credit decisions, and that total debt as a percent of income is the
primary determiner of their credit decisions. Using those factors, they are well
within the law, which requires only that (a) if credit is denied, the issuer must give
you the most important three data points used, and (b) protected categories, such as
race and sex, cannot be used. Still, American Express has discussed with investors
how much more data they are using than in previous years.

With regard to industries, a dentist will probably do better in the American
Express scoring system than a person who owns a construction company.
American Express has publicly stated that people with more than one house and a
mortgage on each used to be a good bet, but no longer. If you are using a subprime
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lender or one that has gone bankrupt, your credit line may be affected even though
you have no control over which company your bank sends your mortgage to [6].

Students find this material interesting because getting and using credit cards is
important to them. Many of them feel that judging a person by the behavior of
people with similar characteristics is intrinsically unfair, and are surprised to learn
that it is legal. Others believe that companies should be free to do whatever they
want, and they are surprised to learn that categorizing customers by protected
categories such as race and sex is illegal.

In addition to traditional credit data, companies can obtain data not specifically
related to credit through other types of data collection agencies. These companies
collect and sell data on marital status, recent births, education history, type of car,
cable service plan and magazine subscriptions. In addition to obtaining data from
these companies, companies can also outsource part or all of their data mining
operation to companies such as Zoot Enterprises.

Students are usually surprised to learn that some credit card issuers target
people who have had earlier financial problems [7]. Although companies previ-
ously used data mining to decide which consumers to target, they are now also
using similar algorithms to decide exactly which wording to use in each solici-
tation letter. The goal is to personalize each letter as much as possible without
turning people off, by, for example, including a picture of their home in a letter
about refinancing a mortgage.

98.2.2 Medical Insurance Denial Via Data Mining

Drugstores, prescription benefit managers and data mining companies such as IMS
Health and Verispan sell data about individual users of prescription drugs to drug
manufacturers [8]. Although these companies claim that identifiers are always
removed before such sales are made, Sweeney [9] and others have shown that
simple deidentification is not sufficient to maintain the privacy of individuals.

According to the Wall Street Journal [10], health insurers are buying extensive
data from data gathering companies, including data on online shopping, catalog
purchases, magazine subscriptions, recreational activities and use of social net-
working sites, and using it for data mining. The data gathering companies mine
public records for hunting permits and boat registrations. They attempt to gather
data on lifestyles and health conditions directly from individuals by running sur-
veys whose true purpose is disguised. From social media, they collect information
on individuals’ favorite social networks, how much they use it, and the types of fan
pages they participate in. For example, if you affiliate with a cancer research
group, they might assume you have a family history of cancer even though they
have no direct evidence.

They buy data from online publishers about whether a user reads financial or
sports articles, similar to the data online marketers use to target online ads. Using
currently available data, insurers can learn about your commuting time, the

98 Teaching Computer Ethics Via Current News Articles 1195



amount of time you spend watching TV, which sports (if any) you engage in, and
the type of food you eat. The insurers assume that the amount of exercise a person
gets and the amount of fast food that person eats are related to the development of
diseases such as diabetes or heart disease.

In addition, they also collect data about individuals’ financial status from credit
reports, such as ‘‘foreclosure/bankruptcy indicators’’ and credit status. About
twenty years ago, researchers for companies that sell car and home insurance
discovered correlations between people’s credit histories and claims. People with
better credit are less likely to file claims. Now medical insurers are doing the same
thing.

98.2.3 Socially Useful Aspects of Data Mining

Of course data mining can be used for socially useful purposes, such as in med-
icine and other scientific research. In addition, data mining can also be used to
mitigate the harm caused by the ease of posting false information online. Refer-
ence. [11] shows how the latest techniques in text mining can be used to identify
fake reviews.

98.3 Reidentification

98.3.1 Lack of Privacy Caused by Reidentification

When databases are publicly released, they are often deidentified with the goal of
maintaining privacy for the people described therein. A common form of
deidentification involves assigning an identification code to each individual so that
conclusions can still be drawn but individuals cannot be identified. However, it is
often surprisingly easy to reidentify individuals by matching up information about
people in the database with equivalent information from outside the database. For
example, Sweeney [9] showed that one could deduce private medical information
about the governor of Connecticut stored in a supposedly deidentified database
based on only a few facts about him available from the voter roll. Sweeney later
developed the theory of k-anonymity [12]. A database provides k-anonymity
protection if the information for each person contained in the database cannot be
distinguished from at least k-1 other people in the database.

For a contest among computer science researchers, Netflix gave out a dataset
containing 500,000 anonymous ratings of movies in its catalog. Entrants were
asked to devise a recommender system that would perform at least 10 % better
than Netflix’s existing system. However, it turned out that if one knew a few
additional facts about an anonymous member of the database, one could break the

1196 R. Freedman



anonymity. In [13], two researchers from the University of Texas did exactly that,
obtaining the additional data from IMDB, the Internet Movie Data Base. Netflix
forced to cancel a second contest to avoid a potential lawsuit and problems with
the FTC [14].

Reference [15] explains how the first Netflix contest worked and gives some
background about the second. It is an upbeat article with no hint that the second
contest would be canceled for reasons of privacy.

In a similar case, AOL had released a dataset containing the searches conducted
by 358,000 unnamed people [16, 17]. The data included 20,000,000 search records
collected over three months. Although the users were not named, each was given a
unique identifier. The files included a timestamp for each record and the URL
chosen by the user after searching. Not only could any student of the dataset track
the searches of an individual user over time, but many users revealed personal data
about themselves through their searches, including their location and medical
problems. In this case, breaking the anonymity of these users could be done with
ordinary journalistic techniques and did not require data mining.

A related case involves a program that claimed to identify whether a person on
Facebook is gay [18]. Being ‘‘outed’’ as gay would probably cause some persons
harm but not others. Reference [19] points out the poor quality of the study both in
terms of underlying theory and the lack of a rigorous evaluation. Still, being called
gay could harm a person regardless of whether the program was accurate or not.

98.3.2 Socially Useful Aspects of Reidentification

Just as with data mining, reidentification can also be used for socially useful
purposes. The Wall Street Journal has done an extensive study on fraud identified
through Medicare billings. Although doctors’ names are encrypted in the database,
outliers can be reidentified by use of factors such as location, type of practice, and
data from court files. However, journalists are prohibited from publishing the name
of a doctor unless it is obtained from another source [20]. A followup article [21]
gives references to all articles in the series.

Similar rules apply to the National Practitioner Data Bank, a federal database of
database of doctor malpractice and disciplinary cases [22]. Recently the rules were
changed so that journalists must agree not to use other publicly available data to
attempt to identify doctors [23]. One expects regulations to evolve in this area,
since this rule may be a restriction on freedom of speech. In addition, once the data
is available, it will be difficult to preclude its publication.

In addition to the use of text mining to identify fake reviews, several journalists
have succeeded in tracking down the authors of fake reviews using traditional
research techniques. Reference [24] summarizes the problem of fake reviews on
sites such as Amazon, Yelp and TripAdvisor. In [25] the author tracks down a fake
reviewer on Yelp. Reference [26] tracks down a case on Amazon where multiple
fake reviews had been posted by a company for its own benefit.
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98.4 User Interface Issues

98.4.1 No Human in the Loop

The term ‘‘no human in the loop’’ has been used to refer to online systems where it
is difficult or impossible to contact a representative of the owner directly to correct
an error.

In [27], James Fallows explains the steps he had to go through to recover his
wife’s Gmail account after the password was stolen by an unknown person in
another country. To some extent, he was only able to do this because, as a well-
known author, he was able to speak to individuals at Google, while an ordinary
person would have been able to contact them only by email. In [28], Fallows offers
his opinion on the two most important steps people must take to protect their
Gmail accounts. Reference [29] provides a summary of the problem and shows
that both Yahoo Mail and Hotmail suffer from similar problems.

Another Google product, Google Maps, can cause problems for business
owners due to the lack of a human in the loop [30]. Whether a store has been
reported closed to Google through error on the part of a user or through malev-
olence, it can cause a serious loss of business for the owner.

In [31], Randall Stross, another well-known author, confronts a bank that has
overcharged his wife via an automatic payment. Like Fallows, he also contem-
plates whether his status as a reporter has helped him resolve the situation.

If you are unlucky enough to have a name similar to someone on the Trans-
portation Security Authority’s no-fly list, it is possible that you will be stopped
every time you try to board an airplane [32]. The U.S. government is trying to
improve the situation by allowing affected travelers to apply for a ‘‘redress
number,’’ a secret code that they can enter on their reservations to indicate that
they are not the banned person. However, at the point when you are turned back,
the individual traveler has no recourse, and the system was only developed
because so many people, including some prominent citizens, were unfairly
rejected.

98.4.2 Unsafe User Interfaces

In 2010, the New York Times ran a series of articles [33–36] on people who had
been injured or killed by radiation overdoses in hospitals. In general, these
problems involved problems with both the human and computerized aspects of
complex systems. Faults were found in hardware and software design and in
hospital practices. Problems included poorly designed hardware without safety
interlocks, poorly designed interfaces that did not prevent technicians from making
serious or fatal errors, and flaws in the training and oversight of technicians.
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What is especially depressing about this type of injury is that this problem is not
new: one of the best known cases, overdoses due to the Therac-25 machine,
happened 25 years ago [37].

98.4.3 Use of Unconscious Processes in Ad Design

Just as major food corporations contribute to obesity by creating artificial foods
with combinations of fat and sugar that our bodies crave, the Disney corporation is
studying unconscious mental processes to achieve greater penetration of ads. They
have fifteen scientists who study eye tracking, heart rate, skin temperature and
facial expressions (via the study of facial muscle tensions) in order to produce web
ads that users will pay more attention to [38].

To date they have learned that ‘‘flyout’’ ads that appear next to the a media
player work as well as transparent ads that appear over the content, but disturb
users less. They have also learned that although you may find the TV news ticker
intrusive, keeping it running during commercial breaks does not take away from
the commercials but helps retain viewer attention. Of all the time spent watching
the ad, only about 13 % of it is spent watching the news ticker. The Disney team
has also learned that consumers learn to ignore transparent ‘‘watermark’’ logos that
overlay part of a web page.

98.5 Tracking People Via Computer

98.5.1 Tracking Workers Via Computer

Using computers, employers can track employees at a level that was not previously
possible. For example, Disney [39] has installed large overhead monitors in its
laundry rooms. The system, called the ‘‘electronic whip’’ by some employees,
shows the piecework speed of each employee.

On the other hand, customers might prefer to see service speeds measured.
Everyone who has ever shopped at a grocery store or stood in line at an airport
knows that some employees are faster than others. In this type of situation, the fact
that another human being is involved in the transaction puts a natural brake on
possible speedup.

98.5.2 Tracking Drivers Via Computer

GPS systems and automated toll systems such as EZPass have made it possible to track
drivers, whether as employees, customers or family members [40]. Trucking companies

98 Teaching Computer Ethics Via Current News Articles 1199



have used this information along with log data collected electronically in the truck to
determine whether drivers have been speeding or skipping legally required rest periods.
Package delivery companies such as UPS and FedEx also utilize electronic tracking of
drivers, generally without controversy.

On the other hand, the use of similar information by rental car companies has
occasioned more criticism. Although there have been isolated instances of rental
car companies using GPS data to determine whether drivers have violated the
rental contract by speeding or taking a vehicle out of state [41, 42], there has been
enough negative feedback from courts and the public that the practice has not
caught on.

98.6 Taking Advantage of Aspects of the Computer

98.6.1 Taking Advantage of Computer Speed

The New York Stock Exchange used to be a place where people traded stock using
brokers as intermediaries. Now, most of the profit comes from computerized stock
trading operations that can make trades a millisecond before any human can
respond [43].

98.6.2 Content Farming: Taking Advantage of Google

Content farming is the practice of creating spam web sites whose only purpose is
to show up high in the search rankings and carry ads. Content farming takes
advantage of details of Google’s algorithms along with the fact that there is no
human in the loop. Google has been slow to deal with content farms ranking higher
than links with higher quality information.

Reference [44] explains how content farming works and how it can be used to
make money. The cartoon at [45], which illustrates several different kinds of
content farming, will make more sense to students once they know what content
farming is.

98.6.3 Taking Advantage of Online Availability

The online availability of court records, such as real estate records and divorce
settlements, has made it much easier for people to access these records. In many
cases, the records were already available through a trip to the courthouse followed
by manual copying, but online access has made it easier for people to obtain them
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rapidly and in quantity. In this case, the records were not actually private although
they were in practice. Similarly, before the advent of the web, people did not have
to worry any public act or even semi-public act (e.g., at a party), no matter how
minor, could be archived online.

98.7 Related Work

Bynum, in his survey of types of Computer Science ethics classes [46], mentions
the possibility of a course based on news articles, calling it a ‘‘para’’ computer
ethics class rather than a ‘‘theoretical’’ one (emphasis his).

Chapter 2 of [47] describes many cases involving privacy. A book about the
‘‘digital explosion,’’ it explains for the general public various aspects of current
networked computer systems, and thus includes many topics other than ethics.

Of course many textbooks on computer ethics have been published from a
variety of points of view. Although there is no room to compare them here, a
thirty-year retrospective has been published by Tavani [48].

There is very little overlap between the cases covered in this paper and those
covered by such standard textbooks such as [49, 50]. In addition to containing
more recent cases, we do not include topics such as cryptography and intellectual
property that are not usually the concern of undergraduate students.

Reference [51] introduces students to social impact analysis, an approach to
studying the complex interactions between people and computers in socio-tech-
nical systems. This approach is highly compatible with the articles presented in
this paper.

98.8 Conclusion

In summary, this paper has discussed a variety of contemporary news articles
showing ethical issues in Computer Science. The articles have been classified by
similarity rather than by abstract principles. The number and complexity of ethical
issues that citizens need to deal with is growing rapidly as computer systems
become more complex and pervasive in our lives. We believe that the use of
current news articles in an ethics course will increase students’ interest in and
understanding of ethical issues in Computer Science.
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Chapter 99
Designing and Integrating a New Model
of Semi-Online Vehicle’s Fines
Control System

Anas Al-okaily, Qassim Bani Hani, Laiali Almazaydeh,
Omar Abuzaghleh and Zenon Chaczko

Abstract In this paper we suggest to develop a vehicle’s speed and fines control
system to manage and control different aspects of fleet and cruise management
system. The system developed to be sponsored by the government, which is
represented by Department of Motor Vehicle (DMV) and should be operated by
them. The purposes of the proposed project include speed, passengers’ safety and
vehicle readiness and related fines associated with driving practice such as wearing
seat belt and speed limits. The system can be implemented by developing a
software system inside a chip supported by recent related technologies such as
GPS, GPRS and cameras, then installing the chip into the vehicle. The final
outcome will be levying penalties respective to the driver’s mistakes and offences;
in addition new era of communication between DMV and driver, vehicle and
driver, driver and DMV will be followed.
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99.1 Introduction

Ever since life existed on earth, people used to travel long distances, therefore they
increasingly developed methods and tools to save time and efforts in travelling.
Animals were the first method used by people as mobile tool. Later, carriages
(Rickshaws) were pulled by animals—such as horses—were developed, and were
used for very long time.

A century ago; the first car was invented by Richard Dudgeon in 1866, had a
steam engine, and the steam engine was costly. So owning and using such car by
the public people was hard. In 1920s Henry Ford invented the first affordable car.
For the first time Ford’s car allowed and motivated different public people levels to
have a real opportunity to have a car; since then, the world witnesses tremendous
improvement and development in this new way of life.

As a consequence, for the massive usage and development in car domain,
governments started and still adopted more and more regulations and management
laws in different domains of cars practices. Besides that, private sectors and
manufactures have increased the importance of the developments and enhance-
ments on functional aspects and services provided in cars, in order to ease and
improve the usage of cars.

Nowadays there are a serious application and implementation on the roads; road
of Telematics (Telecommunication Informatics) applications, as shown in
Fig. 99.1 [1]. Several companies such as General motors, Ford and even Microsoft
have entered this road by developing several applications and implementing
several services.

Vehicles are now being transformed by a wireless revolution that will substantially
enlarge the Telematics market over the next decade. But carmakers are unlikely to win
much of the revenue from this expanding market unless they aggressively shape the
environment so that Telematics applications can succeed commercially. [1].

So, naturally different domain and fields of science will participate and incor-
porate in the introduction and development of Telematics domain. As IT industries

Fig. 99.1 The evolution of consumer telematics interest on USA

1206 A. Al-okaily et al.



have been participating and incorporating on the developments in most aspects of
science industries. Main IT companies which may involve in such project include:
navigations companies, cell phone companies, network communications compa-
nies, and most of companies related to the IT projects development and software
implementations. Therefore IT will have a part or even a main part in the
Telematic’s applications and services.

99.2 Related Work

Reference [2] published about car black box, the system is similar to the airplane
black box, and its big picture is shown in Fig. 99.2. The black box is mainly used
to record information related to accidents. The box records a driving data, visual
data, collision and position data; before and after the accident. So these output
information can be easily used for the analysing and investigation related to the
accidents and help to settle many disputes and ambiguity related to the accidents.
The car black box is equipped with a wireless communication which can send
accident location information to emergency centre.

Car black box’s function involves:

• Data collection
• Driving data, such us speed, brakes and seatbelts status is recorded
• Visual data
• Collision data
• Position data
• Accident analysis data and wireless communication activities data are recorded.

Reference [3] discussed a new system, intelligent adaptation system (ISA), i.e.
A combination of technological systems that support drivers in their choice of
Travel speeds. While there are varying terms used worldwide to describe the forms
of ISA systems, Australian road agencies actively workings in ISA have recently
agreed to adopt the following common language:

• Advisory ISA—systems that remind drivers of the prevailing speed limit and
exert no control over the vehicle.

• Supportive ISA—systems that provide some degree of vehicle-initiated limiting
of speed, but allows the driver to override the system.

• Limiting ISA—systems that include vehicle-initiated speed limiting that cannot
be overridden (usually accompanied by an emergency failure function).

ISA was trailed in several countries around the world before 2002. Sweden in
1997, Netherlands 1999, United Kingdom 1998, Denmark 2001 and Finland 2002.
The result of these trials shows several results (this till the end of 2002):

• Most of the result shows that drivers have positive attitude towards ISA.
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• Many of the drivers also reported that the lower speeds when using ISA did not
lead to longer travel times.

• The compulsory system seemed to be the most effective means of speed
reduction out of the three systems; it was this system that was rated as least
acceptable by the drivers. There are some technical video presented in RTA
websites, for more explanations.

According to the parliament of NSW in Australia, This $1 million intelligent
speed adaptation project (trial) will involve 100 cars, up to four global positioning
satellites and cutting-edge in-card technology similar to that of satellite navigation
devices. This project will take place between 2008 and 2009 in some areas in
NSW. In [4] the result indicates that ‘‘The NSW ISA Trial has demonstrated that
Advisory ISA technology has the potential to deliver considerable road safety
benefits, by reducing the level and duration of speeding amongst the majority of
participating drivers. Results from the attitudinal research showed that the
Advisory ISA technology was generally well received and accepted by those
participating in the trial.’’

Another system (SatNav), connected via GPS just tells you, whenever the driver
exceeds the speed limits, to conduct driver-self actions, that means the system does
not take any action; just telling that you have exceeded the speed limit [5]. In
contrast, another system connected within the vehicles, and controls the vehicle’s
speed by automatically applying a sequence of brakes or by switching off the
vehicle engine when the vehicle’s speed goes over limit [6].

Reference [7] has a patent of GPS based monitoring system; in form three of the
patent the author claim some of VFCP’s functions, but with some differences. In
his system, he claims that a speed penalty can be issued whenever the driver
exceeds the speed limit without the driver’s involvement, a beeper to alarm the
driver of the exceeded speed, display screen to be used, GPS module, and GPRS

Fig. 99.2 Car’s black box
top model
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module to communicate. The system should have geographic map of the speed
zones; Accident alerting messages to be sent to DMV; biometric pin number for
authorizations. But the proposed system has several differences, there are several
parts of VFCP that make it different than the author’s system, the author’s system
can switch off/on the vehicle in case of exceeding the speed limit; while in the
proposed system its more likely to be remote controlling rather than physical
interfering with the engine management in the speed related issues; the author’s
system use smart card to record all full details about the vehicle movement,
whereas in the proposed system does not, recording all locations and logistic data
about the driver movement, since it has big consideration regarding people
privacy; there is no direct connection to be held between driver and DMV or
message to be sent and to be showed on the vehicle display screen; there no
speaker, moreover no belts or light connection with the system, moreover, there is
no usage of cameras and recording operations.

Referring to BMW web site; BMW has developed many technologies regarding
vehicle communication and safety aspects. One of several developments is storing
the services status in the vehicle key, and then these data can be accessed by the
services centres during the next appointment. Another one, similarly to GMC
Company, when the airbags activated, an integrated sensors automatically trigger
an emergency call and notify the nearest emergency centre of the vehicle’s
location using the GPS navigator. This has been known as emergency-call E-call
which is the call that a vehicle sent in case of emergency situation occurred in the
vehicle such as the airbag activation. In addition, a mobile phone preparation with
a Bluetooth interface and hand free controls, has been developed which can be
activated via the steering wheel and voice control features. For the speed issue,
BMW had developed technology, which is Active Cruise control, by which, an
automatic reduction of the vehicle speed can be done if a slower vehicle appears in
the head street; as well accelerate back when the street is free. Moreover, there is
an advance safety electronics system, the system use optical-fibre network to
coordinates the system’s responses in an emergency situation; such as in collision,
the system coordinate the inflation level of the airbags and if necessary deactivate
the fuel pump and disengages the battery. In conclusion, BMW has come up with
the most technological updates. According to VFCP specification some of these
technologies are similar with the mentioned system, but at a secondary level of its
aims; since the main aims and objectives of the proposed system is to deal with
fines related to DMV.

Referring to Mercedes (http://www3.mercedes-benz.com/international_home/
en/), there were not significant technologies mentioned as the ones in BMW. The
most technologies used regarding using GPS navigation is the implementation of
GPS navigator called COMAND; COMAND functions is almost normal functions
and does not related to the speed issues and even to safety issues. On the other
hand, Ford vehicles in their website describes some technologies similar to the
BMW ones; they got crash sensor which sends GPS signals, in addition they got
anti-theft system which has been developed to help in preventing the engine from
being started unless a code key should be entered. In conclusion, there is no direct
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relation with the technologies that Ford and Mercedes have implemented with the
main aims of VFCP.

Reference [8] proposes in details a new approach toward vehicle speed control.
The new approach is called speedNet, according to the authors speedNet is ‘‘a
GSM Network variant that has the ability to actively track mobile network users
and their velocity, predict their mobility patterns and control the speed of the
vehicles in a speed limit critical area by sending a control command to the
Vehicular Velocity Limiting Systems (VVLS) of the vehicle(s) in concern.’’
SpeedNet use GSM network which considered as second generation mobile system
(more secure and digitally encrypted); VVLS (vehicular velocity limiting system)
which is the system by which the vehicle speed can be limited and controlled, the
function of VVLS system is to set the vehicle’ speed on a specific speed (in
SpeedNet VVLS set the vehicle’s speed as the maximum allowable limit).
According to the authors, SpeedNet is a customized wireless mobile network
where base station and user station are both mobiles; the main idea is, tracking the
mobile user by the base station in order to do speed policing and control the traffic.

This simulation described as the following, each base station tracks a set of speed
limited zone, the two nearest base station from the user mobile (car) tracks and
monitors the location and speed of vehicle when the vehicle is in speed critical zone.
In other words, if the vehicle is in a critical speed zone, the base station sends the
speed limit to the vehicle VVLS to set the speed limit for the vehicle; then if the
vehicle exceeds the limited speed, VVLS force the vehicle to decelerate its speed
into the allowable speed. In conclusion, this system is just a proposed system and
according to its functionality, the system has large differences with VFCP.

In [5] they have developed a neurofuzzy approach in the design of road bumps
for the control of vehicle speeds. This is a new contribution to the body of
knowledge on road bump design. The approach is adopted in order to improve on
the use of fuzzy logic, which attempts to capture imprecision and uncertainties.
The study is a practical case example used to demonstrate the feasibility of
applying the proposed methodology.

99.3 Problem Identification

In order to explain project rationale several problems and issues are needed to be
described and smoothly linked and structured. There are three issues that are needed
to be figured to support the rationality of applying such system in the real life. Motor
vehicle thefts issue; road accident issues including excessive speed and non-belt
wearing, economical issues and technical issues. According to US census bureau
www.census.gov, the following statistics were released to 2007 CASE STATISTICS.

Firstly, due to the unavailability of full information and statistics which this
paper concern about for a recent a year; only 2007 statistics is available in full
details. Secondly with initial and a rough calculation, VFCP is assumed to
contribute in reducing at most 45 % of related damages: which include:
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• Crashes fatalities: referring to Table 99.1, the proposed system would reduce
speeding practices to up to 45 %; saving the life of 13,040 lives = 5,868 persons
in USA, only for 2007 metrics. For Belt statistics: 56 % of people were killed in
car accidents, were not using the belt, so 56 % 9 41,059 = 22,993 persons were
possibly killed due to not wearing seatbelts. The proposed system will save lives
for: 45 % 9 22,993 = 10,346 persons.

• Crashes Injuries: referring to www.census.gov 37 % of people were injured in car
accidents, this can come up with the following calculation: 37 % 9 2,491,000
(crashes injuries in 2007) = 921,670 persons were possibly injured due to
speeding factor. So the proposed system might help in saving 45 % 9 921,670 =
414,751 persons in USA, only for 2007. Belt statistics: 56 % of people were

injured in car accidents, were not using the belt, this can come up with the
following calculation: 56 % 9 2,491,000 = 1,394,960 persons were injured.
Hence the proposed system will save: 45 % 9 1,394,960 = 627,732 persons.

• Economical impacts: According to NHTSA ‘‘Speeding is one of the most
prevalent factors contributing to traffic crashes’’. The economic cost to society
of speeding-related crashes is estimated by NHTSA to be $40.4 billion per year.
So for 2007, 45 % 9 40.4 = 18.2 billion, in USA, per year.

99.4 Purposes

Vehicle Fines Control Project (VFCP) has many goals related for both drivers, and
transportation authority, Department of Motor Vehicle (DMV). VFCP aims to
develop a system which has microprocessor for operations, memory for recording
and storing, navigations module, mobile/cell chip for communication, linked
screen, microphone and Speakers, cameras, and the related software and control

Table 99.1 2007 statistic of fatal crashes

Item 2004 2005 2006 2007

Fatal crashes, total 38,444 39,252 38,648 37,428
One vehicle involved 21,836 22,678 22,701 22,054
Two or more vehicle involved 16,608 16,574 15,947 15,194

Persons killed in fatal crashes\1 42,836 43,510 42,708 41,059
Occupants 37,304 37,646 36,956 30,401
Drivers 26,871 27,491 27,348 26,480
Passengers 10,355 10,069 9,507 8,977
Others 78 86 101 98
Non occupants 5,532 5,864 5,752 5,504
Pedestrians 4,675 4,892 4,795 4,654
Pedalcyclists 727 786 772 698
Other/unknown 130 186 185 152

Source US senses bureau www.senses.com
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devices. These components will be interconnected and physically packed on a
convenient box. The box should be easily installed into the vehicle in a very secure
and reliable way.

The project adopter and sponsor is DMV. This project mainly provides online
information and supports to control and prevent some illegal driving practices such
as excessive speed and non-wear belts. So the main purposes are:
DMV authority may gain several benefits and control issues such as:

• To control all vehicles legal and illegal actions over an entire country or a state.
This may include the non-wear belts and exceeding speed practices.

• To save the troubles and drawbacks of using—the costly and ineffectively—
traditional road penalty tools and methods. Such as speed cameras and direct
police surveillances.

• To apply online fines in case of illegal driving practices; such as, exceeding the
speed limits and not wearing seat belts.

• To notify the driver of exceeding the speed limit, unplugged belts and late
registrations date.

• To assist DMV with locations queries for any suspected vehicle; such as stolen
vehicles. This can be done by sending queries message into the system, then the
system provide the relevant information needed.

• To allow DMV to communicate by voice or text messages with the vehicle driver
in case of doing illegal actions; such as illegal parking, exceeding the speed limit,
late registration. That’s can be done, by Sending warning messages into the
proposed system; then the received message cab be shown on the system screen or
sound a voice message via the speakers; hence the driver can read or listen to it.

• To create new ways of faster emergency knowledge, in case of crashes or
collisions, the system can provide DMV with related information; by sending
emergence events and information to DMV.

• To integrate many commercial services, which are applicable in separate ways
in the vehicle, then combines them in one secure and integrated system. Some
examples of commercial system are; services developed by some companies—
such as GMC company—which sends emergency message whenever the air-
bags released, and service which just gives the driver roads speed limits info
such as TomTom navigator.

Vehicle drivers may gain several important benefits from VFCP application
such as:

• To let the driver communicate with his own vehicle using a predefined text
messages which can be sent by the driver’s mobile phone; VFCP can respond to
the communication (instructions such as lock/unlock) after reading and analysed
the messages based on built in messages-responder.

• To implement a security subsystem supported with a Pin number or fingerprint
authentication access; any invading or hacking of the system will have a direct
communication with the police or the vehicle owner, via emergency messages.

1212 A. Al-okaily et al.



• To support the driver with live video of the rear and front of the vehicle on the
VFCP screen monitor, using the linked cameras in front and rear, as well as to
support other logistic information.

• To mandatory record some logistics information and/or video and audio records,
as result this information can help and assist the driver with information which
may needs. In addition these recorded data can be reviewed or used on some
investigation by DMV. In other words, it can be considered as the black box for
the vehicle, as forth for the plane; which can be evidence/proof against illegal
actions, therefore DMV can view and review the data and records on the black
box, in case of any fines investigation or checking.

99.5 Privacy Issue

Adapting ‘‘vehicle fines control project’’ do not require a full details of the owner/
driver’s private information; the private information that might be needed is
logistic ones, which is according to the system is mainly the vehicle plate number,
vehicle’s registration number, vehicle model, vehicle colour, the driver/owner
mobile number.

99.6 Proposed Sloution

Nowadays, according to the current technologies available, tools in the markets; as
well as to the facilities and IT applications in the market. In my point of views, all
tools, methods and technologies project need to be accomplished are available and
ready for implementations.

What the project need in terms of devices, tools and hardware? The following
descriptions state almost all of that:

• First of all, small microprocessor chip with its memory, which used as RAM and
buffering, this unit is used to control and operate all software and hardware
operations.

• Medium size memory, about 8 GB memory disk is quit flexible to store targeted
information, this information may include: records data, images data, archiving
data and video data if needed (video data captured from the connected cameras).
In addition, the software codes and implementation which control and operate
the functionality of the VFCP.

• Cell/phone (GPRS) module connected with the system. This unit obviously is
used to send and received text messages, as well as to make or receive calls if
they were needed.

• GPS navigator device connected with system. It used for locating the vehicle’s
position as well as to read the speed of the vehicle. This unit need to provide the
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system with location and the speed information; it must be accurate brand and
may be a specific built-design for the proposed system.

• Sensors connected with the belt and light and the vehicle’s lock management.
These sensors used to notify and trigger a specified action needed, for example if
the belt is linked or not, airbags releasing and vibration or collision sensors.

• Cameras, linked with the system, three cameras, one on the vehicle front and on
the rear, the third inside one. The driver and passengers. These cameras connected
with the system for recording purposes, as well as linked with the system’s screen
to assist the driver in monitoring the front and the rear of the vehicle.

• LCD Screen, that shows logistics information for the driver, in addition it used
to show the received message or notes left by the system for any update
information or miss messages.

• Speaker and microphone; the speaker is for producing any warning or alerts or
directions etc. microphone, for communication via the system cell/phone in case
the police need to make a call the driver. (Here instead we can create a built-in
voice messages, hence producing the voice messages via the system instead of
showing them on the screen, since this will not interrupting the driving).

Now, there are several phases in the project that are required to be clearly
defined and implemented:

• First of all, we need to find a module (microchip) that can connect all devices
together in order to control these devices and integrate them; ultimately write
the software for implementation.

• Secondly, GPRS module need to be implemented, create functions that will
achieve parts of the requirement such as write functions for sending and
receiving GPRS messages.

• GPS navigators which can be connected with the system, and allow the software
to fetch the required information which is mainly position and speed.

• Cameras should be connected with the system and have the ability to capture
and save images and video from them, in addition show the images captured on
the system’s screen.

• The system should have a screen which will show the images received from the
camera and shows logistic information.

• The 8 GB memory’s role is to record and save needed information and data, as
well achieving purposes.

• Speaker and microphone should be plugged into the system in order to be used
for sounding or voicing.

• Sensor management: this includes the sensing methodologies from the belt and
light, and need to provide the system with the sensing-output data.

• The Bluetooth device should be implemented to use for remote communication
(sending and receiving data, from and into the system); these operations mainly
have to be done by the DMV officers, that is, whenever the DMV officer need to
get a data or information or make an update for the system software.
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The following description describes different components of VFCP architec-
tures (Fig. 99.3):

These units should be linked and connected together, and at the end packed on a
reliable and secure box, the box size must be quite small to ease the installing
operation into the vehicle, of course with outputs plugs. These plugs connect the
box with sensors and have other relative connections; such as USB reader and
writer. Read memory archive; write updating operation such as Map updating. For
more secure reading and writing operation, Bluetooth secure connection can be
built in and created and can be accessed by the DMV officer remotely without the
need to uncover the box place; so it make it easy and fast way for the officers to
perform the updating and reading/writing operation.

The following diagram depicts the big picture of the proposed system’s
development and deployment (Fig. 99.4).

Fig. 99.3 The final conceptual framework design of VFCP system
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99.7 Conclusion

A new design and integrated model of semi-online vehicle fines control system,
which provide new integrated elements and adopt a new ways of online services to
any department of traffic authorizations for any country. One of its significance is
to reduce about 45 % of speeds and belts illegal practices, as results reduce the
same percentage of deaths and injuries and economical impacts that are caused by
such practices. It will help in saving 10,346 persons’ lives; per year; 627,732
persons of injuries, per year; and 18.2 billion, in USA, for 2007.

Fig. 99.4 The final conceptual framework design of VFCP system
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Chapter 100
State Diagnosis of a Lignite Deposit
by Monitoring its Surface Temperature
with a Thermovision Camera

Alina Dinca

Abstract The paper presents results of a research project [1] which was extended
over two months and had as goal to prevent the self ignition phenomenon in a lignite
deposit or stockpile. The idea was to monitor the surface temperature of the stockpile
with a thermovision camera and compare the results with the ones provided by
monitoring the temperature inside the stockpile with temperature sensors attached to
an acquisition system. This paper focuses on finding out weather the state of a lignite
stockpile can be diagnosed correctly by monitoring its surface temperature with a
thermovision camera in order to prevent the self ignition phenomenon. The author
actually tries to answer the question: does the surface temperature of a lignite
stockpile monitored with a thermovision camera offer enough and correct temper-
ature information to be able to prevent an upcoming fire?

100.1 Introduction

The research idea for this paper came out of the need to keep the lignite safely
deposited over undetermined periods of time, until it is used as fossil fuel for
power plants.

Lignite which is extracted from open mining pits is the main resource in matter
of fuel for the power plants in the South-West Region of Romania, as well as in
other countries. Lignite or coal in general, needs to be deposited for a while in
stockpiles after it has been extracted and before being used as fuel. Stockpiles
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should be built after a set of rules like their height mustn’t exceed 10 m, lignite
mustn’t be deposited when it rains or when humidity is high, its granulation
shouldn’t exceed 10–20 cm, etc., all these in order to keep lignite deposited in best
conditions [2, 3].

Lignite, coal or any other material deposited in large amounts tends to overheat
within the stockpile [4]. Where there is heat, oxygen and some material to be
burned, an upcoming fire should be taken into account! When the lignite is
deposited following the proper rules, some of them mentioned above, heating or
self heating appears very slowly.

As a process, self heating appears due to lignite oxidation [5]: because the
lignite is not perfectly settled in the stockpile, air and water can run between the
pieces. The oxygen contained in the air can make the lignite produce heat and
since the heat cannot be exchanged with the environment, it is enhanced within
itself and exchanged with neighbors, creating hot spots and leading to self ignition.

Usually, both chemical structure of lignite and rules mentioned above that are
not always or rigorously followed as such, lead at one point in time or another to
self heating and to self ignition of lignite, which have major consequences over
human health, environment and production:

• After lignite reaches a certain temperature, its caloric power becomes lower; the
higher temperature gets, the lower its caloric power becomes, and could
decrease with 50–70 % [3], so a certain lignite quantity would produce in these
conditions less energy than that produced by the same quantity that doesn’t
overheat;

• Increasing temperature within the stockpile, makes lignite release toxic gases,
such as carbon monoxide (CO) during self heating process and sulfur dioxide
(SO2) during the self ignition process, which are harmful for humans living in
the surroundings of the deposits, and also for environment [6];

• Toxic gases released by self heating and self igniting lignite also directly affect
the surrounding environment and indirectly affect it by the extra excavations
that are needed in order to replace the lost lignite.

So if lignite self heats, its caloric power decreases; if it self ignites, it affects a
considerable amount of lignite in its surroundings, making it lost for the energy
production. Also, human health and environment suffer.

These are the reasons why the thermal state of a lignite stockpile must be
known at any moment in time in order to avoid self heating and most important,
self ignition.

ENELEX, FLIR Systems integrator, managed to monitor successfully a
stockpile and to prevent self ignition at the Nastup Mines Corporation in Tusimice,
Czech Republic [7], which encouraged us to try a similar approach.
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100.2 Approach: Monitoring a Lignite Deposit

100.2.1 Current Monitoring Methods

Current methods to monitor the temperature in lignite stockpiles and diagnose
their state are:

• Periodically check suspicious areas with a special thermometer of 1.5 m
(Fig. 100.1): each day for deposits with temperature over 35 �C, and from
6–25 days for deposits with temperature under 35 �C;

• Periodically check with metallic bars for depths higher than 1.5 m.

Current methods to keep temperature in desired ranges are:
If temperature indicated by thermometers or metallic bars is over a desired

value or if an employee working at the lignite stockpile observes steam getting out
of a stockpile’s part, which is already too late, because deeper in the stockpile
under the steamy area temperature is over 60 �C and may rise up to 70 �C, they
call it in and: (1) either that part of the stockpile is sent to production or (2) that
part of the stockpile is being moved from one place to another with an excavator
(Fig. 100.2), operation which can take up to 1 or 2 days, depending of the area the
heating is extended, until production requires it.

100.2.2 The Ideal Case

In order to define the state of a lignite deposit, let’s imagine we have such a
deposit, as presented in Fig. 100.3 below, and an imaginary thermometer that

Fig. 100.1 special thermometer of 1.5 m
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would gather temperature data from each point of the stockpile and display it every
time when a temperature value changes with a given constant as an average
maximum of temperature over an area (user defined dimensions) and the x, y, z
coordinates of its location. There can be an unknown number n of areas within the
stockpile where temperature can rise independently, areas which can become hot
spots with different maximum temperature simultaneously.

The variation in time of heat inside a lignite deposit follows the pattern: it
reaches 35 �C slowly (in about two months), it continues heating until 45 �C, it
passes through the hot spot creation state, and in about 15 days, around that hot
spot temperature can reach the self ignition value of 65 �C.

So:
State 1—when the imaginary thermometer shows areas with a maximum

temperature under 35 �C, the stockpile is under no danger;
State 2—when the thermometer shows for certain areas an average temperature

of 55–65 �C, there is a hot spot already;
State 3—when the thermometer shows for certain areas an average temperature

of over 65 �C, the self ignition appears shortly.
In the case presented, it would be ideal that the temperature in a lignite

stockpile should only be found in State 1. The moment when State 1 goes towards
State 2, authorized personnel should be warned to take proper actions in order that
the temperature of the stockpile to reach State 1 again.

Fig. 100.2 Excavator
removing hot spots

Fig. 100.3 A side of a
lignite stockpile
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100.2.3 Our Approach: Thermovision Monitoring

In Fig. 100.3 the picture shows a side of a lignite deposit. Figure 100.4 shows the
same side of the lignite stockpile in infrared. The picture in Fig. 100.4 is taken
with a Flir Systems thermovision camera, model T200 (Fig. 100.5).

A thermovision camera absorbs the thermal energy or radiation emitted by the
surface of the ‘‘viewed’’ or monitored objects and transforms it into color maps or
thermographic images in which white means hottest and black means coldest. The
colors between white and black represent values between the maximum of hottest
and coldest [8].

In the research project [1], I wanted to find out whether the state of a lignite
deposit can be determined by monitoring its surface temperature with a thermo-
vision camera.

For that, we used only 5 % of a freshly created 10 m high lignite stockpile as in
the scheme in Fig. 100.6. The surface of the chosen 5 % of the stockpile was
monitored with the thermovision camera from 8 locations (from 1 to 8 in
Fig. 100.6a), so that the eastern and western sides to be monitored from top and
bottom, northern only from bottom and three points on top of the stockpile from
one position. The 4, 5 and 6 positions were chosen to monitor the place where the
other member of the project’s team put some pipes in which they put oil and
sinked thermal sensors in order to check the temperature at different depths in the

Fig. 100.4 Same as in
Fig. 100.3, in infrared

Fig. 100.5 Flir T200
thermovision camera
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Fig. 100.6 a The surface of the chosen 5 % of the stockpile was monitored with the thermovision
camera from 8 locations, b side view of the surface, c Recorded data

Fig. 100.7 Images took from location 1: left-thermogram, right-visible
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deposit. In fact, all 8 locations were chosen for the camera to cover areas around
the pipes. Also, an outdoor thermometer was put on sight for air temperature.

In Fig. 100.6b is a section of the monitored stockpile which shows the position
and dimensions of each pipe and in Fig. 100.6c is the calendar for the months
October and November 2010 when the monitoring took place. With light grey are
the days (25, 28 of October 2010 and 1, 4, 8,11,15, 18, 22, 26 of November 2010)
in which I monitored the stockpile with the thermovision camera from the 8
positions mentioned above.

Fig. 100.8 Images took from location 2: left-thermogram, right-visible

Fig. 100.9 Images took from location 3: left-thermogram, right-visible

Fig. 100.10 Images took from location 4: left-thermogram, right-visible
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In each of the days above, I monitored the chosen part of the stockpile with the
thermovision camera. I took some thermal images at different moments of time,
but only between 10:46 A.M. and 15:50 P.M.

In the following images (Figs. 100.7, 100.8, 100.9, 100.10, 100.11, 100.12,
100.13, 100.14, 100.15) are few of the thermograms taken from each of the 8
positions, shown here to exemplify the monitoring method with the thermovision
camera. Also their corresponding digital image is at its right. Data of the ther-
mograms is 28.10.2010.

Fig. 100.13 Images took from location 7: left-thermogram, right-visible

Fig. 100.11 Images took from location 5: left-thermogram, right-visible

Fig. 100.12 Images took from location 6: left-thermogram, right-visible
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On each image, there is a predefined area for which I recorded the maximum,
minimum and average temperature. All these data can also be seen on the ther-
mograms below.

Fig. 100.14 Images took from location 8: left-thermogram, right-visible
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Fig. 100.15 Variation of temperature in time—view from the bottom—western side
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Fig. 100.16 Variation of temperature in time—view from the bottom—northern side
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100.3 Diagnosing the State of the Lignite Deposit

In order to determine the state of the lignite deposit, in the following graphics
(Figs. 100.15, 100.16, 100.17, 100.18, 100.19, 100.20, 100.21, 100.22) I put values
of temperature in time on the predefined area: the minimum (dark blue), maximum
(yellow) and average value (pink) of temperature from each day of monitoring
with the thermovision camera and also the air temperature (light blue) taken with
the outdoor thermometer. With purple there are two hot spots.

From the graphics above I have drawn the following conclusions:
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Fig. 100.17 Variation of temperature in time—view from the bottom—Eastern side
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Fig. 100.18 Variation of temperature in time—view top—pipes—eastern side
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Fig. 100.19 Variation of temperature in time—view top—pipes—center side
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• temperatures of the surface of the western side are higher than northern and
eastern where the lowest values are;

• the maximum value of temperature is always higher than the air temperature;
• in the 22nd day of observation, on a small area on the top, close to the edge of

the eastern side, temperature is 38 �C—over the value of State 1; also, in the
22nd day of observation, on another area from the top, but close to the edge of
the western side, a hot spot appears of 51 �C—value close to State 2, and in less
than two weeks, both of the temperatures mentioned above increased rapidly to
almost 60 �C respectively to 73 �C.
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Fig. 100.20 Variation of temperature in time—view top—pipes—western side
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Fig. 100.21 Variation of temperature in time—view from the top—Eastern side
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Fig. 100.22 Variation of temperature in time—view from the top—western side
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100.4 Conclusions

No correlation could be established between the temperature at the surface of the
lignite stockpile that was monitored with a thermovision camera and the data from
the temperature sensors within the stockpile. The diagnosed state for the area in the
stockpile that I used in this paper’s research was State 1 to State 2, and only a
small area of it in State 3, which was partially incorrect, as long as some areas
within the stockpile, at different depths, were actually being in advanced State 3
and the thermovision camera couldn’t receive any thermal signals from them. The
temperature sensors identified that on the eastern area, at 8 m depth, the temper-
ature increased in the last 2 weeks of observation at over 80 �C. Also, on the
western area, at 6–7 m depth, another sensor detected a temperature increase at
over 70 �C, both values undetected by the thermovision camera. If there were no
temperature sensors within the deposit, my diagnosis would have been incomplete
and incorrect.

As a final conclusion I realized that in the conditions mentioned above, the state
of a lignite stockpile cannot be diagnosed correctly or completely by monitoring
the surface temperature of the stockpile with a thermovision camera because
lignite is a low temperature transmitter and the surface temperature of a stockpile
is more likely to be influenced by the environmental factors such as wind, sun,
rain, rather than by a strong heat-emitting hot spot at a 3–9 m depth within the
stockpile which seems not to radiate enough to influence it.

I still believe that a continuous (on-line) monitoring of the surface of a lignite
stockpile with a thermovision camera positioned somehow above the stockpile
could save more data which could ‘‘say’’ a lot more than what my previous
research said and could diagnose correctly the state of the deposit.
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Chapter 101
A Framework Intelligent Mobile
for Diagnosis Contact Lenses by Applying
Case Based Reasoning

Eljilani Mohammed

Abstract This paper is lead to the development of the system that allows
detection of which suitable type of lenses thus will minimize the margin of
destruction. The proposed system serves as advisory system to assist in predicting
type of lenses in the early stage, through analysis of similar historical events of
several aspects of paddy diseases cases and features which are stored in time-series
form (temporal information), restructured and re-designed into case based format.
The AI technique, case based reasoning (CBR) supports the process of finding the
similarity.

101.1 Introduction

The ability to learn is one of the most defining characteristics of intelligent
behavior, including the process of learning many things, acquisition of new
knowledge and develops the skills of being aware of through the practical appli-
cation and the discovery of a new skill through observation and experience.
Computers can’t be considered intelligent only if they have the ability to learn,
including a possible ability to do new things and adapt to new situations rather
than to implement all the work ordered it without the benefit [1–3].

Learning algorithms uses several of technique to solve problems called case
based reasoning is a general paradigm for reasoning from experience. It assumes a
memory model for representing, indexing, organizing past cases and a process
model for retrieving and modifying old cases and assimilating new ones.
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101.2 The Case Based Reasoning Cycle

At the highest level of generality, a general CBR cycle may be described by the
following four processes:

1. Retrieve: the most similar case or cases.
2. Reuse: the information and knowledge in that case to solve the problem.
3. Revise: the proposed solution.
4. Retain: the parts of this experience likely to be useful for future problem

solving.

A new problem is solved by retrieving one or more previously experienced
cases, reusing the case in one way or another, revising the solution based on
reusing a previous case, and retaining the new experience by incorporating it into
the existing knowledge-base (case-base). The four processes each involve a
number of more specific steps, which will be described in the task model. In
Fig. 101.1, this cycle is illustrated.

Fig. 101.1 The CBR cycle
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101.2.1 Experimental Work

101.2.1.1 General Knowledge (Previous Cases)

Data Acquisition

(a) Donor: Benoit Julien (Julien@ce.cmu.edu)
(b) http://archive.ics.uci.edu/ml/datasets/Lenses

Data Description

The data has been acquired from UCI Machine Learning, This data set includes
descriptions of Database for fitting contact lenses includes four attributes and one
class attribute. The total number of instances is 24.

Attribute Information:

1. Age of the patient: (1) young, (2) pre-presbyopic, (3) presbyopic.
2. Spectacle prescription: (1) myope, (2) hypermetrope.
3. Astigmatic: (1) no, (2) yes.
4. Tear production rate: (1) reduced, (2) normal.

Three Classes

1 :the patient should be fitted with hard contact lenses,
2 :the patient should be fitted with soft contact lenses,
3 :the patient should not be fitted with contact lenses.

Sample of Data

Sample of raw data is shown in Fig. 101.2

101.2.1.2 Calculating Similarity Between Cases

At the heart of a CBR system is the computation of similarity between a new
case—the user’s input—and previous cases stored in a case base. Cases are

Fig. 101.2 Sample of server
log file data
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associated with qualitative and quantitative parameters called features or attri-
butes, which represent the important facts about each case. The CBR algorithm
calculates the similarity between cases based on feature value pairs of the new and
each historical case. A similarity measure has the following attributes:

Reflective: a case always is similar to itself
Symmetric: If A is similar to B, then B is similar to A

(a) Local Similarity

Similarity between two cases is based on the similarity between the two cases’
feature. The Local similarity calculation depends on the type of the feature.
Similarity can be calculated for numeric and non-numeric value. For this study, all
the cases’ features are numeric. Therefore, the following local similarity formu-
lation is used (Fig. 101.3):

Sim ða; bÞ ¼ a � bj j=range

where:
a is the value of new case’ feature.
b is the value of old case’ feature.
Range is the absolute value of difference between the upper and lower boundary

of the set.

(b) Global Similarity

Once a set of local similarities has been calculated for each feature, the CBR
system calculates the global similarity of the candidate cases. No single similarity
measure is perfectly appropriate for all domains, and CBR systems use different
global similarity measures to provide acceptable case-matching behavior. One
simple approach to measure the similarity between two cases A and B with p
features is weighted-block-city:

Global ¼ 1 � ðcase distance=sumðwÞÞ � 100½ �

Begin
Input: the cases in case base with the new case,
Output: the result of the calculation local similarity of each 
case,
For I   0 to all Case’ features Do

Sim i (a, b) = |a - b| / range
Sim i (a, b) = min (1, Sim i (a, b))

End
Return result
End

←

Fig. 101.3 Local similarity’
pseudo code
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where:

Case distance: is the local similarity calculated.
Sum (w): is the weight of the attribute.
Case distance = localism * sum (w).

The general flow of the process (Fig. 101.4):

101.3 Evaluation

The evaluation was performed to determine the accuracy of the system. However,
In order to determine the accuracy of the algorithm used for this application, the
accuracy of the algorithm was tested by taking one of the cases in case base as a
test case. If the result returns 100 % similarity then it would suggest that the
algorithm is sound.

Accuracy ¼ Totalof correctness=Total casesð Þ � 100

101.4 Discussion

The system starts with screen for user to input the value of the new cases feature in
the specified field. User must input four cases observed data to run the diagnosis
with three actors, Firstly the user who interacts with the system. The second is the
client Pocket PC. The third entity is the server. The system calculates the range of
each attribute in the case base. The value of new case was compared with every
value of the same attribute in the case base to find local similarity for that
particular attribute. The same process was repeated with the other attribute in the
case base. Finally, the system calculates the global similarity for the new case
compared to each case in the case base. The result of the diagnosis then will be

Begin
Input: all calculated local similarity,
Output: the result of the calculation Global similarity,
For I   0 to all Case’ features Do

sim i =   sim (a, b) * (i)
Global sim = (1- (Local sim i /  (i))) * 100

End
Return the highest similarity
End

←

Σ
Σ ω

ω

Fig. 101.4 Global similarity’ pseudo code
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presented into a message box to the user. The top three highest similarities are
presented.

101.5 Conclusions

This paper discussed the framework of mobile intelligent application process
based on CBR for diagnosis of the type of contact lenses for the patient according
to previously undiagnosed cases. That can aid significantly in improving the
decision making of the physicians. These systems help physicians and doctors to
check, analyze and repair their solutions. The physician’s inputs a description of
the domain situation and their solutions and the system can recalls cases with
similar solutions and presents their outcomes to the physician.
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