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Preface

This book entitled “Toward Sustainable Operations of Supply Chain and Logistics
Systems” aims to cover contemporary critical issues of logistics operations and
supply chain management with special focus on sustainability. The supply chain
operations have big impact on the natural environment. Nowadays, the procure-
ment, production or distribution, and accompanying transportation operations or
warehousing are significant on the global scale. Improvement of logistics operations
by supply chain cooperation can results in reducing the burden to the natural
environment. Reverse logistics has significantly developed in the last decade.
Reverse network configuration, forward and reverse supply chain integration, and
management of the recovery activities are examples of trends in logistics toward a
more environmental friendly business practices.

The book covers both qualitative and qualitative aspects of sustainable supply
chain and logistics operations management. The focus is placed on a multidisci-
plinary approach. This book presents viewpoints of the academic and the industry
personnel on the challenges for implementation of sustainable police in logistics
operations. Some best practices from different countries and industries are presented
as reference for implementation of sustainable policies in the private enterprises and
public sector’s institutions. This book might be valuable to both academics and
practitioners wishing to deepen their knowledge in the field of logistics operations
and management with regard to sustainability issues.

The authors present in the individual chapters the results of the theoretical and
empirical studies related to the following topics:

• Supply chain management,
• Sustainable logistics,
• Manufacturing and production logistics,
• Warehousing, distribution, and transportation problems,
• Metaheuristics and artificial technology methods,
• Mathematical Programming and Operations Research, and
• Statistical Techniques.
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This book includes research contributions of geographically dispersed authors
from Asia, Africa, Americas, and Europe. The high scientific quality of the chapters
was assured by a rigorous double-blind review process implemented by the ICLS
2015 organizers.

This book provides an interesting composition of theoretical trends and practical
applications. It presents selected papers of authors participating in the 10th
International Congress on Logistics and SCM Systems (ICLS 2015) which is held
in Chiang Mai, Thailand, during 1–4 July 2015. This Congress is organized by the
Asian Institute of Technology and the International Federation of Logistics and
SCM Systems (IFLS) to function as an international forum for leading academics,
researchers, and practitioners to discuss and exchange ideas on the latest devel-
opments and to seek opportunities for collaboration among the participants as well
as to promote excellence in the field. Although not all of the received chapters
appear in this book, the efforts spent and the work done for this book are very much
appreciated.

We would like to express our gratitude to the Board of the International
Federation of Logistics and SCM Systems (IFLS) for the valuable contribution to
the volume:

• Honorary Chairman—Prof. Karasawa, Yutaka, Kanagawa University, Japan
• Advisor—Prof. Katayama, Hiroshi, Waseda University, Japan
• Chairman—Prof. Lee, Young Hae, Hanyang University, Korea
• Senior Vice Chairman—Prof. Kachitvichyanukul, Voratas, Asian Institute of

Technology, Thailand
• Vice Chairmen—Prof. Lai Kin Keung, City University of Hong Kong; Prof.

Rim Suk-Chul, Ajou University, Korea; Prof. Wakabayashi Keizo, Nihon
University, Japan and Wu Yen-Chen Jim, National Sun Yat-Sen University,
Taiwan.

We would like to thank all reviewers whose names are not listed in the volume
due to the confidentiality of the process. Their voluntary services and comments
helped the authors to improve the quality of the manuscripts.

Voratas Kachitvichyanukul
Kanchana Sethanan

Paulina Golinska-Dawson
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A Supply Chain Network Design
Considering Network Density

Kanokporn Rienkhemaniyom and Subramanian Pazhani

Abstract A geographical concentration of nodes within a supply chain or supply
chain density is one of the supply chain network characteristics that may affect the
resiliency of a supply chain to disruption. Some major cases include the disruption
of the global PC supply chain due to the 1999 earthquake in Taiwan, the disruption
of automotive supply chain due to the 2011 earthquake in Japan, and the disruption
of hard disk supply chain due to the 2011 massive floods in Thailand. These
disruptions were resulted from the high geographical concentration of suppliers and
manufacturers. In this chapter, the optimal design of a supply chain is discussed
with the objectives of maximizing the total profit and the density of the supply
chain. A bi-criteria mixed-integer linear programming model (MILP) is formulated
to determine the optimal locations of the facilities and the distribution of flows
between facilities in the supply chain. A four-stage supply chain network model is
developed, which consists of suppliers, manufacturing plants, warehouses, and
retailers. The model is illustrated using a realistic example, and the results are
discussed.

Keywords Supply chain network design � Bi-criteria MILP � Network density �
Disruption � Resiliency
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1 Introduction

Supply chain network design is an important strategic decision in supply chain
management that enables firms to achieve their competitive strategies.
Performances of any supply chain networks are usually to maximize customer
expectations at minimum supply chain costs (Chopra 2003). Minimizing cost and
maximizing customer responsiveness in the supply chain have resulted in global-
ization in search of cost minimization, access to new markets, and economies of
scale. This is also further aggravated by customer’s demand for variety of products
with minimum delivery time. These have led to the increased complexity of supply
chain functions and increased disruptions in the supply chains.

Network design in supply chains deals with the selection of the best location for
the facilities in the supply chain network, numbers and capacities of facilities, and
optimal product flows through the selected set of facilities (Melo et al. 2009;
Subramanian and Ravindran 2014). Due to increased globalization of the firms’
operations, supply chains have becomemore vulnerable to disruptions (Kungwalsong
2013; Subramanian and Ravindran 2014). Thus, supply chain disruption has become
an important consideration while designing a supply chain network.

There are a number of empirical studies that have examined the relationship
between supply chain characteristics and operational efficiency to the impact of
disruptions. Wagner and Bode (2006) focused on the firms’ dependence on cus-
tomers and suppliers, the degree of single sourcing, and reliance on global supply
sources. Craighead et al. (2007) revealed that density, complexity, node criticality,
and capability of warning and recovery. Squire (2010) studied the impact of net-
work characteristics to supply chains. Those characteristics include node criticality,
node centrality, geographical distance, redundancy, number of nodes, and degree of
distribution. Schmidt and Raman (2012) suggested that a higher rate of improve-
ment in operating performance provokes the impact of internal disruptions but not
external disruptions. Bode and Wagner (2015) studied the relationship between
supply chain complexity and the frequency of supply chain disruptions. The authors
consider three forms of supply chain complexity: horizontal complexity, which
refers to the number of suppliers in each tier; vertical complexity, which refers to
the number of tiers; and spatial complexity, which refers to the geographical dis-
persion among members within the network. The results indicated that all the three
supply chain complexity types have a positive relationship with the frequency of
supply chain disruptions. Kim et al. (2015) indicated that a network structure
significantly relates to the probability of a network disruption. A network resiliency
improves when the structural relationships in a network follow the power law.

In terms of quantitative approach, some of the supply chain design studies have
included the topic of supply chain disruption into consideration in order to enhance
both supply chain profit and supply chain resilience. Falasca et al. (2008) have
extended the supply chain design characteristics’ concept in Craighead et al. (2007)
and proposed a quantitative measure for those characteristics. For instance, supply
chain density can be measured as the number of nodes divided by the average
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inter-node distance, as shown in Fig. 1. The supply chain is having a high-density
level when a large number of nodes within a supply chain are clustered closely
together. The authors indicated that the severity of a supply chain disruption is
positively related to supply chain density.

To our knowledge, there is no supply chain network design model that explicitly
integrates the supply chain density characteristics. In this paper, we propose a bi-
criteria mixed-integer linear programming (MILP) for a supply chain network
design problem with the objectives of maximizing the profit and density of the
supply chain. We then use weighted fuzzy goal programming method to solve the
bi-criteria problem.

The remainder of this article is organized as follows: Sect. 2 describes the
problem definition. Section 3 presents a bi-criteria MILP model for designing a
four-stage supply chain network and the solution technique. In Sect. 4, we present
an illustrative example. We also present some managerial implications of the
model. Section 5 presents conclusions and future research directions.

2 Problem Definition

The network design problem for a four-stage supply chain structure, considering
maximizing profit density of the supply chain, is defined in this section. Let S =
{1, 2 …, nS} be the set of suppliers, M = {1, 2 …, nM} be the set of manufacturing
plants, W = {1, 2 …, nW} be the set of warehouses, C = {1, 2, …, nC} be the set of
retailers, and L = {1, 2, …, nL} be the set of capacity levels at the warehouses. The
suppliers supply raw materials to manufacturing plants for producing products. The
product flows from the manufacturing plant through a two distribution stages,
managed by a single decision maker, i.e., centralized control system. The manu-
facturing plants produce products using the raw materials procured from the sup-
pliers and distribute them to the retailers through a set of warehouses. Figure 2
shows the supply chain network considered in the study. Figure 3 shows the
geographical dispersion of facilities in the supply chain.

Fig. 1 Supply chain density (Source Falasca et al. 2008)
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The main issues to be addressed in the bi-criteria model are to (i) determine the
numbers and locations of suppliers, (ii) select the appropriate set of warehouse
locations and capacity levels in the network, and (iii) determine the optimal man-
ufacturing and distribution of products through the selected set of facilities. The
conflicting objectives of the model are (1) maximizing supply chain profit and (2)
maximizing supply density.

To quantify and model the supply density objective, we propose a function for
calculating supply density based on the inter-stage distance and intra-stage distance.
Note that a lower value of supply density implies that the nodes in the supply chain
are clustered together. Thus, we maximize the supply density. This has implication
of the resiliency of a supply chain. According to Squire (2010), accidental risk
events are more likely to affect a node with few links compared to a hub node,
therefore reducing the probability of disruption to a whole network. In other words,
the impact of supply chain disruption should be reduced. Also, note that we con-
sider the density function only for the supplier stage as this stage is the only external
entity in the supply chain. Other stages are managed by a single decision maker
(centralized control system).

Fig. 2 Structure of the supply chain network

Fig. 3 Geographical dispersion of facilities in the supply chain
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3 Model Formulation

The proposed bi-criteria model for designing a four-stage supply chain network is
presented in this section. The indices, input parameters, cost function components,
and decision variables used to formulate the concerned supply chain network design
problem are described below.

Indices

s Index of candidate suppliers s = 1, 2, …, S

m Index of existing manufacturing plants m = 1, 2, …, M

w Index of candidate warehouse facilities w = 1, 2, …, W

c Index of existing retailers c = 1, 2, …, C

l Index of warehouse capacities l = 1, 2, …, L

f Index of facilities f = 1, 2, …, F (F = S [ M [ W)

i Index of origin facilities i ∊ S [ M [ W

j Index of destination facilities j ∊ M [ W [ C

Input parameters

capm Production capacity at the manufacturing plant m, for m ∊ M

caplw Capacity of warehouse w of size l, for w ∊ W, l ∊ L

caps Capacity of supplier s, for s ∊ S

dc Demand for products of retailer c, for c ∊ C

disij Distance between facilities i and j in the supply chain

msm Minimum transportation quantity from suppliers to manufacturers

Cost function components

psm Purchasing cost of raw material from supplier s by plant m, for s ∊ S, m ∊ M

trmw Transportation cost per unit from plant m to warehouse w, for m ∊ M, w ∊ W

trwc Transportation cost per unit from warehouse w to retailer c, for w ∊ W, c ∊ C

pcm Production cost of a product at plant m, for m ∊ M

np Price of a product

f lw Fixed cost of opening a warehouse w of capacity l, for w ∊ W, l ∊ L

lsc Lost sales cost of retailer c, for c ∊ C

Decision variables

QSMsm Quantity of raw materials purchased from supplier s by plant m, for s ∊ S, m ∊ M

QMWmw Quantity of products transported from plant m to warehouse w, for m ∊ M, w ∊ W

QWCwc Quantity of products transported from warehouse w to retailer c, for w ∊ W, c ∊ C

LDc Quantity of sales lost of retailer c, for c ∊ C

(continued)
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The following are the assumptions considered in this research:

• Demands of the retailers are deterministic. This assumption is reasonable, given
that the proposed model is at the strategic level.

• The transportation cost of raw material from the supplier to the manufacturing
plant is included in the raw material purchasing cost.

• The facilities in the entire supply chain (suppliers, manufacturing plants,
warehouses) have capacity restrictions.

From the above notations, the bi-criteria network design problem can be formulated
as follows.

3.1 Objective Functions

As mentioned in Sect. 1, two important and conflicting objective functions are
considered in the formulation of the supply chain network design problem: (1)
maximizing supply chain profit and (2) maximizing supply density.

3.1.1 First Objective: Maximizing Supply Chain Profit (Z1)

• The supply chain profit comprises of the following cost components:

Revenue
np

P
w2W

P
c2C

QWCwc

� �
Purchasing cost

P
s2S

P
m2M

psmQSMsm

Production cost P
m2M

pcm
P
w2W

QMWmw

� �
Transportation cost from plants to warehouses

P
m2M

P
w2W

trmwQMWmw

Transportation cost from warehouses to retailers
P
w2W

P
c2C

trwcQWCwc

Fixed cost of opening warehouses
P
l2L

P
w2W

f lwd
l
w

Lost sales cost
P
c2C

lscLDc

dlw 1; if warehouse w is opened with size l
0; otherwise

�
; for w 2 W ; l 2 L

Sasm 1; if supplier s supplies raw materials to plant m
0; otherwise

�
; for s 2 S; m 2 M

Sbijm; Sb
0
ijm 1; if supplier i and supplier j supplies to plant m

0; otherwise
;

�
for i; jð Þ 2 S and i 6¼ jð Þ; m 2 M:

(continued)
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• Therefore, the supply chain profit objective can be formulated as follows.

Maximize Z1 ¼ � np
X
w2W

X
c2C

QWCwc

 !( )

�
X
s2S

X
m2M

psmQSMsm þ
X
m2M

pcm
X
w2W

QMWmw

 !(

þ
X
m2M

X
w2W

trmwQMWmw þ
X
w2W

X
c2C

trwcQWCwc

þ
X
l2L

X
w2W

f lwd
l
w þ

X
c2C

lscLDc

)

3.1.2 Second Objective: Maximizing Supply Density (Z2)

In this study, we propose a function for calculating based on the inter-stage distance
and intra-stage distance. In this study, we propose a function for calculating supply
density based on the inter-stage distance and intra-stage distance. Consider a supply
chain with two stages, supplier and manufacturer. The inter-stage distance captures
the distance between stages. For example, if the product is shipped from supplier 1
to manufacturer 3, then the inter-stage distance is the distance between supplier 1
and manufacturer 3. This measures the density of the suppliers in the supply chain.
The intra-stage distance captures the distance within a stage. For example, if sup-
pliers 1 and 3 supply products to manufacturer 1, then the intra-stage distance is the
distance between suppliers 1 and 3. This measures the density of the suppliers
within a stage in the supply chain. Therefore, the supply density objective, which is
the density of the supply entity per unit of demand, can be formulated as follows.

Maximize Z2 ¼ 1P
c2C dc

X
s2S

X
m2M

dissmSasm þ
X
m2M

X
i2S

X
j 2 S

i 6¼ j; i\j

disijSbijm

0
BBBB@

1
CCCCA

The terms in the objective function Z2 are described as follows. The two terms
calculate the inter-stage and intra-stage distances for the supplier stage.
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3.2 Constraints

3.2.1 Supplier Capacity

Each supplier s has a finite supply capacity, caps. Constraint set (1) ensures that the
quantity of raw materials supplied by supplier s to all the manufacturing plants
should be less than or equal to its capacity.X

m2M
QSMsm � caps 8 s 2 S ð1Þ

3.2.2 Inter-stage Flow

Constraint sets (2) and (3) determine the binary variable for the inter-stage flow
between suppliers and manufacturers. Constraint set (2) ensures that if there is
shipment between supplier s and manufacturer m, the binary variable is Sαsm = 1.
Constraint set (3) ensures that if there is no shipment between the stages, the binary
variable is Sαsm = 0. Constraint set (3) also ensures minimum shipment if there is
shipment between supplier s and plant m.

QSMsm � capsSasm 8 s 2 S;m 2 M ð2Þ

QSMsm �msm Sasm 8 s 2 S;m 2 M ð3Þ

3.2.3 Inter-stage Flow Binary Variable

Constraint sets (4) and (5) determine the binary variable for the intra-stage flow for
the supplier stage. The right-hand-side term in constraint set (4) represents the
product flow from suppliers i and j to manufacturer m. If there is product flow in
both (supplier i − manufacturer m) and (supplier j − manufacturer m) links, the
binary variable is Sβijm = 1 and Sb0ijm ¼ 0. If there is product flow in either one of
the (supplier i − manufacturer m) and (supplier j − manufacturer m) links, then
Sb0ijm ¼ 1 and Sβijm = 0. If there is no flow in both (supplier i − manufacturer m) and

(supplier j − manufacturer m) links, then Sβijm and Sb0ijm ¼ 0. Constraint set (5)

ensures that either one of the following cases is true: Sβijm = 1 and Sb0ijm ¼ 0 or

Sβijm = 0 and Sb0ijm ¼ 1 or Sβijm = 0 and Sb0ijm ¼ 0.

2Sbijm þ Sb0ijm ¼ Saim þ Sajm 8 i; jð Þ 2 S; i 6¼ j; i\j; m 2 M ð4Þ

Sbijm þ Sb0ijm � 1 8 i; jð Þ 2 S; i 6¼ j; i\j; m 2 M ð5Þ
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3.2.4 Production Capacity

Constraint set (6) is the production capacity constraints at the plants. The left-hand-
side term of the constraint represents the sum of products transported to warehouses
from plant m which should be less than or equal to its capacity.X

w2W
QMWmw � capm 8 m 2 M ð6Þ

3.2.5 Material Flow Between Suppliers and Plants

Constraint set (7) ensures that the quantity of raw material flowing into plant m is
equal to the quantity of products flowing out of that plant to the warehouses.X

s2S
QSMsm ¼

X
w2W

QMWmw 8 m 2 M ð7Þ

3.2.6 Warehouse Capacity

Constraint set (8) ensures that the quantity of products flowing into warehouse
w does not exceed its storage capacity, if the warehouse is selected. The left-hand-
side term of the constraint is the sum of products flowing into warehouse w, and the
right-hand-side term is the capacity of the selected warehouse. If a warehouse w is
opened, constraint set (9) ensures that only one of the capacity levels is selected.X

c2C
QWCwc �

X
l2L

caplwd
l
w 8 w 2 W ð8Þ

X
l2L

dlw � 1 8 w 2 W ð9Þ

3.2.7 Product Flows Between Warehouses and Retailers

Constraint set (10) ensures that the quantity of products flowing into warehouse w is
equal to the amount of new products flowing out of that warehouse to the retailers.X

m2M
QMWmw ¼

X
c2C

QWCwc 8 w 2 W ð10Þ
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3.2.8 Demand Requirement

Constraint set (11) represents the demand satisfaction constraints. The total quantity
of products flowing into retailer c and the lost sales at the retailer c should be equal
to the demand at that retailer.X

w2W
QWCwc þ LDc ¼ dc 8 c 2 C ð11Þ

3.2.9 Non-negativity and Binary Conditions

Constraints (12) and (13) describe non-negativity and binary conditions of the
decision variables.

QSMsm; QMWmw; QWCwc; LDc [ 0 ð12Þ

dlw; Sasm; Sbijm; Sb
0
ijm 2 0; 1f g ð13Þ

3.3 Solution Method

In this section, we propose a weighted fuzzy goal programming (GP) model to
solve the bi-criteria problem. In fuzzy GP, ideal values can be used as targets for the
objectives (Masud and Ravindran 2008; Subramanian et al. 2013). In the proposed
model, we minimize the sum of the weighted satisfaction degrees of the objectives.
The proposed weighted fuzzy GP model is as follows:

Minimize w1l1 þ w2l2

Subject to constraints (1)–(13)

l1 ¼
Z�
1 � Z1

Z�
1 � ZL

1

� �
ð14Þ

l2 ¼
Z�
2 � Z2

Z�
2 � ZL

2

� �
ð15Þ

where μ1 and μ2 are the satisfaction degrees of the profit and density objectives, Z�
1

is the ideal profit objective value, Z�
2 is the ideal density objective value, ZL

1 and ZL
2

are the lower bound values of profit and density objectives, w1 is the weight for
profit objective, and w2 is the weight for supply density objective.
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Note that w1 + w2 = 1. Also, note that Z1 and Z2 in the constraints (14) and (15)
are the values of profit and density objectives and are calculated as shown in
Sect. 3.1.

4 Illustrative Example

In this section, we present an illustrative example for designing a four-stage supply
chain network that consists of suppliers, manufacturing plants, warehouses, and
retailers. The supply chain network consists of the following entities:

• 20 candidate suppliers that can supply a raw material to manufacturing plants,
• 5 existing manufacturing plants that produce finished products,
• 25 candidate warehouse facilities that distribute finished products to the retail-

ers. There are three possible capacity levels (sizes) of warehouses that could be
built.

• 100 retailers, who face demand from the customers.

The supply chain entities are located in different regions, as summarized in Table 1.
In this example, we consider six different regions according to the six continents of
the world. Region 1 represents Africa; Region 2 represents Asia; Region 3 repre-
sents Europe; Region 4 represents North America; Region 5 represents Australia;
and Region 6 represents South America. Figure 4 presents the geographical dis-
persion of those facilities in the six regions. We use a circle to represent a candidate
supplier, a rectangle represents a manufacturing plant, a triangle represents a
warehouse, and a diamond shape represents a retailer.

Table 1 Geographical locations of existing and candidate facilities

Region Suppliers Plants Warehouses Retailers

Region 1 S16 M3 W17 R65–R68

Region 2 S5, S8, S10,
S11, S12, S15,
S17, S18

M1,
M2

W7, W9, W10, W11, W14,
W15, W16, W19, W20,
W21, W25

R25–R28, R33–R44,
R53–R64, R73–R84,
R97–R100

Region 3 S6, S7, S9, S14,
S19

M4 W3, W4, W8, W13, W18,
W22

R9–R16, R29–R32,
R49–R52, R69–R72,
R85–R88

Region 4 S4, S13, S14,
S20

M5 W6, W12, W23 R21–R24, R45–R48,
R89–R92

Region 5 S2 – W2 R5–R8

Region 6 S1, S3 – W1, W5, W24 R1–R4, R17–R20,
R93–R96

Total
facilities

20 5 25 100
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We model the cost parameters in the supply chain as a function of the product
price. Table 2 shows the settings used to generate cost parameters.

The demands of the retailers are uniformly distributed between 500 and 700
units. Other parameters, including the purchasing cost, capacity of the supplier,
capacity and production cost of the manufacturing plants, inter-stage distance
between the supplier and the manufacturing plants, intra-stage distance between the
suppliers, and capacity and fixed cost of warehouses, are available at https://www.
dropbox.com/s/x8ehypv8o9zf660/Datafile_ICLS2015.docx?dl=0.

To solve the problem, the model is coded in Microsoft Visual C++ 6.0 and
solved using ILOG Concert Technology with CPLEX 12.1 on a PC with Intel(R)
Core (TM) 2 Duo processor with 2.8 GHz and 2.0 GB RAM.

Fig. 4 Locations of candidate suppliers, plants, candidate warehouse facilities, and retailers

Table 2 Cost parameters (illustrative example)

Parameter Variable Setting

Total cost of a new product pp $750

Profit margin 20 %

Price of new product np $900

Purchasing cost of raw material psm *Unif (60, 65 %) * pp + (dissm /250)

Production cost of a new product pcm *Unif (8, 12 %) * pp

Transportation cost per unit between
plant and warehouse

trmw *Unif (5.5, 6.5 %) * pp

Transportation cost per unit between
retailer and warehouse

trwc *Unif (8.5, 9.5 %) * pp

14 K. Rienkhemaniyom and S. Pazhani
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4.1 Single-Objective Model Solution

In this section, we solve the problem considering the profit and density objectives
separately as follows:

• Profit objective: Max Z1, subject to constraints (1)–(13),
• Density objective: Max Z2, subject to constraints (1)–(13).

The profit maximization objective has a tendency toward a centralized supply chain
network by selecting 13 out of 20 suppliers in order to minimize the total cost. The
supply chain profit is $13,248,680, representing the ideal profit value, and the
supply density is 1.34. On the other hand, the density maximization objective has a
tendency toward a decentralized supply chain network by selecting all 20 suppliers.
The supply chain profit is $12,055,457, and the supply density value is 96.63,
representing the ideal density value. More suppliers are selected when decision
maker gives higher priority to the density objective, as shown in Table 3.

4.2 Bi-criteria Model Solution

In this section, we solve the bi-criteria model using fuzzy goal programming
approach. The results confirm that the two objective functions, maximization of the
supply chain profit and maximization of the supply chain density, are conflicting
objectives. The increase in supply chain density leads to a decrease in supply chain
profit and vice versa. The graphical representation of an efficient frontier is in
Fig. 5.

Table 3 Single-objective model solutions

Region Profit maximization Supply density maximization

Selected
suppliers

Selected
warehouses

Selected suppliers Selected
warehouses

Region 1 S16 – S16 –

Region 2 S8, S10, S11,
S15, S17

– S5, S8, S10, S11, S12,
S15, S17, S18

W11

Region 3 S6, S7, S9, S14 W8 S6, S7, S9, S14, S19 –

Region 4 S4, S14 W12, W23 S4, S13, S14, S20 W12, W23

Region 5 – S2 –

Region 6 S1 S1, S3 –

Profit
value

$13,248,680
(ideal value)

$12,055,457

Density
value

1.34 96.63 (ideal
value)
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For an illustrative purpose, we assume that the decision maker selects the
solution, which has the profit of $12,954,399 and density of 31.85. The percentage
deviation of the best compromise solution obtained corresponds to a 2.22 %
decrease for the profit objective (from the ideal value of $13,248,690) and the
increase for the density value from 1.34 to 31.85. Table 4 presents the selected
suppliers and warehouses from the bi-criteria model. All 20 suppliers are selected to
supply raw materials to the manufacturing plants for producing finished product.
The material flows are presented in Table 5. Three warehouses (warehouses 8, 12,
and 19) are selected to distribute the finished products to retailers. For the capacity
level, warehouses 8 and 19 are selected in level size 3, while warehouse 12 is
selected in level size 2. The product flows between manufacturing plants and the
selected warehouses are presented in Table 6. All the retailers’ demands are sat-
isfied from the selected warehouses 8, 12, and 19.

4.3 Managerial Implications

This section discusses some managerial implications for the study. The model can
be used by companies to design their supply chain network considering supplier
density. From the numerical example, the model tends to select a fewer number of

Fig. 5 Efficient frontier
between supply chain profit
and supply density

Table 4 Bi-criteria model solution

Region Selected suppliers Selected warehouses

Region 1 S16 –

Region 2 S5, S8, S10, S11, S12, S15, S17, S18 W19

Region 3 S6, S7, S9, S14, S19 W8

Region 4 S4, S13, S14, S20 W12

Region 5 S2 –

Region 6 S1, S3 –
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suppliers when a decision maker gives higher priority to the profit objective
(centralized supplier based). On the other hand, the model selects a larger number
of suppliers when a decision maker gives higher priority to the density objective
(decentralized supplier based). The centralized supplier-based profit objective
provides lower cost but may result in high severity from a disruption. On the other
hand, a decentralized supplier-based incurs extra cost of having additional suppli-
ers, which offers a redundancy to the supply network. The model also gives the
optimal product flows between stages. The efficient frontier shows the trade-off
between supply chain profit and density.

Table 5 Product flows from the selected suppliers to manufacturing plants

Facilities Plant 1 Plant 2 Plant 3 Plant 4 Plant 5 Total

Supplier 1 0 500 500 0 0 1000

Supplier 2 0 500 500 0 0 1000

Supplier 3 0 500 500 0 0 1000

Supplier 4 0 0 500 0 5795 6295

Supplier 5 0 500 500 0 0 1000

Supplier 6 0 500 0 5288 0 5788

Supplier 7 0 0 500 2116 0 2616

Supplier 8 0 6382 500 0 0 6882

Supplier 9 0 500 500 0 0 1000

Supplier 10 2767 500 500 0 0 3767

Supplier 11 2670 500 500 0 0 3670

Supplier 12 0 500 0 500 0 1000

Supplier 13 0 500 500 0 5188 6188

Supplier 14 0 500 2881 0 0 3381

Supplier 15 0 1427 500 500 0 2427

Supplier 16 0 500 6097 0 0 6597

Supplier 17 0 2953 500 0 0 3453

Supplier 18 0 500 0 0 0 500

Supplier 19 0 500 500 0 0 1000

Supplier 20 0 500 500 0 0 1000

Total 5437 18,262 16,478 8404 10,983 59,564

Table 6 Product flows from manufacturing plants to the selected warehouses

Facilities Warehouse 8 Warehouse 12 Warehouse 19 Total

Plant 1 3143 0 2294 5437

Plant 2 0 0 18,262 18,262

Plant 3 16,478 0 0 16,478

Plant 4 0 8404 0 8404

Plant 5 0 8796 2187 10,983

Total 19,621 17,200 22743 59,564
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5 Conclusion and Future Work

In current business scenario, companies strive to manufacture and distribute
products in an efficient manner to gain competitive advantage. Network design is
one of the important strategic decisions for a supply chain to operate efficiently and
effectively. Due to increased globalization, supply chain network characteristics,
such as density, which relates to the resiliency of a supply chain, should be con-
sidered while designing the supply chain network. In this paper, we proposed a bi-
criteria MILP model that considers supply chain density as one of the decision
criteria, along with maximizing the supply chain profit. The model determined the
optimal location of suppliers, optimal location and capacities of warehouses, and
the distribution of products in the supply chain network. We generate the efficient
frontier representing the trade-off between supply chain profit and supply density
objectives.

Scope for future work includes quantifying the resilience of the supply chain
design solution from the proposed model and comparing it with the traditional
supply chain design solution, which emphasizes on profit maximization objective
(Rienkhemaniyom and Subramanian 2015). In this study, we considered the density
function only for the supplier stage. The study can be extended by considering the
total density across all the supply chain stages and evaluating the impact. Further,
the mathematical model can also be extended to quantifying and incorporating other
supply chain network characteristics, such as network complexity and node criti-
cality, in order to have a better understanding of the supply chain resilience.
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Is Cash-to-Cash Cycle Appropriate
to Measure Supply Chain Performance?

Seock-Jin Hong

Abstract In this chapter, the cash-to-cash cycle time (C2C) and financial perfor-
mance metrics of seven selected industries (integrator, apparel, electronics, auto-
mobile, airline, logistics, and retail) are investigated with data taken from their
annual reports from 2008 to 2012. The purpose is to study C2C whether it is
appropriate to measure supply chain performance or not. The C2C characteristics
are identified industry by industry with a focus on supply chain management
(SCM) and logistics. The relationship between C2C and financial performances is
evaluated using measurements of gross, net profit rate, revenue growth, current
ratio, and return on asset (ROA). It is found that C2C is very powerful metric to
understand supply chain strategies, but it is not a predictor of financial performance.

Keywords SCM performance � C2C � Financial performance � ROA �
Profitability

1 Introduction

During the last few decades, there have been enormous changes in the global
business environment. The world has been changing quickly due to the develop-
ment of technologies spread of the internet, globalization and increasing mobility of
freight and person. From a business perspective, the environment has been rapidly
changing as well, following the changes of customer needs and the innovation of
industrial technologies. In order to stay competitive and continue to grow in this
quickly changing business world, companies are trying to introduce and apply new
and innovative management techniques.

Organizations began to realize that it is not enough to improve efficiencies within
the organization, but that their whole supply chain has to be made competitive
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(Childerhouse and Towill 2002; Li et al. 2006). Supply chain management
(SCM) has been defined to explicitly recognize the strategic nature of coordination
between trading partners, and its purpose is to improve the performance of an
individual organization and the whole supply chain. The organizations measure and
evaluate the operational performance to compare it with other supply chains
(Childerhouse and Towill 2002; Feldmann and Muller 2003; Li et al. 2006).
Therefore, each company needs to set its own performance metrics, and each metric
requires data collection. SCM performance metrics can be differently created
according to the company’s own needs and requirements.

Operational innovation has been central to some of the greatest success stories in
recent business history, including Wal-Mart, Toyota, and Dell (Hammer 2004).
Operation innovation can give high revenue growth, lower inventory using
cross-docking and responsive purchase and distributed goods, lower prices, and
high profits, but operational performance is difficult to realize (Hammer 2004). To
improve the operational performance, a firm must to apply supply chain practices
(Rice and Hoppe 2001; Hammer 2004; Li et al. 2006), change business culture
(Hammer 2004), and introduce six sigma and lean. Supply chain practice could
improve cash flows and reduce the cash-to-cash cycle time (C2C), which would
help free up working capital to be invested in other products, better processes, and
better financial performance (Rice and Hoppe 2001)—specifically growth, profit-
ability, and capital utilization. Some studies have been done on the relationship
between liquidity management and operating performance of a company. The
concept of C2C leads to the premise that a reduction in the cash conversion cycle
time will lead to a financial and operational improvement; however, the C2C
concept assumes that a shortening of cycle time can be achieved without increasing
costs and decreasing sales (Soenen 1993). However, to reduce C2C means reducing
the terms of credit for the receiver and delaying payment to suppliers. This
assumption would lead to a reduction of the product’s attractiveness from the
customer’s perspective and an increase in the cost of goods supplied.

A number of researchers have analyzed the industry using C2C, such as shrimp
suppliers in Thailand to a major retailer in the USA (Banomyong 2005), the rela-
tionship between C2C and return on asset (ROA), return on equity (ROE) in Japan
and Taiwan (Wang 2002), and the relationship between corporate profitability and
working capital in Greece (Lazaridis and Tryfonidis 2006). C2C is also used to
measure the impact on profitability using ROA and ROE for manufacturing com-
panies in Pakistan (Anser and Malik 2013), comparing C2C of merchandising and
manufacturing industries in Turkey (Uyar 2009) and in Korea (Lee et al. 2010).

C2C is one of the liquidity ratios which measure a company’s ability to meet
cash needs (Fraser and Ormiston 2007). Traditional measures of corporate liquidity
such as the current ratio, the quick ratio, and even net working capital are static in
terms of what cash resources are ready for use at a given moment in time to satisfy
the current obligations (Wang 2002). From this point of view, investors should
focus their concern to cash flows from mobilizing inventory and receivable
investments within the normal firm’s operations. The operating cash flows are
sensitive to declining sales and earnings (Richards and Laughlin 1980).
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The previous research showed the results that reducing the C2C improved
operating performance of a firm (Wang 2002); statistical significance between
profitability and the C2C (Lazaridis and Tryfonidis 2006); and a strong negative
relationship between variables of working capital management and profitability
(Raheman and Nasr 2007). It suggested that companies could increase profits by
correctly managing the C2C and keeping the components of C2C to an optimum
level.

Some researchers tried to find the different C2C characteristics industry by
industry. Retail and wholesale industry was found to have had a shorter C2C than
manufacturing industry. The textile industry had the longest C2C, which might
imply liquidity problems (Uyar 2009). Moreover, the findings indicated a signifi-
cant negative correlation between the length of C2C and the firm’s size in terms of
net sales and total assets, and between the length of C2C and profitability. It
concluded that smaller companies have longer C2Cs, and the longer the C2C, the
less profitable they are (Raheman and Nasr 2007; Uyar 2009).

This paper focuses on C2C and four other finance performance metrics: revenue
change rate (%), profit margin (%, net and gross), ROA (%), and current ratio. With
the data from the selected industries, a comparison of the C2C of each industry has
been conducted. This was then the correlation analysis of the C2C and finance
performance metrics to see whether there is a positive or negative relationship
between them.

2 C2C and SCM Performance

One important factor in business is ongoing performance measurement. Measuring
supply chain performance is not a new practice. The problem is not a lack of
possible metrics, but an overwhelming abundance of choices (Hofman 2004).
A survey found that organizations that are best at SCM hold a 40–65 % advantage
in their C2C over average organizations, while the top organizations carry 50–85 %
less inventory than competitors (Sheridan 1998). C2C is measured using accounts
receivable, inventory, and accounts payable data. C2C is defined as the sum of the
days sales outstanding (DSO), plus the days of inventory (DOI), minus the days
payable outstanding (DPO), that is C2C = DSO + DOI − DPO. DSO typically
grows as revenue increases, and it shrinks as revenue decreases (Wojcik 2009). On
the other hand, it is important to pay the suppliers earlier to be more profitable, as it
might bring discount terms from the suppliers for early payment, which decreases
the total costs.

The goal of many companies has been to shorten C2C, but in this paper, the
relationship between C2C and financial performances is tested industry by industry
(Fawcett et al. 2007). The C2C is a critical performance measure and was also
selected as the measure which has the greatest impact on supply chain practice as it
showed the direct financial benefits of SCM (Banomyong 2005; Christopher and
Gattorna 2005; Farris et al. 2005; Fawcett et al. 2007).
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Gartner has measured the top 25 firms in terms of supply chain performance
since 2003 using peer opinion, return on assets, inventory turns, and revenue
growth. The ranking gives which firms demonstrate operational and innovation
excellence based on health of their value chains. To measure the overall operational
excellence, Gartner identified key metrics with perfect order rates and total supply
chain costs. Gartner also recommended the more detailed functional metrics that
must be aligned with end-to-end supply chain goals to achieve the overall goal of
operational excellence. C2C is a metric to assess the perfect order and SCM cost.
The C2C metric is an important measure as it bridges across inbound material
activities with suppliers, through manufacturing operations and outbound sales
activities with customers (Farris and Hutchison 2002). C2C offers increased visi-
bility of more decision variables; increases optimization of decisions in the supply
chain; reduces suboptimization of financial decision within firms; and aids supplier
decision making by eliminating the uncertainty of customer actions (Farris et al.
2005).

Gartner’s measurement is based on Hofman’s suggestions of the hierarchy of
supply chain metrics (Gartner 2013; Hofman 2004). Hofman clarifies three levels of
metrics for measuring supply chain performance. The top tier includes demand
forecast, perfect order, and SCM cost, mid-level includes C2C to access cash flow
and customer versus supplier balance, while bottom level to comprehend opera-
tional effectiveness includes supplier quality and raw material inventory purchasing
costs. Hofman’s top tier focuses on demand visibility based on push strategies such
as demand visibility. C2C is not the sole metric to cover the end to end of supply
chain, but it gives a certain diagnostic view based on inventory, accounts receiv-
able, and accounts payable.

3 Research Methodology

The purpose of this paper is to see whether or not the C2C metrics could be used to
measure SCM performance of a company. The second objective is to know the
differences in C2C industry by industry and to know whether there is a positive or
negative correlation between C2C and financial performance in eleven industries.
These factors are closely studied to see how they affect the performance metrics,
either positively or negatively, and the differences among industries. To see the
tendencies of different industries, eleven industries are selected: the apparel industry
(8 companies with 46 data from 2008 to 2014); the airline industry (27 companies
with 138 data from 2007 to 2013); integrators (4 companies with 21 data from 2008
to 2013); the automobile industry (12 companies with 59 data from 2006 to 2013);
the electronics industry (17 companies with 77 data from 2009 to 2013); the retail
industry (8 companies with 40 data from 2006 to 2014); the logistics industry (9
companies with 45 data from 2008 to 2013); consumer packaged goods
(CPG) industry (8 companies with 32 data from 2010 to 2013); the beverage and
food industry (5 companies with 20 data from 2010 to 2013); the equipment and
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machine industry (4 companies with 12 data from 2010 to 2013); and finally the
restaurant industry (2 companies with 8 data from 2010 to 2013). The data used in
this paper were predominantly collected from www.investing.businessweek.com
operated by Bloomberg, finance.yahoo.com, investing.money.msn.com, and com-
panies’ annual report. The total number of companies is 103 and 509 sample data
from 2006 to 2014.

3.1 Data Collection and Descriptive Statistics

Tables 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, and 13 give the descriptive statistics of the
variables including weighted revenue change (%), weighted gross profit margin
(GPM) (%), net profit margin (%), return on assets (%), current ratio, C2C, DSO,
days in inventory (DII), and DPO. Table 1 presents the total descriptive statistics of
all surveyed companies and shows moderate fluctuations on revenue change (the
coefficient of variable (CV) is 1.43). But it is highest among the variables from
−31.16 to 53.42 % with a weighted average change of 8.71 %. The variation of
(GPM) (0.82) is less than net profit margin (1.21). In this context, presumably, we
could assume that the cost of goods sold is less varied than expenses even revenue
change is high. Table 2 shows average financial and operational performance
including current ratio (CR) of all surveyed industries. Table 3 presents integrators
including DHL, FedEx, TNT, and UPS, while the average C2C varies from 2.25 to
35.62 days with an average of 22.03 days and median of 26.79 days. DII
(2.74 days) and DPO (26.07 days) show the lowest levels, followed by the retail
industry (5.43 days) for DII and the restaurant industry (26.23 days) for DPO.

Table 4 shows the descriptive statistics of the selected apparel industry com-
panies. The (GPM) is the biggest with 48.38 %, followed by the restaurant industry
with 48.20 %. Inventory level is also the highest number of days with 127.27 that
varied from 63.56 to 338.75 days, followed by the food and beverage industry with
11.39 days. Table 5 shows the electronics industry as having very high revenue

Table 1 Descriptive statistics of total surveyed, 2006–2014

N Min Max GM Median CV

Revenue change (%) 391 −31.16 53.42 8.71 5.93 1.43

Gross profit margin (%) 495 1.08 111.28 23.51 22.50 0.82

Net profit margin (%) 495 −6.90 34.20 6.47 4.27 1.21

ROA (%) 495 −6.64 27.46 5.57 5.19 0.82

Current ratio 495 0.33 4.78 1.31 1.15 0.52

C2C 495 2.25 35.62 22.03 26.79 0.55

DSO 495 0.05 150.34 34.69 28.28 0.71

DII 495 0.01 334.32 44.81 33.75 1.17

DPO 495 2.53 168.30 55.73 45.71 0.62
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Table 3 Descriptive statistics of integrators companies, 2008–2013

DPW, FedEx, TNT, UPS

N Min Max GM Median CV GM (1)

Revenue change (%) 16 −15.13 13.61 2.35 2.78 3.41 2.56

Gross profit margin (%) 21 6.95 25.52 15.99 13.77 0.46 16.26

Net profit margin (%) 21 −3.75 7.89 2.22 2.19 1.44 2.37

ROA (%) 21 −5.74 12.07 3.32 3.03 1.37 3.55

Current ratio 21 0.66 2.13 1.45 1.56 0.29 1.46

C2C 21 2.25 35.62 22.43 26.47 0.50 21.93

DSO 21 34.87 56.58 45.81 43.26 0.14 45.38

DII 21 0.60 5.47 2.69 2.35 0.63 2.78

DPO 21 15.57 47.32 26.07 21.40 0.38 26.23

Table 2 Average of financial variables industry by industry

REV. GPM NPM ROA CR C2C DII

Integrator 3.0 14.6 2.5 3.7 1.45 21.45 2.80

Apparel 10.8 58.1 11.8 13.0 2.19 84.06 128.65

Electronics 2.9 34.4 8.8 7.3 1.8 23.18 39.76

Automobile 11.1 18.1 4.7 3.8 1.22 29.70 46.83

Retail 12.2 20.0 2.4 4.5 1.02 −3.15 45.53

Airlines 16.0 17.3 3.5 1.4 0.91 −2.17 11.49

Logistics 2.6 14.9 2.5 4.9 1.24 15.46 5.44

CPG 3.2 35.8 13.1 11.0 1.23 26.63 73.75

Restaurant 7.9 47.4 12.9 12.7 1.21 24.24 35.14

Food and beverage 4.2 21.7 15.7 8.8 0.96 46.27 112.64

Equipment 6.4 35.2 7.5 6.7 1.88 92.21 101.60

Table 4 Descriptive statistics of apparel industry companies, 2008–2014

Benetton, Inditex, H & M, GAP, Ralph Lauren, LVMH, Adidas, Nike

N Min Max GM Median CV GM(1)

Revenue change (%) 28 −2.63 25.65 8.62 8.50 0.83 9.27

Gross profit margin (%) 36 7.56 65.80 48.38 57.09 0.28 45.90

Net profit margin (%) 36 3.53 17.22 10.26 10.29 0.36 10.87

ROA (%) 36 2.36 31.57 13.39 13.80 0.57 11.71

Current ratio 36 1.21 3.47 2.18 1.98 0.31 1.91

C2C 36 −42.17 252.10 80.85 85.73 0.98 88.82

DSO 36 3.86 56.94 24.09 25.78 0.69 40.10

DII 36 63.56 338.75 127.21 93.41 0.65 120.65

DPO 36 19.22 140.96 71.37 45.42 0.59 71.75
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change fluctuations with CV 5.14 from minimum level −57.88 % (Nokia in 2013)
to 65.96 % (Apple in 2011). Table 6 displays data of the automobile industry. The
industry’s DSO varied greatly compared to other industry from 10.12 days (Renault
in 2012) to 182.73 days (Nissan in 2013). Table 7 presents 8 retail industry
companies from 2006 to 2014. Retailers’ C2C fluctuates from −49.70 (Amazon in
2010) to 54.07 (Home Depot in 2011) with a high value of CV (−3.03).

Table 8 shows the descriptive statistics of airline industry companies. The net
profit margin, ROA, and (CR) are the lowest with 1.34, 0.10, and 0.90 %. But the
C2C level is also the shortest with −6.55 days. The level of fluctuation of ROA is
148.36 from −27.48 (United Airlines in 2008) to 20.17 (Delta in 2013). It is also
important to note that 10 of 27 airlines have been recording negative average
weighted ROA through recent 7–4 years. Even though airlines have the best
weighted average C2C, their financial performance is the worst.

Table 9 shows the logistics industry, in which the revenue change fluctuates
greatly with CV 7.35 from minimum level −84.77 % (Li and Fung in 2010 and

Table 5 Descriptive statistics of electronics industry, 2009–2013

Sony, Toshiba, Apple, Dell, RIMM, Samsung, LG, Nokia, and 9 others

N Min Max GM Median CV GM(1)

Revenue change (%) 60 −57.88 65.96 3.89 1.22 5.14 2.93

Gross profit margin (%) 77 10.78 80.16 33.72 32.79 0.52 34.37

Net profit margin (%) 77 −10.51 33.10 8.73 5.37 1.26 8.79

ROA (%) 77 −11.63 26.49 7.21 6.83 1.14 6.81

Current ratio 77 0.83 9.37 1.71 1.44 0.64 1.80

C2C 77 −78.54 133.33 21.38 21.79 2.34 23.18

DSO 77 18.10 122.68 53.91 49.76 0.45 53.87

DII 77 3.29 90.62 39.66 37.97 0.56 39.76

DPO 77 17.53 144.87 72.19 63.29 0.46 70.45

Table 6 Descriptive statistics of automobile industry, 2006–2013

Renault, Hyundai, Peugeot, Toyota, Honda, Nissan, GM, and 5 others

N Min Max GM Median CV GM(1)

Revenue change (%) 47 −26.76 25.59 4.95 5.67 2.24 11.07

GPM (%) 59 1.53 27.50 18.38 18.44 0.28 18.38

Net profit margin (%) 59 −9.27 14.83 4.15 4.55 1.04 4.72

ROA (%) 59 −7.73 12.87 3.29 3.07 1.12 3.79

Current ratio 59 0.50 1.81 1.17 1.16 0.25 1.18

C2C 59 −18.73 173.12 28.65 23.72 1.35 25.31

DSO 59 10.12 182.73 23.03 21.55 1.44 20.09

DII 59 19.00 85.86 47.45 49.74 0.31 43.68

DPO 59 18.10 85.82 51.80 47.06 0.34 46.39
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Table 7 Descriptive statistics of retail industry companies, 2006–2014

Carrefour, Wal-Mart, Costco, Metro, Tesco, Target, Home Depot, Amazon

N Min Max GM Median CV GM(1)

Revenue change (%) 36 −7.46 40.56 3.68 4.16 2.59 2.59

Gross profit margin (%) 45 7.07 34.57 20.30 21.25 0.37 20.99

Net profit margin (%) 45 −0.15 6.17 2.31 1.88 0.75 2.58

ROA (%) 45 −0.33 11.04 4.32 4.50 0.71 4.72

Current ratio 45 0.65 1.71 0.95 0.88 0.30 1.03

C2C 45 −49.70 54.07 −9.70 −14.77 −3.03 −0.04

DSO 45 0.47 38.90 13.95 5.57 0.86 9.50

DII 45 19.08 86.77 46.66 44.85 0.35 46.97

DPO 45 31.92 110.64 70.31 52.62 0.42 56.51

Table 8 Descriptive statistics of airline industry companies, 2007–2013

Companies name refer to Table 1

N Min Max GM Median CV GM(1)

Revenue change (%) 111 −41.05 84.87 8.84 8.41 2.27 15.96

GPM (%) 138 −11.32 56.47 19.70 20.09 1.27 19.65

Net profit margin (%) 138 −39.31 162.15 1.34 1.65 55.21 3.49

ROA (%) 138 −27.48 20.17 0.10 1.07 148.36 1.42

Current ratio 138 0.19 2.28 0.90 0.81 0.53 0.80

C2C 138 −131.23 82.85 −6.55 −2.93 −5.41 −2.17

DSO 138 4.19 99.59 21.92 21.04 0.59 22.90

DII 138 0.21 55.35 11.39 9.94 0.84 11.07

DPO 138 1.80 214.85 39.64 28.43 0.92 36.09

Table 9 Descriptive statistics of logistics companies, 2008–2013

Con-Way, Ryder Sys., ND, Yamato Holdings, Li & Fung, and 4 others

N Min Max GM Median CV GM(1)

Revenue change (%) 16 −84.77 25.98 −2.4 2.65 −7.35 2.6

Gross profit margin (%) 22 3.82 45.48 17.2 18.15 0.55 16.6

Net profit margin (%) 22 −2.52 5.23 2.3 2.72 0.63 2.5

ROA (%) 22 −3.72 21.18 4.3 2.97 1.27 4.9

Current ratio 22 0.14 1.87 1.21 1.24 0.32 1.24

C2C 22 5.88 28.81 15.81 16.26 0.34 15.46

DSO 22 36.53 76.89 51.65 51.27 0.21 51.65

DII 22 0.11 22.18 5.43 1.79 1.02 4.23

DPO 22 21.32 58.64 39.70 42.74 0.28 40.43
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−18.53% for Ryders in 2009) to 25.98% (Norbert Dentressangle in 2011). Tables 10
and 11 show data of the CPG and restaurant industries. The industries’ parameters are
stable within CV = 1 except C2C 1.51 (CPG) and 1.28 (restaurant). Table 12 shows
the descriptive data of the beverage and food industry with revenue change 1.88 from
−4.82 % (Nestlé in 2011) to 32.53 % (Coca-Cola in 2011) and C2C 2.58 from
−107.42 days (Anheuser Busch in 2013) to 322.18 days (Diageo in 2013) in terms of
CV. Table 13 presents four companies in the equipment and machine industry. Its
revenue changes vary from −15.51 % (Caterpillar in 2013) to 41.21 % (Caterpillar in
2011) with a CV of 1.69.

Companies’ data were taken 2–7 years from their financial statements weighted
more on recent year. When the author takes four years data for a company, the
weighted datawas calculated by years of thefirst year (yi) by 40%plus the second year
(yi−1) by 30%plus the third year (yi−2) by 15%plus the fourth year (yi−3) by 5% (F2).

Table 10 Descriptive statistics of CPG companies, 2010–2013

Unilever, P&G, J&J, Kimberly-Clark, Colgate-Palmolive, and 2 others

N Min Max GM Median CV GM(1)

Revenue change (%) 24 −2.98 12.21 3.94 3.39 0.95 3.24

Gross profit margin (%) 32 12.42 114.01 43.2 42.49 0.75 43.3

Net profit margin (%) 32 7.41 21.65 13.2 14.31 0.30 13.1

ROA (%) 32 6.28 19.72 11.1 10.37 0.31 11.0

Current ratio 32 0.46 2.38 1.24 1.14 0.46 1.11

C2C 32 −146.86 97.85 30.93 29.63 1.51 26.63

DSO 32 19.86 61.40 41.53 42.25 0.28 41.86

DII 32 52.74 128.70 74.07 67.08 0.27 73.75

DPO 32 38.21 261.16 84.87 76.15 0.47 88.24

Table 11 Descriptive statistics of restaurant companies, 2010–2013

Starbucks, Mcdonald’s

N Min Max GM Median CV GM(1)

Revenue change (%) 6 1.95 13.67 8.4 10.62 0.62 7.9

Gross profit margin (%) 8 38.89 58.75 48.20 48.16 0.20 47.9

Net profit margin (%) 8 0.06 20.55 13.6 15.24 0.55 12.9

ROA (%) 8 0.07 16.92 13.8 15.46 0.41 12.7

Current ratio 8 0.24 1.90 1.34 1.47 0.39 1.21

C2C 8 −4.02 66.29 22.46 15.51 1.28 24.24

DSO 8 10.32 18.21 15.09 15.45 0.21 15.33

DII 8 2.61 77.95 33.60 23.84 1.02 35.14

DPO 8 21.50 40.10 26.23 24.37 0.23 26.23
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Pi ¼ 0:5yið Þ þ 0:3yi�1ð Þ þ 0:2yi�2ð Þ½ � ðF1Þ

Pi ¼ 0:4yið Þ þ 0:3yi�1ð Þ þ 0:15yi�2ð Þ þ 0:05yi�3ð Þ½ � ðF2Þ

Pi ¼ 0:4yið Þ þ 0:3yi�1ð Þ þ 0:15yi�2ð Þ þ 0:1yi�3ð Þ þ 0:05yi�4ð Þ½ � ðF3Þ

Pi ¼ 0:4yið Þ þ 0:3yi�1ð Þ þ 0:15yi�2ð Þ þ 0:075yi�3ð Þ þ 0:04yi�4ð Þ þ 0:035yi�5ð Þ½ � ðF4Þ

Pi ¼ 0:4yið Þ þ 0:3yi�1ð Þ þ 0:15yi�2ð Þ þ 0:075yi�3ð Þ þ 0:04yi�4ð Þ þ 0:025yi�5ð Þ þ 0:01yi�6ð Þ½ �
ðF5Þ

Pi ¼ 0:4yið Þ þ 0:3yi�1ð Þ þ 0:15yi�2ð Þ þ 0:07yi�3ð Þ þ 0:04yi�4ð Þ þ 0:275yi�5ð Þ þ 0:0075yi�6ð Þ þ 0:005yi�7ð Þ½ �
ðF6Þ

Pi Weighted financial or operational performance variables.

Table 12 Descriptive statistics of beverage and food industry, 2010–2013

Coca-Cola, Pepsico, Nestle, Anheuser-Busch, Diageo

N Min Max GM Median CV GM(1)

Revenue change (%) 15 −4.82 32.53 4.84 2.72 1.88 4.18

Gross profit margin (%) 20 9.65 64.64 25.1 17.29 0.73 25.1

Net profit margin (%) 20 9.42 38.89 16.5 15.83 0.47 15.7

ROA (%) 20 3.52 30.66 9.5 8.69 0.59 8.8

Current ratio 20 0.34 1.76 0.97 0.98 0.43 0.96

C2C 20 −107.42 322.18 52.38 19.83 2.58 46.27

DSO 20 24.14 65.66 39.13 36.96 0.30 39.16

DII 20 39.83 346.80 111.39 63.06 0.99 112.64

DPO 20 37.72 189.58 98.14 91.70 0.49 105.54

Table 13 Descriptive statistics of equip. and machine ind., 2010–2013

Caterpillar, Cummins, Deere & Co, Komatsu

N Min Max GM Median CV GM(1)

Revenue change (%) 12 −15.51 41.21 10.4 8.53 1.69 6.4

Gross profit margin (%) 16 11.28 72.87 41.1 46.72 0.54 40.2

Net profit margin (%) 16 0.67 10.24 7.4 8.31 0.34 7.5

ROA (%) 16 0.50 15.84 6.7 6.01 0.59 6.7

Current ratio 16 1.34 2.57 1.85 1.87 0.21 1.88

C2C 16 −19.51 225.46 90.08 96.49 0.85 92.21

DSO 16 36.75 117.52 66.50 55.19 0.42 65.20

DII 16 58.06 167.90 99.84 94.35 0.36 101.60

DPO 16 38.19 133.16 76.26 68.48 0.44 74.59
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3.2 Variables and Hypothesis

SCM Performance: The short-term objectives of SCM are primarily to increase
productivity and reduce inventory and cycle time, while the long-term objectives
are to increase market share and profit for all members of the supply chain (Tan
et al. 1998). Some of the inventory strategies can be used for improving the variable
of the inventory days of supply, real-time inventory tracking for example, using
advanced technology such as RFID provides real-time inventory information
throughout the supply chain, CPFR (Collaborative Planning, Forecasting, and
Replenishment), and synchronizing supply/demand planning (Farris et al. 2005).
Excellent supply chain performance leads to strong financial performance such as
earnings per share, ROA, and net profit margin (Hofman 2004).

Hypothesis 1: The organizations with a low level of C2C will have a high level
of financial performance (gross, net profit rate, and revenue growth).

Organizational performance refers to how well an organization achieves its
market-oriented goals as well as its financial goals (Yamin et al. 1999). Financial
metrics have served as a tool for comparing organizations and evaluating an
organization’s behavior over time (Holmberg 2000). A number of prior studies
have measured organizational performance using both financial and market criteria,
including return on investment (ROI), market share, profit margin on sales, the
growth of sales, the growth of market share, and overall competitive position
(Vickery et al. 1999; Stock et al. 2000). Gross profit and net profit rate are used to
as profitability ratios for comparing a company’s management with industry
competitors (Fraser and Ormiston 2007). Gross profit rate is measured as one of the
performance measures to see at first how efficiently a company is managed.
Generally, as a company grows, gross profit grows as well. However, it does not
mean that a company which has higher gross profits is more efficient than one
which has smaller gross profits. Net profit rate is also another performance measure.
The objective of generating high net profit is the one which shows the company’s
competitive power. Therefore, in order to take a company’s performance and
profitability into consideration, net profit rate is also reviewed as sometimes a
company shows a positive operating profit rate with a negative net profit rate. It also
indicates whether the business has enough sales volume in order to cover the fixed
costs and still generate an acceptable profit.

ROA is measured as another indicator of a company’s profitability. ROA shows
how efficiently a company manages its assets to generate profits, or how effectively
a company allocates its resources, debt, and equity, to convert them into profits.

Hypothesis 2: The organizations with a low level of C2C will have a high level
of liquidity (CR) and ROA.

Hypothesis 3: The companies within the same industry category will have
homogeneity characteristics and heterogeneity characteristics in comparison with
the other industries.
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Although organizations have understood the importance of implementing good
SCM, they often do not know exactly how to realize the goal, due to a lack of
understanding of what constitutes a comprehensive set of SCM practices and
strategy. By matching SCM metrics and financial performance, this study provides
SCM managers with a useful tool for evaluating their SCM activities.

4 Results and Analysis

C2C and financial performance (H1): The results of the analysis in Tables 14 and 15
show that C2C has a relationship with gross profit, not with revenue growth rate nor
net profit margin. The relationship between C2C and financial performance, such as
revenue growth rate and net profit margin, is not statistically significant, but sig-
nificant with the GPM. But the higher GPM will make longer the C2C (0.00109). It
means the bigger the C2C, the bigger the profits. C2C presents the length of the
payment of purchases to the supplier and remittance from the customers. Previous
literature has concluded that companies can increase their profitability by shortening
the C2C (Lazaridis and Tryfonidis 2006; Raheman and Nasr 2007; Shin and Soenen
1998). This study shows the negative relationship between C2C and revenue growth,
as well as net profit margin, but this was not significant. So, the author found it
difficult to prove the hypothesis. Gartner has published the top 25 companies in
terms of supply chain using peer opinion, ROA, inventory turns, and revenue growth
(Gartner 2013). Table 16 shows the differences between top 25 companies and the
other unranked companies. No significant difference was found for C2C and revenue
growth rate between the top 25 and other unranked companies.

C2C with liquidity and ROA (H2): Tables 17 and 18 showed the relationship of
C2C with liquidity and ROA. Current ratio (CR) is used to measure a company’s
ability to meet payment obligations pay in the short term using current assets over

Table 14 Pearson’s coefficient of correlation

GPM NPM C2C Rev. growth

Gross profit margin (GPM) 1 0.525** 0.313** −0.046

Net profit margin (NPM) 1 0.127 −0.008

C2C 1 −0.162

Revenue growth rate 1

*p < 0.05

Table 15 Regression
analysis with C2C

Independent
variables

Rev. growth
rate

GPM NPM

Coefficient −0.00036 0.00109 −0.00017

Constant 0.101 0.263 0.064

Sig. 0.101 0.001 0.200

R2 0.026 0.098 0.016
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current liabilities. The results of study showed the significant relationship between
C2C and CR, but not between C2C and ROA, profitability on assets.

Comparing C2C industry by industry (H3): Table 19 presented the result of
ANOVA (analysis of variance) among industries with financial performance along
with C2C and Scheffe test comparing industry by industry. According to the
ANOVA, each industry has its own characteristics of financial performance and
C2C. Table 2 shows the differences. The retail and airline industries have negative
C2Cs with the highest revenue growth rate compared to the other 9 industries; the
equipment and apparel industries have longer C2Cs with higher average revenue
growth rates. There exist differences between industries based on the Scheffe test.
The GPM of apparel industry is much higher than that of integrator, automobile,
retail, airline, and logistics industries.

Table 16 Independent t-test
between SCM top 25 and
other companies

Independent variables N Average Sig.

Gross profit margin 78 26.66 % 0.052

25 36.13 %

Return on asset 78 3.91 % 0.000***

25 11.42 %

Inventory turns 74 71.77 0.016**

25 16.15

Net profit margin 78 4.84 % 0.000***

25 12.68 %

Current ratio 78 1.18 0.016**

25 1.70

Revenue growth rate 78 9.37 % 0.996

25 9.36 %

C2C 78 21.22 0.629

25 27.46

***p < 0.01, **p < 0.05

Table 17 Pearson’s
coefficient of correlation

ROA C2C Current ratio

ROA 1 0.151 0.455***

C2C 1 0.343***

Current ratio 1

***p < 0.01

Table 18 Regression
analysis with C2C

Independent variables ROA Current ratio

Coefficient −0.00016 0.00422

Constant 0.541 1.212

Sig. 0.127 0.000***

R2 0.013 0.118

***p < 0.01
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5 Conclusion

The result of this study is that it is very difficult to prove the relationship between
C2C and financial performance. The C2C has homogeneity characteristics within
industry and different characteristic compared to other industries, but no significances
statistically when pairwise compared between industries (Table 19). Shortening the
payments to supplier creates liquidity pressures to other companies of the supply
chain. Within the supply chain, a leading player, likely located downstream, could
take initiative to shorten C2C significantly (Losbichler et al. 2008). A strong player
in the supply chain could finance weak suppliers and customers. If the strong player
tries to reduce C2C with a value chain perspective instead of a company and focus
more on reducing inventory in place of shortening payable and receivable, the supply
chain could achieve a durable competitive advantage. This study focuses only on
company-wide performance rather than on supply chain performance of companies.
Even with a focus on the company, shorten C2C would not contribute to financial
nor operational performance.
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Key Performance Indicator Framework
for Measuring Healthcare Logistics
in ASEAN

Soriya Hoeur and Duangpun Kritchanchai

Abstract Performance measurement or benchmarking in healthcare logistics
requires right components and meaningful key performance indicators (KPIs), but
having them is very challenging since it involves factors both outer and inner
dependence among those factors. This chapter presents a model, based on analytic
network process (ANP) model, for sorting and prioritizing the meaningful and a
sufficient number of components with individually unique KPIs in healthcare
logistics. They are used to benchmark the healthcare logistics performance in dif-
ferent countries in ASEAN such as Singapore, Malaysia, Thailand, Myanmar, and
Lao. Those components and their KPIs are identified based on the literature review,
and checked and weighted by experts. ANP model is used to prioritize each
logistics component and its KPIs. Super Decisions software is used to do all related
computations in ANP model such as supermatrix (limit matrix) to get synthesized
priorities. The research result offers a good and implementable healthcare logistics
performance measurement framework from which managers or researchers in
healthcare industry can use to carry out the healthcare logistics performance
benchmarking within particular organizations in the same or different countries.

Keywords Key performance indicator � Logistics component � Healthcare
logistics

1 Introduction

Logistics activities, which have been practiced since pyramid in ancient Egypt
(DHL-logbook 2008), now are becoming very important to healthcare industry due
to complexities deriving from higher standard requirements such as lead time, strict
corporate governance requirements, rigorous regulatory environments, local
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healthcare systems, and pharmacovigilance (or drug safety). Moreover, healthcare
market is growing increasingly. Although it accounts for only 17 % of the size of
the consumer goods in Asia Pacific (without Japan), it boasted an impressive
average market expansion service penetration rate of 45 % in 2013 (DKSH 2014).
Therefore, it is beneficial to have good logistics practices for healthcare industry.

Recently, there are extensive literatures reviewing on the performance mea-
surement and improvement technique in healthcare logistics. Dembińska-Cyran
(2005) suggested that to reduce the cost associated with supply chain process, there
is a need of better logistics management. He studied on four major activities in
hospital logistics: inventory management activities, transportation management
activities, production activities, and distribution activities. Kelle et al. (2012) dis-
cussed pharmacy supply chain and managerial practice of the hospital focusing
merely on inventory management and its key performance indicators, namely the
expected number of daily refills, the service level, and storage space utilization as
the trade-off for the tactical implementation. Jørgensen et al. (2012) presented a
framework measuring the performance of the overall flow and individual processes
of healthcare logistics flow across the countries, Denmark and Japan. The mea-
surement is focusing on four parameters, namely logistics, technology, structure,
and procedure. Kim (2005) proposed the supply chain management (SCM) system
focusing on inventory control optimization based on three components, namely
pharmaceutical companies, a wholesaler, and hospital itself. Grigoroudis et al.
(2012) used UTASTAR method based on balance scorecard approach to develop a
strategic performance measurement system measuring on four perspectives, namely
financial, customer, internal business, and learning and growth perspective.

Recently, multi-criteria decision-making methods play a very important role in
making important decisions, which cannot be determined straightforwardly, and
application of analytic network process (ANP) has been seen in many extensive
researches in various industries. ANP can be used in both qualitative and quanti-
tative research for screening the best alternative (company, location, or system)-
based criteria influencing on each other (Çelebi et al. 2010; Cheng et al. 2005;
Percin 2008; Jharkharia and Shankar 2007). Additionally, ANP was also used to
give the weight for performance indicators or factors in performance measurement
(Kayakutlu and Buyukozkan 2011; Yüksel and Dagdeviren 2007; Van Horenbeek
and Pintelon 2014; Görener 2012).

As a conclusion, it can be summarized that there are available researches about
conceptual frameworks and discussion on healthcare supply chain management or
healthcare logistics performance measurement; however, there is a lack of meth-
odological approach of developing key performance indicator framework under the
constraint to the relationship between those components. The objective of this
study, therefore, is to propose the key performance indicator framework scoping out
the healthcare logistics components from supplier to point of care (pharmacy
storeroom). In developing the framework, ANP model is used to determine the
relationship between the components. Since the logistics components, best prac-
tices, or activities do influence each other, the link between the components is
necessary to develop the framework reflexing the real world of logistics.
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After the introduction, the remainder of this paper is organized as follows.
Section 2 of this paper describes the developed key performance indicator frame-
work. An overview and application of the ANP methodology are presented in detail
in Sects. 3 and 4. Finally, a discussion and a conclusion are given in Sects. 5 and 6.

2 Literature Review

The literature review mainly aims to identify the criteria which need to be considered
in healthcare logistics. Moreover, logistics components and their KPIs have been also
captured. The outcome of literature review, together with the inputs from academia,
has been used to set up the healthcare logistics KPI framework. In addition to this, an
ANP-based model has been developed for the final KPIs prioritizing.

2.1 Healthcare Logistics

Traditionally, the healthcare industry has identified itself differently from other
businesses in terms of operations. It fundamentally had unstable productions or
operations schedules that is so hard to be controlled and projected (Gary Jarrett
1998). However, healthcare industry, to fulfill the market demand nowadays, has
been learning from the best practices of manufacturing or retail industry, which has
more experiences in adopting advanced logistics techniques enabled by technology.
The best practices such as e-commerce, performance management, scanning tech-
nology, and data standardization normally are complemented by scientific and
mathematical model, so that the performance of the organization can be highly
achieved. Therefore, it is believed that healthcare industry can benefit applying the
best practices from manufacturing or retail industry. However, it is required a
specific KPIs reflecting the healthcare logistics components or practices due to the
different nature or context between the industries (Pohl et al. 2012; Cho et al. 2012;
Everard and CPM 2000). This reflexes that the business process in healthcare
industry is not quite different from the one in manufacturing industry.

Healthcare logistics is a kind of series of network or system (of supplier,
manufacturer, wholesaler, and hospital) performing different activities, so that
various products and services of the healthcare business can be served to customers
over time and places (Gary Jarrett 1998; Kim 2005; Grigoroudis et al. 2012; Kumar
et al. 2008; Chandra and Kachhal 2004). Activities (purchasing, information
technology, inventory control of stock and supply, transportation of patients,
medical products delivery, warehousing, etc.) should aim for right item, place,
quantity, costs, and information (Dembińska-Cyran 2005; Bose 2003; Coyle et al.
2003). The activities are apparently different, but they strongly influence each other.
As a matter of the fact, purchasing is different from warehousing or even inventory
management. However, to have an effective and efficient healthcare logistics, these
activities should be connected (Chandra and Kachhal 2004).
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2.2 Performance Measurement

Performance measurement is good for visualizing a particular status. It monitors
performance of particular activity, visuals the current state of organizational
behaviors, and helps the organization reach its potential success and achieving
strategic goals (Behn 2003; Fawcett and Cooper 1998). Moreover, it is believed that
performance measurement models the behaviors of both managers and their staff, so
that they can improve the business process, archive democratization, and trans-
parency, and make the most of limited resources (Delorme and Chatelain 2011).
Performance measurement system requires identification of indicators. The indi-
cator translates activity, situation, or behavior and provides information statistically
and logically in both quantitative and qualitative mean.

2.3 Criteria for Developing KPIs Framework

To measure the performance of healthcare logistics aiming for efficiency and
effectiveness, logistics components and their key performance indicators have been
identified. From the literature review and discussion with experts and academia, the
criteria related to logistics components and their KPIs are presented as following.
These criteria form the basis for the development of framework and an ANP model.

Commodity-centralized purchasing and supply: It is an activity related to
purchasing of supply management and distribution functions between the supplier
and the purchasing team of an organization (hospital) (Pohl et al. 2012).

• Delivery reliability: It refers to the capacity to deliver the products to the cus-
tomer on promising criteria (time, quantity, location, etc.) (Çelebi et al. 2010;
Stock et al. 1998; Supply Chain Council 2012).

• Quick response: It refers to the capability to provide the services or products to
meet a particular customer delivery requirement. Quick respond promotes speed
advantages in the supply chain (Çelebi et al. 2010; Gunasekaran et al. 2004).

• E-procurement: It involves the use of internet technology to access online ca-
taloges, conduct data interchange, and price comparison, perform product
evaluations, etc. More importantly, it is used to exchange of data to facilitate the
financing and payment aspect of the business transaction (Pohl et al. 2012;
Truman 2011; Allsop et al. 2010).

Warehousing: Warehouse refers to a large building for storing goods which is
cataloged, shipped, and received. In warehouse, there are performances such as
managing the storage and preservation of goods or materials until they are dispatch
to the consumers.

• Space utilization: It is about how efficient the resource (space of the warehouse)
is utilized. Good space utilization promotes productivity, operating ratio of
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actual to planned working house (Kelle et al. 2012; Van Horenbeek and Pintelon
2014; Gu et al. 2010).

• Order sorting: It is associated with picking area, storage area, replenishment of
the picking, and a sorter (Bozarth and Vilarinho 2010).

• Receiving completeness: It refers to the activities needed to be done after
receiving goods. They are unloading the product of the transport carrier,
updating inventory record, inspecting to find whether there is any quality and
quantity inconsistency (Supply Chain Council 2012).

• Cross-docking: It is the process that goods is kept in shipping docks for being
distributed directly to the customers. Cross-docking commonly consists of
trucks and dock doors on inbound and outbound side at the cross-docking
distribution terminal, and it requires only a small warehouse space (discuss with
expert).

Inventory management: It involves processes that identify physical inventory
monitoring, inventory valuation, visibility, report actual and projected inventory
status, and other functions associated with tracking (Abbasi 2011).

• Inventory visibility: It allows the organization to access and share the infor-
mation related to the inventory status, so that the organization can have more
confident in making decision in ordering and demand management (Zhang et al.
2011; Caridi et al. 2014).

• Inventory availability: Inventory availability refers to on-hand inventory avail-
able to service current requirements. It is associated with inventory level, safety
stock, and stock out (Zinn et al. 2002; Kumar and Rahman 2014).

• Inventory accuracy: It refers to accurate statistics and status of the inventory.
Inventory inaccuracy happens due to the inability of capturing transaction error,
scanning errors, shrinkage errors, supply errors, thieves, and so on (Kumar and
Rahman 2014)

Transportation and distribution: Transportation and distribution is the link
allowing goods flow from origin point to consumption point, so buyers and sellers
are always connected. However, in this paper, it aims access the performance of
inventory flow from warehouse (seller) pharmacy storeroom (buyer) (Coyle et al.
2003).

• Delivery perfect condition: It refers to the percentage of delivery in undamaged
state that meets specification, has the correct configuration, and faultlessly
installed (Supply Chain Council 2012).

• Order delivery in full: It is the percentage of orders which all of the items are
received by customer in the quantities committed (Supply Chain Council 2012).

• Order delivery to customer commit date: It is all about the order received on
times as defined by the customer, and the delivery is made to the correct location
and customer entity (Supply Chain Council 2012).

• Urgent delivery: Urgent delivery is what the hospital cannot avoid. Thus, urgent
delivery in healthcare logistics refers to the ability to cope with such
unscheduled and un-planned delivery (discuss with experts).
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Information and technology management: Technology today is an important
component for logistics. It serves as the enabler of logistics operation improvement
(Jørgensen et al.; Kim 2005)

• Each of use and usefulness: It refers to the favorite level of the staff using
technology in healthcare logistics (discuss with experts).

• Product identification: It refers to the unique identity of the medical products. It
normally refers to the product identification carriers (barcode, RFID, QR code)
whether they are the standard (belong to GS1) or just the identification of the
organization itself (Ochiai 2010).

• Accurate and reliable tracking: Tracking helps locate products in the case of a
recall without employees going into each and every ward, or hospital pharmacy
or operating suite and physically checking whether the product is there
(Halstead 2010).

• Information availability: It refers to the information technology capability in
display the information in full visibility down to the products movement across
the logistics components (Truman 2011; Allsop et al. 2010).

• Information accuracy: It refers to the reliable level of the information displayed
by the technology (Truman 2011; Allsop et al. 2010).

Total logistics costs: It refers the total costs associated with logistics compo-
nents from the point of origin to the point of care (discuss with experts).

• Transportation costs: The expenditure related to products movement from the
organization to the customer such as manhour and loading and unloading
facilities (Coyle et al. 2003; Behn 2003).

• Warehousing costs: Warehousing costs is the costs associated with warehouse as
the building such as maintaining the warehouse (discuss with experts).

• Inventory holding costs: The expense associated with holding the goods in the
storage that could be in warehouse, shipping containers, trailers, or railcar
(Taylor 2007).

• Administrative costs: It refers to shipper-related and administration cost.
Shipper-related costs refer to expense-related to shipper-related functions per-
formed by the shippers. Administration costs refer to the expense associated
with cooperated management and support staff providing logistics support such
as supply chain planning and analyzing staff. Computer hardware and software
are also included in administration costs (Taylor 2007).

3 Research Methodology: The Analytic Network Process

A suitable methodology that can decode the high-level and complex relationship of
the model in Fig. 1, in order determine the importance of each logistics component,
is a critical issue. This methodology should be able to use qualitative and intangible
factors to achieve goal. In this case, healthcare logistics KPIs framework is
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developed using the analytic network process, which allows measurement of
inner-dependency among the logistics components. At the same, the AHP is used in
order to determine the factor weights of the dependency or independency, and the
influence of logistics components on their KPIs and their importance.

The initial multi-criteria decision making with a general theory of measurement
known as analytic hierarchy process (AHP) can be used to establish in both
physical and social domain (Saaty and Vargas 2013). Whether there is certainty or
not, AHP is designed to cope with the intuitive, the rational, and the irrational when
multi-objective, multi-criterion, and multi-actor decision are made for any number
of alternatives (Bose 2003). Under no circumstances, can all problems be structured
hierarchically. Some problems involve the interaction and dependency between
higher level elements on the lower level or within the same level elements. It is why
AHP was extended; it is called ANP (Saaty and Vargas 2013; Yüksel and
Dagdeviren 2007; Van Horenbeek and Pintelon 2014).

4 Application of ANP Methodology

The application of ANP has been implemented in extensive literature in different
purposes and different industries with different steps (Van Horenbeek and Pintelon
2014; Jharkharia and Shankar 2007). In this research, the ANP is composed of five
steps.

Fig. 1 ANP conceptual
framework
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4.1 Step 1: Model Construction and Problem Formulation

In this paper, the ANP model has been developed based on the literature review and
discussion with academia and experts. The discussion with academia and experts
helps us verify the model in the extensive researches, maps the literature with our
research problem, and finally classifies the various logistics components and the
KPIs as shown in Fig. 2. The logistics components were contracted in purpose of
healthcare logistics effectiveness and efficiency. The literature on logistics accords a
very important relationship and impacts of the components on each other. The
academia and experts also supported the idea of having relationship between the
components. In addition, there are performance indicators reflecting the perfor-
mance of the components. Since the logistics components were set up to have
influence on each other, and they also do in the real world, there is no need such an
influence between the KPIs of each logistics component.

4.2 Step 2: Pairwise Comparison

In this step, pairwise comparison between the goal of the model and logistics
components, logistics components with logistics components themselves, and
logistics components with their individually KPIs is made. Comparison in ANP, as
in AHP, uses ration scale of absolute number from number 1 (equal important) to

Fig. 2 Inner-dependency of logistics components and their KPIs
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number 9 (extreme strong). However, the situation in real world is abstract and
complex, so the comparison allows further refinement such as 1.1, 1.2, …, 1.8, and
1.9 (Saaty 2004; Saaty and Vargas 2013). Since pairwise comparison is mainly
associated with qualitative and judgment, there is always biased attitude of the
decision maker involved. To reduce such bias, there are several ways such as
consensus, vote or compromise, geometric mean of the individual’s judgments, and
a separate model (Jharkharia and Shankar 2007; Dyer and Forman 1992; Forman
and Peniwati 1998). In this paper, geometric mean of the individual’s judgments is
used (Forman and Peniwati 1998; Escobar et al. 2004).

Wi ¼
Yn

j¼1

aj

 !1
n

; i ¼ 1; 2; 3; . . .; n;

Wi total pairwise compairson of two elements,
aj pairwise comparison value given by experts, and
n number of experts.

4.3 Step 3: Increasing Consistency Ratio

Naturally, consistency is very important to everything. Things will not be ordered if
they have no consistency. In our ANP model, the consistency is essential for value
of the elements in our framework given by the experts based on their experiences
and expertise. However, due to the complexity of the decision problem, there is
always inconsistency among the elements. In real practice, it is impossible to obtain
a perfect consistency. AHP, therefore, allows a certain level of inconsistency
generated from the pairwise comparison, and the inconsistency must be less than
10 %. If the inconsistency is greater than 10 %, it is recommended to discuss with
the experts again. In our study, three are some pairwise comparisons which have
inconsistency over 10 %. From the inconsistency report generated by the software,
Fig. 3, it is quite easy to modify the value of the pairwise comparison among
element by keeping the value remained in the same interest of the experts. The
experts also supported the idea. Thus, the way to make such a modification is to
change only the number in the same color, blue or red.

4.4 Step 4: Supermatrix Formation

The supermatrix shows priority which each element influences the others in the
network. If an element has no such influence, the priority is equal to zero. In our study,
the framework goal and logistics components are designed as hierarchy, logistics
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components are designed as network, and the KPIs are designed as the subnet of the
components. The unweighted supermatrix is therefore the same as weighted su-
permatrix. The weighted supermatrix shows how much an element of a cluster
individually influences another element in the same cluster or the other cluster. On the
other hand, limit matrix provides a stable priority of each element in the network as
shown in Fig. 4. Warehousing influences the network totally 0.122928.

Since the system of our framework composed of six logistics components
connected to each other and 6 subnets under each logistics components, there are
seven limit matrices can be derived. Once is the limit matrix for the logistics
components, and the other six are belong to the subnet each located under each
logistics component.

Fig. 3 Inconsistency report

Fig. 4 Limit matrix of the logistics components
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4.5 Step 5: Overall Priority of the Framework

To see how much each component and KPI have the influence in the system or
framework, the overall priorities are calculated by multiplying the limit matrix of an
individual component with its limit matrix of subnets.

5 Discussion

A methodological approach to develop a healthcare logistics KPI framework is
presented. The framework provides the implication of a complex multi-criteria
decision-making problem mainly related to qualitative judgments, which are nec-
essary to evaluate different logistics components and their KPIs. The proposed
framework illustrates the behavioral healthcare logistics, and dependency and
independency of the components and KPIs. This is a good input for decision
makers in healthcare industry and academic researchers. With the framework,
decision makers can see the overview of the components’ performance priorities
from suppliers to point of care. In addition to the components priorities, the decision
makers are also able to get the overview of performances under each component.

Based on framework derived from ANP result, the most critical component is
inventory management followed by information and technology management,
commodity-centralized purchasing and supply, warehousing, total logistics costs,
and transportation and distribution accordingly (Fig. 5). Actually, in supply chain or
logistics management, all the components are important because they link and
support each other. However, if there is a question of priority, answering that all
components are important is not acceptable. Based on the framework, inventory
management, information and technology management, and commodity-centralized
purchasing and supply are the components, which affect the overall performances of
healthcare logistics the most. It is pretty logic for commodity-centralized pur-
chasing and supply and inventory management because there must be providers,
goods or services, and customers (outside our scope) to do business. However, the
framework gave the priority to information and technology management rather than
transportation and distribution. The reason is that nowadays, it is not hard to have
transportation means but to control them. Moreover, technology is distinguishable
enabler for the logistics management of any businesses. This result was supported
by the experts since it really reflects the current practices in the real world of
healthcare logistics. In addition to the components priority, there are also sets of
KPIs which explain how those components could be improved. It also statistically
provides how each KPI contributes to its component. For example, in order to
improve commodity-centralized purchasing and supply, the improvement should be
focusing more on delivery reliability and e-procurement rather than quick response.
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Overall, the framework of this study provides quantitative influence of the
logistics components and KPIs in healthcare context. It is a good input for making the
strategic plan to improve healthcare logistics targeting effectiveness and efficiency.

6 Conclusion

This research mainly lies in the development of a comprehensive methodology for
prioritizing the healthcare logistics components and their KPIs. The study addresses
the healthcare logistics components and their individual KPIs. Moreover, it shows
the relationship among the components, and their influence on KPIs. Because of
such interactions and influences, ANP has become the right model for the research.
ANP model can present the components, KPIs, and their relationship within and
across levels. Moreover, ANP has also made them ranked in quantitatively.

The proposed framework has a few limitations as well. The result of overall
priorities of each logistics component and KPI depends on the response of the
experts and academia. Although number of the response provided by the academia
and experts, the bias cannot be completely removed. In addition to bias, incon-
sistency is also possible. Thus, it is why the inconsistency has to be less than 10 %.
Moreover, the operation inside the hospital and the patients were not included in the
research. Hence, the future research should take these two components into account.

Group 
Priority

KPIs Priority 
within the Best 

Practice via ANP

Overal 
Priority of 

KPIs
Delivery Reliability (DR) 0.339 0.070
Quick Response (QR) 0.248 0.052
E-Procurement (EP) 0.413 0.086
Space utilization (SU) 0.190 0.023
Order Shorting (OS) 0.397 0.049
Receiving Completeness (RC) 0.332 0.041
Cross-docking 0.081 0.010
Inventory Visibility (IV) 0.293 0.073
Inventory Availability (IAv) 0.506 0.126
Inventory Accuracy (IAc) 0.201 0.050
Delivery Perfect Condition  (DPC) 0.169 0.013
Order Delivery in Full (ODF) 0.130 0.010

Delivery Performance to Customer 
Commit Date (DPC2D)

0.337 0.027

Urgent Delivery (UD) 0.364 0.029
Ease of Use and the Usefullness (EU2) 0.062 0.015
Product Identification (PI) 0.296 0.072
Accurate and Reliable Tracking (ART) 0.260 0.063
Information Availability (InAv) 0.182 0.044
Information Accuracy (InAc) 0.201 0.049
Transportation Costs (TC) 0.096 0.009
Warehousing Costs (WC) 0.189 0.018
Inventory Holding Costs (IHC) 0.609 0.060
Administrative Costs (AC) 0.106 0.010

Logisics Components: CR
Goal: 9.19%

KPIs: CR

Commodity Centralized 
Purchasing and Supply 

2.25% 0.208 4.11%

Warehousing 2.23% 0.123 9.80%

Inventory 
Management

4.36% 0.250 9.30%

Total Logisics Costs 9.67% 0.098 3.04%

Transportation and 
Distribution

5.71% 0.079 1.34%

Information and 
Technology 

Management
3.84% 0.243 9.59%

Fig. 5 Overall priorities of elements in the system
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Supply Chain Modelling Under
Uncertainty: A Supplier’s Perspective

Shruti Maheshwari and Pramod Kumar Jain

Abstract One of the main challenges in supply chain management is to manage
uncertainties within its environment, which yields increased total operational costs.
Hence, there is a need to consider all the aspects that are responsible for uncer-
tainties in supply chain management environment. There has been increasing
dependence on supplier’s side that triggers companies more prone to risk and
uncertainties. This chapter considers all the uncertainty factors from supplier’s
perspective in supply chain management. The major factors are production, trans-
portation, inventory, penalty and discounts. Thus, a supply chain model is estab-
lished that explicitly incorporates all the factors responsible for the uncertainty from
supplier’s side in supply chain environment. The problem objective is to minimize
overall cost considering demand satisfaction and profit. The chapter also highlights
the root causes of uncertainty and various modelling approaches used in supply
chain under uncertainty.

Keywords Supply chain management � Uncertainty � Supplier � Modelling

1 Introduction

Supply chain plays the most vital role in managing businesses in today’s com-
petitive world. Supply chain management has become a hot topic to research
various related topics and has seen tremendous growth during the last two decades.
Since the 1980s, interest in the concept of supply chain management has steadily
increased due to the fact that companies observed huge benefits through collabo-
rative relationships within and beyond their own organizations. Also, since 1990s,
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companies have been forced to improve efficiency in many aspects in this com-
petitive business world. And, also at the same time, the uncertainties in the business
environment have increased which made companies to consume more resources to
offset their adverse effect on demand and supply and for better sustainability in the
competitive environment.

Modelling of uncertainties in supply chains has become important with the
proliferation of product varieties and the increased volatility of the global market
places of the contemporary business environment. For instance, product range and
product style in a fashion industry are renewed constantly; while in the basic
apparel industry, long production and distribution lead times still prevail. Managing
business environment dynamics in an uncertain and competitive market is a chal-
lenging task and forced many organizations to reform their operational processes.

Nowadays, there is an emerging business trend to focus on outsourcing, reduction
of the supplier base, long-term supplier relationships, reduced inventory and shorter
lead times. Due to these new thrust activities, the vulnerability to risks increased in
the supply chains and delineated the function of business units. Hence, the supplier
selection has become an important decision to be taken at strategic level and to
mitigate the risks by planning for the various uncertainties. The dependency on
supplier has become the main consequence of the selection. This increasing
dependency on suppliers is more prone to uncertain events; thus, the supply chain
risk management (SCRM) has become necessary part of the supplier selection.

Many articles have been published on SCRM in last two decades. Several
authors have worked on quantitative models for managing supply chain risk (e.g.
Tang 2006; Goh et al. 2007). Various SCRM strategies were examined with case
studies from the industries. Also Mark Goh et al. presented a stochastic model and
designed an algorithm for profit maximization and risk minimization in a
multi-stage global supply chain. Foroughi et al. (2006) explained the outcome of
risk assessment from supplier side. You et al. (2009) proposed a two-stage sto-
chastic linear programming approach that considers transportation modes, times of
shipment, customer service level, etc.

Few authors have also worked on supplier selection problem, pricing and
inventory decision, distributor location, relationship between buyer–supplier part-
nership quality, etc. They have worked on supply chain performance in the pres-
ence of uncertain environment (e.g. Srinivasan et al. 2011; Huang and Huang 2012;
Sadigh et al. 2013, etc.). This paper aims to incorporate various aspects that are
responsible for the uncertainty from supplier’s side and then to model the same in
order to minimize the cost.

2 Supply Chain Risk Management

Tang (2006) defined supply chain management as “the management of material,
information and financial flows through a network of organizations (i.e. suppliers,
manufacturers, logistics providers, wholesalers/distributors, retailers) that aims to
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produce and deliver products or services for the consumers. It includes the coor-
dination and collaboration of processes and activities across different functions such
as marketing, sales, production, product design, procurement, logistics, finance, and
information technology within the network of organizations”. Norman and Jansson
(2004) defined “SCRM is to [collaborate] with partners in a supply chain apply risk
management process tools to deal with risks and uncertainties caused by, or
impacting on, logistics related activities or resources”. Based on the definitions of
supply chain management and SCRM, it appears that one can address the issue of
SCRM along two dimensions:

1. Supply chain risks—operational risks or disruption risks.
2. Mitigation approach—supply management, demand management, product

management or information management (Tang 2006).

The first dimension addresses the risk level of certain events. Operational risks
are mainly mentioned to the inherent uncertainties such as uncertain customer
demand, uncertain supply and uncertain cost. Disruption risks are referred to the
major disruptions caused by natural and man-made disasters such as earthquakes,
floods, hurricanes, terrorist attacks, or economic crises such as currency evaluation
or strikes. In most cases, disruption risks have much greater impact than that of the
operational risks.

Types of Supplier-Side Risks

Supply chain faces numerous supplier-side vulnerabilities from many factors in
everyday performance of the suppliers. Broadly, the various types of risks are as
follows:

Material flow risks: Many examples of natural disasters such as labour strikes and
fires have brought an end to supply of material. In supply chain material flow,
demand fluctuations and supply disruptions are two types of primary uncertainties
which involve issues as single sourcing risk, sourcing flexibility risk, supplier
selection/outsourcing, supply product monitoring/quality and supply capacity.

Financial risks: It takes into account foreign exchange, currency risk, and tariffs
and taxes as well as product price, markups and rebates. It also includes the inability
to settle payments and improper investment. The common risks are exchange rate
risk, price and cost risk, financial strength of supply chain partners and financial
handling/practice.

Integrity risks: Supply chain integrity has become an important necessity for brand
owners across the industries. It is essential to keep supply chain from being com-
promised or interrupted and to ensure its integrity. Supply chain integrity protects
the brand, minimizes costs due to loss or damage and enables to provide a quality
product to the end consumer. These issues go beyond fraud alone to include risks
associated with regulatory compliance, conflicts of interest, brand and reputation.
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Operational risks: Many times the risks are associated with the execution of
business functions of a company. It includes risks of tangible and intangible assets.
These risks address not only cost, efficiency, and contracting issues but also
business disruption risk and misalignment of supply chains.

Information risk: Supply chain is one of the most collaborative environment in an
organization; thus, it inherently poses greater risks to the confidentiality, integrity,
and availability of corporate information. They should consider the accuracy,
timeliness and relevance of data shared among parties, information system security
and disruption, intellectual property and information outsourcing risk.

New technology risks: Technology risks emerge as smart phones, tablets, social
media, cloud computing and new types of technology continue to develop (Fig. 1).

3 Approaches to Managing Risks

White (1995) suggests that the most approaches tend to follow the generic process
despite of number of different risk management systems have been put forward.
This consists of three critical stages:

1. Risk identification: Its purpose being to determine all risk factors that are likely
to occur on a project.

2. Risk analysis: Its purpose being to understand the likelihood and extent of the
most significant risks.

Fig. 1 Types of suppliers’ side risk
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3. Risk evaluation: Its purpose being to decide on the most appropriate manage-
ment response for each risk/combination of risks and which party is most
appropriate to manage each of the risks identified.

Further details in each stage are shown in Fig. 2.

3.1 Robust Strategies for Mitigating Operational
and Disruption Risks

1. Robust supply management strategies: This is the most common strategy
focusing on extending the supplier’s network by increasing the number of
suppliers. This helps in reducing supply chain risks through proper monitoring
of exchange rate fluctuations, major operational disruptions, supply disruptions,
etc. In addition, having multiple suppliers in multiple countries can make a
supply chain more resilient during a major disruption.In many instances, the
customer may not have the luxury to shift production among different suppliers
due to the limited number of quality suppliers available. Hence in order to
cultivate additional suppliers, it is recommended to design effective supply
contracts that could serve as robust strategies to make a supply chain more
efficient and resilient.

2. Robust demand management strategies: There are two robust demand man-
agement strategies. First, there is shifting demand across products. This strategy

Estimating the signifi-
cance of the risk 

Judging the acceptability
of the risk 

Estimating risks prob-
abilities 

Describing the risk 

Quantifying the risk

Perceiving hazards 

Identifying failures 

Recognizing adverse 
consequences

Estimating the signifi-
cance of the risk 

Judging the acceptability
of the risk 

Estimating risks prob-
abilities 

Describing the risk 

Quantifying the risk

Perceiving hazards 

Identifying failures 

Recognizing adverse 
consequences

RISK
MANAGEMENT

RISK
IDENTIFICATION

RISK
ESTIMATION

RISK
EVALUATION

Fig. 2 Risk management stages (Khan and Burnes 2007)
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can make a supply chain more efficient and resilient as it has the capability to
shift demand across products by two mechanisms: product substitution and
product bundling. In addition, a responsive pricing strategy could improve
supply chain resiliency as well.
Besides these strategies, the other strategy that would help in enhancing supply
chain efficiency and resiliency is the demand postponement strategy. It can be a
robust demand management strategy. Under the demand postponement strategy,
a manufacturer may offer price discounts to some retailers to accept late ship-
ments. By having the capability to shift some of the demands to a later period, it
would certainly help a firm to manage both operational risks and disruption
risks.

3. Robust product management strategies: Among the product management
strategies, the postponement strategy is a robust strategy for enhancing the
efficiency and the resiliency of a supply chain when facing uncertain demands
for different products. When selling products online, e-trailers can change their
product assortments dynamically according to the supply and demand of dif-
ferent products

4. Robust information management strategies: strategies based on information
sharing, VMI or collaborative forecasting and replenishment planning would
increase “supply chain visibility” in the sense that the upstream partners have
access to information regarding the demand and inventory position at down-
stream stages. As supply chain visibility improves, each supply chain partner
can generate more accurate forecast of future demands and better coordination
(Tang 2006).

3.2 Supply Chain Risk Mitigation through Collaboration

When two or more companies adopt long-term perspective and work together to
construct unique value that none of the partner can attain alone, then such an
environment is referred to as supply chain collaboration. Due to intensified com-
petition, individual companies have found it difficult to compete alone but need to
align their supply chain partners to achieve collaborative advantage. In a collabo-
rative ethnicity, supply chain partners work together and communicate openly.
They share information to improve the supply chain visibility which reduces
uncertainty; they also share knowledge and expertise in all joint efforts such as joint
problem-solving and new products development to smooth the operations and
enhance the competitiveness.

In supplier collaboration, the buying company is involved directly with the
processes and activities of its suppliers. To ensure the quality of supplied items, the
buying company may help suppliers to implement quality management programme
in their facilities. They can visit the suppliers’ premises and provide training to their
employees or even locate their own employees at suppliers’ bases.
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To reduce the damage caused by the capacity constraints of the suppliers, buying
companies can assist by upgrading suppliers’ technical capabilities and fostering
continuous improvement programmes. They can also invite the suppliers to their
plant to see how their items are used and include suppliers into their new product
development processes, which enables suppliers to have a better understanding of
manufacturing and thus better coordinate operations. As a result, suppliers’ capa-
bility and performance is improved, operations of the two companies are better
coordinated, the continuity of supply is ensured and supply risk is reduced.

4 Research Methodology

Owing to the investigative nature of this study, the case study design was con-
sidered to be an appropriate methodology. A qualitative case study captures the
reality of a given situation in significant features and is particularly useful when a
natural setting or a focus on contemporary events is necessitated. Inevitably, this
approach has been criticized for having a limited capacity for scientific general-
ization. However, it can be argued that the objective of qualitative research is to
refer back to a theory or application rather than to draw inferences about some
larger population. Furthermore, as aimed to develop a systemic perspective on the
flexibility strategies adopted in different situations, cases with differing back-
grounds and configurations were needed to observe the differences in the phe-
nomena under study and their relevance.

4.1 Statement of the Problem

The supply chain studied is made of supplier and customer as shown in Fig. 3. The
main objective is to find optimum production lot and transportation quantity from
supplier’s perspective so that the total cost of supply chain is minimized. This
problem-solving can help the supply chain to improve their efficiency by predicting
demand and transportation cost in different situations. In the studied supply chain,
as of the technological availability and hygienic standards that need to be followed,
each product can just be produced in their respective plant and, hence, the
assignment is not in the scope of this paper and, hence, the same is not considered
in this problem. Demands will be fulfilled from the finished products that will be
stored in warehouses. Although market demands are uncertain, it will be calculated
and production forecasts will be done which are the Poisson processes and certain
demand will be fixed at the beginning of each production period. Unsatisfied
demand in each period is lost. Demands come as a Poisson process with different
independent rates and the lead time for the production is exponentially distributed
with parameter μ (>0).
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4.2 Problem Formulation

This section is dedicated to mathematical formulation of model. The problem will
be solved using particle swarm optimization (PSO) algorithm.

In the present research, mainly the following types of costs are taken into the
account:

1. Total Variable Cost: It is the multiplications of the variable production cost per
unit (Cij) and production volume (xij), where the production amount will be
randomly generated using PSO technique.

Total Variable Cost ¼ Cijxij

This represents total variable cost of all the products to be supplied from
pre-defined set of suppliers to pre-defined set of customers.

2. Total Shipment Cost: It is assumed that transportation cost follows bivariate
exponential distribution which depends upon demand (u) and capacity (v) as

P X[ u;Y[ vf g ¼ F u; vð Þ ¼ exp �k1u�k2v� k1 2max u; vð Þf g; for u; v� 0

It depends on the number of suppliers, number of customers, units to be shipped
from supplier (i) to customer (j), and cost of transportation/unit. It is the product
of average shipment cost per unit (tij) and total shipment lot to be supplied (Sij).
Total transportation cost = TSC
Subjected to Sij � dij
Also, R = demand/shipment size = dij

Sij

Customer (1) 

Customer (2)

Customer (3)

Customer (n)

Supplier(i) 

Fig. 3 Supply chain configuration
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Case 1: If the shipment size is FULL
R = integer
then, TSC ¼ tijSijN; where; R ¼ N

Case 2: If the shipment size is PARTIAL
R = fraction

then, TSC = tijsijN0 þ tijsijðR�N0Þ
N1�R

where
N0 = just previous integer to R
N1 = just adjacent integer to R

3. Inventory Holding Cost: Inventory carrying cost influences many decisions in
the strategic, analytic, and operations level of the business. Holding costs are a
major component of supply chain management, since businesses must determine
how much of a product to keep in stock. Mathematically, it is the multiplication
of average inventory holding cost per item (hij) and the inventory of finished
products (Iij).
Inventory holding cost = hijIij

Subjected to
if dij � xij\0; then Iij ¼ xij � Sij

dij � xij ¼ 0 then Iij ¼ 0

4. Penalty Cost: Penalty cost occurs when lead time is greater than the maximum
value of supply lead time, i.e. (LT > LT*)

where

LT ¼ lead time

LT� ¼ the maximum value of the supply lead time not causing a stock out event

Hence, IDij ¼ dij
R/

LT�
ðLT � LT�Þ � pdf(LT)� dLT

It is the multiplication of the penalty cost per unit due to shortage of the
inventory (dij) and amount of the lost inventory (IDij ).

Penalty cost = dijIDij
Subjected to dij � xij [ 0; then IDij ¼ dij � xij

Penalty cost has been used to incorporate the uncertainty in lead time in the present
model.

The authors have formulated the problem as a mixed integer programming model as
follows: firstly defining the parameters and variables:
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Parameters

Cij variable production cost per unit for customer j from supplier i
tij transportation cost per unit from supplier i to customer j
hij inventory holding cost per unit from supplier i to customer j
dij penalty cost due to shortage of inventory from supplier i to customer j
Aj minimum amount of product required for the customer j to purchase from the

supplier i
Mi maximum quantity of a supplier i can deliver to the customer j

Variables

xij amount of production to be produced by supplier i
Sij amount of production to be shipped from supplier i to customer j
Iij inventory of the finished products from supplier i to customer j
IDij lost inventory of the finished products from supplier i to customer j

dij demand of an item
i number of suppliers
j number of customers

The model is then minimized to

Xm
i¼1

Xm
j¼1

Cijxij þ TSCþ hijIij þ dijI
D
ij

� �
ð1Þ

subject to

Xm
i¼1

xij �Aij ð2Þ

Xn
j¼1

xij �Mi ð3Þ

Iij ¼ xij �
Xn
j¼1

Sij ð4Þ

Sij � dij ð5Þ

Also; if dij � xij\0; then IDij ¼
dij � xij

2
ð6Þ
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dij � xij [ 0; then IDij ¼ dij � xij ð7Þ

dij � xij ¼ 0 then Iij ¼ 0 ð8Þ

xij � 0 ð9Þ

Iij � 0 ð10Þ

Sij � 0 ð11Þ

dij � 0 ð12Þ

where in all above equations: i ¼ 1; . . .;m; j ¼ 1; . . .; n:
In this formulation, the objective function (1) seeks to minimize the total pro-

duction costs, transportation costs and inventory costs. Constraint (2) represents that
production amount should be greater than equal to the minimum amount customer
required. Similarly, constraint (3) embodies the maximum amount a supplier can
deliver to the customer. Constraint (4) signifies the relationship between the
inventories built up after the shipment of the product. Also, constraint (5) exem-
plifies the relationship between demand and supply.

Constraint (6)–(8) represents the different situation of demand of the customer
and production amount supplier can make available. In constraint (6), inventory is
built up if production amount exceeds the demand and lost inventory situation is
represented by constraint (7). Lost inventory situation leads to penalty which shows
uncertainty in lead time. There is no inventory in case if demand is equal to the
production amount which is embodied by constraint (8). Constraints (9)–(12)
stipulate the non-negativity and discrete requirements for the variables.

Since it was very difficult to solve the model using the latest state-of-the-art
integer programming techniques, even after fixing the parameters, hence, using
PSO algorithm is used to solve the problem.

5 Particle Swarm Optimization

PSO is a swarm-intelligence-based, approximate, nondeterministic optimization
technique. It is a robust stochastic technique based on the movement and intelli-
gence of swarms. It applies the concept of social interaction to problem-solving
(people.scs.carleton.ca).

The algorithm of PSO emulates from behaviour of animals societies that do not
have any leader in their group or swarm, such as bird flocking and fish schooling.
Typically, a flock of swarm that have no leaders will find food by random, follow
one of the members of the group that has the closest position with a food source
(potential solution). The flocks, through communication among members who
already have a better situation, achieve their best condition simultaneously. Swarm
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which has a superior condition will update it to its flocks and the others will move
simultaneously to that place. This would happen repeatedly until the best conditions
or a food source is discovered. PSO consists of a swarm of particles, where particle
represents a potential solution (Rini et al. 2011).

In PSO, each particle keeps track of its coordinates in the solution space which
are associated with the best solution (fitness) that has achieved so far by that
particle. This value is called personal best, pbest. Another best value that is tracked
by the PSO is the best value obtained so far by any particle in the neighbourhood of
that particle. This value is called gbest. The basic concept of PSO lies in acceler-
ating each particle towards its pbest and the gbest locations, with a random
weighted acceleration at each time step as shown in Fig. 4.

Steps used to solve the problem using algorithm are as follows:

(i) Evaluate fitness of each particle,
(ii) Update individual and global bests and
(iii) Update velocity and position of each particle.

These steps are iterated until the objective of the problem (i.e. minimize) is met.
Mathematically, particles position can be modified by the following equation:

Vkþ1
i ¼ wVk

i þ c1rand1 . . .ð Þ � pbesti � ski
� �þ c2rand2 . . .ð Þ � gbest � ski

� �

where

Vk
i velocity of agent i at iteration k,

W weighting function,
cj weighting factor,
rand: uniformly distributed random number between 0 and 1,
ski current position of agent i at iteration k,

sk

vk

vpbest

vgbest

sk+1

vk+1

y

x

sk :   current searching point. 
sk+1 :  modified searching point. 
vk :  current velocity. 
vk+1:  modified velocity. 

vpbest :  velocity based on pbest. 
vgbest :  velocity based on gbest  

Fig. 4 Concept of modification of a searching point by PSO (people.scs.carleton.ca)
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pbesti pbest of agent I,
gbest gbest of the group[people.scs.carleton.ca].

During each iteration of the algorithm, each solution is calculated by the
objective function to determine the fitness of the problem. In comparison with the
other algorithms, this method is very simple, easily completed and it needs fewer
parameters, which made it fully developed. Also, the impact of the solution is small
as compared to other optimization techniques.

6 Computational Experiments

The PSO algorithm was used in MATLAB platform. The experiments were carried
out with presently taking one supplier and one customer, i.e. i = 1 and j = 1. The
input of variable cost per unit (Cij), transportation cost per unit (tij), inventory
holding cost per unit (hij) and penalty cost (dij) was taken from a case study
(Teimoury et al. 2010). The number of iterations made was 30. Once the values are
entered for different products, the minimum cost was calculated by PSO algorithm
in MATLAB and the graph for each product was plotted in MATLAB.

As gained the information from the case study, many different detergent prod-
ucts were produced by a chemical manufacturing company. Among the varied
range of products, few numbers of products were used in this case study. Planning
horizon in a year consists of 12 production periods. To avoid complicated calcu-
lations and a large numbers of iterations in computational algorithm and as all
products are transported by truck, the demand has been changed to the truck scale
and the capacity is taken randomly 640 fixed for all the products, and hence,
transportation cost per unit is fixed to be 30 for the domestic demand and 50 for

Table 1 Input parameters
and global best (gbest) of a
chemical company for 12
products

Product Cij tij hij dij gbest

1 43.776 30 0.288 81.408 7380.7

2 61.286 30 0.288 113.971 9132.3

3 39.398 30 0.288 73.267 6943.0

4 26.266 30 0.256 48.845 5629.1

5 55.158 30 0.288 102.574 8518.9

6 13.133 30 0.224 24.422 4315.1

7 43.776 50 0.288 89.549 9380.6

8 61.286 50 0.288 125.368 11,132.2

9 39.398 50 0.288 80.594 8942.9

10 26.266 50 0.256 53.729 7630.4

11 55.158 50 0.288 112.831 10,519.4

12 13.133 50 0.224 26.865 6315.1
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international demand, and all cost are scaled to one million. Input parameters for the
case study of a chemical company are given in Table 1 (Teimoury et al. 2010).

Using these values in Table 1 in MATLAB, column (5) gives the minimum cost
for every 12 products using PSO algorithm and the graph is plotted for each value.

The Fig. 5 represents the graphs of gbest (cost in millions) for 40 different
iterations.

Fig. 5 Graphs of gbest of 12 products in Table 1
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7 Conclusion and Future Scope

The real-time process in chemical industry of supply chain is studied over here. The
main objective was to minimize cost using PSO algorithm which is successfully
done under real demand situations. The proposed model is a dynamic model using
mainly three varieties of costs, viz. variable cost, transportation cost and inventory

Fig. 5 (continued)
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holding cost. To make the model more applicable, the model was designed under
uncertain demand situations, despite of common approaches such as robust opti-
mization, stochastic programming, games theory, linear programming and para-
metric programming. It is the first time that anyone has used PSO algorithm to solve
a supply chain problem under uncertainty. PSO has made computational time very
less and can be effectively used in real-world problems.

The problem will be further carried to more uncertain situation considering
penalty and bulk discounts situations in future. Also, situation of full loaded or
partially loaded truck will be considered using the same PSO algorithm. And, an
attempt will be made to solve the problem with multiple numbers of suppliers,
multiple numbers of customers and multiple numbers of products simultaneously.
This will make the algorithm more near to real-world problems and efficiently
reduce the cost of the supply chain under uncertainty from supplier’s side.
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A Study on the Changing Structure
of Retail Logistics

Masafumi Nakamura and Kuninori Suzuki

Abstract The purpose of this chapter is to analyze the changing structure of retail
logistics in Japan through the comparison with that from the UK. The grocery retail
supply chain in Japan and UK is quite advanced, and the focus is on the retailers of
the grocery. This chapter consists of four sections. In the first section, the research
on the theory of retail logistics and marketing is presented. In the second section,
the logistical transformation at Tesco is explained. Tesco is a biggest supermarket
in the UK and had changed the logistics strategy and adopted a strategy to sell
private brand goods (PB). In the third section, the logistics and marketing strategy
are described about Japanese retailer, Daiei, Seven-Eleven, and AEON. In the
fourth section, a description is given on how the retailer of the grocery has the
power over the manufacturers by using IT and selling PB. The conclusions of the
study are given in the last section.

Keywords Retail logistics � Convenience store � Supermarket � Efficient customer
response (ECR) � Private brands

1 Introduction

Michael Porter analyzed the successful companies and provided three generic
strategies: cost leadership, differentiation, and focus. The focus strategy has two
variants: cost focus and differentiation focus (Porter 1985).

Cost leadership is the strategy that the company wins in the market by appealing
to price-sensitive customers. Michael Porter defined the two types of competitive
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advantages that an organization can achieve relative to its rivals. The competitive
advantages are lower cost and differentiation (Porter 1985). In the theory of Michael
Porter, the logistics is the main activity in the value chain.

According to Michael Porter, we can assume that successful retailers have the
competitive advantage in the strategy of business and logistics (Fig. 1).

Galbraith stated that a large buyer has more power to obtain lower prices than his
rival.

Galbraith explained that the retailer gets price concessions from the food man-
ufacturer in concentrated downstream markets. He named it the countervailing
power.

He regarded A&P Company and cornflakes in USA as a typical example the
use of countervailing power (Levi 1954). When the rate of the concentration in
the food market increases, large food retailer gets to extend price concession
from the manufacturers. The countervailing power of downstream company
enables low price. The company with high market share can take the cost
leadership strategy.

Ogawa (2001) analyzed about demand pull supply chain in Japan. He pointed
out that the demand pull supply chain changed the distribution system.

Sparks (2010) explained about Tesco’s transformation. Tesco and other big
supermarket got the cost leadership in the UK. We described about Tesco’s
transformation in Sect. 2.

Yahagi (2014) indicated that three big alterations occurred in Japanese retail
industry. Three changes were the paradigm shift of the retail business, brand
competition of NB versus PB, and sale competition in the retail industry.

Previous studies have shown that private brand goods (PB) strategy is popular
among the food retailers and they use IT for the improvement of their business.

Tesco in the UK and Japanese retailer, such as AEON and Seven-Eleven, took
PB strategy. PB may give the countervailing power to the retailers.

Tesco, AEON, and Seven-Eleven had good IT systems. The advance of IT
enables that retailer to control the manufacturers by consumer data. We have the
hypnosis that PB and IT give a good effect to the retailer by the countervailing
power and the competitive advantage. In this report, we analyzed the impacts of IT
and PB for retail industry.

Fig. 1 Three generic
strategies. Source Porter
(1985)
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2 Tesco’s Logistical Transformation

According to Euro trend 2001 of JETO, half of the retail trade is food retail trade in
the UK. The ratio of the British food retail trade is high.

In this section, we describe the logistical transformation by five phases. Tesco is
No. 1 supermarket in the UK, and it has good logistical transformation.

2.1 First Phase, Direct to Store Delivery (DSD)

In the 1970s, Tesco grew in the UK retail industry, selling the cheap and simple
goods. Tesco’s motto was “pile high, sell it cheap,” because consumer needed
goods that were the completive price.

At that time, manufacturers did directly to store delivery (DSD). In the UK,
Tesco had 800 stores and were needed to deliver for numbers of small stores.

There was a problem in DSD. The manufacturer delivered the goods that did not
necessarily match the customers’ needs to the store. This is because Tesco could not
decide the price and range. Moreover, manufacturer could not deliver with full load
vehicle of product by the DSD system. So empty shelve emerged in the some store.
Also, the trucks had to wait in front of the store for delivery. As the volume of
goods increased, the DSD system did not work well. At the same time, the demands
of consumers began to change and it is required for Tesco to revise its concept “pile
high, sell it cheap.” DSD system inevitably had to change to the new system
(Table 1).

2.2 Second Phase, Centralization

In the 1980s, Tesco changed the strategy for the warehouse and transportation to be
sharp in the quality and adopted centralization strategy in place of DSD.
Centralization involved building new distribution centers and extending to distri-
bution facilities. Tesco invested regional distribution center (RDC).

Table 1 Tesco’s supply chain transformation (1). Source Sparks (2010)

Phase Key issues

Direct to store delivery,
in the 1970s

Supplier organized and controlled no retailer range, price, control

Centralization, in the
1980s

New facilities and approaches; manufacturers’ and suppliers’
products to distribution center

Composite, in the 1980s
and 1990s

Multi-temperature regional centers and vehicles sharing of stock
holding increased frequency of delivery to stores
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Under the new strategy, manufacturers had to deliver the goods to RDC.
Inventory had been shifted from store to RDC. This change enabled the head office
of Tesco to control the distribution and the store, taking initiative away from
manufacturers. Tesco enabled to reduce the lead time of delivery and to minimize
its inventory.

2.3 Third Phase, Composite Distribution

In 1989, Tesco had 42 depots at which only a single temperature. These depots
were handled single temperature and single product. In the 1980s, some disad-
vantages of the centralization appeared. The frequent delivery from single product
depot to store led to empty running of truck, thereby making the process expensive.

Tesco realized the needs of multi-temperature type of warehouse and vehicles.
Tesco made a new strategy “Composite distribution of warehouses and

vehicles.”
The composite distribution of warehouses was controlled by three types of

temperature (chilled, fresh, and frozen). Eventually, Tesco established 10 composite
distribution centers. The merits of composite distribution were as follows.

First: reduction of stock at the stores, Second: reduction in wastage, and Third:
reduction of costs through less congestion at the store.

Composite distribution led to reduction of stock holding. The daily deliveries of
composite product to all stores reduced stock at the stores.

2.4 Fourth Phase, Vertical Collaboration

Tesco thought that the ordering and replenishment were important for its business,
so it shared the information about customer needs with their supplier. Tesco also
started to improve the goods depending on the needs of customer. Tesco managed
ordering and replenishment by itself.

Scanning the goods at store made it possible to order and replenish the product
efficiently.

Thus, Tesco’s IT network was eventually upgraded as efficient consumer
resource (ECR). ECR is a joint trade system that responds to the consumer demand
in the SCM.

Besides, Tesco introduced IT system that fostered collaborative planning,
forecasting, and replenishment (CPFR) in 1999. Sharing of information using
CPFR led to reduce the response time. Suppliers obtained Tesco customer needs
and led to produce the appropriate goods. Thus, the use of information became
more important in logistics. Tesco introduced a loyalty card and got the consumer
needs from its loyalty card. Loyalty card fostered up store loyalty.
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Tesco tried to sell the differentiated goods by PB. The distributor’s margin was
reduced by direct dealings with a manufacturer. The manufacturer could have the
merit stability of sales volume by PB. Tesco and other big supermarkets got the cost
leadership. The market share of big supermarkets (Tesco, Asda, and Siansbury, etc.)
as well as the profit rate of those became high.

2.5 Fifth Phase, Managing Complexity

Tesco aimed the inbound supply chain to more efficient and the low cost by the
consumer need data. Tesco thought that the change of the primary distribution
(manufacturer to distribution center) enabled the supply chain better.

Tesco began to focus the primary distribution, and Tesco controlled directly the
primary distribution by selecting logistics company which could reduce cost and
give the good supply chain (Table 2).

Tesco took new strategy “Green and sustainably initiative, reverse logistics,
collaborative transport.” Tesco secured the efficiently increasing transportation to
RDC from a manufacturer. The modal shift is one of the results of green and
sustainably initiative strategy, because the truck transport increases congestion and
reduces speeds of delivery.

On the other hand, freight railways have superiority in long-distance transpor-
tation. As the freight train can transport heavy goods, its cost is cheaper than truck
in the long distance.

Tesco started to use Stobart railway for a daily delivery train in 2006. Stobart
collected Tesco goods from the Midlands, and the train leaves from the Stobart
depot at Daventry International Rail Freight Terminal (Midlands) at Rugby for the
Grangemouth Rail Terminal in Scotland.

The train then returned to Rugby. The daily shipping amount of each direction
was 90 % filled with Tesco and rest was Coca Cola shipping the equivalent of 26
Lorries.

Tesco chose the railway for primary distribution because of its economic benefit
and contribution to reduce CO2.

Table 2 Tesco’s supply chain transformation (2). Source Sparks (2010)

Phase Key issues

Vertical collaboration and lean
supply chains (in the 2000s)

Primary distribution focus, flow principles and lean
principles, stockless distribution centers, sales-based
ordering-driven system continuous replenishment
customer focused from Clubcard data

Managing complexity (in the
2000s)

Internationalization of supply and operation, multi-
format store development with new sizes, green and
sustainably initiative reverse logistics, collaborative
transport Internet-based retailing, 24/7 operation
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According to Freight Best Practice case study 1094 (Department for Transport
2009), the Tesco train link between Daventry and Grangemouth saved 3.18 million
road miles per year and reduces CO2 emission 2424 tons per year.

3 Japanese Retail Transformation

3.1 Revolution Retailer

Daiei was very famous as a revolution retailer in the 1980s. Daiei’s President
Nakauchi aimed that Daiei became the manufacturer who had no factory to sell PB.
Daiei tried to wrest pricing power from manufacturers due to the power of price
determination. When Daiei ordered PB to manufacturer, Daiei had superior position
to manufacturer. As a result, Daiei succeeded to build the power concentration
mechanism by single-item enormous volume purchase.

In the 1980s, many big manufacturers started to produce the goods for Daiei.
Daiei produced many PB, for example, food, detergent, and videotape.

However, the Great Hanshin/Awaji Earthquake occurred at the Daiei’s main
market area in 1995 and the business depression hit the Japanese economy in 1998.

Daiei tried to survive by discounting its goods. Daiei set a new policy “every
day, low price, low cost operation.” But Daiei’s sales kept on getting worse.
Consumers chose convenience store which they could buy the cheap and conve-
nient goods at the store.

Moreover, convenience store introduced ECR and CPFR like Tesco and created
cooperative relationship with manufacturer by consumer data. They offered prod-
ucts that satisfied the consumer needs. Convenience store had grown; meanwhile,
the sales of supermarket had come to decline.

In the 2000s, big supermarkets (Daiei, Yaohan, Seiyu, etc.) run out. Daiei was
under AEON in 2013. AEON merged not only Daiei but also Yaohan and Maikal
and became No. 1 supermarket in Japan (Fig. 2).

Fig. 2 SCM of the supermarket

72 M. Nakamura and K. Suzuki



3.2 Convenience Store Power

When the convenience store was opened for the first time in 1974 by Seven-
Eleven, many trouble happened. For example, the delivery truck visited every
14 min to the store and store clerk dealt with not only customer but also goods
for 16 h per day, because the manufacturers delivered their goods to the store
by each truck.

Even worse, store clerk had to make order to the manufacturers 100 times by
the phone for a day. These were non-efficiency work in the store. It became a
big problem to eliminate inefficient works and reduce the number of deliver
trucks.

To deal with this, Seven-Eleven changed a transport company to a new
wholesale company that the manufacturers invested in. This change gave good
effects on delivery to the store. For example, each beer maker (4 major beer makers)
delivered its products by each truck to the store at first. After introducing the new
system, the truck of a wholesale company delivered the products of all makers to
the store. This appropriate response improved the inefficiency of truck delivery, and
the store management became more efficient.

As Fig. 3 shows, the number of delivery truck was 70 per day in 1974. In the
meantime, the number was 12 in 1990. This cooperative delivery system also led to
the cut down of the cost.

Seven-Eleven realized the cost saving by cooperative distribution. Figure 4
shows the Seven-Eleven cooperative distribution (joint distribution) system. In this
system, each manufacturer delivers to the exclusive distribution center under
appropriate temperature and the goods are sent to the store by cooperative distri-
bution. The system enabled Seven-Eleven to ensure better quality of goods and
efficient delivery.

A business model of Seven-Eleven shows a good example of efficient delivery
system.

Factors behind the Seven-Eleven success are cooperative distribution, inventory
control, and prediction of demand by IT.

Fig. 3 The number of the
delivery truck each store
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3.3 The Effect of IT to the Retail Business

Seven-Eleven introduced a POS (point of sales) register and barcode reader in 1976.
These new IT systems made it possible to decrease order mistakes and reduce the
cost. The head office of Seven-Eleven sent the information about the weekly sales
of every single item and shortage of goods to stores.

In addition, Seven-Eleven connected the POS system to supplier in 1982. Due to
this, the accurate order and appropriate delivery were implemented. Seven-Eleven
could grasp customer needs and order popular goods to manufacturers by the use of
the IT system. It had grown rapidly since the 1980s in Japan.

IT system of Seven-Eleven was one of the systems of ECR. A manufacturer
knew easily the customer needs from a convenience store by ECR and supplied
goods to the store. The convenience stores had a superiority to the manufacturer.

3.4 The Impact of PB for the Retail Business

The new trend occurred in the retail market by private label brand goods (PB).
AEON has begun “Top value” as PB since the 1990s. PB has given competitive
advantage to retailer by the reduction of lead time and cost. The number of PB item
orders made by convenience stores and supermarkets to manufacturers has been
increasing. PB items match consumer demand and raise the market share rapidly.
The penetration of PB enables a retailer to establish customer loyalty. On the other
hand, manufacturer can supply popular goods by the production of PB goods and
also has a chance to plan and produce new goods.

Fig. 4 Seven-Eleven cooperative distribution system
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AEON and Seven-Eleven are now big PB retailers in Japan. AEON has 5500 PB
items, and its sales amount to 460 billion yen. Seven-Eleven has 1300 goods of PB,
and its sales amount is 320 billion

Famous Japanese food manufacturers, such as Ajinomoto, House Foods,
Nipponham, and Suntory, produce PB goods for AEON and Seven-Eleven. These
two retailers are good customers for such PB manufacturers. According to the
survey conducted by Japan Finance Corporation about the possibility of making PB
goods for food manufacturers, 49 % of those surveyed would like to produce PB
goods.

The rate of PB in the UK and Germany is beyond 20 %, but Japanese PB rate
remains only 5 %. It is expected that PB rate of Japan will rise in the future.

4 The Business Feature of Tesco and Seven-Eleven

We had the hypnosis that PB and IT took effect to the retailer by the countervailing
power and the competitive advantage.

We checked our hypnosis by the 4P classification.
McCarthy proposed 4P classification to analyzed company business.
4P are product, price, promotion, and place (Distribution).

4.1 The Features of Tesco Business

We analyzed Tesco business by the classification of 4P as follows:

1. Product
Tesco shared the information about customer needs with their supplier, and
Tesco improved the goods to sell by ECR and CPFR. And Tesco tried to sell the
differentiated goods by PB. The distributor’s margin was reduced by direct
dealings with a manufacturer.

2. Price
PB was sold at a reasonable price.

3. Place (Distribution)
Tesco used composite distribution facilities (the multi-temperature type of
warehouse and the vehicles). The daily deliveries of composite product to all
stores reduced stock at the stores.
Tesco controlled directly the primary distribution (manufacturer to distribution
center) by selecting logistics company which could reduce cost and give the
good supply chain. Tesco chose the railway for primary distribution because of
its economic benefit and contribution to reduce CO2.
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4. Promotion
Tesco introduced a loyalty card and got the information of the consumer needs
from its loyalty card. Loyalty card fostered the store loyalty.

4.2 The Features of Seven-Eleven Business

We analyzed Seven-Eleven business by the classification of 4P as follows:

1. Product
Small quantity matches consumer needs. It is transported to a small store effi-
ciently by cooperative distribution. Seven-Eleven managed the inventory control
and prediction of demand by IT. Popular goods were predicted by IT.

2. Price
PB (reasonable price). The management that makes wasteful stock decrease by
IT. Inventory control and prediction of demand.

3. Place (Distribution)
Seven-Eleven had changed the delivery truck company to new wholesale
company. This system change improves delivery, and the store management had
become efficient. Seven-Eleven did cooperative distribution (joint distribution)
system. Seven-Eleven used the exclusive distribution center with multiple
temperatures.

4. Promotion
Dominatrix strategy and franchise strategy (Fig. 5).

Fig. 5 Competitive advantage of food retailer
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5 Conclusion

5.1 The Impact of PB and IT

The number of PB item orders made by Tesco and Seven-Eleven to manufacturers
has been increasing. PB items match consumer demand, and the market share of
Seven-Eleven and Tesco has grown rapidly. The penetration of PB items enables a
retailer to establish customer loyalty. Tesco and Seven-Eleven got cost leadership
and differentiation by PB and the IT.

5.2 The Impact of Cooperative Distribution
and Multi-Temperature Type of Warehouse

We described Tesco’s logistical transformation in Sect. 2 and logistics and mar-
keting strategy about Japanese retailer in Sect. 3. We had some idea of focus
strategy from these sections. Porter stated that the focus strategy has two variants:
cost focus and differentiation focus. We think Seven-Eleven and Tesco did coop-
erative distribution and kept multi-temperature type of warehouse and delivery as a
focus strategy in the grocery retail industry.

The cooperative distribution reduced the logistics cost.
The multi-temperature type of warehouse and delivery enables to hold the

quality of goods. If the grocery retailer aimed to achieve cost leadership in the retail
industry, they had to win a sale competition in the retail industry. Logistic strategy
supported a cost strategy and a differentiation strategy.

The cooperative distribution, multi-temperature distribution as well as IT and PB
are regarded as a successful factor of Seven-Eleven and Tesco.

5.3 The Change of Retail Logistics Structure

Now, it is clear that a logistics strategy as well as product and price strategies is
important for a grocery retailer to gain competitive advantage in the industry. The
improvement of the transportation quality is also a key to win in the sales
competition.

Based on the analyses performed above, we have drawn the following
conclusion.

1. Grocery retailers gain the power to manufacturers by using the IT and selling PB
products.

PB and IT took effect to the retailer by the countervailing power and the com-
petitive advantage.
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2. Big grocery retailers have the competitive advantage to its rivals by the use of
cooperative and temperature-controlled logistics.

Composite distribution led to reduction of stock holding. The daily deliveries of
composite product to all stores reduced stock at the stores.

Big grocery retailer with countervailing power offered cooperative and tem-
perature-controlled logistics to manufacturers.

For example, Tesco chose the railway for primary distribution because of its
economic benefit in the UK. There is also a similar trial in Japan. AEON began a
railway study with PB manufacturer, and AEON is taking the lead and composing
an exclusive train of PB product. Retailer has become the channel captain of SCM
in Japan. The changing of retail logistics has occurred in Japan (Fig. 6).

Fig. 6 The change of retail logistics structure

78 M. Nakamura and K. Suzuki



References

Department for Transport (2009) Low carbon transport: a green future, p 80
Levi EH (1954) Symposium review: Galbraith’s ‘concept of countervailing power’ and

Lilienthal’s ‘big business’. University of Chicago Law School Chicago Unbound, Chicago,
pp 176–178

Ogawa S (2001) Demand chain management, HITOTSUBASHI business review, pp 45–57
Porter ME (1985) Competitive advantage. Free press, New York, pp 11–16
Sparks L (2010) Supply chain management and retailing. Int J 4:4–12
Yahagi T (2014) Dual brand strategy NB and/or PB, pp 2–18

A Study on the Changing Structure of Retail Logistics 79



Investigating the End-Customers’
Acceptance of the Virtual Supply Chain:
The Case of Grocery Retailers in Egypt

Sama Gad, Sara El-Zarka and Mohammed Abdel Qader

Abstract One of the emerging concepts that gained popularity in many countries is
virtual supply chain (VSC). Since the end-customer is a key player in the success of
integrating the VSC in any business, this chapter focuses on examining the end-
customers’ acceptance of using technology through the technology acceptance
model (TAM) to investigate the potential application of VSC in the grocery
retailers’ sector in Egypt. A survey-based questionnaire was used to assess the
Egyptian customers’ acceptance of virtual shopping. The questionnaire consisted of
44 questions that focused on the five variables of TAM: perceived usefulness,
perceived ease of use, attitude toward using the virtual shopping, intention to use
virtual shopping, and the actual use of the virtual shopping. The structural equation
model (SEM) was applied to test the research hypotheses. The data analysis
revealed a strong relationship between the five TAM variables which concludes the
acceptance of the Egyptian customers’ for VSC. The data only focused on cus-
tomers in the city of Alexandria which might limit the generalizability of the
research results.
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1 Introduction

World business nowadays witnesses drastic changes and improvements toward
adopting new technologies that benefit both; the businesses and the customers
which in turn will boost the business’s turnover and consequently improve the
country’s economy and encourage the world’s trade. This research is concerned
with several key-enabled technologies and management systems supporting the
application of the virtual supply chain (VSC) concept within the enterprise and its
acceptance by the customers. The research investigates the effectiveness of the
high-technology route in helping customers feel informed about the products and
their acceptance and familiarity with using the advanced technologies represented
in using their smart mobile devices and Internet in the process of purchasing their
groceries. This will be measured by applying the technology acceptance model
(TAM) to assess the degree to which the Egyptian customers are familiar and
prepared to use the virtual shopping. This research motivates customers and grocery
retail stores to adopt new technologies such as the VSC supported by the provision
of a detailed analysis of the virtual shopping dimensions, as a new way of shopping
while commuting by using mobile phones to scan the codes of the products to be
purchased from smart posters connected with the Internet, placed in major locations
in the city, e.g., train or metro stations, shopping malls, and gas stations.

This research investigates the effectiveness of the high-technology route in
helping customers feel informed about products. The acceptance and familiarity of
the Egyptian customers with the advanced technologies represented in their smart
mobile devices and Internet and using it in buying their groceries will be measured
by applying the TAM model.

This research paper starts with a research background that reviews the literature
related to the TAM and its applicability in the Egyptian market supported by
statistical reports that focused on the Egyptian market. Based on the literature, the
research model, variables, and hypotheses are then formulated, and consequently
tested by the survey described in the research methodology. The collected data are
then measured and analyzed to present the research findings and to provide the
conclusions and the recommendations for further research.

2 Literature Review

According to the analysis of previous research literature of the VSC concept and in
coherence with researches that analyze the Egyptian culture and grocery sector, this
research provides a link between both and a solid analysis of its applicability in the
Egyptian market.
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2.1 Virtual Supply Chain

A virtually enabled supply chain network can be described as a series of value-
added processes owned by one or more enterprises, starting with material/infor-
mation suppliers and ending with consumers.

Kisperska-Moroń (2010) proposed another definition which is an organization
that is subject to constant changes, demonstrating a specific potential when
required, and overcoming time and space barriers. VSCs could be described by
such attributes such as temporary character, focus on customers, geographical
dispersion, and intensive support of IT systems, network structure, and an extensive
use of key competencies of their members.

In virtual environment systems, integration means to integrate disparate data
sources, to present real-time content and information to all virtual network partic-
ipants and finally to create an environment where every participant and every
activity in the process is integrated. Virtual environment involves limited human
interaction (seamless integration) as manual processes are too slow and error-prone
to support the new business model. The goal of a structured data exchange is to
move data from one organization to another with near-zero tolerance for the loss of
the actual content or meaning of it (Manthou et al. 2004).

The key elements that form the virtual network in terms of supply chain man-
agement are suppliers, who actually perform, provide/sell, and deliver the product/
service in demand; intermediaries, who own the supplier/customer relationship and
knowledge; and customers, who directly purchase and acquire the product/service.
Their roles tend to change as a supplier or an intermediary in a given business
relationship may play the role of a customer in another one. Not all suppliers and
business partners are alike. Some suppliers provide materials that are used in
production, while others provide indirect goods (Manthou et al. 2004).

Supply chain integration in a virtual environment considered the process by
which suppliers, partners, and customers within a shared market space collabora-
tively plan, implement, and manage the flow of information, services, and products
along the supply chain in a way that improves business operations in terms of
speed, agility, real-time control, or customer response (Liu et al. 2008).

Virtualization as indicated by Zarour et al. (2005) implies the use of IT and
communication technology by organizations in managing their interactions and key
business operations with customers, suppliers, and employees.

From other researchers point of view that a number of technology advocates
have claimed that virtual reality (and other advanced technology) will encourage
playful interaction with the product and thereby make online shopping a more
engaging and enjoyable experience (Manthou et al. 2004).

Applied to the online shopping context, the theory predicts that shoppers will
have positive attitudes toward stores that are easy to use and useful and that positive
attitudes are, in turn, associated with ongoing intention to visit the online
shop. Simulation technologies are, by their nature, likely to be more complex and
harder to use than catalogs and static Web pages (Manthou et al. 2004).
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In particular, Johnston et al. (2006) have demonstrated in his research which
contributes to the e-commerce literature by increasing the understanding of how
customer interfaces affect perceptions, and the relationships between system design
and different types of informativeness, and between informativeness and system
acceptance.

These technologies represent fundamentally different means of providing online
vicarious experience. As anticipated by Johnston et al. (2006) that they will also
prove problematic in some ways, but others may compensate for some of the
problems found in virtual personalized experience systems.

2.2 Implementing a Virtual Supply Chain

Virtualization of supply chain systems involves both IT and organizational changes
Liu et al. (2008). In the VSC, hierarchical virtualization of a network provides a
flexible, granular, protection resource. Using the Hardware Abstract Layer (HAL)
concept, network services are handled by a number of virtual servers (Dawson
2008). In the event that a physical server hosting the virtual servers fails, another
physical server already operating on the network with the virtual systems can stand
in as an alternative physical host.

One of the key aspects related to the VSC that make the SC processes easier and
faster that has been addressed by Lorchirachoonku and Mo (2010) is the quick
response (QR) code and he stated that it was developed by a Japanese corporation
Denso-Wave in 1994 that has been widely used in Japan.

QR code can be quickly decoded on virtually any computing device that con-
nects to the Internet. At the moment, apart from normal desktop and laptop com-
puters, most mobile phones have built-in cameras that can read the QR code,
decode it with free software inside the phone, and then either link them to a Web
site, or store the entire business information somewhere in a server
(Lorchirachoonku and Mo 2010). Typical mobile platforms such as Apple iPhone
and Nokia phones have been proved to work seamlessly with this code. Hence, to
virtualize the identification system using QR code, a mobile phone with camera
scans and decodes the image which can then link to URLs or a global information
server is needed.

2.3 The Retailing Sector in Egypt

Recently, the growing youth population who are educated, technologically savvy and
accepting a more westernized life style lead to a growth in the Egyptian retail market
which is an evidence that the changes occurring in Egypt not only economic (Ramzy
et al. 2011). Indications in Egypt show the modernization of food retailing being
accepted, which may be related to the age of the customers (Ramzy et al. 2011).
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Goldman et al. (2002) mentioned that large supermarkets were accepted mainly
by the wealthy category of customers in developing countries. The time-starved
upper classes prefer the one-stop shopping that larger retail formats provide. In the
Egyptian retailing market, low-income residents visit the larger food stores to
benefit from the store’s economies of scale which provides them lower prices of
goods and services (Goldman et al. 2002).

Ramzy et al. (2011) mentioned that the consumer survey in the year 2010 that
reveals Egyptian retail purchasing habits recorded that Egypt is ranked the 13th on
the most attractive retail market worldwide and that it is one of the promising and
fast expanding markets in its region. Thus, the economy is lucrative for foreign
investment. Although the trend is spreading, the variation among emerging market
countries of the split of market share between small and big box retailers is large. In
addition, Egypt is currently experiencing the growth of large supermarkets and the
loss of domination by small retailers (Ramzy et al. 2011). Some of the Egyptians
are still culturally loyal and bond to small independent retailers due to the ease of
transactions. This loyalty is not as strong as in the past due to the lower prices
offered by larger food retailers.

Low-income consumers represent the majority of purchasing power in the
market in Egypt, like most of the other developing countries. Food retailers like
Carrefour started to capture market share by attracting the attention of lower-income
customers. A positive relationship between retail concentration and price has been
found in several studies (Ramzy et al. 2011).

Education is needed to teach consumers modern marketing trends. Most low-
income Egyptians do not differentiate between branded and non-branded packaged
items, especially when it comes to food and electronics. The difference between the
prices of branded versus non-branded products still not well understood in the
Egyptian culture. In emerging markets, customers do not realize the full benefits of
products; some even do not know how to access different providers’ offerings. Also
store employees suffer from the same lack of knowledge (D’Andrea et al. 2010).

2.4 Retailing Strategies

There are different strategies being applied in the food sector, where the emphasis is
on price reduction in order to gain market share or market entry. Many low-income
customers in Egypt understand neither value-based quality nor the concept of
paying more for customer service. Large retailers are able to offer assortment and
variety with lower prices, but often at the expense of services and convenient
locations. In developed nations, store quality is defined by location, price assort-
ment, fast checkout, friendly and courteous service, weekly specials, and pleasant
shopping environments (Goldman et al. 2002). These concepts have not reached
their potential when it comes to the Egyptian retail landscape.

Bellona et al. (2010) ensures that the strategies in the retail grocery industry are
as diverse as its players. Well-known grocery retail store pursues an enhanced
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differentiation strategy that has redefined the experience of grocery shopping for
consumers willing to trade price with unique service. While these companies pursue
an array of distinct strategies, all seek to strengthen existing structures, create new
value such as convenience, low cost, and quality, and create better methods to
capture value. The design of these strategies highlighted as a way of relating service
design and profits and used in assessing the industry over the next 3–5 years.

2.5 The Grocery Sector Trends and Obstacles in Egypt

Design quality provided by large grocery retail stores will be informed by some
apparent trends in the market during the next 3–5 years and beyond. According to
Bellona et al. (2010), these trends include the following: (1) healthier eating habits,
and a more sustainable lifestyle, (2) an increased passion for food due to growing
media attention, and (3) a shift from grocery shopping as a necessity toward grocery
shopping as a user experience. These trends will lead to customers’ satisfaction in
terms of searching for new food experiences demanding variety and more unusual
goods in the product line. A larger segment of the market might also be willing to
pay more for enhanced customer experience in terms of service and shopping
atmosphere.

Ramzy et al. (2011) mentioned some obstacles to the modernization of retailing
in Egypt: (1) New retail establishments are opening in crowded areas with no
parking facilities, (2) Out-of-stock situations are experienced daily in many stores,
(3) Returning merchandise is neither a pleasant nor an easy task for customers, (4)
Telephone services numbers are not usually working and if occasionally customers
are often placed on hold for extended periods, and (5) Consumers often receive
conflicting messages from retailers, resulting in frustration.

2.6 The Grocery Retail Sector Growth

As the Egyptian youth buying power increase, this leads to increase in the expected
growth in the e-commerce business, as well as an increase in the customer’s
knowledge which will lead to increase in the demand for service quality. Increasing
access to the Internet enables Egyptians to customize orders and obtain products
which were previously inaccessible. A movement toward dual household income is
also increasing Egyptians buying power. Consequently, middle-income Egyptian
families have more discretionary income than the past (Ramzy et al. 2011).

In 2008 and 2009, the consumer food retail sector has witnessed a huge growth
despite the global downturn in 2009, in addition to the presence and opening of new
international and domestic retail companies (Maldonado and Mansour 2009).
Recently, Egyptian consumers face changes in their lifestyle as consumers became
more westernized in terms of their work and their eating habits, taking in
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consideration the increasing percentage of women workforce. All these elements
contributed to the rise in food services and retail sales.

A massive reduction in the catering business in Egypt recorded by about 15–
20 % due to the global financial crisis; then, the increasing number of the inter-
national chains in Egypt with variety of products and the increase in the level of
income and brand advertising led to a growth in the retail sales by the same portion
(Maldonado and Mansour 2009).

Rapid development in the food retail sector continues in Egypt. More hyper-
markets and supermarkets are spreading in the two largest cities in Egypt, Cairo and
Alexandria, as the Egyptian population is exceeding the 80 million citizens based
on the recent World Bank report in 2012 http://data.worldbank.org/indicator/SP.
POP.TOTL, in addition to spreading in other governorates of Egypt, primarily the
Red Sea resort area (Maldonado and Mansour 2009).

Ramzy et al. (2011) compared the Egyptian retail sector to the American and
European retail sector and mentioned that small grocers and independent stores
dominated the grocery market in the past and they were the primary source of
products. However, today the large store format dominates the USA and Europe as
supermarkets and hypermarkets take the majority of market share.

According to Egypt Retail Report (2010), the sales of the Egyptian retail
industry is expected to grow in the coming years from EGP 147.80 billion (US
$27.22 billion) in 2010 to EGP 208.37 billion (US$38.37 billion) by 2014.

In 2010, Egypt’s GDP was US$226 billion. GDP per capita is predicted to
increase by 63.9 % to reach US$4.463 between the years 2010 and 2014, which
will lead to fluctuation in demand for the luxurious products and necessitates more
modern retail technology. Attraction of the international brands will be witnessed
for the Egyptian retailing market in a result of that shift in demand and income
(Ramzy et al. 2011).

2.7 Grocery Stores Classification

Maldonado and Mansour (2009) highlighted the introduction of hypermarkets with
more than 5000 m2, supermarkets with more than 450 m2, and mini markets with
more than 150 m2 is helping to reshape the retail industry in Egypt in addition to the
shopping habits of customers. They also clarified that one of the major obstacles to
expansion is the limited availability of shelf space. Larger land space is needed for
hypermarkets to fulfill sufficient retail space for customers and larger storage area
and more parking spots which is not available in central Cairo. However, sufficient
land spaces are available in other cities such as Alexandria and other suburban areas
which are rapidly developing.

Ramzy et al. (2011) also mentioned in their research that the grocery chains are
also experiencing success in Egypt. For example, Carrefour, Spinneys and the
locally owned Hyper One are opening stores (Egypt: Retail sector to reach US
$25.33 billion, 2011) and also they highlighted that there is a potential for more
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retail expansion since the market is undersupplied (Economic Update Egypt: The
rise of retail Egypt, 2011).

Maldonado and Mansour (2009) also analyzed the Egyptian retail industry, by
focusing on Carrefour France which recently operates six stores and has a future
plan to expand in the market and open eighteen new stores during the next five
years including in their plan another sixteen small express stores. The researchers
included in their research other chain stores and referred to Metro, a local super-
market chain that has 39 branches and Khair Zaman operates 21 branches. Also
they provided a detailed focus on Carrefour the well-known international hyper-
market as follows:

“The French chain Carrefour has revolutionized the retail industry in Egypt by
introducing a new format for hypermarket shopping. Carrefour opened six hyper-
markets: four in Cairo and two in Alexandria. The first Carrefour opened in
December 2002, covering 28,000 m2 of retail space. Two of them opened in 2003,
covering 32,000 m2, one opened in 2008, and two opened in 2009. Carrefour is
now reporting an average of 17,000 visitors per day on weekdays and 40,000
visitors on the weekends; an average of 7500 transactions a day during week days
and 13,000 daily on weekends. Their focus is on middle-income families and they
rely primarily on local goods.”

2.8 Technology Acceptance Model

According to Liu et al. (2008), TAM appears to be the most widely accepted theory
among information systems research for studying users’ system acceptance
behavior. Many researchers relied on TAM where its functionality as a basic model
was integrated with different theories and tested in order to predict the behavior of
different users.

As indicated by Schepers and Wetzels (2007), TAM was inspired by the theory
of reasoned action (TRA) of Fishbein and Ajzen, which assured that both the
attitude toward a specific technology has an impact on the behavioral intention of
people, which in turn affects how those people perform the action toward that
technology.

To date, TAM has been the only model which has mostly captured the attention
of the information systems community. Thus, it is essential for anyone willing to
study user acceptance of a specific technology to have an understanding of the
TAM (Chuttur 2009).

Chuttur (2009) mentioned that most of the studies carried out in this research
area failed to produce reliable measures that could explain system acceptance or
rejection. Chuttur also indicated in his research the TAM as a system that is used as
a response that can be explained or predicted by user motivation, which, conse-
quently is directly influenced by an external motivation consisting of the actual
system’s features and capabilities.
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Schepers and Wetzels (2007) defined TAM in their research, as one of the best
known models that explains the intention to use a technology. It assumes that the
perceived usefulness (PU) and the perceived ease of use (PEOU) are central in
influencing a person’s attitude and behavioral intention toward using it.

Schepers and Wetzels (2007) based on their review for several research papers
provided a quantitative and qualitative meta-analysis of the TAM’s variables. The
quantitative analysis only focused on three relationships: (1) perceived usefulness
and perceived ease of use, (2) perceived usefulness and technology acceptance (i.e.,
named in other researches the actual use of technology), and the last one (3)
perceived ease of use and technology acceptance (actual use). The researchers
highlighted and focused on some other variables that may affect the TAM, one of
these variables was the culture.

The TAM identifies perceived ease of use and perceived usefulness as key
independent variables. Perceived usefulness is also influenced by perceived ease of
use (Dishawa and Strong 1999).

Dishawa and Strong (1999) mentioned that TAM is an excellent model by itself,
as it is internally sound and based directly on well-tested attitude/behavior models.
Tests of TAM have consistently produced similar results. TAM, however, does
have some weaknesses. While TAM provides excellent explanation of intention to
use, it is much weaker for actual use. TAM’s two independent variables, namely
perceived usefulness and perceived ease of use, are still important contributors to
explaining utilization (Fig. 1).

A weakness of TAM for understanding IT utilization was provided by Dishawa
and Strong (1999) which is its lack of task focus. IT is a tool by which users
accomplish organizational tasks. The lack of task characteristics in evaluating IT
and its acceptance, use, and performance contributes to the mixed results in IT
evaluations. While TAM’s usefulness concept implicitly includes task, more
explicit addition of task characteristics may provide a better model of IT utilization.

Fig. 1 Technology acceptance model (TAM). Source Dishawa and Strong (1999)
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Users’ motivation can be explained by three factors: perceived ease of use,
perceived usefulness, and attitude toward using the system. He hypothesized that
the attitude of a user toward a system was a major determinant of whether the user
will actually use or reject the system (Chuttur 2009).

Chuttur (2009) relied on several other related studies to identify only two distinct
beliefs, perceived usefulness and perceived ease of use, that were sufficient enough
to predict the attitude of a user toward the use of a system. Related studies on
perceived usefulness and perceived ease of use highlighted the importance of these
two variables in predicting a person’s behavior.

Chuttur (2009) provided a definition to “perceived usefulness” as the degree to
which an individual believes that using a particular system would enhance his or her
job performance, where “Perceived ease of use” is the degree to which an individual
believes that using a particular system would be free of physical and mental effort.

Schepers and Wetzels (2007) mentioned that attitude can be defined as the
degree to which a person has a favorable or unfavorable evaluation or appraisal of
the behavior.

3 Research Model and Hypotheses

The typical TAM shows the relation between the five variables: perceived useful-
ness, perceived ease of use, attitude toward using the virtual shopping, intention to
use virtual shopping, and the actual use of the virtual shopping. The effect of each
variable on the other is highlighted by using arrows as clarified in the following
figure with indicating the hypotheses number on the model (Fig. 2).

H1 Perceived ease of use is positively associated with perceived usefulness.
H2 Perceived ease of use is positively associated with attitude to the virtual

shopping.
H3 Perceived usefulness is positively associated with attitude to the virtual

shopping.
H4 User’s attitude to the virtual shopping is positively associated with intention to

use the virtual shopping.

Actual use of 
virtual supply 

chain

Perceived 
Usefulness 

Perceived 
Ease of Use 

Attitude towards 
using virtual 

shopping 

Intention to use 
virtual shopping 

H3

H5 H4
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Fig. 2 Research model
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H5 User’s perceived usefulness is positively associated with intention to use the
virtual shopping.

H6 If users have intention to use the VSC, then the virtual shopping will be
actually used.

4 Research Methodology

This research is empirical by obtaining data from individuals and industry experts.
The research is based on two phases: the first phase describes the adoption of VSC
by the grocery retail stores in Alexandria and the second phase examines the
Egyptian customer’s willingness to accept the virtual idea based on the application
of TAM a questionnaire targeting potential Egyptian customers.

A printed questionnaire is used to study the degree of preparedness of the
Egyptian customer to accept the virtual shopping concept. The questionnaire is used
to empirically test the TAM’s hypotheses and the data collected were quantitatively
analyzed on a statistical basis. All the variables of the TAM reviewed in the
literature review part have been included in the questionnaire.

The questionnaire was distributed in Arabic as it is the native language of the
Egyptian customers. Simple random sampling was used to select respondents and
the total number of respondents was 312 full responses of 400 distributed which
represent a response rate of 76 %. A pilot test was conducted in order to validate the
instrument in terms of language and structure.

A personalized cover letter was provided at the beginning of the questionnaire
highlighting the importance of the study. The questionnaire consists of forty four
questions divided into four groups. The statements of the questionnaire are related
to variables under study (perceived ease of use = 5 statements, perceived useful-
ness = 5 statements, behavioral intention = 4 statements, attitude = 4 statements,
and actual use = 3 statements).

A lack of multivariate normality is particularly troublesome, because it sub-
stantially inflates the chi-square statistic and provides parameter estimates with too
much statistical power (Abdel Hamid 2013). AMOS provides some additional
goodness-of-fit indices researchers can use it to resolve the problem of chi-square
biasness to large sample size and normality issue.

The most common measure of model goodness-of-fit is chi-square/degrees-of-
freedom (CMIN/DF). The value of (CMIN/DF) ratio should not exceed 5. AMOS
provides some additional goodness-of-fit indices researchers can use it to resolve
the problem of chi-square biasness to large sample size and normality issue (Abdel
Hamid 2013).
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5 Findings and Analysis

The research model is measured and analyzed by using structural equation model
(SEM) by using AMOS18 and SPSS. The analysis of the TAM evaluates the extent
to which the Egyptian customer will accept the new technology, i.e., the virtual
shopping. The analysis revealed a significant relation between the TAM variables
(perceived ease of use, perceived usefulness, attitude toward use, intention to use,
and actual use) (Fig. 3).

PEOU = perceived ease of use, PU = perceived usefulness of the virtual
shopping, Int. = behavioral intention toward the virtual shopping, Att. = attitude
toward the virtual shopping, and AU = actual use of the virtual shopping.

In order to determine the goodness-of-model fit, some measures need to be
observed and highlighted; the chi-square statistic and the model fit that has the CFI,
TLI, and RMSEA. As noted in the following Table 1, the chi-square equals to
386.060 which represents a good fit of the model and considered a significant value.
P indicates significant regression path when (P < 0.001), also the path is considered
as significant when the C.R. is at 0.5 level or higher.

As the research sample size equals to 312, AMOS software automatically sums
responses to keep the research results accuracy high and dependable, so the distinct
sample responses according to AMOS calculation equal to 231 and the estimated
parameters equal to 48 resulting from the total of variances and the regression
weights of the unlabeled parameters that are neither fixed nor labeled. Such
parameters are free to take on any value.

Fig. 3 Technology acceptance model (measurement model)
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Also other indicators that measure the goodness-of-model fit is the CMIN/
df = 2.011, CFI = 0.961, TLI = 0.955, andRMSEA=0.057. These values demonstrate
that the hypothesized model has a good fit with the observed data, supported by the
chi-square, indicates that the probability level is significant as shown in Table 1.

The proposed model of the study contains the following hypotheses:

H1: Perceived ease of use is positively associated with perceived
usefulness. (Supported)

The findings of testing H1 revealed that there is a highly significant relation
between perceived ease of use and perceived usefulness, as the Egyptian customers
perceives the ease of using the virtual shopping related to its usefulness. This
relationship yields (P < 0.001, C.R. = 9.562).

H2: Perceived ease of use is positively associated with attitude to the
virtual shopping. (Supported)

The relation between the perceived ease of use of the virtual shopping is posi-
tively associated with attitude of the Egyptian customers toward using this tech-
nology, and its significance achieves (P < 0.001, C.R. = 3.657).

H3: Perceived usefulness is positively associated with attitude to the
virtual shopping. (Supported)

Testing the relation between the two variables; perceived usefulness of trying the
virtual shopping and the attitude toward using it achieved an acceptable significance
P value (P < 0.001, C.R. = 4.320).

H4: User’s attitude to the smart mobile phones is positively associated
with intention to use the virtual shopping. (Supported)

H4 examines that if there is a positive relation between the attitude of the
Egyptian customers and their intention to use their smart mobile phones or devices
in trying the virtual shopping, the result of the hypothesis also yields a high sig-
nificant P value (P < 0.001, C.R. = 3.421).

H5: User’s perceived usefulness is positively associated with intention
to use the virtual shopping. (Supported)

The relation between the Egyptian customer’s perspective of finding the virtual
shopping useful in their life and their intention toward using it records in testing the

Table 1 Computation of
degrees of freedom

Number of distinct sample moments 231

Number of distinct parameters to be estimated 48

Degrees of freedom (231 − 48) 183

Chi-square 368.060

Probability level (P) 0.000

Sample size 312
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model that there is a strong relationship between the two variables represented in a
high significance P value (P < 0.001, C.R. = 12.436).

H6: If users have intention to use the VSC, then the virtual shopping
will be actually used. (Supported)

Testing H6 examines the effect of the Egyptian customer’s intention to use the
virtual shopping and actually using this technology. The relation between the two
variable yields the highest significance level of P value (P < 0.001, C.R. = 17.225).

Table 2 shows the summary of the hypotheses testing.

6 Conclusions

In summary of research results, this research provided a detailed analysis about the
development of the VSC concept in integration with the analysis of the Egyptian
populations and their willingness to adopt new technology and deal with it on a
daily basis that may enhance their lifestyle in terms of saving time and effort.

The analysis of the research survey results shows that the Egyptian population is
on a satisfactory level of involvement in using smart mobile devices and technol-
ogy. Thus, the application of the VSC, translated to the virtual shopping to cus-
tomers, will not be complicated.

Applying the VSC in the Egyptian grocery retail market would enhance the
business and boost this sector’s outcome, which in turn help in improving the
country’s economy.

Table 2 Regression weights and hypotheses testing sample size (n = 312)

# Path direction Standardized
regression weights

Sig. C.R

1 Perceived
usefulness

← Perceived ease
of use

0.842 *** 9.562

2 Attitude ← Perceived ease
of use

0.419 *** 3.657

3 Attitude ← Perceived
usefulness

0.440 *** 4.320

4 Behavioral
intention

← Perceived
usefulness

0.838 *** 12.436

5 Behavioral
intention

← Attitude 0.147 *** 3.421

6 Actual use ← Behavioral
intention

0.881 *** 17.225

***p < .001
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7 Recommendations

The high demand from the Egyptian customers on the large retail stores represents a
real opportunity for retailers, promising profit margins, and competitive advantage
in the Egyptian retail sector and the global market as well.

Based on the questionnaire analysis of this research, the sample chosen
encourages the idea based on their familiarity with using smart mobile phones and
devices, so a user-friendly application uploaded to their devices would be beneficial
to encourage those who find the virtual shopping complicated.

International retail investment in Egypt must be developed in the coming period.
Good partnership must be developed between the international retailers and the
local suppliers and the other members and intermediaries in the distribution net-
work, in addition to understanding the local culture and the consumer’s preferences
of the new environment.

References

Abdel Hamid, Mohamed Abdel Kader, (2013). Investigating the factors that influence continue
receive mobile SMS advertisement: an empirical study applied in Egypt. Ph.D. University of
Lincoln

Bellona D, Breivik K, Cannon C, Yap M (2010) Industry analysis: retail grocery industry analysis,
value creation and best practices

Chuttur MY (2009) Overview of the technology acceptance model: origins
Dawson P (2008) IT virtualization—virtual tales and real life stories. Eng Technol 3(3):56–58
Dishawa MT, Strong DM (1999) Extending the technology acceptance model with task-

technology fit constructs. Inf Manag 36(1):9–21
D’Andrea G, Marcotte D, Morrison GD (2010) Let emerging market customers be your teachers,

Harvard Business Review. pp 2301–2304
Goldman A, Ramaswami S, Krider RE (2002) Barriers to the advancement of modern food retail

formats: theory and measurement. J Retail 78:281–295
Kisperska-Moroń D (2010) Evolution of competencies of logistics and supply chain managers.

LogForum. [online] Available at: http://www.logforum.net/vol6/issue3/no3. Accessed 9 Apr
2012

Liu SH, Liao HL, Peng CJ (2008) Applying the technology acceptance model and follow theory to
online E-learning users’ acceptance behavior. Inf Syst 6(2)

Lorchirachoonkul W, Mo JPT (2010) RFID implementation with virtual infrastructures. Bus
Process Manag J 16(6):917–931

Maldonado J, Mansour S (2009) Egypt retail food sector. Global agricultural information network
report

Manthou V, Vlachopoulou M, Folinas D (2004) Virtual e-Chain (VeC) model for supply chain
collaboration. Int J Inf Manag 87:241–250. Available through: ScienceDirect database.
Accessed 17 Mar 2011

Ramzy O, James RO (2011) The Egyptian retailing industry. J Int Bus Eco 11(3):1–2. [online]
Available at: http://www.hu.edu.eg/sites/default/files/files/Egyptian%20Retail%20Industry.pdf.
Accessed 4 Mar 2014

Investigating the End-Customers’ Acceptance of the Virtual … 95

http://www.logforum.net/vol6/issue3/no3
http://www.hu.edu.eg/sites/default/files/files/Egyptian%20Retail%20Industry.pdf


Johnston RB, Smith SP, Howard S (2006) Virtual models in online shopping: do they help or
hinder customers. [online] Available at: http://is2.lse.ac.uk/asp/aspecis/20060120.pdf.
Accessed 10 Apr 2012

Schepers J, Wetzels M (2007) A meta-analysis of the technology acceptance model: investigating
subjective norm and moderation effects. Elsevier. [Online] Available at: www.sciencedirect.
com. Accessed 29 Dec 2012

Zarour N, Boufaida M, Seinturier L, Estraillier P (2005) Supporting virtual enterprise systems
using agent coordination. Knowl Inf Syst 8(3):330–349

96 S. Gad et al.

http://is2.lse.ac.uk/asp/aspecis/20060120.pdf
http://www.sciencedirect.com
http://www.sciencedirect.com


Part II
Sustainable Logistics



The Effect of Institutional Pressures
and Top Managers’ Posture on Green
Supply Chain Management

Yi-Chun Huang and Min-Li Yang

Abstract This chapter applies stewardship theory to explain the effects of top
managers’ postures toward green supply chain management (GSCM). It combines
institutional theory and stewardship theory to examine the relationship among
institutional pressure, top managers’ posture, and GSCM. The method of ques-
tionnaire investigation is adopted for electrical and electronic industries in Taiwan.
A total of 1000 questionnaires was mailed, and the 180 valid questionnaires were
returned. There are some main findings. First, institutional pressures have signifi-
cant positive effect on the GSCM. Second, institutional pressures have significant
positive effect on top managers’ posture. Third, top managers’ posture has a sig-
nificant positive effect on GSCM. Finally, institutional pressures through top
managers’ posture have indirect effect on GSCM.

Keywords Green supply chain management (GSCM) � Institutional pressure �
Top managers’ posture

1 Introduction

The dramatic rise of the climate agenda has had a significant effort on the envi-
ronmental policy area. Therefore, today as never before people are concerned with
the environment and climate change (Walker et al. 2008). Moreover, with the rise of
international environmental regulations such as the Montreal Agreement, the Basel
Treaty, the Kyoto Protocol, the Waste Electrical and Electronic Equipment (WEEE)
Directive, the Restriction of Hazardous Substances (RoHS) Directive, and
Eco-design for Energy using products (EuP) Directive, increasingly, companies are
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recognizing that environmental management is a key strategic issue with the
potential for a lasting impact on organizational performance (Diabat and Govindan
2011; Huang et al. 2009; Huang and Wu 2010). In the field of business and
management, there is an increasing onus on the role of organisations in society
(Ambec and Lanoie 2008; Huang et al. 2012), and their responsibilities to minimize
impacts upon the environment (Hart 1995; Christmann 2000). Firms are facing
increasing pressure to become responsible and greener. Companies should rethink
the way they plan to do business in the future to stay profitable (Kumar et al. 2012).

How does a company respond to the green issues challenge? Huang et al. (2012)
argued that when organizations deliberate as to how to respond to the green
challenge, they should consider the importance of taking more direct green’s action;
therefore, green supply chain management (GSCM) plays a critical role (Azevedo
et al. 2011; Kumar et al. 2012; Rao and Holt 2005; Walker et al. 2008; Zhu et al.
2011). GSCM is an approach that aims at the overall optimization of material and
information flows along the value chain. Development of environmentally friendly
processes, products, and services requires a unified effort by all members of the
supply chain (SC) to avoid sub-optimization at the partner level. GSCM imple-
mentation could include reducing packaging and waste, assessing vendors on their
environmental performance, developing more eco-friendly products, and reducing
carbon emissions associated with transport of goods (Walker et al. 2008). The
implementation of GSCM is expected to result in improved environmental per-
formance as measured by reductions in air emissions, effluent waste, solid waste,
and the consumption of toxic materials (Zhu and Sarkis 2004). There is concern,
however, whether such environmental sustainability efforts will ultimately translate
into improved market share and profitability (Kumar et al. 2012). Ultimately,
manufacturing managers are responsible for the performance of the organizations
for which they work.

GSCM has emerged as an organizational philosophy which helps organizations
and their partners to achieve corporate profit and market-share objectives by
reducing environmental risk and impacts while improving ecological efficiency
(Azevedo 2011; Rao and Holt 2005; Zhu et al. 2008). There are some works to
investigate the factors that drive organization to implement GSCM (Diabat and
Govindan 2011; Walker et al. 2008; Zhu and Sarkis 2006; Zhu et al. 2011). Still
some questions need to clarify? Why should companies care? Why do organiza-
tions that face same institutional pressures to adopt different practices of GSCM? In
order to investigate the questions further, this study use stewardship theory to
explain the effects of top managers’ postures toward GSCM. Therefore, this study
draws both institutional theory and stewardship theory to explore the relationship
among institutional pressure, top managers’ posture and GSCM. GSCM has
emerged as an organizational philosophy which helps organizations and their
partners to achieve corporate profit and market-share objectives by reducing
environmental risk and impacts while improving ecological efficiency (Azevedo
2011; Rao and Holt 2005; Zhu et al. 2008). There are some works to investigate the
factors that drive organization to implement GSCM (Diabat and Govindan 2011;
Walker et al. 2008; Zhu and Sarkis 2006; Zhu et al. 2011). Still some questions
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need to clarify? Why should companies care? Why do organizations that face same
institutional pressures to adopt different practices of GSCM? In order to investigate
the questions further, this study use stewardship theory to explain the effects of top
managers’ postures toward GSCM. Therefore, this study draws both institutional
theory and stewardship theory to explore the relationship among institutional
pressure, top managers’ posture, and GSCM.

2 Theoretical Background and Research Hypotheses

2.1 Previous Literature

A number of authors have referred to the green supply chain (GSC) over the past
decade due to emerging environmental management topics. The growth in this GSC
literature extends back to the early 1990s with the advent of corporate environ-
mental management, environmentally conscious manufacturing strategy, and sup-
ply chain management literature (Zhu and Sarkis 2005).

A number of authors have studied GSCM, which is one of the more popular
emerging corporate environmental management topics that have arisen over the past
decade. For example, Bowen et al. (2001a) analyzed implementation patterns of
green supply and found three types of green supply, including product-based green
supply and advanced green supply. Sarkis (2003) presented a strategic decision
framework to evaluate GSC alternatives using an analytical network process. Holt
and Ghobadian (2009) examined the level and nature of greening the SC in the UK
manufacturing sector. Hu and Hsu (2010) explore factors that are critical for
implementing GSCM in the Taiwanese electrical and electronics industries relative
to European Union directives, and extract 20 critical factors along four dimensions
(supplier management, product recycling, organization involvement, and life cycle
management). Zhu et al. (2008) evaluated GSCM practices by relating GSCM to
closing the SC loop for four Chinese industries (power generation, chemical/
petroleum, electrical/electronic, and automobile). They concluded that adoption of
GSCM implementation in different industrial contexts is not uniform across the four
industries.

In addition, the work explores the driving forces behind environmental behavior,
the specific management practices that result, and the relationships between them.
Bowen et al. (2001b) analyzed the relationship between supply management
capabilities and green supply practices and identified internal drivers for imple-
menting green supply policies (strategic purchasing and supply, corporate envi-
ronmental proactivity, and supply management capabilities). Trowbridge (2001)
distinguished between internal and external drivers for the implementation of
GSCM at a chip manufacturer. Internal drivers include the willingness to improve
risk management due to potential interruptions in the SC, and the collaboration with
suppliers to find alternative materials and equipment that minimize environmental
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impacts. External drivers include customers, investors, and non-governmental
organizations. Lee (2008) identified the main drivers for companies to participate in
GSCM implementation as buyer influence, government involvement, and GSC
readiness. Walker et al. (2008) reviewed the literature and identified the factors that
drive or hinder organizations to implement GSCM initiatives; these includes
internal drivers, such as organizational factors, and external drivers such as regu-
lation, customers, competitors, society, and suppliers. Based on interviews con-
ducted at seven different private and public sector organizations, they further
identified the internal barriers such as cost and lack of legitimacy, as well as
external barriers such as regulation, poor supplier commitment, and industry spe-
cific barriers. Diabat and Govindan (2011) used an interpretive structural modeling
(ISM) framework to find the drivers affecting the implementation of GSCM.

Rao and Holt (2005) observed that greening different phases of the SC leads to
an integrated GSC, which in turn leads to competitiveness and better economical
and operational performance. Azevedo et al. (2011) investigated and tested the
relationships between green practices of supply chain management and SC per-
formance from five case studies taken from the Portuguese automotive SC. They
found that green practices have positive effects on quality, customer satisfaction,
and efficiency, but have negative effects on SC performance. Kumar et al. (2012)
explores companies can use to understand and improve SC sustainability practices.
The results demonstrate that eliminating waste throughout the SC will make the SC
more profitable. Green Jr. et al. (2012) found that implementation of GSCM
practices such as green purchasing, cooperation with customers, eco-design, and
investment recovery will lead to improved environmental and economic
performance.

2.2 Institutional Theory and GSCM Implementation

2.2.1 Institutional Theory

Institutional theory (Hirsch 1975; Parsons 1956; Thompson 1967; Weber 1930)
investigates how external forces influence an organization. DiMaggio and Powell
(1983) argues that managerial decisions are strongly influenced by three institu-
tional mechanisms—coercive, mimetic, and normative isomorphism—that create
and diffuse a common set of values, norms, and rules to produce similar practices
and structures across organizations that share a common organizational field.
Jennings and Zandbergen (1995) were the first to apply institutional theory to
explain firms’ adoption of environmental management practices. Green institutional
theory offers that institutional forces—coercive, mimetic, and normative—impact
how firms address green issues (Jennings and Zandbergen 1995). Recently, critics
of existing institutional research (Hirsch 1975; Hirsch and Lounsbury 1997;
Hoffman 2001) have argued that institutional literature (Scott 2014) places too
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much emphasis on the homogeneity of organizational populations and not the
processes that may or may not create this outcome.

An organizational field is defined as ‘those organizational that constitute a
recognized area of institutional life: key suppliers, resource and product consumers,
regulatory agencies and other organizations that produce similar services or prod-
ucts (DiMaggio and Powell 1983, p. 148). Therefore, we propose that all institu-
tional pressures (i.e., coercive, mimetic, and normative) have the capacity to
influence an organization’s responsiveness to GSCM.

2.2.2 Institutional Pressures on GSCM Implementation

Vachon and Klassen (2006) mentioned the GSCM practices and defined that as
management practices that in essence organizations can choose to directly devote or
invest their own resources in order to improve environment of SC members. Rao
and Holt (2005) classified the GSCM practice as internal logistics, internal SC,
external logistics, and reverse logistics. Zhu and Sarkis (2007) note that the GSCM
practices include five parts which are internal environmental management, green
procurement, collaboration with customers, investments in waste recycling, and
eco-design.

In the issues of institutional pressures and environments, Jennings and
Zandbergen (1995) firstly cite the institutional theory to interpret enterprises’
adoption of environmental management practices and that green institutional theory
contains coercive, mimetic, and normative institutional power and will influence
enterprises to resolve green issues. Zhu and Sarkis (2007) explore that Chinese
manufacturers are driven to implement GSCM because of institutional pressures,
while Hoffman (2001) believes that governments, regulators, competitors and
consumers, community and environmental interest groups, and industry associa-
tions can directly affect plant’s environmental practices. Delmas and Toffel (2004)
propose the interested parties will take coercive power and norms to put pressure on
companies, and make them adopt environmental management practices. Clemens
and Douglas’ (2006) study shows that institutional pressures will affect the green
voluntary environmental action. Consumer pressure spurs organizations into the
implementation and response to environmental protection to enhance performance
(Kagan et al. 2003). Ye et al. (2013) indicate that coercive pressure, normative
pressure, and mimetic pressure are three essential pressures, which are the key
environmental factors that reverse logistics practices. In conclusion, this study
suggests that the institutional pressure which enterprises are facing will affect the
GSCM implementation. Consequently, the following hypothesis is proposed:

H1: The institutional pressures have direct positive influence on the enterprises’
GSCM implementation.
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2.3 Top Managers’ Posture

2.3.1 Stewardship Theory

Stewardship theory is used as the theoretical driver of this research. Stewardship
theory is a complementary theory to agency theory, as managers find that they
identify with their organization and do not instinctively act in an opportunistic way
(Davis et al. 1997). Along with psychological factors centered on the individual,
stewardship theory defines situational aspects of management philosophy and
organizational culture. In the realm, managers are more concerned about the well-
being of the organization and their identity is tied to that of organization (Craig and
Dibrell 2006).

After weighing the individual needs and organizational objectives, the execu-
tives believe that to meet organizational goals through hard work for the organi-
zation will also maximize personal effectiveness. Stewardship behaviors are
collectivism and the pursuit of organizational interests. Hernandez (2012) defines
stewardship behaviors of top managers as on the basis that personal interests are
closely related to interests of the organization, key management personnel naturally
do everything they can to protect the interests of the organization and to maximize
the benefits of the organization.

In this research, we are concerned with using the stewardship theoretical
framework to understand top managers’ posture that potentially is influenced
institutional pressures and affects GSCM implementation.

2.3.2 Institutional Pressures on Top Managers’ Posture

From the point of view of institutional theory, the organization will be definitely
affected by external pressures. The organization must try to respond to these
pressures, otherwise they will endanger the survival of the organization (Selznick
1949). These pressures exerted on the organization will also affect the organiza-
tional practices and structures (Scott 1995). Oliver (1997) also considers the
organization in the face of the institutional pressure will produce the following
actions: Organizational choices will be limited by outside institutional pressures;
organizational survival depends on whether the organization can respond and meet
the requirements of the outside world and seeks legitimacy of the organization
itself; and the organization will be driven by outside interests.

On the relationship between institutional pressures and stewardship behaviors,
Sharma (2000) states that top executives’ cognition on the external environment
will affect the actions adopted and the environmental strategy selected by the
organization. Zhu and Cote (2004) advocate that the driving forces for the aspects
of green trade barriers on exports, investment in overseas downstream manufac-
turers, consumer pressure, environmental care, etc., also make top executives aware
of the importance of environmental issues, and start thinking about the GSCM
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practices. Seuring (2004) considers that GSCM is a continuing need for cost
effectiveness and long-term sustainable development in the growth process of a
company, and when companies are forced to be competitive in the image and
reputation of environmental protection, the top executives’ concept of environ-
mental consciousness will be the key issue in the growth process. Government
regulatory power and other interested parties make the executive cognizes that
whether the company’s products are in compliance with environmental laws and
regulations, and this will affect the implementation of the company’s environmental
protection policies (Ye et al. 2013). Zhu and Sarkis (2006) state that governmental
regulations and corporate environmental goals are two major business pressures,
and companies cannot ignore these issues and must be integrated them into business
execution planning. To sum up, this study suggests that the institutional pressure
which enterprises are facing will affect the Stewardship behaviors of top managers,
and further proposes the hypothesis:

H2: The institutional pressures have direct positive influence on top managers’
posture toward GSCM.

2.3.3 Top Managers’ Posture on GSCM Implementation

Some research works have emphasized that top management plays a critical role in
establishing an organization’s norms and expectations (Chatterjee et al. 2002). For
instance, top managers’ posture has a positive implementation of product recovery
(Ye et al. 2013). On the relationship between stewardship behaviors of top man-
agers and GSCM, Banerjee et al. (2003) mention that the key management per-
sonnel’s commitment is the strong internal force to promote corporate
environmental theory of top executives. Sharma (2000) also states that top exec-
utives’ cognition on the external environment will affect the actions adopted and the
environmental strategy selected by the organization. Steger (1996) suggests that the
GSC needs the value chain which takes the environmental protection as the basis as
well as creates and learns organizational culture in the company’s management
system.

In addition, Handfield et al. (2005) believe that the company’s top executives
should realize the importance of environmental issues in the SC. Trowbridge (2001)
also points out that the strong support of top executives on GSCM practices and risk
management will be an internal driver that can enhance cooperation mechanism
among the various units. From the foregoing, this study considers that the cognition
and commitment of stewardship behaviors of top managers on environmental
management will affect GSCM implementation, and the hypothesis is proposed:

H3: The top managers’ postures toward GSCM have direct positive influence on
GSCM implementation.
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2.4 Top Managers’ Postures Mediating Effect

On the relationship among institutional pressures, top managers’ posture towards
GSCM, and GSCM implementation, when the top executives respond to the insti-
tutional environment’s concerns or pressures for the purpose of environmental
protection, the top executives need to understand this issue and implications of the
issue on organizations and in what ways they should respond to this issue (Jennings
and Zanbergen 1995). When companies face the issues of environmental protection,
top executives would respond to the market at the time in order to remain com-
petitive, especially frontline staff within the enterprise often takes the lead in
grasping customer needs and market information (Ye et al. 2013). Many top exec-
utives of Taiwan’s manufacturing industry believe that the enterprise can amplify its
market share when taking green products as production orientation, which is also in
line with international environmental regulations. To explore markets overseas for
the products, this will be of great benefit (Huang and Wu 2010).

Today’s environmental regulations have become increasingly stringent, espe-
cially in the face of the EU environmental directives, the electronic products of
Taiwan’s electrical and electronic industry exported to the EU are forbidden from
containing toxic substances, the directives are of high standards of environmental
protection, such external regulatory pressures and the driving pressure from relevant
interested parties also make top executives aware of the importance of environ-
mental issues, and start thinking about the implementation of GSCM (Zhu and Cote
2004). The enterprises are driven to implement GSCM when executives perceive
external environmental pressures, and it makes products comply with environ-
mental laws and regulations and also can enhance the company’s image and a
competitive advantage (Zhu et al. 2007). In summary, this study suggests that the
institutional pressure which enterprises are facing will affect the enterprises’ GSCM
implementation through top managers’ posture. Consequently, further puts forward
the hypotheses:

H4: Top managers’ postures toward GSCM have indirect influence on the rela-
tionship between institutional pressures and GSCM implementation.

3 Research Methods

3.1 Operational Definition

3.1.1 Institutional Pressures

The current study defines institutional pressure as the capacity to influence an
organization’s responsiveness to GSCM, including coercive, mimetic, and norma-
tive pressures (DiMaggio and Powell 1983). This study adopts what Delmas and
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Toffel (2004), Khanna and Speir (2007) propose that the interested parties use
normative and coercive power to bring pressure on the enterprise, including pres-
sures from the government, consumers, interest group pressures, competitors, and
industry associations.

3.1.2 Top Managers’ Posture

Referring to Hernandez’s (2012) definition, this study defines stewardship behav-
iors of top managers as on account of personal cognition and affection for the
organization, top managers naturally do everything they can to protect the long-
term interests of the organization, and to maximize the benefits of the organization.
According to this view, this study suggests that corporate managers perceive the
threat of external pressure and will conduct the GSCM implementation on account
of the manager’s commitment to the organization and the environment. Following
the recommendation suggested by Sharma (2000), Banerjee et al. (2003), we divide
top managers’ posture into two constructs as cognitive mechanism and emotional
mechanism.

3.1.3 GSCM Implementation

This study adopts Srivastava’s (2007) definition of GSCM implementation which is
adding environmental concepts into the supply chain management including
product design, material purchase, manufacturing processes, ultimate consumer,
and product recycling. Following Zhu and Sarkis (2007) research, the current study
divides GSCM practices into five constructs as internal environmental management,
green procurement, collaboration with customers, investment in waste recycling,
and ecological design.

3.2 Sampling and Data Collection

This study selected the members of 2011–2012 of Taiwan Electrical and Electronic
Manufacturers’ Association as the population totaling 3604 members, and then,
randomly selected 1000 member companies out of the companies with a capital of
more than NT $10 million taken as a sampling standard. Questionnaires were sent
out by postal mail.

Among 180 valid questionnaires, currently the first generation businesses
occupy the majority of the respondents, accounting for 78.3 %, followed by the
second generation businesses, accounting for 14.4 %; enterprises with 200–1000
employees make up the majority of all, accounting for 52.2 %; followed by the ones
with less than 200 employees, accounting for 37.8 %.
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4 Analysis and Results

4.1 Reliability and Discriminant Validity

SPSS 19.0 and AMOS 18.0 statistical software packages were undertaken to assess
the relations of constructs on the questionnaires. Statistical methods are used pri-
marily as follows: reliability and validity analysis, confirmatory factor analysis, and
structural equation.

This study assessed construct reliability by calculating Cronbach’s alpha coef-
ficients. Based on Cuieford (1965), Cronbach’s α value higher than 0.7 indicates
high reliability, the value between 0.7 and 0.35 represents acceptable reliability, and
that below 0.35 means unacceptable reliability. The results of our study demon-
strate that all variables’ Cronbach’s α values exceed 0.7 which represents measuring
scales have high reliability and internal consistency.

In addition, according to the standard of convergent validity assessed by Fornell
and Larcker (1981), all standardized factor loadings should be greater than 0.5 and
should be above 0.6 in terms of composite reliability, as shown in Table 1 that all
constructs’ indicator-factor loadings are above 0.5, all composite reliabilities (CR)
are above 0.7, average variance extracted (AVE) is above 0.5. Measurement scales
see Appendix A.

Discriminant validity was assessed by comparing (a) the correlations between a
given construct and all other constructs with (b) the AVE for the focal construct
(Hair et al. 2006). Table 2 shows the correlation matrix for the constructs; the
diagonal elements have been replaced by the square root of the AVE construct. The
constructs demonstrate adequate discriminant validity because these diagonal ele-
ments were greater than the off-diagonal elements in the corresponding rows and
columns.

4.2 Linear Structural Equations

Linear structural model analysis of this study uses AMOS18.0 as an analytical tool
and refers to Bagozzi and Yi’s (1988) recommended fit indices and judgment
criteria, and results of the initial model analysis are shown in Table 3. In the current
study, only GFI and AGFI are close to recommended value, but Hair et al. (2006)
suggest that as for GFI, AGFI, and NFI value, the closer to one, the better it is;
however, there is no standard absolute value to determine the fitness between
observational data and models, while Baumgartner and Homburg’s (1996) study
between 1977 and 1994 analyzes 184 literatures with SEM and indicates
GFI; AGFI of which the literature rates below the recommended values (greater
than 0.9), respectively, is 24 and 48 % that are still within the acceptable range.
Moreover, according to Table 4, estimating significant degree of parameters, reli-
ability of all indices, and potential variables within the measurement mode, t-value
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Table 1 Measurement model and confirmatory factor analysis

Variable Construct Factor
loading

CR AVE Cronbach’s
α

GSCM
implementation

Internal
environmental
management (IEM)

IEM1 0.576 0.877 0.622 0.871

IEM2 0.823

IEM3 0.899

IEM4 0.838

IEM5 0.640

Green procurement
(GP)

GP1 0.765 0.937 0.849 0.932

GP2 0.837

GP3 0.853

GP4 0.948

GP5 0.914

Collaboration with
customers (CC)

CC1 0.937 0.945 0.815 0.941

CC2 0.980

CC3 0.957

CC4 0.710

Investment in waste
recycling (IWR)

IWR1
0.670

0.712 0.556 0.692

IWR2
0.754

IWR3
0.653

Ecological design
(ED)

ED1 0.874 0.956 0.878 0.953

ED2 0.957

ED3 0.653

Governmental
pressure (GMP)

GMP1
0.969

0.853 0.612 0.852

GMP2
0.984

GMP3
0.519

GMP4
0.521

Customers pressure
(CMP)

CMP1
0.952

0.840 0.643 0.821

CMP2
0.618

CMP3
0.802

(continued)
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is higher than the absolute value 1.645. Overall, the models and observations
represent an acceptable fitness.

4.3 Analysis of Mediation Effects

According to Baron and Kenny’s (1986) analysis method of the medication vari-
ables, model (1), model (2), and model (3) are significant; In model (4), the effect of
institutional pressure on GSCM implementation is significant (the path coefficients
is 0.771 and t-value is 13.286); the effect of stewardship behaviors of top managers
on GSCM implementation is significant (the path coefficient is 0.509 and t-value is
9.869). According to the criterion, stewardship behaviors of top managers have
partial mediation effects on institutional pressure and GSCM implementation.

According to the constructs’ analysis results of the linear structural relations
model, hypotheses of institutional pressure, top managers’ posture, and GSCM
implementation were supported. Figure 1 and Table 4 shows the results.

Table 1 (continued)

Variable Construct Factor
loading

CR AVE Cronbach’s
α

Institutional
pressures

Interest group
pressures (IGP)

IGP1 0.852 0.867 0.621 0.829

IGP2 0.706

IGP3 0.802

IGP4 0.788

Competitors pressures
(CTP)

CTP1 0.884 0.879 0.652 0.875

CTP2 0.895

CTP3 0.799

CTP4 0.613

Industrial pressures
(IP)

IP1 0.600 0.868 0.705 0.814

IP2 0.991

IP3 0.863

Top managers’
posture

Cognitive mechanism
(CM)

CM1 0.821 0.762 0.520 0.953

CM2 0.717

CM3 0.611

Emotional mechanism
(EM)

EM1 0.828 0.721 0.512 0.961

EM2 0.679

EM3 0.539
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Fig. 1 Overall fit of the proposed model and path analysis of the latent constructs. Note n = 180
observations, *p < 0.05, **p < 0.01. ζ1 Institutional pressure; GMP governmental pressure; CMP
customers pressure; IGP inter-est group pressures; CTP competitors pressures; IP industrial
pressures. η1 GSCM practices; IEM internal environmental management; GP green procurement;
CC collaboration with customers; IWR investment in waste recycling; ED ecological design. η2
Top managers’ posture; CM cognitive mechanism; EM emotional mechanism

Table 3 The fit of measurement model

Fit indices Judgment criteria The results of this research Fit or not

Chi-squre 208

DF 86

Chi-squre/DF < 3 2.41 Yes

GFI > 0.9 0.86 Closed

AGFI > 0.9 0.81 Closed

NFI > 0.9 0.90 Yes

CFI > 0.9 0.93 Yes

RMR < 0.05 0.01 Yes

RMSEA < 0.1 0.08 Yes
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5 Conclusion and Suggestions

5.1 Conclusions

The results show that the higher the degree of institutional pressure that companies
face governmental pressure, customer pressure, the pressure from interest groups,
pressure from competitors, and industrial pressure, the more it helps companies
promote GSCM implementation on internal environmental management, green
procurement, collaboration with customers, investment in waste recycling, and eco-
design. This result is in line with Clemens and Douglas (2006), and Zhu and Sarkis
(2007), which propose that owing to the impact from the institutional pressure on
organizations, companies will go beyond the statute’s limitations, and further
perform the environmental management measures. Institutional pressure is also the
key factor driving the middle managers to support GSCM implementation.
Therefore, this study suggests that the institutional pressure has a strong influence
on the GSCM implementation.

The finding suggests that that the higher the degree of institutional pressure that
companies face governmental pressure, customer pressure, the pressure from
interest groups, pressure from competitors, and industrial pressure is, the more the
top managers’ awareness of the institutional pressure will develop with positive
point of view. This is consistent with Banerjee et al. (2003), Sharma (2000), and
Zhu and Sarkis (2006), which indicates that facing the pressure exerted by the
institutional environment will affect the enterprises executives’ cognition and
emotion on the institutional environment, thus leading to an environmental
commitment.

The results show that executives’ positive cognition and emotion on environ-
mental issues will help companies promote GSCM implementation in aspects of
internal environmental management, green procurement, collaboration with cus-
tomers, investments in waste recycling, and eco-design. This means that executives
are an important key role in the implementation of GSCM implementation. This is
consistent with the findings of previous studies (Banerjee et al. 2003; Handfield
et al. 2005; and Trowbridge 2001), which suggest that when the decision-makers
pay attention to environmental protection, their cognition and emotion on envi-
ronment would enable enterprises to implement GSCM implementation.

Table 4 The results of path coefficient and hypotheses

Path Result t-value Support

Institutional pressure → GSCM implementation 0.82 2.759** Yes

Institutional pressure → Top managers’ posture 0.72 2.802** Yes

Top managers’ posture → GSCM implementation 0.17 1.970* Yes

Institutional pressures → Top managers’ posture → GSCM
implementation

0.52 9.869** Yes

Note n = 180, *p < 0.05, **p < 0.01
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It can be seen from the results that the higher the degree that companies face
institutional pressures, the executives’ cognition and emotion on environment will
be more positive, and they will more actively enable enterprises to implement
GSCM implementation, which means that executives’ behaviors under institutional
pressure will affect the corporate different options on environmental strategies.
Therefore, this study supports Sharma’s (2000) findings that executives’ cognition
on external environment will affect the actions adopted and environmental strategy
selected by the organizations, which explains why organizations adopt different
environmental management implementation.

5.2 Management Implications

How business managers effectively improve the GSCM implementation is an
important issue. According to the empirical results, we provide with several sug-
gestions as follows:

The rise of global environmental awareness coupled with various regulatory
pressures from WEEE, RoHS, and EuP, etc., enterprises should actively promote
GSCM implementation, because when companies are internally working on GSCM
implementation, it improves the enterprises’ environmental performance, economic
performance, and operating performance, ultimately leading to sustainable devel-
opment. The institutional pressure is an important factor in promoting GSCM
implementation for enterprises. Companies must understand that the pressures
exerted by various demands including governmental pressure, customer pressure
and pressure from interest groups, pressure from competitors, and industrial pres-
sure and enterprises will not enhance the competitive advantage in the trend of
green issues unless they carry on communication and concern.

Top managers’ posture is referring to the higher the degree that executives’
cognition and emotion on environmental issues is more positive, the more it helps
companies promote GSCM implementation, such as internal environmental man-
agement, green procurement, collaboration with customers, investment in waste
recycling, and eco-design. This illustrates the importance of implementation of
GSCM implementation conducted by top managers. Institutional pressure will
implement GSCM implementation through executives’ cognition and emotion on
environment. Executives should focus on external environmental information with
an optimistic attitude. When an enterprise promotes GSCM, executives must rec-
ognize the effect of GSCM on the enterprise and commit to implementing GSCM.
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5.3 Research Contributions

5.3.1 In Academic Fields

Previous institutional theory describes the institutional pressures faced by compa-
nies will lead to inter-enterprise performance of similar organizational implemen-
tation. However, recent studies have shown that companies will adopt different
management practices when they face the same institutional pressure. This study
cites a green institutional theory to explore the impact of institutional pressure on
GSCM implementation. In the GSCM implementation issue, the researches on how
enterprises transform the impact on performance of GSCM implementation when
they face institutional pressures are rare, and this study thus combines institutional
theory and stewardship theory to explore the impact of these two theories on GSCM
implementation; secondly, steward behaviors were assessed a mediation variables
to explore how the institutional pressure indirectly affect the GSCM implementation
by stewardship behaviors of top managers. In the previous studies, stewardship
theory mostly applied in the relationship between the board and the shareholders,
and explored executives’ psychological level. This study initially attempted to
apply the stewardship theory to environmental issues and found that top managers’
behaviors would affect GSCM implementation.

5.3.2 In Practices Field

Taiwan is an export-oriented country in trade, while the EU’s environmental reg-
ulations formed trade barriers. The current study suggests that companies should be
aware of the importance of environmental management, especially of RoHS and
WEEE environmental regulations, and the results of this study confirm that the
institutional pressure is an important factor affecting companies’ promotion of GSC.
Taiwan’s electrical and electronic industries are affected by the international reg-
ulations; corporate executives must make a response; the empirical results of this
study demonstrate that when external pressure is exerted on the enterprise, it affects
the executives’ environmental cognition and emotional commitment, and make
environmental action in line with regulations and interested parties’ expectation.
The results of this study confirm that enterprises’ promotion of GSCM imple-
mentation is not only affected by the institutional pressure, but also must cooperate
with corporate executives’ support and top managers’ positive thinking, and this
will affect the corporate to more actively promote GSCM. The study findings can
provide to the top managers of Taiwan electrical and electronic companies for
reference when they implement GSCM implementation.
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5.4 Limitations and Future Directions

A limitation of this research is its restricted generalizability. The results of this
study apply to the electrical and electronic industries in Taiwan, may not apply to
other industries. This study is aimed at Taiwan’s electrical and electronic industries,
and targeting companies with capital amounted to 10 million or more, the results of
this study are only suitable for partial objects. This study is only aimed at Taiwan’s
electrical and electronic industries, future research could explore other industries
about the relevance of institutional pressure, stewardship behaviors, and perfor-
mance. Taiwan manufacturers currently set up factories in China, and it is possible
to study the performance of GSC implementation of Taiwanese manufacturers in
China and makes a comparison between the two sides in the future. The companies
of electrical and electronic industry with capital of 10 million or more are targeted,
and it may focus on the companies with ISO14001 certification as survey objects in
the follow-up research.

Appendix A: Measurement scales

Green supply chain management
Internal environmental management (IEM) (Zhu et al. 2007)
Please indicate the extent to which you perceive that your company is implementing
each of the following. (1 = not considering it; 7 = very successfully)

• Support for GSCM from mid-level managers (IEM 1)
• Cross-functional cooperation for environmental improvements (IEM 2)
• Total quality environmental management (IEM 3)
• Environmental compliance and auditing programs (IEM 4)
• Environmental Management Systems (IEM 5)

Green purchasing (GP) (Zhu et al. 2007)
Please indicate the extent to which you perceive that your company is implementing
each of the following. (1 = not considering it; 7 = very successfully).

• Providing design specification to suppliers that include environmental require-
ments for purchased item (GP1)

• Cooperation with suppliers for environmental objectives (GP2)
• Environmental audit for suppliers’ internal management (GP3)
• Suppliers’ ISO14000 certification (GP4)
• Second-tier supplier environmentally friendly practice evaluation (GP5)

116 Y.-C. Huang and M.-L. Yang



Cooperation with customers (CC)(Zhu et al. 2007)
Please indicate the extent to which you perceive that your company is implementing
each of the following. (1= not considering it; 7 = very successfully).

• Cooperation with customers for eco-design (CC1)
• Cooperation with customers for cleaner production (CC2)
• Cooperation with customers for green packaging (CC3)
• Cooperation with customers for using less energy during product transportation
(CC4)

Investment in waste recycling (IWR) (Zhu et al. 2007)
Please indicate the extent to which you perceive that your company is implementing
each of the following during the past year. (1 = not considering it; 7 = very
successfully).

• Investment recovery (sale) of excess inventories/materials (IWR1)
• Sale of scrap and used materials (IWR2)
• Sale of excess capital equipment (IWR3)

Eco-design (ED) (Zhu et al. 2007)
Please indicate the extent to which you perceive that your company is implementing
each of the following. (1 = not considering it; 7 = very successfully).

• Design of products for reduced consumption of materials/energy (ED1)
• Design of products for reuse, recycle, recovery of materials, component parts
(ED2)

• Design of products to avoid or reduce use of hazardous products and/or their
manufacturing process (ED3)

Institutional pressures
Governmental Pressure (GMP) (Delmas and Toffel 2004)
Please evaluate the degree of importance for each pressure on your company imple-
menting green supply chain management (1 = very unimportant; 7 = very important).

• Complying with current government environmental regulations (GMP1)
• Taking environmentally friendly actions to reduce regulatory inspections and
make it easier to get environmental permits (GMP2)

• Being better prepared for meeting anticipated environmental regulations (GMP3)
• Preempting future environmental regulations by voluntarily reducing regulated
pollution beyond compliance levels (GMP4)

Customers Pressure (CMP) (Delmas and Toffel 2004)
Please evaluate the degree of importance for each pressure on your company
implementing green supply chain management (1 = very unimportant; 7 = very
important).

• Customer desire for environmentally friendly products and services (CMP1)
• Customer willingness to pay higher prices for environmentally friendly
products/services (CMP2)
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• Ability to earn public recognition and customer goodwill with environmentally
friendly actions (CMP3)

Interest Group Pressures (IGP) (Delmas and Toffel 2004)
Please evaluate the degree of importance for each pressure on your company
implementing green supply chain management (1 = very unimportant; 7 = very
important).

• Preventing boycotts or other adverse actions by environmental interest groups
(IGP1)

• Promoting an environmentally friendly image to environmental interest groups
(IGP2)

• Being environmentally responsible attracts quality employees and reduces
employee turnover (IGP3)

• Being environmentally responsible improves employee morale, motivation and
productivity (IGP4)

Competitors Pressures (CTP) (Delmas and Toffel 2004)
Please evaluate the degree of importance for each pressure on your company
implementing green supply chain management (1 = very unimportant; 7 = very
important).

• Investing in cleaner products and services differentiates our products or our
facility with competitors (CTP1)

• Improving environmental performance to help us differentiate with competitors
(CPT2)

• Environmentally friendly actions result in product or process innovations to help
us differentiate with competitors (CPT3)

• Environmentally friendly actions can reduce costs to help us differentiate with
competitors (CPT4)

Stewardship Behaviors
Cognitive mechanism (CM)
Please indicate the degree to which you agree with the following statements
regarding top manager’s cognitive posture in your company implementing green
supply chain management (1 = very strongly disagree; 7 = very strongly agree).

• Top managers are likely to gain rather than lose by actions to green supply chain
management (CM1)

• Any actions that I may take for green supply chain management are encouraged
by top manager (CM2)

• Top managers have the technical knowledge to reduce the environmental impact
of company operations (CM3)

Emotional mechanism (EM)
Please indicate the degree to which you agree with the following statements
regarding top manager’s emotional posture in your company implementing green
supply chain management (1 = very strongly disagree; 7 = very strongly agree).
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• The top managers in our firm commit to implement green supply chain man-
agement (EM1)

• Our firm’s green supply chain management receive full support from our top
managers (EM2)

• Our firm’s green supply chain management is driven by the top managers (EM3)

References

Ambec S, Lanoie P (2008) Does it pay to be green? A systematic overview. Acad Manag Perspect
22(4):5–62

Azevedo SG, Carvalho H, Machado VC (2011) The influence of green practices on supply chain
performance: a case study approach. Transp Res Part E 47:850–871

Bagozzi R, Yi Y (1988) On the evaluation of structural equation models. J Acad Mark Sci 16
(1):74–94

Banerjee SB, Iyer ES, Kashyap RK (2003) Corporate environment antecedents and influence of
industry type. J Mark 67(2):106–122

Baron RM, Kenny DA (1986) The moderator-mediator variable distinction in social psychological
research. J Pers Soc Psychol 51(6):1173–1182

Baumgartner H, Homburg C (1996) Applications of structural equation modeling in marketing and
consumer research: a review. Int J Res Mark 13(2):139–161

Bowen FE, Cousine PD, Lamming RC, Faruk AC (2001a) Explaining the gap between the theory
and practice of green supply. Greener Manag Int 35:41–59

Bowen FE, Cousins PD, Lamming RC, Faruk AC (2001b) The role of supply management
capabilities in green supply. Prod Oper Manag 10(2):174–189

Chatterjee D, Grewal R, Sambamurthy V (2002) Shaping up for e-commerce: institutional enablers
of the organizational assimilation of web technologies. MIS Q 26(2):65–89

Christmann P (2000) Effects of ‘best practices’ of environmental management on cost advantage:
the role of complementary assets. Acad Manag J 43:663–680

Clemens B, Douglas T (2006) Dose coercion drive firm to adopt voluntary green initiatives? J Bus
Res 59:483–491

Craig J, Dibrell C (2006) The natural environment, innovation, and firm performance: a
comparative study. Fam Bus Rev 19(4):275–288

Cuieford JP (1965) Fundamental statistics in psychology and education. McGraw-Hill, New York
Davis JH, Schoorman FD, Donaldson L (1997) Toward a stewardship theory of management.

Acad Manag Rev 22:20–47
Delmas M, Toffel MW (2004) Stakeholders and environment management practices: an

institutional framework. Bus Strategy Environ 13:209–222
Diabat A, Govindan K (2011) An analysis of the drivers affecting the implementation of green

supply chain management. Resour Conserv Recycl 55(6):659–667
DiMaggio PJ, Powell WW (1983) The iron cage revisited: institutional isomorphism and collective

rationality in organizational fields. Am Sociol Rev 48(2):147–160
Fornell C, Larcker D (1981) Evaluating structural equation models with unobservable variables

and measurement error. J Mark Res 18:39–50
Green KW Jr, Zelbst PJ, Meacham J, Bhadauria VS (2012) Green supply chain management

practices: impact on performance. Supply Chain Manag Int J 17(3):290–305
Hair JF, Black WC, Babin BJ, Anderson RE, Tatham RL (2006) Multivariate data analysis, 6th

edn. Prentice-Hall, New Jersey
Handfield R, Sroufe R, Walton S (2005) Integrating environmental management and supply chain

strategies. Bus Strategy Environ 14:1–19

The Effect of Institutional Pressures and Top Managers’ Posture … 119



Hart SL (1995) A natural-resource-based view of the firm. Acad Manag Rev 20(4):986–1014
Hernandez M (2012) Toward an understanding of the psychology of stewardship. Acad Manag

Rev 37:172–193
Hirsch PM (1975) Organizational effectiveness and the institutional environment. Adm Sci Q

20:327–344
Hirsch PM, Lounsbury M (1997) Putting the organization back into organization theory”. J Manag

Inq 6(1):79–88
Hoffman AJ (2001) Linking organizational and field-level analyses. Organ Environ 14:133–156
Holt D, Ghobadian A (2009) An empirical study of green supply chain management practices

amongst UK manufacturers. J Manuf Technol Manag 20(7):933–956
Hu HA, Hsu CW (2010) Critical factors for implementing green supply chain management

practice: an empirical study of electrical and electronics industries in Taiwan. Manag Res Rev
33:586–608

Huang YC, Wu YCJ (2010) The effects of organizational factors on green new product success.
Manag Decis 48:1539–1567

Huang YC, Ding HB, Kao MR (2009) Salient stakeholder voices: family business and green
innovation adoption. J Manag Organ 5(3):309–326

Huang YC, Wu YC, Shams YCR (2012) Reverse logistics activities, the task environment and
performance. Prod Plann Control 23(10–11):851–863

Jennings JA, Zandbergen PA (1995) Ecologically sustainable organization: an institional
approach. Acad Manag J 20(4):1015–1053

Kagan RA, Gunningham N, Thornton D (2003) Explaining corporate environment performance.
Law Soc Rev 37:51–90

Khanna M, Speir C (2007) Motivations for proactive environmental and innovation pollution
control. Am Agric Econ Assoc Annu Meet 1–35

Kumar S, Teichman S, Timpernagel T (2012) A green supply chain is a requirement for
profitability. Int J Prod Res 50(5):1278–1296

Lee SY (2008) Drivers for the participation of small and medium-sized suppliers in green supply
chain initiatives. Supply Chain Manag Int J 13(3):185–198

Oliver C (1997) Sustainable competitive advantage: combining institutional and resource-based
views. Strategy Manag J 18(9):697–713

Parsons T (1956) Suggestions for a sociological approach to the theory of organization. Adm Sci Q
1:225–239

Rao P, Holt D (2005) Do green supply chains lead to competitiveness and economic performance?
Int J Oper Prod Manag 25:898–916

Sarkis J (2003) A strategic decision framework for green supply chain management. J Clean Prod
11:397–409

Scott WR (1995) Institutions and organizations. Sage Publications Inc, Thousand Oaks
Scott WR (2014) Institutions and organizations: ideas, interests, and identities, 4th edn. SAGE

Publications Inc, Thousand Oaks
Selznick P (1949) Leadership in administration: a study in the sociological interpretation. Hamper

and Row, New York
Seuring S (2004) Industrial ecology, life cycles, supply chains: differences and interrelations. Bus

Strategy Environ 13:306–319
Sharma S (2000) Managerial interpretations and organization context as predictors of corporate

choice of environment strategy. Acad Manag J 26:159–180
Srivastava SK (2007) Green supply chain management: a state-of-the-art literature review. Int J

Manag Rev 9(1):53–80
Steger U (1996) Management issues in closing the loop. Bus Strategy Environ 5:252–268
Thompson JD (1967) Organizations in action. McGraw Hill, New York, p 7
Trowbridge P (2001) A case study of green supply chain management at advanced micro devices.

Greener Manag Int 35:121–135
Vachon S, Klassen RD (2006) Extending green practices across the supply chain: the impact of

upstream and downstream integration. Int J Oper Prod Manag 26:795–821

120 Y.-C. Huang and M.-L. Yang



Walker H, Di Sisto L, McBain D (2008) Drivers and barriers to environmental supply chain
management practices: lessons from the public and private sectors. J Purch Supply Manag
14:69–85

Weber M (1930) The protestant work ethic and the spirit of capitalism: an outline of interpretive
sociology. Allen and Erwin, New York

Ye F, Zhao X, Prahinski C, Li Y (2013) The impact of institutional pressures, top managers’ posture
and reverse logistics on performance—evidence from China. Int J Prod Econ 143:132–143

Zhu QH, Cote R (2004) Integrating green supply chain management into an embryonic eco-
industrial development: a case study of the Guitang group. J Clean Prod 12(8–10):1025–1035

Zhu Q, Sarkis J (2004) Relationship between operational practices and performance among early
adopters of green supply chain management practices in Chinese manufacturing enterprises.
J Oper Manag 22:265–289

Zhu Q, Sarkis J (2006) An intersectoral comparison of green supply chain management in China:
drivers and practices. J Clean Prod 14:472–486

Zhu Q, Sarkis J (2007) The moderating effects of institutional pressures on emergent green supply
chain practices and performance. Int J Prod Res 45:333–355

Zhu Q, Sarkis J, Geng Y (2005) Green supply chain management in China: pressures, practices
and performance. Int J Oper Prod Manag 25:449–468

Zhu Q, Sarkis J, Lai KH (2007) Green supply chain management: pressures, practices and
performance within the Chinese automobile industry. J Clean Prod 15:1041–1052

Zhu Q, Sarkis J, Cordeiro JJ, Lai KH (2008) Firm-level correlates of emergent green supply chain
management practices in the Chinese context. Omega 36(4):577–591

Zhu Q, Geng Y, Sarkis J, Lai KH (2011) Evaluating green supply chain management among
Chinese manufacturers from the ecological modernization perspective. Transp Res Part E
47:808–821

The Effect of Institutional Pressures and Top Managers’ Posture … 121



Deployment of Sustainable Logistics
Optimization Incorporated with Modal
Shift and Emission Trading on Carbon
Dioxide

Yoshiaki Shimizu, Tatsuhiko Sakaguchi and Hiroki Shimada

Abstract This chapter discusses a green logistics optimization problem associated
with production method of manufacturers and green attitude of consumers. A novel
hierarchical method is developed for a three-echelon logistics network to optimize
the production methods with different structures regarding cost and emission of
carbon dioxide (CO2) at production sites (PSs), the available collection center, the
paths between members of the logistics network, and circular routes over con-
sumers. First, the problem is aimed at minimizing either the total cost or CO2

emission through controlling prone and aversion behaviors on sustainability of each
member. Then, as a promising glue to integrate these individual problems and to
evaluate them on the same basis, an economic mechanism known as the emission
trading rate on CO2 is introduced. Furthermore, to discuss the sustainability in a
broader logistics system, the modal shift in transportation is noted. To show the
significance of the proposed approach, a case study is provided to explore some
prospects for green logistics in whole society based on the computational results.
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1 Introduction

Under a growing importance of environmental issues, many interests have been
paid to the studies generally termed reverse, closed, green or sustainable logistics
(Fiksel 2010; Nikolopoulou and Ierapetritou 2012; Srivastava 2007). In fact, we
concerned with a reverse logistics optimization in a practical manner (Shimizu and
Sakaguchi 2013). Recently, we have noticed the deployment of green logistics
incorporated with co-existence/co-operation of manufacturing and consumption is a
new paradigm realizing an infrastructure aligned with sustainable development.
Then, we deployed a model for three-echelon logistics network by introducing an
idea associated with production methods at manufacturers and consumption
behaviors of consumers (Shimizu 2014).

This study tries to extend such model to discuss on the sustainability in a more
manageable way. Actually, we apply a novel hierarchical method that enables us to
optimize the production methods (CLs) with different structures regarding cost and
CO2 emission at production sites (PSs), the available collection centers (CCs), the
paths from PSs to CCs, and the circular routes traveling client retailers (REs) from
every CC. In this development, we particularly note that transportation cost and
CO2 emission depend not only on the distance traveled but also on the loading
weight1. It is practical, therefore, to consider these two factors in parallel or to adopt
a bilinear model of distance and load (Weber) or nonlinear one (generalized
Weber). Moreover, it had better to consider the fixed operational cost of vehicle for
practical accounting. To the best of our knowledge, however, these ideas have been
never considered elsewhere associated with vehicle routing problem (VRP) except
for our studies (Shimizu 2011a, b).

The original problem aimed at minimizing either total cost or CO2 emission
through controlling prone and aversion behaviors on sustainability of each logistics
member. As a promising glue to integrate these problems solved individually and to
evaluate the decision on the same basis, i.e., cost, we introduce an economic
mechanism known as the emission trading for CO2. Moreover, to discuss the
sustainability from a broader concern, we note a transportation system known as the
modal shift. Through similarly extending the solution procedure developed before,
we show the significance of the proposed approach. For this purpose, we provide a
case study with a few plausible scenarios and explore some prospects for green
logistics in the global society based on the computational results.

The rest of the manuscript is organized as follows. Section 2 describes a
mathematical formulation of the problem. In Sect. 3, we explain the proposed
hybrid method to solve the problem practically. Discussing some key issues
through a case study in Sect. 4, we will give a conclusion in Sect. 5.

1This value should be counted including unladen weight of vehicle.
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2 Problem Formulation

Taking a global logistics network composed of production site (PS), collection
center (CC), and customer or retailer (RE) as shown in Fig. 1, we try to decide the
available PSs and their production methods (CLs), paths from PSs to CCs, and
circular routes from every CC over its client REs. The goal is to provide a practical
solution method that enables us to minimize either total cost or CO2 emission.
Then, it will be extended so that we can discuss on trade-off to realize co-operative
and competitive green logistics. In this study, such problem is formulated as the
following mixed-integer programming problem under mild assumptions, e.g.,
round-trip transportation between PS and CC, circular transportation over REs,
certainly defined system parameters, etc.

Then, we define an objective function of the first problem f1(X) called pure cost
problem as follows.

f1ðXÞ ¼
X
i2I

X
j2J

TcLij f 2ij þ 2w0ti
� �þX

i2I

X
i02I 0

Hpii0 f 1ii0 þ
X
i2I

Sh1i
X
j2J

f 2ij

 !
þ
X
j2J

Sh2j
X
i2I

f 2ij

 !

þ
X
v2V

X
p2P

X
p02P

cvdpp0 gpp0v þ wv
� �

zpp0v þ
X
v2V

Fvyv þ
X
i2I

X
i02I

Fcii0xii0

ð1Þ

where X denotes a vector standing for all decision variables shown below. Each
term in the right-hand side of equation describes the round-trip transportation cost
between PS and CC, production cost at PS, shipping cost at PS and CC, circular
transportation cost covering every RE, and fixed charge for production and vehicle
operation, respectively. Just replacing the coefficients of the cost factors in
f1(X) with those of CO2 emission, we can give the second objective function
f2(X) to evaluate emission of carbon dioxide. Moreover, introducing another

Collection 
center (CC)Production 

site (PS)

Retailer
(RE)

Production 
method (CL)

Fig. 1 Global logistics
network under consideration
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coefficients λ associated with the emission trading rate on CO2, we can transform
the amount of CO2 emission into the cost (surrogate cost). Finally, we come up to
the following mixed-integer programming problem under consideration.

(p.1) Minimize f1(X) + λf2(X) subject toX
p2P

zkpv � 1; 8k 2 K; 8v 2 V ð2Þ

X
p02P

zpp0v �
X
p02P

zp0pv ¼ 0; 8p 2 P; 8v 2 V ð3Þ

X
j02J

zjj0v ¼ 0; 8j 2 J; 8v 2 V ð4Þ

gpp0v �Wvzpp0v; 8p 2 P; 8p0 2 P; 8v 2 V ð5ÞX
p2P

X
p02P

zpp0v �Myv; 8v 2 V ð6Þ

X
j2J

X
k2K

zjkv ¼ yv; 8v 2 V ð7Þ

X
j2J

X
k2K

zkjv ¼ yv; 8v 2 V ð8Þ

X
k2K

gkjv ¼ 0; 8j 2 J; 8v 2 V ð9Þ

X
v2V

X
p2P

gpkv �
X
v2V

X
p2P

gkpv ¼ Dk; 8k 2 K ð10Þ

X
p2P

gpkv � Dkzpkv
� � ¼X

p2P
gkpv; 8k 2 K; 8v 2 V ð11Þ

X
p2X

X
p02X

zpp0v � Xj j � 1; 8X�Pnf1g; Xj j � 2; 8v 2 V ð12Þ

X
j2J

f 2ij ¼
X
i02I 0

f 1ii0 ; 8i 2 I ð13Þ

X
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f 2ij ¼
X
v2V

X
k2K
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f 1ii0 � Smax
ii0 xii0 ; 8i 2 I; 8i0 2 I 0 ð16Þ

Pmin
i ti �

X
j2J

f 2ij �Pmax
i ti; 8i 2 I ð17Þ

xii0 2 f0; 1g; 8i 2 I; 8i0 2 I 0; yv 2 f0; 1g; 8v 2 V ; ti 2 f0; 1g; 8i 2 I;

zpp0v 2 f0; 1g; 8p 2 P; 8p0 2 P; 8v 2 V

f 2ij � 0; 8i 2 I; 8j 2 J; gpp0v � 0; 8p 2 P; 8p0 2 P; 8v 2 V

Variables

f1ii′ amount of production at PS i by production method i′
f2ij shipping amount from PS i to CC j
gpp′v(t) load of vehicle v on the path from p 2 P to p′ 2 P
ti = 1 if PS i is selected; otherwise 0
xii′ production method i′ is selected at PS i; otherwise 0
yv(t) = 1 if vehicle v is used; otherwise 0
zpp′v(t) = 1 if vehicle v travels on the path from p 2 P to p′ 2 P; otherwise 0

Parameters

cv transportation cost per unit load per unit distance of vehicle v
Dk demand of retailer k
dpp′ path distance between p, p′ 2 P
Fcii′ fixed charge to take production method i′ at PS i
Fv fixed charge to operate vehicle v
Hpii′ production cost per unit load at PS i for production method i′
Lij distance between PS i and CC j
M auxiliary constant (Large integer number)
Pmax
i maximum available amount at PS i

Pmin
i minimum available amount at PS i

Smax
ii0 maximum production at PS i for production method i′

Sh1i shipping cost per unit load at PS i
Sh2j shipping cost per unit load at CC j
Tc transportation cost per unit load from PS to CC
Uj maximum capacity at CC j
w0, wv unladen weight of vehicle used at PS and CC, respectively
Wv maximum capacity of vehicle v
λ emission trading rate on CO2

Index set

I: PS; I′: CL; J: CC; K: RE
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The objective function of (p. 1) is composed of the pure cost and the surrogate one
mentioned already. When we are interested only in the pure cost minimization,
f1(X) becomes the objective function, while λf2(X) when interested in the surrogate
one. On the other hand, constraints mean that Eq. (2): vehicles cannot visit a customer
twice; Eq. (3): vehicles entering a certain RE must leave it; Eq. (4): no travel between
CCs; Eq. (5): upper bound on loading capacity for vehicle; Eq. (6): each vehicle must
travel once on a certain path; Eqs. (7) and (8): each vehicle leaves only one CC and
returns there; Eq. (9): vehicles return to the CC with empty; Eq. (10): customer
demand is satisfied; Eq. (11): sum of inlet must be greater than that of outlets by the
demand; Eq. (12): sub-tour elimination; Eqs. (13) and (14): material balances at PS
and CC, respectively; Eq. (15): holding capacity at CC is upper bounded; Eq. (16):
production is upper bounded at PS per method; and Eq. (17): total production at PS
must be within the prescribed range. Moreover, either binary or non-negative integer
condition is put on the decision variables in terms of their properties.

From this problem, we can decide the available PSs and their production
methods, paths from PS to CC, and circular routes touring every client REs from
each CC under the relevant constraints. Due to the high NP-hardness, however, it is
almost impossible to solve this problem with practical size by any currently
available commercial software. Against this, our hybrid method (Wada and Shimizu
2006) can successfully solve several variants, including complicated situations
resulting from a variety of real-life conditions. This method is not only practical and
powerful but also flexible and adaptive to various applications. So, we intended to
extend such idea to the present problem.

3 Multi-level Method Incorporating Multi-depot Vehicle
Routing Problem and Modified Tabu Search

To solve the above problem practically, we have introduced a few ideas and inte-
grated them into the framework of our conventional method. The first one is how to
choose the available PSs and their production methods and to decide the paths from
PSs to REs via CCs. Here, every path from each CC to REs determines the client
REs for each CC. This is equivalently to solve a customer assignment problem. For
the pure cost problem, it is described below by a linear programming problem (LP).

ðp:2Þ min
X
i2I

X
j2J

TcLijf 2ij þ
X
i2I

X
j2J

cvdij0 f 2ij

þ
X
i2I
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X
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Sh1i
X
j2J

f 2ij

 !
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Sh2j
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f 2ij

 !

subject to

f 1ii0 � Smax
ii0 ; 8i 2 I; 8i0 2 I 0 ð18Þ
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Pmin
i �

X
j2J

f 2ij �Pmax
i ; 8i 2 I ð19Þ

X
i2I

f 2ij �Uj; 8j 2 J ð20Þ

X
j2J

f 2jk ¼ Dk; 8k 2 K ð21Þ

f 1ii0 � 0; 8i 2 I; 8i0 2 I 0; f 2jk � 0; 8j 2 J; 8j 2 J

Solving the above LP, we can decide the amount of each production method at
PS associated with the available paths between PSs and CCs and the client REs of
each CC. The assignment by this approach is truly suitable compared with the
conventional ones relying on a certain geometric reasoning such as Voronoi dia-
gram (Man et al. 2012), cluster divisions (Şakir and Küçükdeniz 2009), polar angles
between the depot and the customers (Gillett and Miller 1974), etc. These just claim
the rationality qualitatively and neglect every condition appeared in the formulation
of (p. 1). That is, they never consider the capacity constraints, the handling cost, and
the practical transportation cost accounting in the objective function. Against this,
since the auxiliary problem (p. 2) might partly reflect some conditions of (p. 1), we
can assert its rationality even quantitatively.

Secondly, instead of solving (p. 2) directly, we transform it into the equivalent
minimum cost flow (MCF) problem by introducing some virtual nodes and edges to
the physical structure so that we can reflect some constraints of the present for-
mulation. This graph structure and its label information are shown in Fig. 2 and
Table 1, respectively. Then, we applied a graph algorithm of MCF problem like
RELAX4 (URL1)2 to solve this problem extremely fast by incorporating its sen-
sitivity analysis. After all, we can speed up the outer-loop search where we need to
solve the similar LP repeatedly. This graph is still valid for the problems with other
objective functions, i.e., the surrogate cost or the augmented one. It is necessary
only to replace the label information regarding the costs with those of the respective
problem. Apparently, for every node of CL and PS without inflow in the MCF
graph, CL will not be used and PS not be opened, respectively.

Thirdly, letting REs thus allocated as the clients for each CC, we move on the
inner-loop search that refers to individual VRP per CC. It should be noted here the
Weber basis cost accounting is essential for this VRP to hold consistency when
evaluating the transportation cost from PS to CC and that of VRP. Though there are
several methods to provide a good approximated solution of VRP like saving
method (Clarke and Wright 1964), none of the conventional methods adopt the

2URL1, http://mit.edu/dimitrib/www/home.html, Massachusetts Institute of Technology, Lab. for
information and decision systems. (Accessed 31 May 2013).
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Weber basis. Against this, our Weber basis saving method is conveniently applied
to derive an initial solution for this aim. Its algorithm is outlined as follows.

Step 1: Create a round-trip route from every CC to each RE. Then, compute the
Weber basis saving value by sij = (d0j − d0i − dij)Dj + (d0j + d i0 − dij)wv

(refer to Fig. 3). Sort the savings in descending order and store them in the
saving list.

Step 2: Starting from the top of the saving list, determine whether there exist two
routes, one containing (i, 0) and the other containing (0, j). If so, merge the
route as long as the combined demand is less than the vehicle capacity and
the saving is greater than −Fv/cv. Within this range, we can save the
additional expense due to another fixed cost of vehicle.

minmax
ii PP −

Source

Sink

∑ kD

CC

RE

min
iP

max
iP

kD

PS

CL

jU

∑ kD

max
'iiS

1

1

1

1

1

1

I

I’

I

J

K

J

I’1

∑ (in)

(out)

Fig. 2 MCF graph structure

Table 1 Labeling on the
edge for MCF graph

Edge (from to) Cost Capacity

Source—
P

(dummy) −M
P

i2I P
min
i

Source—PS(in) i 0 Pmax
i − Pmin

iP
—PS(in) i 0 Pmin

i

PS(in) i—CL ii′ Hpii′ Smax
ii0

CL ii′—PS(out) i 0 Smax
ii0

PS(out) i—CC j TcLij + Ship1i Pmax
i

Between double nodes of
CC j

Ship2j Uj

CC j—RE k cvdjk Dj

RE k—Sink 0 Dk
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Since the Weber basis saving method derives only an approximated solution, we
attempt to improve it through the modified tabu search. The original tabu search
(Glover 1989) is a simple but powerful heuristic method that refers to a local search
with a certain memory structure. In the present local search, we randomly generate a
neighbor solution by either of insert, swap, or 2-opt operations for the cases
between the routes (extra-loop) and within the route (intra-loop). These operations
of the inner-loop are shown in Fig. 4. To avoid trapping into a local minimum, our
modified method allows even a degraded neighbor solution to be a new tentative
solution as long as it would be feasible and not be involved in the tabu lists. Such
decision is made in terms of the probability p whose distribution obeys the fol-
lowing Maxwell–Boltzmann function used in simulated annealing (Kirkpatrick
et al. 1983).

p ¼
1 if De� 0

expð�De=TÞ if De\e
0 if De[ e

8<
: : ð22Þ

where Δe denotes the difference of objective function from the tentative best value,
and ε, a small positive number. Moreover, T is the temperature that will decrease
along with the iteration k geometrically, i.e., T

k ¼ rTk�1; r\1.
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i j
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Fig. 3 Scheme to compute Weber basis saving value
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Thus, derived result is accumulated over the network and the resulting total
evaluation is fed back to update the first-level problem. Fourthly, such outer-loop
search is also preceded by the modified tabu search mentioned above. This time,
however, its neighbor solution is randomly generated by either of flip/flop or swap
operation for the element(s) of binary sequence that represents the available PSs and
CLs as illustrated in Fig. 5. In a summary, the outline of this algorithm is shown in
Fig. 6.

4 Numerical Experiments and Discussion

In our previous study (Shimizu 2014), we examined the solution ability of our
multi-level method through a few benchmark problems with different problem
sizes, i.e., {|I|, |I′|, |J|, |K|}. Even for the larger size problems, we ascertained
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111 0 0 0 0

1 111 0 0 0

1 110 0 0Swap
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(Cancel)
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PS1 PS2 PS3 PS4
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Fig. 5 Scheme to generate
neighbor solution in
outer-loop search (|I| = 4,
|I′| = 2)
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well-approximated solutions are obtained within an acceptable computation time.
We also carried out a case study incorporated with the Google map API to retrieve
the real distance data from address of the locations and draw the resulting routes on
the map.

Adding some necessary information for the present concern, we have preceded
further investigations using the same case study that concerns grocery logistics
supplying tomato in Nagoya city in Japan (Nakajima et al. 2011). First, we outline
the description of the model under consideration below:

• 3 production sites located in Kumamoto area (PS1; far from Nagoya), Gifu
(PS2; very near) and Tahara (PS3; near)

• 3 collection centers located in Nagoya (CC1, CC2, CC3)
• 17 super markets located in Nagoya as retailers (RE1–RE17)
• 2 production methods at production sites (CL1 = ground, CL2 = in house)
• 3 scenarios on transportation modules listed in Table 2
• Distances between the members of logistics are retrieved in terms of Google

map API.
• Various parameters listed in Tables 3, 4, and 5 are collected from literatures

(URL2–URL7)3 as much as possible except for someone assumed adequately.

We summarize the results of the pure cost and the surrogate cost (CO2 emission)
minimization problems under the prescribed scenarios in Tables 6 and 7, respec-
tively. The secondary objective function is evaluated by the optimal solution of
each problem, i.e., CO2 emission in Table 6 and total const in Table 7, respectively.

Table 2 Supposed scenarios on transportation module

Production
site

PS1; Kumamoto (far from
Nagoya)

PS2; Gifu (very
near)

PS3; Tahara
(near)

Scenario 1 15 ton truck 4 ton truck 10 ton truck

Scenario 2 Rail + 4 ton truck (multi-modal) 4 ton truck 10 ton truck

Scenario 3 Ferry + 4 ton truck
(multi-modal)

4 ton truck 10 ton truck

3URL2, http://www.e-stat.go.jp/SG1/estat/List.do?lid=000001061833, Statics of production states
for vegetables and fruits, Ministry of Agriculture, Forestry and Fisheries (2007)

URL3, http://www.e-stat.go.jp/SG1/estat/List.do?lid=000001112277, Report on cost account-
ing for food logistics, Ministry of Agriculture, Forestry and Fisheries (2011)

URL4, http://www.enecho.meti.go.jp/policy/images/060518pamph.pdf, Guideline to compute
CO2 emission in logistics, Ministry of Economy, Trade and Industry Minister of Land,
Infrastructure, Transport and Tourism

URL5, http://www.ajinomoto.com/jp/activity/environment/pdf/2010/lcco2.pdf, Database of
CO2 emission rate on food materials, Environmental report of Ajinomoto Inc. (2006)

URL6, http://www.shijou.metro.tokyo.jp/gyosei/04/04.html, White Paper on the environment
of Tokyo Metropolitan Central Wholesale Market (2008)

URL7, http://www.city.osaka.lg.jp/port/cmsfiles/contents/0000002/2591/12.pdf, Report on the
fair of business transportation in Osaka city
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Middle part of the tables shows the trading scheme between the production sites and
collection centers, i.e., the resulting path from PS to CC and production method at
PS for shipping product. Moreover, bottom part of the tables describes the results
for VRP for each CC. As supposed easily, we obtained the different decisions
depending on the adopted objective function and scenarios. Here, we know the
effect of the modal shift to rail or ferry transportation both regarding the cost and
CO2 emission. Under the present parameter setting, scenario 2 seems to be the best
result for this logistic system, i.e., gained the minimum values at both objective
functions among the scenarios.

In particular, we can observe the trade-off relation between the results of cost and
CO2 emission minimization problems under every scenario. So it is meaningful to
consider these two objectives at the same time to lead a decision from more total
viewpoint. Actually, as mentioned already, we integrated these two objectives
through the emission trading rate and solved the aimed problem (p. 1). We show the
result under every scenario in Figs. 7, 8, and 9, respectively. Apparently, the

Table 3 Parameter setting at production site

Production site PS1 PS2 PS3

Shipping
amount (kg)

Upper 65,300 73,007 86,700
Lower 32,700 36,900 43,400

Shipping cost (¥/t) 24,150 29,000 31,000
Emission from shipping (kg-CO2/t) 20 40 30
Production method Ground House Ground House Ground House
Production
cost (¥/t)

Operating 65,370 103,890 63,000 12,3000 58,000 98,000

Fixed charge 45,950 103,890 63,000 77,240 58,000 98,000
Available production (kg) 4000 1500 4500 1800 4000 3500
Emission by production (kg-CO2/t) 354 640 572 872 790 408

Table 4 Parameter setting at market

Available capacity (kg) Shipping cost (¥/t) Emission (kg-CO2/t)

CC 1 7370 6400 30

CC 2 6530 5120 24

CC 3 8670 6800 20

Table 5 Parameter setting for vehicle

Module Truck payload Rail Ferry

4 ton 10 ton 15 ton

Trans. cost unit (¥/t ∙ km) 35.7 21.3 16.4 10.4 11.6

Fixed charge (¥) 12,000 18,000 22,000 22,000 17,000

CO2 emission unit (kg-CO2/t ∙ km) 0.177 0.132 0.11 0.022 0.04
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augmented total cost expands along with the increase in emission trading rate in
every case. On the other hand, CO2 emission is kept constant by a certain point
where we have the same optimal solution as that of the pure cost minimization
problem. Against this, when the emission trading rate for each scenario becomes
greater than 37, 22, and 28 (¥/kg-CO2), respectively, we know it possible to
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decrease CO2 emission. Thereat, the optimal solutions are changed so as to increase
the available amount of product at site PS1 by ground made.

In fact, however, those emission trading rates are too high compared with the
value that is presently viewed plausible in Japan, say 2 (¥/kg-CO2) (Kakumoto and
Irohara 2010). We could discuss this issue more generally and certainly if the
proposed idea is applied in terms of more reliable parameters and deployed in more
global and total logistics systems. However, this study, as it is, has a great sig-
nificance to show the possibility of reducing the CO2 emission by controlling the
emission trading rate. To facilitate such movement in advance, earnest efforts that
make turn consumption behavior to the eco-efficient products become essential. The
proposed approach may contribute to provide some successful scenarios for such
co-existence and/or co-operation among the logistics members.

5 Conclusion

Provision for essential infrastructure aligned with sustainable development is urging
us to realize green logistics incorporating co-existence of manufacturers and con-
sumers. This paper has concerned the green logistics optimization involving a
decision-making on production methods. Such idea has not concerned elsewhere so
far. Actually, taking a multi-layer logistics network, we have developed a novel
approach to optimize the augmented cost comprised the pure economic cost and the
surrogate one referring to CO2 emission. Through a case study under some plau-
sible scenarios associated with the modal shift, we have shown the significance of
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the proposed approach and explored some prospects for green logistics in the global
society.

Future studies should be devoted to establish a total decision support system
associated with a generic multi-objective optimization. Various real-world appli-
cations are also meaningful to accumulate the wisdom toward the sustainable
development.
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Sustainability Classification for SMEs—A
Guidance of Sustainability Assessment
with the Use of Averaged Traits Quality
Method

Monika Kosacka, Rafał Mierzwiak and Paulina Golinska-Dawson

Abstract This chapter presents a method for aggregation of different indicators,
which are relevant for sustainability assessment. The originality of the procedure
relies on the use of Averaging Quality Rating method that was used on the level of
indicators analysis for making them comparable despite different measurement
method (qualitative or quantitative). It is suitable for small- and medium-sized
companies (SMEs) where the information system is rather undeveloped.

Keywords Sustainability assessment � Indicators � Averaged traits quality
method � Relativization

1 Introduction

The competitive environment forces companies to improve their performance
systematically. With the increasing importance of sustainability, companies aim to
apply the sustainability policy, what can be defined as the better utilization of
resources without negative influence on the natural environment and the sur-
rounding communities.

In order to better identify the current situation and to find the improvement
potential, companies should build own sustainability assessment system which aims
to help the managers in decision making by facilitating the control and improve-
ment of different aspects of the business operations. The sustainability measures
should include the following dimensions: economic, ecological, and social.
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Determination of customized Sustainability Indicators System (SIS) is the first
step on the road leading to higher sustainability class. Each company is different
and should establish its own SIS, which will be helpful in decision making toward
more sustainable societies and should be simple, relevant, intentional, data acces-
sible, and customized.

In order to become more sustainable, small- and medium-sized companies
(SMEs) are facing problems of the limited resources (human and financial), what
makes impossible to implement complex performance measurement systems. SMEs
need some guidelines for decision making in the context of better sustainability
class.

This paper presents the concept of decision-making procedures for assessing the
sustainability with the use of universal Sustainability Classification System (SCS)
for SMEs. In this paper, there is no imposed universal indicators system providing
appropriate sustainable assessment for each SME. There is presented a guidance for
classification of SMEs from the sustainability perspective which will be suitable
regardless of approved indicators system.

The originality of the procedure relies on the use of Averaging Quality Rating
method that was used on the level of indicators analysis for making them com-
parable despite different measurement method (qualitative or quantitative). There
are often many problems with establishing only measureable indicators particularly
for sustainability assessment in SMEs. High variety of measurement’s units and the
combination of quantitative criteria to be evaluated by descriptive, makes impos-
sible to compare the sustainability criteria and determine the strength of their impact
on the overall assessment of the companies. Averaging Quality Rating method was
used for the estimation of quality index of sustainability which is used to sus-
tainability assessment in SMEs.

2 Sustainability Assessment for SMEs—State of the Art

Sustainable development is equal to the development of people, economy, and
environment (WCED 1987).

It can be observed growing attention given to sustainable development, which
encourages companies to integrate sustainable issues into their activities. In the
past, companies presented an approach where the environment and sustainable
development were the problems causing costs and risk factors. Today, “the sustain”
state is seen as an opportunity and a source of efficiency improvement or growth.
For example, if energy is saved, both the production costs and the negative outputs
like waste are reduced.

Popularity of the sustainability issues results in many papers referred to that
topic (e.g., it can be obtained from 1,040,000 results with the “sustainable devel-
opment” issue and 1,110,000 results of “sustainability” with the use of Google
Scholar) (https://scholar.google.pl).
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According to the global trend, companies are aiming to achieve the “sustain”
state due to a higher value for companies as well as the increase of their compet-
itiveness particularly for small and medium enterprises (SME) (Henriques and
Catarino 2014).

In order to ensure SMEs’ long-term survival in global markets, companies must
pursue sustainability as a strategic goal. A prerequisite for this is the ability to
perform a sustainability assessment of products and processes (Rosen and Kishawy
2012; Garetti and Taisch 2012). Such an assessment includes a sustainability
accounting and an impact analysis, too. Sustainability accounting refers to mea-
surements of resource utilization, waste generation and pollution emission from all
activities in manufacturing. The impact analysis applies the impact of chosen mea-
surements on the people, on the environment, and on the economy (Feng et al. 2010).

The need for assessment was recognized more than forty years ago. At the
beginning, the focus was on environmental impacts only. With the expansion of
sustainability definition to include social and economic goals, assessment began to
include the three pillars of sustainability (Pope et al. 2004). Since that, there
appeared many assessment methods in the literature (e.g., Devuyst and Hens 2001;
Verheem 2002; Buselich 2004; Ness et al. 2007).

It was assumed that sustainability becomes the key for the success. In the
consequence, there is a strong desire for the comprehensive assessment of sus-
tainability level (changes in economic, environmental, and social conditions). The
information about actual “state of the sustainability” in a company is desirable data
possible to achieve with the appropriate system of sustainability indexes (SIS).

Sustainability assessments required answer for two questions:

• What is the object of the measurement?—determining what should be measured.
The answer needs understanding the origins, fundamentals, and principles of
sustainability.

• How to measure sustainability? Measurements can range from objective and
quantitative to more subjective or qualitative metrics. There is established the SI
adopted to the company.

The significance of indicators is high—they allow to assess the current position and
determine the direction of further improvement actions. In order to better identify
the current situation in a company and find the optimization potential, there is a
requirement of a system of performance measures which helps the managers to
follow up, coordinate, control, and improve different aspects of the organizational
activities (Kollberg et al. 2005).

Indicators are built by the values (a measurement is related to the object of a
care) and indicators create values (care about everything what is measured
(Sustainable Measures 2010).

The concept of sustainability is pointless without the parameterization—“It has
become merely a marketing slogan” (Darton 2005).

The sustainability measures should allow to assess the company performance in
the three dimensions as proposed by Brundtland Commission: economic, ecolog-
ical, and social (WCED 1987).
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In the literature, there are plenty of propositions on indicators and methods for
evaluating the performance of sustainable development (Rinne et al. 2013; Li et al.
2009; Singh et al. 2009; Böhringer and Jochem 2007; Hopwood et al. 2005). Böhringer
and Jochem (2007) and Pintér et al. (2012) reviewed the consistency and meaning-
fulness of various indicators and proposedmany principles and theoretical frameworks
about the assessment of sustainable development. Despite the fact that there are many
possibilities of expressing SI, there are problems with relating them to the SME. In the
literature can be found indexes referred to different global issues such as:

• Human Development Index (HDI) (UNDP 2005);
• Ecological Footprint (EF) (Monfreda et al. 2004);
• Environmental Performance Index (EPI) (Esty et al. 2006);

Appropriate sustainability assessment for SMEs with the use of presented aggre-
gated indexes is impossible.

Except of aggregated sustainability indicators, there are available indexes ded-
icated for each pillar of sustainability:

• Environmental—e.g., energy consumption, water consumption, waste genera-
tion, and GHG emissions.

• Economic (cost perspective) with the most popular method in the literature
quoted of assessing the economic aspects of sustainable development—life
cycle cost (LCC).

• Social—including the following issues: health and safe, human rights,
employment, living conditions, crime, corruption, etc. (Fatimah 2013; Schau
et al. 2011; UN 2008).

Most of the companies in UE are SMEs.1 They have limited human and financial
resources that enables them the implementation of complex performance mea-
surements systems. It is crucial to ensure an effective decision support model for a
goal-oriented analysis and implementation of appropriate measures for increasing
sustainability in SMEs with the use of appropriate SIS. In the majority of the cases,
there is lack of SIS dedicated for SME. There can be found some examples of SI
prepared for chosen company (e.g., system of indicators for remanufacturing
companies presented in Golinska et al. 2014).

3 Procedure for Sustainability Classification for SMEs

In order to classify companies into one of three classification groups of the sus-
tainability (S) averaged traits, quality method was used, which allow for the car-
rying out of the classification process in a quantifiable way (Fig. 1).

1A total of 99.8 % of all companies in Poland are SMEs. Structure of Polish companies is very
similar to the structure in UE (PARP).
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SCS is a procedure for transforming input data—criteria of the sustainability
assessment in output—and a class of the sustainability (S).

The procedure of classification can be presented in a few steps, which are
presented below.

Step 1: Defining of assessment criteria (measures) There are defined set criteria
c = 1, 2, …, m. It is recommended to create a SIS for analyzed company that
portrays sustainability in an analyzed SME. It is a crucial stage.

The criteria selection process is a holistic approach based on a definition of the
fundamental objectives of sustainable development and features of good SIS
(CARAS) (Fig. 2).

Features of good sustainability indicator are as follows:

• Customized: Indicator should be suitable for the company, including specific
features of SME as well as industry. Consequently, it should take into account
the goals from the sustainability perspective and resources used to meet the
objective.

• Available data: Indicator should be based on data that are readily available;
otherwise, indicator has no value for SME, where there is no time and money for
the development of a data collection system for indicator. It should not be too
difficult or too expensive to collect the information.

S=3

S=2

S=1

Criteria
(c =1,2,...m)

1
2

m

... SCS

Relativization
methods

Fig. 1 The SCS process
(own elaboration)

C
A
R
A
S

Customized

Availabile data

Relevant

Advisable

Simple

Fig. 2 CARAS—
requirements of sustainability
indicator for SMEs (own
elaboration based on Feng
and Joung 2009; UN 2008)
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• Relevant: An indicator must fit the purpose for measuring. It must have a direct
relationship to the structure, process, or outcome that it is measuring what is
important from the sustainable perspective.

• Advisable: The indicator is established to present the actual situation of ana-
lyzed areas in a company with the improvement potential in the sustainability
context. There is measured that what should be improved to be more sustain—to
utilize better available resources—and to be more competitive. The indicator is
required to make some decisions improving actual situation.

• Simple: The indicator should be simple and logical, in the construction and
interpretation, that even a non-expert is able to understand and interpret it for
future decision making. If indicator is simple, two different people measure the
same indicator using the same tool and will get the same result. Simple indi-
cators are understandable.
Each requirement is equally important.

Step 2: SIS analysis and relativization SIS does not require measurability, which
is often hard to achieve in the context of measuring SME, particularly in the
sustainability context. To measure sustainability there are often use some qualitative
indicators. The sustainability assessment of SME is similar to the process of
requirement definition of products which can be expressed as physical quantities of
different units, as well as various characteristics expressed in words (Kolman 2013).

It is known that the quality is not directly measurable, but its level is possible to
determine with the use of means of numerical indicators expressing the states of
studied criteria. The method of quality evaluation aims to present the quantitative
level of quality on the basis of analysis of the state of quality criteria. Value and unit
of measure represents the absolute state of any quantity (Kolman 2013).

In practice, when there is a need to compare the different features of the object,
the possibility of two different metrics requires their standardization. Hence, in the
method of valuation, there is a rule of relative state consideration.

There are often many problems with establishing only measureable indicators
particularly for sustainability assessment in SMEs. High variety of measurement’s
units and the combination of quantitative criteria to be evaluated by descriptive,
what makes impossible to compare the sustainability criteria and determine the
strength of their impact on the overall assessment of the companies in the sus-
tainable use of resources. Consequently, there was a need for relativization,
transforming the absolute state of relative state (for measurable factors), or selecting
the proper relative state (from the universal scale of relative states)—for unmea-
sured factors. Thanks relativizing all the analyzed criteria are expressed in unitless
terms, in the range of between 0 and 1 (Dudek-Burlikowska 2006). In the result,
comparing SI will be possible because of representation in the form of relative
states, but it requires universal scale which will be a reference for the analyzed
states, which was presented in Fig. 3.
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Universal scale of quality relative states becomes a sample for relative state
interpretation. There are 10 classes of quality states which are described in words
and by numbers.

Quality class in the general meaning is a set of information about the qualitative
properties of the analyzed object that facilitates the identification of requirements
and identification of the achieved results. It was assumed that the class “0” cor-
responds to the highest level of quality and class “9” the lowest level of quality
(Dudek-Burlikowska 2006).

From the perspective of the relativization, there should be taken into account the
following set of criteria features (Table 1).
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Fig. 3 Universal scale of quality relative states (adapted from Dudek-Burlikowska 2006)

Table 1 Set of SI features required during relativization (own work based on Kolman 2013)

No. Aspect of SI SI realization

1 Measurability Measurable Immeasurable

2 Direction of the evaluative function Maximum Minimum

3 Range of variability of the criteria Full Acceptable by the tolerance

4 Requirements for detailed analysis YES NO

5 Conditions of the evaluation YES NO
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Step 3 In this step, the validity of the classification is determined by various
criteria, gc, where 0\gc � 1. The closer the value of gc to 1 means the more
important the criterion is. In order to determine gc, the third-quarter preferential
Thurstone’s analysis can be a detailed explanation of this procedure which is in
basic old paper from 1927 year (Thurstone 1927). Other method is analytical
hierarchy process (AHP) well presented, e.g., by Saaty (2008).

Step 4 In this step, it is necessary to designate xc, which is the real value of the c-th
criterion for the company classified in accordance with the accepted operational
definition of each of the criteria.

Step 5 Calculating the value of relative state—Sc on the basis of xc and method of
relativization.

Step 6 Calculating the Wxc—discriminate of criteria according to the formula (1):

Wxc ¼ gc � sc ð1Þ
Step 7 Calculating aggregate indicator (S), which can be calculated on the basis of
each pillar of sustainability as well as summarized indicator (see formula 2):

Si ¼
P

WxcP
gj

ð2Þ

where

• For i = so—assessment of the social aspect;
• For i = ec—assessment of the ecological aspect;
• For i = en—assessment of the economic aspect;
• For i = s—summarized sustainability assessment.

After comparing the result of the assessment, there can be concluded the SCS
according to the following scale (Fig. 4).

In SCS, there were distinguished 3 classes (referring to the traffic light), char-
acterized in the Table 2. It is noteworthy that the scale can be developed by using

Class: 1

Class: 2

Class:  3
0

0.45

0.75

1
SiFig. 4 Scale for SCS (own

work on the basis of
Dudek-Burlikowska 2006)
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the fuzzy sets theory or gray systems theory, which will be the direction for future
researches (experts’ researches are required). Intervals’ limits were arbitrarily
defined.

Each of the sustainability class is assigned depending on the value of the
aggregate index—Si on the analyzed level (there are social, economic, and ecologic
platform as well as complex sustainability). Intervals were determined arbitrarily by
the authors of the paper based on a universal scale of unity relative states, taking
into account the semantic definitions of the state term:

• For negative terms—CLASS 3 (red);
• For states with moderate preferred semantic overtones—CLASS 2 (orange); and
• For benefit terms—CLASS 1 (green).

The application of the proposed algorithm in the decision making for the reman-
ufacturing process sustainability assessment is presented in Fig. 5.

In Fig. 5, the algorithm facilitates the decision-making process and helps the
company to find out what is the aggregated sustainability class as well as at the
level of each sustainability dimension, at the each criteria level ending that helps in
decision-making process for sustainability improvement actions.

The algorithm was validated based on the real-life data coming from the group
of small-size companies. The algorithm can be used in companies which on regular
basis collect the minimum scope of data regarding their operations (production
volume, lead times, resource utilization, etc.). By the definition of the SIS are taken
into consideration the limitations of SMEs which have limited resources and usu-
ally do not apply sophisticated IT systems, for example, MRP/ERP.

Table 2 Characteristic of sustainability classes (own work on the basis of Dudek-Burlikowska
2006)
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4 Conclusions

The presented method allows the aggregation of qualitative and quantitative indi-
cators values. It helps to classify and compare companies with different approaches
to the measurement of indicators which are important for the assessment of the
sustainability case of companies. This method of aggregation is especially suitable
for SMEs which were due to the limited resources and relatively undeveloped
information structure and it is difficult to obtain relevant indicators values. This
method allows to include in the assessment not only the collected numerical data
but also expert knowledge of management staff. The further research will include
more extended method testing in SMEs from different industries.

START

1. SIS definitionCARAS SIS

2. SIS analysis SIS Characteristics

3. Validity of SIS determination

Universal scale of 
quality relative 

states 

Relativization 
methods

6. Calculating the value of relative state – sc

7. Calculating the WXc - discriminate of criteria

4. Introduction the real value of xc

Data correctness

YES

NO

xc

Method for 
weight calculation ηc

sc

WXc

8. Calculating the aggregate indicator Si Si

9. Si < 0,45?

CLASS: 3

10. Si ≥ 0,75?

CLASS: 2 CLASS: 1

NO YES

STOP

YES NO

Fig. 5 The algorithm of SCS
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Decision-Making Criteria for Sustainable
Remanufacturing

Passaporn Kanchanasri, Seung Ki Moon and Gary Ka Lai Ng

Abstract Due to significant economic and environmental benefits, remanufactur-
ing has been deployed and enhanced in various market sectors. Determining
product parts whether they should be reused, repaired, or disposed is an important
task in the remanufacturing. There are a variety of criteria such as cost optimization,
minimizing disposed items, and so on. Many researches considered cases with one
or two criteria while it is possible to have more factors that should be considered in
an industrial case. In this chapter, highlighting on sustainability, available decision-
making criteria are reviewed and categorized into groups, based on the objective in
the literature, if they are economical or environmental focused. Additionally, the
decision-making criteria are classified if they are related to products, processes, and
people in the system. Decision makers can select the criteria based on the sections
which they concentrate on. The decision criteria are covered by various aspects to
support decision makers to set product recovery objectives easily and quickly.
Criteria can be conflicted with each other to be minimizing cost and maximizing
product quality, simultaneously. This chapter investigates conflicting criteria to
assist decision makers in selecting a decision method to determine product recovery
option. In future work, the decision-making criteria will be identified to develop a
framework by integrating an intelligent decision-making agent system.

Keywords Product recovery � Reverse logistics � Decision making

P. Kanchanasri � S.K. Moon (&)
School of Mechanical and Aerospace Engineering,
Nanyang Technological University, Singapore 639798, Singapore
e-mail: skmoon@ntu.edu.sg

P. Kanchanasri
e-mail: pass0001@e.ntu.edu.sg

G.K.L. Ng
Advanced Remanufacturing and Technology Centre,
Singapore 637143, Singapore
e-mail: gary-ng@artc.a-star.edu.sg

© Springer International Publishing Switzerland 2015
V. Kachitvichyanukul et al. (eds.), Toward Sustainable Operations
of Supply Chain and Logistics Systems, EcoProduction,
DOI 10.1007/978-3-319-19006-8_10

153



1 Introduction

Moving forward to a sustainable development requires a proper decision making.
Product recovery is one way to contribute to sustainability. It leads to the salvaging
of material and energy of a product at its end of life. People increasingly take a
consideration of reducing waste (Kim et al. 2013; European Commission 2014).
Instead of disposing entire end-of-life products, we can reduce waste and new
manufactured product volume by considering other recovery alternatives such as
reuse, remanufacturing, and so on. Generally, a product is manufactured and then
used until its end-of-life phase when the product seems probably unable to function
well anymore. The product recovery can yield benefits to many parties. Original
equipment manufacturers (OEMs) can reduce cost (Toffel 2004). When production
cost decreases, a product price could be reduced. As a result, end users can buy a
product at lower price. In addition, the product recovery affects positively our
environment and society. It can help reduce natural resource consumptions.
Pollutant emissions or negative environmental impacts are able to be reduced also.
Benefits to human, society, and environment cause the product recovery to get
attention by stakeholders and researchers.

Remanufacturing is an industrial process in which worn-out products are
restored to like-new product. It acts on end-of-life products to recover manufac-
turing standards and specifications (ARTC 2013). The remanufacturing is one key
of a sustainable development. It can lead to economic, environmental, and societal
sustainability (Matsumoto et al. 2013). It can save cost and resources while
reducing waste (Lund 1985).

There are several procedures in a remanufacturing process. A discarded product
is disassembled into parts. The product is reassembled from reusable parts to
produce a unit fully equivalent in product quality, durability, performance, and
expected lifetime to the original new product (Lund 1984). It is inspected, reas-
sembled, and tested, respectively.

Inspecting an end-of-life product and selecting a proper recovery option are
crucial. There are various product end-of-life options (Thierry et al. 1995; Krikke
et al. 1998; Rose et al. 2002; Parlikad et al. 2003; Jun et al. 2007). A product can be
determined to be reused if it can be used further with no or minimal treatments such
as cleaning. If the product can be used after getting a treatment such as damage
fixing, it can be determined to be repaired. If the product is determined that it cannot
be used, it will be disposed. Others options could be refurbishing, remanufacturing,
cannibalization, recycling with disassembly, recycling without disassembly,
reconditioning, etc.

Product recovery option selection is challenging. Various criteria can be
involved in decision making. Basically, decision criteria are selected relying on a
specific business objective in each industry case. Economic factors are commonly
found in many studies. To gain the highest revenue or minimizing cost, product
recovery option is selected based on cost factors. Review of literature is presented
in Sect. 2. Apart from the cost, there are other factors involving in product recovery.
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There are concerns about sustainability and social impacts (Miemczyk 2008). It
leads to a challenge in finding out a way to balance economic and non-economic
factors. This research aims to help decision makers consider decision factors to
provide a product recovery decision support for long-term benefits. Decision cri-
teria for product recovery option selection in economic and societal aspects were
presented in Sect. 3. They are classified and sorted covering economic and envi-
ronmental factors in a decision criteria factors list. The decision criteria from this
study can be further utilized. Closing remarks and future work are described in
Sect. 4 finally.

2 Literature Review

There are various factors or criteria to decide how to manage an end-of-life product.
Law clearly assigns an explicit responsibility to producers or OEMs for their
products. For example, car manufacturers were obliged to take their products back
and recycle them at 85 % by 2005 and at 95 % by 2015, respectively. Electronic
product producers had to do so as well (Feldmann et al. 1999). Apart from the law,
others factors were stated in studies as follows. O’Shea et al. (1998) considered
reliability, flexibility, and environmental aspects, adding destructive operations,
costs specification, and integration in the disassembly planning system. Goggin
et al. (2000) focused on material cost, inventory material cost, fixed cost associated
with process allocated to products or options undergoing the process according to
their volume and a standard absorption rate, variable cost associated with the
processing of a certain volume of products or options, and inventory carrying cost.
Lee et al. (2001) determined the optimal end-of-life options by considering cost and
environmental impact. Santochi et al. (2002), in order to decide the appropriate
strategy, considered influencing factors which were age of products, general con-
ditions, service status, innovations, market demands, wear damage, reusability,
material, toxicity, and value. List of criteria presented in Bufardi (2003) work
included logistics cost (collection and transport), disassembly cost, product value
(what is gained from incineration recycling, landfilling, etc.), product cost, number
of employee necessary to perform relevant operations, exposure to hazardous
materials, CO2/SO2 emissions, and energy consumption. Staikos et al. (2007)
considered three main factors in their decision-making model for waste manage-
ment in footwear industry. First factors were economic factors which were cost and
benefit. Second factors were environmental factors (global warming potential,
ozone depletion, acidification, eco-toxicity, human toxicity, hazardous waste).
Third factors were technical factors (technical feasibility, compliance with legis-
lation, market pressures, public opinion). Gomes et al. (2008) considered invest-
ments, operating costs, disposal and treatment costs, CO2 emissions, corporate
image, and benefits to select an optimal alternative for plastic waste. According to
Xanthopoulos et al. (2009) study, financial, environmental, legislative, and tech-
nological criteria were considered for an optimal recovery operation.
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Wadhwa et al. (2009) considered time, material cost, labor, overheads, and
administrative. Environmental impacts which were resource consumption, resource
conservation, waste release, and waste impact were also taken into consideration.
Moreover, they also included market factors (demand, supply), quality factors both
technical-related and operational-related, and a legislative impact. Dhouib (2014)
selected a market factor, profits, jobs created, and environmental impact to be
criteria for reverse manufacturing alternative selection. Ghazilla et al. (2014) con-
sidered return product volume, demand, maintenance plan, engineering design, ease
of disassembly, and ability to disassemble a product. From literature, various
decision criteria can be involved in product recovery. Observably, they are related
to products, processes, and people. Cost minimizing and engineering quality are the
criteria that are commonly focused in many researches. In this study, pushing
forward to sustainable development, environmental factors are highlighted in
addition to economic factors to prompt decision makers to carefully make a deci-
sion. It becomes a challenge for the decision makers to consider both economic and
non-economic aspects which can conflict with each other. Decision criteria for
product recovery decision making are presented in the following section.

3 Decision Criteria for Product Recovery Option Selection

This section presents decision criteria for product recovery option selection
including economic and non-economic factors. They cover business aspects, work
safety, impacts to products, processes and people, environment, etc. The criteria of
environmental factors are useful to make a product recovery decision and consider
long term benefits to end users and manufacturers. Decision makers can consider
economic and environmental decision criteria. Furthermore, the decision criteria
include product-, process-, and people-related factors. The decision factors for
product recovery option selection are presented in Table 1. In this section, each
criterion is classified by two dimensions which are as follows:

• Category Dimension I indicates that a criterion is environment-oriented or
economy-oriented.

• Category Dimension II indicates that a criterion is related to products, processes,
or people.

Economic factors are basically focused. One is a return product volume.
Decision makers should concern about handling uncertainty of return product
volume. A product which has regularly high return product volume can be
inspected and considered to be reused or remanufactured. A selected recovery
option and volume can depend on market demand as well. For example, if market
or customers accept and require the remanufactured product, remanufacturing will
be added as a recovery option. On the other hand, a decision maker might consider
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other options instead. Other is product reliability. Failure frequency of recovering
product can help determine whether a product should be recovered or not.
Additionally, a condition or quality of the product is a common factor in product

Table 1 Decision factors for product recovery option selection

Decision criteria/factors Category dimension I
(environment-oriented or
economy-oriented)

Category dimension II
(Product/process or
people-related)

Return product volume Economy-oriented Product

Demand/market need Economy-oriented Product

Product reliability Economy-oriented Product

Product/part before recovery quality Economy-oriented Product

Product/part after recovery quality Economy-oriented Product

Product design (ease of disassembly) Economy-oriented Product

Inventory cost Economy-oriented Product

Material cost Economy-oriented Product

Landfill cost Economy-oriented Process

Logistic cost—location, transportation,
collecting

Economy-oriented Process

Machine cost including maintenance Economy-oriented Process

Processing cost by machine—
disassembly, repair/restoration,
remanufacture, disposal, etc.

Economy-oriented Process

Processing time by machine—
disassembly, repair/restoration,
remanufacture, disposal, etc.

Economy-oriented Process

Machine capability/failure Economy-oriented Process

Labor—human factors, skill Economy-oriented People

Labor cost/processing cost by people—
disassembly, repair/restoration,
remanufacture, disposal, etc.

Economy-oriented People

Processing time by people—
disassembly, repair/restoration,
remanufacture, disposal, etc.

Economy-oriented People

Legislation Environment-oriented Process

Gas emission—CO2, SO2, etc. Environment-oriented Process

Pollutant or toxic emission Environment-oriented Process

Heat emission Environment-oriented Process

Product useful life time Economy-oriented/
environment-oriented

Product

Natural resource consumption—
material, fuel, energy, etc.

Economy-oriented/
environment-oriented

Product

User preference Economy-oriented/
environment-oriented

Product, process,
people
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recovery. If the product has a huge damage or is not good enough to recover, it will
be disposed. Furthermore, an ease of product disassembling can be taken into
consideration. Disassembly is a process in which a product is separated into its
components and/or subassemblies (Bogue 2007). Easy-to-disassembling designed
product takes shorter time in processing. It is attractive for remanufacturing.
According to disassembly experiments, disassembly processing time could greatly
affect cost also (Ghazilla et al. 2014). Other factor is a cost relating with product
recovery process such as inventory cost, material cost, landfill cost, logistic cost,
machine cost, disassembly cost, and recycling cost. A disposal cost is one influ-
ential factor. The effect of disposal costs on a disassembly-for-recycling process is
shown by Dini et al. (2001). High disposal costs can cause recycling to be more
attractive. Commonly, product recovery option is selected based on cost optimi-
zation or profit maximizing. Other factors which are related to process can be
processing time, machine capability, number of equipment, number of machines,
machine failure, dependent machines failure, and process bottleneck. Decision
makers can consider human factors also. Human capabilities such as working
memory, eyesight, and different skill can affect product recovery effectiveness.
Number of required manpower and effective labor working hour can be additionally
considered if further needed in product recovery. Moving to non-economic-focused
factors, many factors highlight environmental and societal benefits. Obviously,
legislation pays attention to save the earth. Law in different countries probably
assigns different responsibilities in product recovery. Gas, heat, and pollutant
emission can be limited in order to not harm an environment and human. These can
affect the number of products to be recovered. The following factors are focused in
both economy and environment. Product useful lifetime is one factor that the
decision makers can consider. A product which has short and long useful lifetime
can have different strategies in managing its end of life. Additionally, according to
Ondemir et al. (2014), a useful lifetime can be considered as a measure of quality.
Furthermore, natural resource consumption including energy, electricity, and
material can be considered. In a case of limited resources, options such as reuse and
remanufacture should be included. The natural resource consumption is related to
economic aspect as well. The less natural resource is consumed, the less money is
spent. Also less harm is occurred in our environment. Last but not the least, user
preferences can be taken into consideration. Product recovery option selection can
be varied by user type (Kiritsis et al. 2003). OEMs may prefer to remanufacture the
product while recycling companies may prefer to recycle the product. The decision
makers should know the user preferences (if any) and select the product recovery
options to finally satisfy the end user.

In case the decision makers consider more than one factor in product recovery,
some factors can conflict with each other when setting decision objective such as
minimizing recovery cost while expecting high recovered product after quality, and
minimizing recovery cost while maximizing number of recovered product
(demand).
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4 Closing Remarks and Future Work

This chapter presents decision factors for selecting product recovery options.
Decision makers can consider the factors to make a proper product recovery
decision. There are a variety of decision criteria for product recovery in remanu-
facturing. Each criterion is related to products, processes, or people that should be
considered. Various available criteria focus on economic factors. To increase
concern about sustainability, environmental factors are added in decision criteria for
product recovery. Therefore, the decision makers can select a proper method
(conflicting or non-conflicting factors decision-making method) to solve the
problem efficiently.

The decision criteria will be identified and configurable in the developed intel-
ligent multi-criteria decision making for automated product recovery option
selection. It will support conflicting criteria such as natural resource consumption,
product quality, and cost. The decision makers can consider criteria covered by
environmental and economic aspects. They can observe the developed model and
analyze long-term benefits while increasing sustainability in not only remanufac-
turing but society.
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A Framework for Sustainable Food
Supply Chain: Reflections from the Indian
Dairy Producers

Gyan Prakash

Abstract This chapter presents a framework for sustainable operations of food
supply chains. A case study approach is used. The data were collected using
exploratory interviews and through a structured questionnaire. The sustainable food
supply chain involves operational levers of robustness, transparency, traceability
and information flow and performance measure for monitoring and control of
day-to-day operations for efficiency, flexibility, responsiveness and product quality.
New product development, research and development, productivity improvement,
entrepreneurial orientation, quality control and conducive policy support across key
stages of production, procurement, processing, distribution and consumption of the
dairy supply chain emerge as key elements of the sustainable framework.

Keywords Public policy � Sustainability � Dairy supply chain

1 Introduction

India is the world’s largest producer of milk, second largest producer of fruits and
vegetables and third largest producer of fish. With a large agriculture sector, abun-
dant livestock and cost competitiveness, India is fast emerging as a sourcing hub of
processed food. India produced 250 million tonnes of food grains in the financial
year 2012. India’s comparative advantage lies in its favourable climate, geographic
location, large agriculture sector and livestock base, long coastline and inland water
resources and closeness with key export destinations such as Middle East and
Southeast Asia (India Brand Equity Foundation (IBEF) 2012; Economic Survey
2013). Food processing involves value addition to farm produces and includes
processes such as grading, sorting and packaging which enhances shelf life of the
produce. Due to natural and perishable nature of food, the food processing sector has
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significant quality, safety and performance implications. The concern is more so in
the case of developing countries such as India which is one of the agri-based
economies where agriculture accounts for 19 % of gross domestic product (GDP) but
employs over 60 % of its population (IBEF 2010). In these countries, there are
wastages of food grains, vegetables, fruits, dairy products and other food items due
to lack of processing capacity, infrastructure facilities, storage facilities and other
related constraints (Reardon et al. 2001; Dharni and Sharma 2008; Ruteri and Qi Xu
2009) which necessitates the investigation of underlying supply chain. In case of
developed countries, supply chain of food products has received a great deal of
attention due to issues related to public health. In near future, the design and
operation of food supply chains will be subject to more stringent regulations and
closer monitoring. As a result, the traditional food supply chain practices and cor-
responding performance measures would be subject to revision and change
(Ahumada and Villalabos 2009; Bigliardi and Bottani 2010). The dairy segment
occupies an important position in the agriculture economy of India, as milk is the
second largest agriculture commodity contributing to the gross national product
(GNP) next only to rice. The strength of the Indian dairy sector lies in the fact that in
spite of limited investment, it has shown consistent and sustainable growth
(Venugopal 2008; Patil et al. 2009). About 70 % of the milk production is by small
and marginal farmers having less than five milch animals (Chand et al. 2010). The
author’s purpose is to study the existing dairy supply chain in Madhya Pradesh
(MP) state of India and to identify issues contributing towards sustainability. It
assesses the dairy supply chain configuration, information flow and traceability,
robustness and performance measurement. Central findings are that dairy supply
chains are inherently complex and achievement of sustainable operations requires
coordinated efforts. It is inferred that sustainability in the Indian dairy context is
defined in terms of achievement of broad social needs and appropriateness of
technologies. Broad social needs underscore livelihood of small producers and
associated socio-economic goals. Appropriateness of technologies is defined in
terms of low-cost solutions for processing of milk.

2 Review of Literature

2.1 Supply Chain Management and Food Industry

The food industry is categorized by different segments such as fresh food industry,
processed food industry and livestock food industry. Each segment has its unique
characteristics and associated complexities; therefore, each segment needs different
supply chain strategies for its procurement and sourcing, inventory management,
warehouse management, packaging and labelling system, and distribution man-
agement, thus providing uniqueness to underlying food supply chains (Georgiadis
et al. 2005).
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2.2 Partnering in Food Supply Chains

A successful supply chain requires coordination and cooperation between its
components (Hobbs and Young 2000). Absence of coordination results in ineffi-
cient supply and dissatisfied customers (Chung-Chi and Cheng-Han 2008).
Uncoordinated information from downstream to upstream stages results in wastages
and losses for most of the food processors. The distorted information implies that
the processors work on unreliable amplified demand data which have serious cost
implications (Ouyang and Daganzo 2008). Food products have limited shelf life,
and it is not easy to recover any material whenever expiry date is due (Minegish and
Thiel 2000). Losses can be minimized through coordination between partners
within the supply chain including customers by forming alliances or sharing
information and knowledge to create a collaborative competitive and cost-effective
supply chain (Wee and Yang 2004; Ketikidis et al. 2008). Collaboration appears
where working and operating alone is not sufficient to resolve common problems
(Wagner et al. 2002; Matopoulos et al. 2007). Supply chain collaboration involves
design and governance of supply chain activities and the establishment and
maintenance of supply chain relationships (Matopoulos et al. 2007).

2.3 Transparency in Food Supply Chains

Transparency of a supply chain is the extent to which all its stakeholders have a
shared understanding of and access to the product-related information, without loss,
noise, delay and distortion (Hofstede et al. 2005; Deimel et al. 2008). Transparency
in the food supply chain is essential to guarantee food quality. Food supply chains
plan to achieve transparency with respect to multitude of food properties and are
linked through governance mechanisms that are supported by information systems
and aim to achieve pre-defined production standards, specified in quality and safety
standards (Trienekens et al. 2012).

2.4 Traceability in Food Supply Chains

Food traceability not only helps in managing food quality and safety risks but also
promotes development of effective food supply chain management (Manzini and
Accorsi 2013). Two main types of traceability technologies and devices are iden-
tification tags (i.e. barcode, label, RFID tag) and data loggers (also called as black
boxes) (Abad et al. 2009). Identification tags identify a product with a specific code
denoting its lot number, shelf life, manufacturer’s name, etc. Data loggers aim to
trace and record environmental conditions and profiles on-the-move experiences of
a product across supply chain processes. Food preservation and deterioration

A Framework for Sustainable Food Supply Chain: Reflections … 163



depend on intrinsic and extrinsic factors such as storage temperature, concentration
of oxygen, relative humidity, solar radiation, acidity, microbial growth, endogenous
enzyme activities, etc. (Alasalvar et al. 2001; Zhang et al. 2009). Thus, the purpose
of traceability devices and systems is to preserve specificities of food products for
their safety and hygiene requirements as per the food standards (Sarc et al. 2010).

2.5 Performance Measurement and Sustainability

In SCM theory, robustness and vulnerability are perceived as opposite though not
mature concepts (Wagner and Bode 2006). Disruption can have direct effect on the
organizations’ ability to distribute products into a market and provide critical ser-
vices to customers (Bhamra et al. 2011). Vulnerability refers to the capacity of the
system to preserve its structure (Gallopin 2006) or as the extent to which a system is
susceptible to the effects of change (Bhamra et al. 2011). Resilience represents sum
total of vulnerability of a system as well as its adaptive capacity (Dalziell and
McManus 2004). Robustness is mainly considered as the ability of the system to
continue to function in the event of a disturbance (Dong 2006). Supply chain
robustness is a desired property that is reflected in supply chain performance (Vlajic
et al. 2012). In case of food supply chains, the vulnerability is high due to inherent
factors such as seasonality, perishability and variability.

Utilization of resources in terms of cost and profit, social–economic welfare and
use of resources to address broad social goals impacts efficiency (Lai et al. 2002).
Use of environmental technologies in operational decisions such as equipment,
methods, practices and delivering systems can reduce negative impact on the
environment (Angell and Klassen 1999). Improved farming techniques can alter
associated cost structure which impacts sustainability (Maloni and Brown 2006).
Inventory of farm produce as well as work in process food items is linked with
storage costs, stock turns, wastes (Bourlakis et al. 2014) and energy-linked cold
storage cost and in turn impacts sustainability (Coley et al. 2009). Process
improvements through innovative dairy technologies may reduce waste which in
turn results in efficiency gains (Sarkis 2001), positive economic outcome (Handfield
et al. 1997) and improved environmental sustainability (Gerbens-Leenes et al.
2003). Location and volume-based flexibility of dairy processes help in matching
demand with supply (Shepherd and Gunter 2006). Responsiveness in terms of lead
time, point of sale time and delivery schedule impacts sustainability. Therefore,
partners need to take shared responsibility, absence of which may lead to search for
better upstream or downstream partner which in turn impacts sustainability.
Transportation of agricultural produce and processed foods is linked with variable
cost of transportation mode, and fuel consumption (food miles), therefore, affects
cost and sustainability (Maloni and Brown 2006). Use of green logistical options
(Llbery and Maye 2005) may reduce carbon emissions, thereby improving eco-
nomic and environmental outcomes (Gerbens-Leenes et al. 2003).
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Balanced score card (BSC) assimilates perspectives of finance, customer,
internal business processes and learning and growth (Kaplan and Norton 1992) and
presents a holistic performance measure framework. Bigliardi and Bottani (2010)
have used it for performance measurement of food supply chain.

3 Methodology

This paper follows a case study approach which is an inquiry of a real-life phe-
nomenon having blurred boundaries (Yin 1994) and involving cycles of descrip-
tion, explanation and testing (Meredith 1998). This method is also used to serve the
purpose of exploring, describing and explaining empirical setting (Yin 1994).
Barratt et al. (2011) has defined qualitative case study as an empirical real-world
setting to investigate a focussed phenomenon. This approach has appealed the
researchers for integration of operation management with other functional areas of
the supply chain (Pagell 2004). This paper primarily used elaboration approach of
case research (Ketokivi and Choi 2014). The underlying reason is that the Indian
dairy supply chain context is not known well enough to obtain sufficiently detailed
premises that could be used in conjunction with the general theory to deduce precise
testable hypotheses. The unit of analysis is the dairy supply chains in MP state of
India. Unit of analysis is critical for relating the case to pertinent body of knowledge
(Dube and Pare 2003) and helps in defining boundaries of a theory which in turn
sets the limitations in applying the theory. Review of literature has been undertaken
to develop a holistic view on the supply chain issues in FPI sector. Data have been
collected from different types of dairy supply chains in and around Gwalior region
of MP state of India. Exploratory interviews have been performed to understand the
structure and functioning of the dairy supply chain at stages of milk collection,
sourcing, processing and distribution and their associated impact on sustainability.
Table 1 shows description of exploratory interview and elaborates on data sources
and associated issues of discussion. Data have been collected during January–
October 2014. The items of measurement have been taken from the literature.

4 Findings and Discussion

4.1 The Indian Dairy Supply Chains

India has a unique pattern of production, processing and marketing of milk, which
is not comparable with any large milk-producing country (Ministry of Food
Processing Industries (MoFPI) 2009). Indian dairy supply chains are differentiated
based on the processing firm which is the main integrator and differentiator of the
supply chain. Indian dairy supply chains involve dairy cooperative society
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(DCS) supply chain; large private dairy processing firm supply chain; and small
dairy and halwaiis (local-level small dairy operators) supply chain. The processing
plants owned by the dairy cooperatives manufacture wide range of Western and the
traditional Indian dairy products. Some of these products are skimmed milk powder
(SMP), table butter, cheese, packet milk, ultra-high-temperature (UHT) milk, fla-
voured milk, khoya,1 chhena,2 gulabjamun,3 burfi4, peda5, shrikhand,6 rasogolla,7

rajbhog,8 rasmalai9, etc. Figure 1 shows typical route of a procurement cycle of a
dairy cooperative Gwalior Sahkari Dugdh Sangh (GSDS). This shows collection of
milk from various village-level societies and its movement through bulk milk

Table 1 Description of exploratory interviews

S.
no

Data sources Issues of discussion

1 District government-level officials:
The chief medical and health officer
(CMHO), food inspector and
superintendent of police Gwalior

About existing policy framework for
administration of dairy products

2 Officials of organized sector dairy
operators:
Gwalior Sahkari Dugdh Sangh, Gwalior,
Sterling Agro Industries, VRS Food
Limited, S.M. Milkose, Reliance Fresh
and Cadbury, India

Issues involved in production, collection,
sourcing, processing and distribution
stages of dairy supply chain

3 Unorganized sector dairy operators:
Reputed small dairy owners and halwaiis
from the region.

4 Academicians:
Food science researchers from Agriculture
University Gwalior, Supply chain
researchers from Indian Institute of
Technology Kanpur, and ABV-Indian
Institute of Information Technology and
Management Gwalior

About emerging technologies for
production and processing of milk and
dairy products. Issues of supply chain
management and dairy supply chain
management

1khoya: it is solid concentrated remains obtained by continuously steering boiling milk.
2Chhena: it is obtained by curding milk that separates chhena (cottage cheese) from whey.
3Gulabjamun: it is spherical or cylindrical in shape, brown in colour and soaked in sugar syrup.
4Burfi: it is prepared with kyoya and is cream in colour with firm granular body.
5Peda: it is a khoya-based product, flattened circular in shape and prepared by mixing khoya and
sugar.
6Shrikhand: it is made from concentrated yogurt (dahi) with a sweet and sour taste and it is
semi-soft.
7Rasogolla: it is prepared using soft chhena in the shape of small balls and dipped in sugar syrup.
8Rajbhog: a large yellowish and somewhat less soft variety of rasogolla is the rajbhog.
9Rasmalai: it is prepared by kneading chhena with wheat flour dipped in thickened milk.
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coolers (B.M.C) and chilling centres to processing plant. Figure 2 depicts various
issues involved in various stages of milk procurement cycle.

The sourcing stage faces various challenges such as variable supply of milk from
farmers, their lack of commitment for regular milk supply and losses in a form of
leakage during transportation. The measurement of fat and solid not fat (SNF) is
still manual which results in time delays and poor utilization of man hours. Further,
transportation management of vehicles does not use ICT-based track and trace
systems. This results in lack of alignment between arrival of a truck and a pro-
duction schedule. The main differentiating factor of organized and unorganized
dairy sector is in terms of the difference in investments by them for quality, shelf
life, processing equipment and compliance to the standard. The unorganized sector
basically comprised of small dairies and halwaiis (GoI 2005). As per the Indian
Food Safety Standard (FSS 2011), dairy operators are required to register and

Fig. 1 Typical route of a milk procurement cycle of organized dairy supply chain of GSDS
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comply with the quality, safety and hygiene standards. Various issues across these
three types of supply chains are elaborated in Table 2.

Table 3 proposes various modes of linkages for collaborative alliances. These
competing supply chains may collaborate with each other and co-create unique
values for participant actors. However, the level of collaboration is very poor. In
this, co-creation value is a bidirectional flow between the involved actors.
Organized actors own higher installed capacity for milk processing which is cur-
rently underutilized. Dairy cooperatives and private dairy operators may collaborate
for the development of sourcing of milk, development of transport network and
utilization of each other’s distribution channel. These organized actors may involve
small dairy actors either by developing their milk processing capacity or converting
them into an efficient sourcing hub.

Fig. 2 Issues in milk procurement cycle of GSDS
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4.2 The Challenge of Food Processing

The food processing supply chain comprises of input suppliers, farmers, processors,
logistic providers and consumers. Seasonality of production, perishability and
variability of the raw material and products affect its performance parameters such
as quality, delivery and price. These cause hindrances, which discourage the pro-
cessing units to reach the optimum size and achieve economies of scale. Also, lack
of consistent quality of raw materials hinders small-scale units to build brand equity

Table 2 Issues across three types of dairy supply chains

S.
no

Issues DCS Private Halwaiis

1 Philosophy Cooperative Market opportunity Market opportunity

2 Primary
objective

Social Market oriented Sustenance

3 Business model Make to stock Make to stock Make to stock, Build
to order

4 Stages Many Many Single or two

5 Market coverage Whole market Whole market Local market

6 Structure Organized Semi(Organized) Unorganized

7 Technology Extensive use Extensive use Minimal or no use

8 Cold chain Use cold chains Use cold chains Minimal or none

9 Partnerships Formal partnerships Formal partnerships No formal
partnership

10 Relationship Collaborative,
win-win

Arms length, control
type

Opportunistic

11 Trust High Moderate Moderate

12 Governance Formal Formal Situational

13 Quality High-quality control Acceptable quality
control

Poor-quality control

14 People, task and
responsibilities

Presence of silos,
poor accountability

Feeling of ownership
and accountability

Owner’s traits are the
reflection of firm

Table 3 Various modes of linkages

S.no Linkage Description Linkage state

1 Dairy cooperative society
and large private actors

Sharing across all stages Not present

2 Dairy cooperative society
and small operators

Supply of milk by small
operators, Processing know-how
transfer to small operators

To some extent

To some extent

3 Large private actors
and small operators

Processing know-how transfer to
small operators. Small operators
as sourcing hub for organized actors

Not present

To some extent
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for themselves in international and domestic markets (Morgan 2007). The supply
chain comprises functions, processes and associated flows and is geared towards
value-added activities (Zhou and Benton 2007). A list of specific process and
product characteristics of food supply chain networks (FSCNs) is summarized in
Table 4. Each characteristic has an impact on the way the operational processes are

Table 4 Overview of the product and process characteristics and their impact

Product and process characteristics Impact on operations

Overall

–Shelf-life constraints for milk, intermediates
and finished products and changes in product
quality level while progressing the supply
chain—recycling of materials required

–Timing constraints
–Information requirements
–Return flows

Growers/Producers

–Long production times (producing new or
additional products takes time)
–Seasonality in production
–Variability of quality and quantity of supply

–Responsiveness
–Flexibility in process and planning

Food processing industry

–High volume, low variety production systems
–Highly sophisticated capital-intensive
machinery leading to the need to maintain
capacity utilization
–Variable process yield in quantity and quality
due to biological variations, seasonality,
weather, pests, other biological hazards
–A possible necessity to wait for the results of
quality tests
–Alternative installations, alternative recipes,
product-dependent cleaning and processing
times, carry-over of raw materials between
successive product lots
–Storage buffer capacity is restricted, when
material, intermediates or finished
–Products can only be kept in special tanks or
containers
–Necessity to value all parts because of the
complementary nature of agricultural inputs
Necessity for lot traceability of work in process
due to quality and environmental requirements
and product responsibility

–Importance of production planning and
scheduling focusing on high capacity
utilization
–Flexibility of recipes
–Timing constraints, ICT possibility to
confine products
–Flexible production
Planning that can handle this complexity
–Need for configurations that facilitate
tracking and tracing

Auctions/Wholesalers/Retailers

–Variability of quality and quantity of supply
of farm-based inputs
–Seasonal supply of products requires global
(year-round) sourcing
–Requirements for conditioned transportation
and storage means

–Pricing issues
–Timing constraints
–Need for conditioning
–Pre-information on quality status of
products

(Adapted from: van der Vorst et al., 2007)
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organized. It is vital for industrial producers to contract suppliers to guarantee the
supply of raw materials with the right volume, right quantity, right quality, at the
right place and at the right time.

4.3 Traceability and Transparency in the Food Supply
Chains

Tracking is the ability to follow the downstream path of a product along the supply
chain (Dabbene et al. 2014), and traceability refers to access of product-related
records in the upstream stages of supply chain (Bechini et al. 2008). Traceability
involves ability to trace history in terms of recorded identification (International
Standard Organization (ISO): 8402) or movement of items (Food and Agriculture
Organization (FAO)/World Health Organization (WHO): 1997) and intends to
capture data about each constituent item used (European Union 2002) or other
measures of records under consideration (ISO 9000, ISO 22005). Traceability
systems are formulated (ISO 22000: 2005) on the principles and design guidelines
(ISO 22005:2007) for product identification (ISO 9001:2008) through data
encoding on RFID devices and interoperable bar-coded devices (ISO/International
Electro-technical Commission (IEC) 15962, 24,791, 15,459, 15,418 and 15,434).
Aung and Chang (2014) define traceability in terms of what, how, where, why and
when aspects of underlying product along a supply chain. In European Union (EU),
the emphasis is on food hygiene (EU 2004) which is operationalized through
European Food Safety Authority (EFSA) and Rapid Alert System for Food and
Feed (RASFF). In the USA (US), regulation for complete traceability is enacted in
2005, whereas in India, Food Safety Standard (FSS 2011) was formulated to cover
all types of dairy operators. However, in India, the traceability of food products is
limited to track back lot number of processed product only. Traceability mecha-
nisms are required in case of detection of unsafe food in the market or in situations
of an outbreak of food-borne disease. Traceability helps in identifying root cause of
the problem, taking timely corrective actions and development of robust system.

4.4 Complexity in Dairy Supply Chains

Milk being a natural product has in-build variability. Quality and composition of
milk is highly depended on various external factors. The dairy supply chain like
other food supply chain is a directed network of business processes with precedence
relationships. Quality and safety of dairy products along a supply chain stage
depend upon product and process quality at the preceding stage. The final accep-
tance of the product is by the consumers, which depends on the combination of
three factors quality, price and safety. The dairy and food supply chain possesses
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special characteristics of products and processes, whose recording is essential for
ensuring transparency (Trienekens et al. 2012). Table 5 elaborates special charac-
teristics of a typical dairy supply chain. Attributes of dairy products and processes
are grouped as intrinsic and extrinsic. This classification is in line with Trienekens
et al. (2012) for the food products.

Different actors have their own perspectives regarding attributes of dairy prod-
ucts and processes, and their alignment in the dairy supply chain. Grunert et al.
(2005) has defined four attributes of food products from the perspective of the end
consumers, namely sensory attributes, health attributes, convenience attributes and
process attributes. Attributers of dairy products along with their implications for
dairy process management and associated impacts on consumers, government and
dairy processors are elaborated in Table 6. Inherent complexities of the dairy supply
chain present various forms of disturbances which impact operations along the
underlying supply chain. Disturbances are characterized by elements such as fre-
quency of occurrence, possibility of detection and impact on the dairy supply chain.
Causes of disturbances are related to factors such as volume and quality, service,
time, sustainability and cost. The underlying dairy supply chain is robust if it can
withstand routine disturbances. The objective is the identification of various sources
of vulnerability that explain various disturbances which affect the robustness and
eventually increases the vulnerability of the underlying dairy supply chain.

Table 5 Dairy product and process attributes

Types of special
characteristics

Description

Product intrinsic
attributes

1. Perishability and rapid deterioration in quality of milk and milk
products with time and temperature.
2. Variability in milk and milk products due to
∙variation in fat and SNF content of cow and buffalo milk
∙variation due to difference in cattle feed, fodder, genetic
composition, breed, etc.
3. Seasonality
∙lack of milk production in lean season due to lack of green fodder
∙lack of milk production due to lack of drinking water for the cattle in
lean season
∙use of skimmed powder for production of milk and milk products in
lean season
∙high production of milk and milk products in flush season

Product extrinsic
attributes

1. Source and history of milk and other inputs such as fodder,
vaccination, type of cattle or buffalo, storage, handling and
transportation conditions, etc.
2. Processing technology and resources used in production process of
dairy products

Process attributes 1. Mixing of raw milk collected from different sources before
processing makes the traceability difficult.
2. Complex production scheduling due to sequential continuous and
discrete production
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Table 6 Dairy product attributes and their implications

Attributes Demands from consumers and
government

Implications

Intrinsic attributes

Sensory
attributes

–Taste, odour, colour and freshness Various types of flavours and
tastes are formulated to give
sensory appeal to milk products.

Health
attributes

–Infant and baby foods.
–Less fat content milk products—
such as toned milk and skimmed
milk powders.
–Milk-based health drinks and
foods.

–Implementation of food standards
and strict compliance and
monitoring.
–Hygienic and safe packaging
with proper labelling
–Milk and milk products are
regarded as rich source of protein
for infants, growing children, aged
and vegetarian population.

Convenience
attributes

–Ready-to-consume milk-based
products such as yogurt, flavoured
milk, cheese balls and slices, etc.
–Traditional Indian dairy products
and sweets such as shrikhand, lassi,
chanch, kulfi, rasogolla,
gulabjamun, etc.

–Implementation of food standards
and strict compliance and
monitoring.
–Increase in sales of ready-to-use
milk products
Factory production of traditional
Indian dairy products

Extrinsic attributes

Process
technology

–Energy conservation and use of
energy-saving technology in
chilling, storage, transportation and
processing of milk.
–Use of permitted pesticides and
additives in cattle feed production.
–Use of permitted levels of
additives in processing of dairy
products.
–Animal welfare and care.
Input materials (fertilizers,
pesticides, etc.)
–Disease prevention in milch
animals
–Biotechnology.

–Green production.
–Implementation of food standards
and scientific-based permitted
levels of pesticides and additives
in milk and milk products.
–Legislations on animal welfare.
–Cattle vaccination programmes
and cattle disease-free zones

Impact on
environment,
people and
society

–Environment, global warming,
damage to ozone layer by increasing
methane levels from cattle.
Deforestation, soil erosion due to
grazing.
–Packaging material.
–Labour rights, working conditions
and safety.
–Entrepreneurships and working
conditions.
–Dairy cooperative legislations.

–Sustainable dairy supply chains.
–Reverse logistics for collection
and recycling of packaging
materials used in tetra packs, poly
packs, glasses and aluminium
foils.

(continued)
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4.5 Performance for Dairy Supply Chains

Various key performance indicators (KPIs) belonging to four dimensions financial,
customer, internal business processes and learning and growth have been derived
though exploratory research and discussions with the domain experts. Table 7
depicts these KPIs. These KPIs have been validated through survey of a select
group of respondents associated with dairy supply chain, namely dairy farmers,
milk collectors, processors, distributors as well as retailers and the consumers. The
respondents were asked to rate the identified KPIs on a scale of 1 (not important) to
5 (very important) to find out their ranking. The respondents were also asked to rate
each BSC perspective by assigning a score ranging from 0 to 10. This approach is
in line with Bigliardi and Eleonora (2010).

4.6 Achieving Sustainability

Sustainability challenges arise owing to causes such as ineffective utilization of
resources, poor logistics, inadequate process management, poor methods of dairy
farming, challenges arising due to properties of milk and poor product management.
Figure 3 depicts a fishbone diagram that represents difficulties. High wastages,
continuously increasing quality norms, difficulties in use of resources to achieve
broad social needs and difficulty in balancing social–economic welfare contribute
towards ineffective utilization of resources. Increased fuel consumption due to high
distance travel, inadequate green logistics options and variable cost structure of
transportation modes contribute towards poor logistics. Poor flexibility of pro-
cesses, poor responsiveness in terms of lead time and delivery, poor traceability of

Table 6 (continued)

Attributes Demands from consumers and
government

Implications

Intrinsic attributes

–Community
Social and economic dimensions of
dairy farming.

Supply and
demand

–Mixed farming system.
–Cultural preferences for milk and
milk products.
–Dairy cooperatives.
–Reduction in non-tariff trade
barriers and subsidies for free world
trade of dairy products.
–Fair trade practices, Obscure
contracts.

–Corporate social responsibility
(CSR)
–Dairy cooperative reforms
–Post-WTO regime and free
global trade
–Elimination of unethical trade
practices.
–Increasing consumer demand for
health benefit-rich products.
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Table 7 KPIs for
measurement of performance
(based on priority) (N = 307)

Internal process perspective (Importance rank:1)
(To satisfy our shareholders and customers, what business
processes must we excel at?)

Implementation of HACCP and other quality control measures

Use of clean technologies

Product development cycle for new value-added products

Use of IT and ERP systems for real-time sharing of data

Capacity utilization of plant

Product variety and range

Factory production of indigenous dairy products

Quality check and traceability of incoming milk and raw
materials

Backward integration of processing units in milk procurement
and production

Customer perspective (Importance rank:2)
(To achieve our vision, how should we appear to the
consumers?)

Compliance to national and international food quality and codex
standards

Quality of delivery goods

Distribution network

Post-transaction measures of customer service

Supply chain integration

Customer perceived value of product

Flexibility of service system to meet particular customer needs

Financial perspective (Importance rank:3)
(To succeed financially, how should we appear to the
consumers?)

Net price of products

Transportation and distribution cost

Total supply chain cost

Net sales

Terms of payment

Return on investment

Supplier cost-saving activities

Learning and growth perspective (Importance Rank:4)
(To achieve our vision, how will we sustain our ability to
change and improve?)

Strong research and development (R&D)

Innovations

Public–private partnership (PPP) model in infrastructure
development and cattle extension services

Supply chain robustness

Sustainability of operations
(continued)
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products and inadequate green packing contribute towards inadequate process
management. Greenhouse gas emissions, poor scale of farms, lack of on-farm
initiatives to produce novel milk, disequilibrium arising due to selective use of
animal breeds and contamination of air, water and land contribute towards poor
methods of existing dairy farming. Feed-dependent flavour and milk fat,
breed-dependent volume and quality of milk, perishable and variable nature of milk
and inadequate heat stability contribute towards challenges of milk properties. Lack
of value-added milk products, poor quality of products, poor global reach and poor
branding of products contribute towards poor product management.

5 Conclusions

5.1 Implication for Theory

This paper explores the dairy supply chains from the perspective of supply chain
management, and in doing so, it integrates operations and marketing processes for
enhanced level of value creation. This approach is in line with Karmakar (1996) and
Malhotra and Sharma (2002). To the best of author’s knowledge, this would be first
of a kind study exploring sustainability for dairy operations in an Indian context.

Table 7 (continued) Supply chain collaboration

Training and human resource development (HRD)

Transparency in supply chain

Corporate social responsibility (CSR)

Difficulties in balancing 
socio-economic welfare 

High 
wastages 

Difficulty in use of resources to 
achieve broad social needs 

Poor Logistics

Variable cost structure of 
transportation modes  

Inadequate green 
logistics options 

Poor Methods of Dairy Farming

Contamination of water

Contamination of air 

Contamination of land 

Disequilibrium due to 
use of selective breeds 

Greenhouse gas 
emissions 

Variable milk quality 

Inadequate green packaging

Poor traceability of 
products 

Poor responsiveness: lead time, order 
delivery etc 

Distance linked fuel 
consumption 

Stringent 
regulations 

Poor flexibility of processes 

Challenge of Milk Properties

Perishability and 
inherently variability   

Breed dependent milk 
volume and quality 

Feed dependent flavour milk fat 

Inadequate heat stability 

Poor quality 

Poor global reach 

Poor brandin g of products 

Poor Product Management

Ineffective Utilization of Resources Inadequate Process Management

Lack of on-farm initiatives 
to produce novel milk 

Poor scale of 
farms 

Lack of value 
added products 

Difficulties 
in 

sustainability 

Fig. 3 Cause and effect diagram depicting various difficulties in achieving sustainability
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5.2 Implication for Practise

Based on ensuing findings, a comprehensive framework has been proposed for
sustainable growth of the Indian dairy sector. The proposed framework is anchored
on public–private partnership (PPP) for inclusive and sustainable growth. Figure 4
depicts the proposed framework. The constituents of the framework are global
marketing and brand development of indigenous dairy products, research and
development for improvement in products, processes and development of clean
technologies, infrastructure development to support operations, utilization of
resources, nurturing of entrepreneurship, quality control and policy support.
A similar approach has been adopted by Manzini and Accorsi (2013) for assessment
of logistics of food products. Long-term sustainability of the dairy industry will be
based on economic models which generates higher pay-offs through increased
access to foreign markets coupled with continuous value addition through tech-
nological know-how-driven innovations across the supply chain (Augustin et al.
2013). Performance of sustainable supply chain requires inclusion of
non-efficiency-based indicators (Shepherd and Gunter 2006) as inclusion of only
efficiency-based indicators can produce misleading picture (Chen and Paulraj
2004). Bourlakis et al. (2014) has derived efficiency, flexibility, responsiveness and
product quality as indicators of sustainable dairy supply chains. Indian dairy pro-
ducers should focus primarily on milk-deficit markets in Southeast Asia, Middle
East and Africa for export of milk and milk products; however, there is competition
from European Union, Australia and New Zealand. Traditional Indian dairy
products and sweets can do what Italian and Chinese food products have done for
their country. There is a need for global marketing of the Indian dairy products and
sweets. Commercialization of the Indian ethnic dairy products requires develop-
ment of efficient mechanized systems and low-cost packaging solutions to increase
their shelf life and make them price competitive. The public and private sectors
have to put more investments in research for development of new dairy products for
domestic and global market. Research is required to develop efficient processing
capabilities with the aim of reducing environmental impact. Balanced and nutritious
cattle feed is essential for increasing productivity of milch animals. There is need to
increase bulk cooling and storage capacity of milk at collection centres to prevent
wastage and preservation of milk quality for longer duration. To enhance utilization
of resources, governments (both at central and state level) and private firms need to
develop time-bound programs for the improvement in productivity of local breed of
the Indian cows by expanding coverage of artificial insemination and systematic
genetic improvement programs by supply of semen of evaluated bulls to various
milk sheds. There is a need for the formation of cooperatives of small dairy pro-
cessors (CSDP) on the lines of existing dairy cooperative societies (DCS) by
unorganized small dairy units and halwaiis. This approach is similar to collective
action and public–private partnership employed by the cooperatives of small grape
growers in Maharashtra state of India and their private marketing partner
Mahagrapes for accessing the global export market meeting the stringent food

A Framework for Sustainable Food Supply Chain: Reflections … 177



standard requirements (Narrod et al. 2009). To arrest adulteration and enhance
quality control of milk and milk products, government has recently introduced FSS
(2011). The aim of the new FSS is to make Indian Hazard Analysis and Critical
Control Points (HACCP) compliant for milk and milk products. Taxes on dairy
products in India are among the highest in the world. In addition there is multi-
plicity of taxes on dairy products in different states ranging from Octroi, sales tax,
collection tax, custom and exercise duties on equipment and plant machinery etc.,
there is a need to reduce these taxes to promote dairy sector.

Production Procuremen t Processing Distribution Consumption

Public private partnerships (PPP) for anchoring relationships among various actors  

Measuring performance 

Achieving Robustness 

Animal Feed: Vegetation,  
Fertilizers, Cattle farming,  

Emissions and energy use,  
Wastes during processing 

Packaging material,  
Recycling, Recall 

Key Stages in 
Dairy Supply 
Chain

Network of 
Dairy Supply 
Chain Actors 

Elements of 
Framework 
for facilitating 
Sustainable 
Growth of the 
Dairy Supply 
Chain  

1. Utilization of 
resources 

2. Nurturing 
entrepreneurship  

3. Quality control
4. R &D for new 

products, processes and 
clean technologies 

5. Global marketing 
and development 
of brand 

6. Infrastructure Development)

7. Policy Support

Farmers/        
households  

Processing units, Dairy 
cooperatives/agents Distributors Customers

Farmers/        
households  

Processing units, Dairy 
cooperatives/agents Distributors Customers

…
 

…
 

…
 

…
 

Processor firms / 
Halwaiis

Farmers/        
households  Distributors Customers

Embedding transparency, 
traceability and information flow 

MeasureFeedback

MeasureFeedback

MeasureFeedback

Monitoring and 
Control of 
Day-to-Day 
Operations for 
Efficiency, 
Flexibility, 
Responsiveness 
and Product 
Quality for 
Sustainability 

Air-soil-water system 

Assessing 
Impact  

Fig. 4 Framework for sustainable growth of the Indian dairy supply chain
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5.3 Implication for Social Sustainability

Livestock and livelihoods are closely related in India and the ownership of livestock
is much more egalitarian. Successful growth of dairy sector in India in last four
decades has made dairy farming an important source of income and employment
generation in the rural areas in India. Similar developments have been happening in
other developing economies of Asia. Poverty is a major cause of food insecurity,
during global food crises livestock production has played an important role in
economy, both at the rural and the national level. Milk being a near complete food,
is a good source of nutrition to the rural poor in the world. Also it is main source of
protein to the majority of vegetarian population of India.

5.4 Scope for Future Study

The study may be taken as a foundation for future studies on modelling and
simulation of various issues pertaining in the dairy supply chain. Design of a
facility layout for collection and movement of milk products at the processor may
be an interesting area of work. Network planning for procurement of milk could be
another theme of study. Development of a distributed information system for
linking of various actors of the dairy supply chain may also be investigated.
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Waste Reduction in Meat Processing
Industry: The Application of MFCA
(ISO 14051)

Watcharin Chaiwan, Chawis Boonmee and Chompoonoot Kasemset

Abstract This chapter presents application of material flow cost accounting
(MFCA) analysis technique in meatball production. MFCA was used to analyze 6
processes that focused on the cost of positive and negative product occurred along
the target production line. The results of MFCA analysis for existing process showed
that the main negative product cost was material cost (MC). Thus, the improvement
solution was proposed to reduce the cost of negative product of MC. The main
material waste occurred at the first process of raw material preparation when melted
ice occurred during the temperature reduction during raw material preparation
step. To reduce this wastewater from melted ice, the proposed solution was to add a
refrigerator instead of using ice for temperature reduction. By this method, the
results from MFCA analysis showed that negative material quantity at raw material
preparation step was reduced from 47.77 to 3.62 % that gave effects on negative MC
reduction from 4.98 to 4.20 %. Consequently, this solution can help in saving
production cost as 67,406.67 Baht per year when considering only this product.

Keywords Material flow cost accounting (MFCA) � Meatball production � Case
study

1 Introduction

Material flow cost accounting (MFCA), a method of environmental management
accounting, was developed in Germany. Along with study on the MFCA’s approach
and its effectiveness, MFCA has been introduced into many industries. MFCA is
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being highly appraised and rapidly disseminated as a powerful method to simul-
taneously realize “reduced environmental impacts” and “improved business effi-
ciency” by increasing transparency of material losses (Environmental Industries
Office (Japan) 2011).

The company case study is one food industry located at Chiang Mai, Thailand.
The selected product is one size of meatball product. The studied process of the
meatball consists of six processes. In each process, a lot of waste such as food
scraps and wastewater are released. Thus, MFCA is applied for classifying costs of
both positive and negative products. At the process with the highest negative
product cost, the improvement solution is provided in order to reduce the negative
product cost that can be implied to the reduction of wastes for this process.

2 Literature Reviews

The original concept of MFCA is based on the work of the German “Institut für
Management und Umwelt” (institute for management and environment) in the late
1990s which initialized few pilot projects in the German industry (Schmidt et al.
2014). However, MFCA’s breakthrough had been reached in Japan. Due to the
great success of first implementation in the year 2000, MFCA was strongly pro-
moted thereafter and more than 300 Japanese companies adopted the method by
now (Kokubu et al. 2004).

MFCA was one technique that can help a company enhance both its environ-
mental and financial performance, through the analysis of material flows and energy
usage (Chompu-inwai et al. 2013). MFCA focused on both the costs of products and
the costs associated with material losses (Kokubu and Nakajima 2004). This tech-
nique was used to analyze positive and negative product cost and identify oppor-
tunities to reduce material usage and losses to improve the efficiency of materials and
energy usage and to reduce adverse environmental impacts. The cost of positive
product was the cost of quantity of materials made into company products, while the
cost of negative product was the cost from overall materials wasted.

The cost of positive and negative product can be separated into 4 parts: material
cost (MC), system cost (SC), energy cost (EC), and waste cost (WC). The negative
costs of all parts were considered to be reduced at the improvement state.

Despite minor differences in terminology and the system boundaries used, the
process of implementing MFCA has been consistently represented in extant liter-
ature. For ease of understanding, a flowchart displaying the main steps involved in
this process is provided in Fig. 1.

MFCA was applied in many companies for waste reduction. The application of
MFCA and design of experiment (DOE) concepts was proposed by Chompu-inwai
et al. (2013) to reduce material consumption and minimize waste at wood product
company. The results were the reduction of wood material losses in the cutting
process that reflected to a proportion of total wood materials used from approxi-
mately 69–54 %. Kasemset et al. (2013) proposed the application of MFCA
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analysis in process improvement. The production line of plastics packaging was
analyzed, and the results showed that the highest negative product cost occurred at
blow molding process. Then, the operations’ flow at blow molding process was
analyzed using motion study and ECRS concept in order to eliminate production
defects. The improvement solution showed that the defects were reduced to
26.07 % from previous negative product cost.

In textile factory, there were also a lot of material losses generated from a cutting
process. MFCA was proposed to one small textile factory in Thailand to identify the
material losses in the company’s production line. Improvement solutions were
evaluated based on MFCA concept and proposed to the company for implemen-
tation (Kasemset et al. 2014).

The advantage of MFCA technique was to help in clearly identifying production
waste in term of cost, and this can help management person to understand and
realize on the effect of production waste to the company’s cost.

3 Research Methodology

The research methodology was proposed based on 7 steps of MFCA implemen-
tation as follows.

1. Data Collection and Preparation
During this step, target product/process was selected and the data related to this
product/process were also collected including MC, EC, wage, SCs, and waste
management cost.

2. Material Flow Process Chart Creation
Material flow process chart was created using the data from the previous step to
show input material and waste of each process along the target process.

Fig. 1 The MFCA process (Christ et al. 2014)
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3. MFCA Calculation for the existing process
During this step, the costs of positive and negative products were identified
using mass balance method and costs were also presented as 4 types: MC, SC,
EC, and WC.

4. Problems Finding
Pareto chart was used to analyze the locations of negative product cost. Then,
problem analysis tools as cause and effect diagram and why-why analysis were
used to identify possible causes of negative product cost.

5. Improvement Planning
During this step, the improvement procedure was designed and planned for
implementation.

6. Evaluating Improvement Plan by MFCA analysis
The improvement solution was evaluated by re-analyzing MFCA. The results
from MFCA calculation were finally compared with the existing situation.

7. Conclusion and Implementation
The improvement solution was proposed to the company to plan for the
implementation.

4 Case Study and Results

The case study company was one of the food industries located at Chiang Mai
province, Thailand. The target product/process was set as one size of meatball
products. The results of the study can be presented as follows.

A. Basic Process Data and Material Flow Process Chart

The process of case study consisted of 6 processes: raw material preparation,
emulsion, forming, cooking, temperature reduction, and packing. The Material flow
process chart presented input and output of each process, including main material,
sub-material, and auxiliary material, as shown in Fig. 2.

B. MFCA Calculation for Existing Process

The concept of mass balance was used to allocate quantity of positive and negative
material. Then, to allocate positive and negative product costs of each SC, EC, and
WC were carried out using the percentage from mass balance (shown in Table 1).
The percent allocation was also used to distribute positive and negative cost for
each process and presented as MFCA diagram (showed in Fig. 3). For example, at
raw material preparation process, there were input materials as meat, lard, and ice as
total quantity as 15,280.00 g. The total material input at this process has become
only 7980 g (52.23 %) that was positive product sent to the next process and wasted
material 7300 g (47.77 %). Thus, mass balance concept was applied 52.23 and
47.77 % to separate the cost of positive and negative product for SC and EC at this
process, respectively. For WC, this cost was only included in the cost of negative
product.
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The conclusion of MFCA analysis for current production line of meatball was
presented in Table 2. The total cost of meatball production was 1378.36 Baht
consisted of MC as 1025.33 Baht, SC as 108.36 Baht, EC as 243.13 Baht, and WC
as 1.55 Baht. The total cost can be as the cost of positive and negative product as
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Fig. 2 Material flow process chart of study process
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1212.78 and 165.58 Baht, respectively. Considering the cost of negative product,
the largest portion was identified as MC as 77.48 % from the total cost of negative
product as presented in Fig. 4.

C. Problem Finding

As shown in Fig. 4, the highest value of negative product cost was identified as MC.
The Pareto diagram was developed to show the source of material waste in meatball
production line as in Fig. 5. From the chart, the first process, raw material prepa-
ration, was the place that generated the biggest portion of material waste as 33.52 %
from the total material waste.

From the observation at raw material preparation process, there were two types
of material wastes that were water from melted ice and meat scraps. For meat
scraps, it can be reused as raw material again or sold to customers. Thus, the main
problem was identified as wastewater from melted ice.

Table 1 Percentage used in cost allocation from mass balance and MC of each process

Process Positive material
cost

Negative material
cost

Total

1. Raw material
preparation

7980.00 g 7300.00 g 15,280.00 g

(52.23 %) (47.77 %) (100.00 %)

820.80 Baht 43.00 Baht 863.80
Baht

2. Mincing and mixing 11,150.00 g 400.00 g 11,550.00 g

(96.54 %) (3.46 %) (100.00 %)

882.58 Baht 36.76 Baht 919.34
Baht

3. Forming 11,103.00 g 47.00 g 11,150.00 g

(99.58 %) (0.42 %) (100.00 %)

878.86 Baht 3.72 Baht 882.58
Baht

4. Cooking 12,091.76 g 511.24 g 12,603.00 g

(95.94 %) (4.06 %) (100.00 %)

887.86 Baht 5.89 Baht 893.75Baht

5. Temperature reduction 11,354.43 g 474.51 g 11,828.94 g

(96.00 %) (4.00 %) (100.00 %)

852.34 Baht 35. 62 Baht 887.96
Baht

6. Packing 11,336.73 g 41.70 g 11,378.43 g

(99.63 %) (0.37 %) (100.00 %)

897.04 Baht 3.30 Baht 900.34
Baht
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D. Improvement Planning

Ice was used during preparation step for cooling meat. Wastewater from melted ice
was too dirty to be reused in any activity, and it was drained into wastewater
treatment system that increased the cost of waste treatment and directly played a
part of the company’s cost, as well. From data collection, 7000 g of ice was used
per one production batch, and this entire amount has become to wastewater. To get
rid of this material waste, a refrigerator was introduced to the preparation
step. Using a refrigerator for cooling meat helped in reducing material loss from
melted ice without the investment because the company already has its own
refrigerator.

E. Evaluating Improvement Plan by MFCA Analysis

The improvement solution, using refrigerator instead of ice in preparing step, was
evaluated using MFCA again, and the results are listed in Table 3.

Table 2 Cost allocation of meatball production line before improvement

MC SC EC WC Total

Total cost 1025.33 108.36 243.13 1.55 1378.36

74.39 % 7.86 % 17.64 % 0.11 % 100.00 %

Positive cost 897.04 92.71 223.03 – 1212.78

73.97 % 7.64 % 18.39 % – 100.00 %

Negative cost 128.29 15.64 20.10 1.55 165.58

77.48 % 9.45 % 12.14 % 0.93 % 100.00 %

Cost unit Baht

Fig. 4 Cost diagram of meatball production line
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Comparing between Tables 2 and 3, the total cost was increased from 1378.36 to
1428.21 Baht. Although MC was reduced from 1025.33 to 1019.00 Baht, saving
ice’s cost, EC was increased from 243.13 to 299.38 Baht due to increasing of used
electricity for the refrigerator.

From Fig. 6, after improvement, cost of input and negative products of MC and
SC was decreased. For EC, it was increased due to adding the refrigerator to the
production line. For positive product cost, SC and EC were increased, but MC was
decreased due to the reduction in input cost of ice. The reduction of ice cost was a
small part comparing with other raw MCs. When input cost was reduced in small
value at the same time as the main waste of MC remaining approximately the same,
the percentage of positive product cost of MC was relatively reduced.

Table 4 showed results comparison of material quantity and product cost at raw
material preparation step. From this table, negative material quantity can be reduced
at this process from 47.77 to 3.62 % that gave effects on negative MC reduction
from 4.98 to 4.20 %.

Table 3 Cost of meatball production after improvement

MC SC EC WC Total

Input cost 1019.00 108.36 299.38 1.48 1428.21

71.35 % 7.59 % 20.96 % 0.10 % 100.00 %

Positive cost 897.71 99.21 272.68 – 1269.60

70.71 % 7.81 % 21.48 % – 100.00 %

Negative cost 121.29 9.15 26.70 1.48 158.61

76.47 % 5.77 % 16.83 % 0.93 % 100.00 %

Cost unit Baht

Fig. 5 Pareto diagram of meatball production
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5 Conclusion and Discussion

This study presented application of MFCA analysis technique in meatball pro-
duction. MFCA was used to analyze 6 processes that focused on the cost of positive
and negative products. The results showed that the largest cost of negative product
was identified as MC as 77.48 % from the total negative product cost. Thus, the
improvement solution was proposed to reduce the negative product cost of MC.
Pareto chart was used to find the root cause, and the first process of raw material
preparation step was identified. To reduced negative product cost of MC, waste
material should be reduced at this process. The improvement solution was to use
refrigerator for reducing temperature of raw material instead of using ice. After
improvement, MFCA analysis showed the results as reducing in input and negative
product costs of MC. This result was affected to reducing the amount of wastewater
generated from this production line, as well.

Fig. 6 Cost allocation comparison

Table 4 Cost of meatball
production after improvement

MC at raw mat. prep. Input Positive Negative

Material
quantity
(g)

Before 15,280 7980 7300

100.00 % 52.23 % 47.77 %

After 8280a 7980 300

100.00 % 96.38 % 3.62 %

Product
cost (Baht)

Before 863.80 820.80 43.00

100.00 % 95.02 % 4.98 %

After 856.80a 820.80 36.00

100.00 % 95.80 % 4.20 %
aCost of ice was 7 Baht for 7000 g
Cost unit Baht
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Although adding one refrigerator to the preparation step was affected in
increasing of used electricity, the cost of EC was increased from 4.69 to 60.94 Baht.
This solution can be accepted because the refrigerator can be used for 20 batches of
products per time, so the cost per batch is approximately 3.05 Baht comparing with
the cost of used ice per batch that is 7.00 Baht. Thus, this solution can help in
saving production cost as 67,406.67 Baht per year when considering only this
product.
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A Suggestion of an Effective Reverse
Logistics System for Discarded Tires
in Japan

Kuninori Suzuki, Nobunori Aiura and Yutaka Karasawa

Abstract This chapter analyzes the current issues and proposes an effective reverse
logistics system for discarded tires, which considers collection, transportation, and
intermediate treatment enterprises, elements that are not involved in forward
logistics. The possibility of constructing a reverse logistics network over a wide
area is examined from a viewpoint based on previous studies and practices con-
cerning the construction of a forward logistics network. The result revealed that
these improvement measures for the reverse logistics can be effectively functioned.

Keywords Reverse logistics �Modal shift � Cooperative logistics � Discarded tires

1 Introduction

1.1 The Purpose of This Study

This study aims to analyze the collection and transport system for used tires in a
series of flows in a reverse logistics network. Many discarded automobile tires are
collected from gas stations, tire dealers, and the like. In this study, the possibility of
constructing a reverse logistics network over a wide area and the integration or
aggregation of logistical bases is examined. This simulation includes a collection
system algorithm and saving method. This procedure consists of three factors. The
first factor is the collection of discarded tires and their transportation to factories as
thermal fuels. The second factor is the improvement of the actual reverse logistics
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system for discarded tires. The final factor is the design of the improved reverse
logistical system. Here, the possibility of integrating the reverse logistical bases
through a computer simulation with a collection system algorithm and saving
method is discussed using local research.

2 Definition of Reverse Logistics

2.1 Reverse Logistics in Previous Studies

Schultz (2002, pp. 3–4), in his description of reverse logistics, indicated that
“although the collection process was recently added to a reference model for supply
chain operations, it will be more important for supply chain management (SCM) in
the future.” de Brito and Dekker (2003) described that “reverse logistics has spread
across the world, and it will be involved in a hierarchy of various supply chain
divisions.” The range of reverse chain or reverse logistics is defined as a series of
processes, including collection, recycling, and final disposal of products after
leaving the site of waste generation. Fleischmann et al. (2003) pointed out that
linking reverse logistics to a recycling system creates difficulty in defining the range
of reverse logistics.

2.2 Definition of Reverse Logistics of Discarded Tires

In Japan, for the security, the reuse of automobile tires is currently not popular.
However, after collection from gas stations and wreckers, many discarded tires are
given an intermediate treatment for conversion to fuel chips, and the fuel chips are
used in boilers in cement factories and paper and steel mills as a form of thermal
recycling.

In 1994, Japan Automobile Tire Manufacturers Association (JATMA) unified
the names of various used tires into “discarded tires.” Since fuel chips are valuable
materials, their transportation and distribution belong to forward logistics instead of
the reverse logistics performed by the collection and transportation enterprises.

Figure 1 shows a basic logistical flow for discarded tires. When enterprises such
as gas stations and car shops are sources of discarded tires, the discarded tires are
treated as industrial wastes. When collecting discarded tires, a person in charge of
discarded tires in the source enterprise is obliged to be present at the collection
point and the collection is performed using a manifesto, or an industrial waste
management slip. Therefore, the time required for collecting discarded tires in
reverse logistics tends to be longer than that required for distribution in forward
logistics, in which tires are only delivered. Enterprises that collect and transport
discarded tires must establish a collection plan that considers these matters.
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In the case where the same enterprise performs collection, transportation, and
intermediate treatment of discarded tires, as well as distribution of fuel chips
derived from discarded tires to paper and steel mills as thermal recycling, the
enterprise must be engaged in the area of reverse logistics as well as of forward
logistics, including storage and distribution of the recycled products.

3 Outlines of Analysis and Simulation

Reproducing the present status of a Japanese company A’s collection system for
discarded tires and performing a scenario analysis of the future possibility of the
collection system allow investigation of the present situation. It also allows
exploration of further possibilities for the collection system for discarded tires and
the measures needed to realize an efficient reverse logistics network.

Company A, which recycles discarded tires at Kanagawa Prefecture in Japan,
has licenses for collection, transportation, and intermediate treatment of discarded

Gas Station
Gas Station

Gas
Station Car 

Shop

Car Shop

Scrap Processor

Intermediate 
Treatment 
Factory

Fig. 1 Logistical flow of discarded tires
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tires, and for transportation in forward logistics. The company recycles discarded
tires into fuel chips, which it then sells to major paper and steel mills. Discarded
tires are collected from tire dealers, auto wreckers, gas stations, and auto accessory
stores in the Kanto district and then converted into fuel chips in the recycling
factories.

The fuel chips are then directly transported to paper mills using 10-ton trucks or
to steel mills using ships from the Port of Kawasaki City in Kanagawa Prefecture.
The Kanto district includes parts of Tokyo Metropolis, Chiba Prefecture, and
Saitama Prefecture, centering on Kanagawa Prefecture.

A 4-ton truck collects 1000 discarded tires from tire dealers, gas stations, car
shops, and auto accessory stores every day. Since these tires cannot be collected all
at once, they are collected two or three times. The weight of a tire is approximately
8 kg, and the tires are collected using boxes. Although a maximum of 200 tires can
be put into each box, in many cases only about 150 tires are put into the box
because the tires are not stacked neatly.

The business scheme of the company can be divided into two systems such as a
collection system for discarded tires and the transportation and distribution system
for fuel chips after collection and intermediate treatment of discarded tires for
thermal recycling.

As Fig. 2 shows, the simulation model used in this study is composed of three
echelons: the collection complex, the transshipment and storage complex, and the
intermediate treatment factory.

The following three desirable situations are investigated from the viewpoints of
the environment, load, and cost of the entire collection system, using a simulation
model:

(a) Desirable situations of complexes (nodes) belonging to each echelon.
(b) Desirable situation of movement (links) between complexes belonging to the

same echelon.
(c) Desirable situation of movement (links) between complexes belonging to

different echelons.

Collection complexes belonging to echelons located at the upper part of Fig. 2,
such as gas stations, car shops, and auto accessory stores, are used as subjects, and
the study investigates a collection device at each complex in the same echelon, a
collection route between collection complexes, and routes to different echelons,
such as transshipment and storage complexes and intermediate treatment factories.

Intermediate treatment factories belonging to echelons located at the center part
of Fig. 2 are used as subjects, as locations of intermediate treatment factories
including their elimination and consolidation, for shifting to other intermediate
treatment factories in the same echelon, for new establishment of a transshipment
and storage complex, and for introduction of a modal shift between a transshipment
and storage complex and an intermediate treatment factory.

When the entire area of Chiba Prefecture is assumed to be the future collection
area, establishing a transshipment and storage complex (temporary storage com-
plex) in Chiba Prefecture and performing batch transportation between the
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temporary storage complex and an intermediate treatment factory in Kanagawa
Prefecture may be more efficient than consolidating collection complexes into one
or two in Kanagawa Prefecture and performing real-time collection.

Figure 2 also shows conditions for these complexes. For example, the collection
frequency, collection amount, type of vehicle used for collection, existence of
transshipment and storage complex, identification of intermediate treatment factory,
time window, and route group arrangement are described for collection complexes.

4 Route Search Model and Algorithm for Computer
Simulation

The saving method by this simulation is used as an axis for collection course
decisions for the total network in Fig. 3.

The saving method is a practical technique to pick the most suitable course in the
transportation plan approximately from various transport paths. It does not deliver
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Fig. 2 Setting of echelons for discarded tires collection system
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the saving technique to two places of delivery separately, and it is the principle to
plan improvement of the efficiency by delivering it as one route.

For a network to show in Fig. 1, two routes can be merged into one route, with
the calculation for the differences between the distances or expenses in each
delivery as in Fig. 4. It should be done for all the combination of the routes for an
optimized delivery network, while a distance saving is generated.

The total distance can be shortened by a difference of the length for two red
arrows and the length of the blue arrow in Figs. 5 and 6; savings sij can be
calculated by Sij ¼ dðuipÞ þ dðpujÞ � dðuiujÞ:

The algorithm of the saving method is as follows:

1. The route between stores and intermediate treatment facilities is fixed as an
initial route.

2. After calculating all the routes between the pair of stores, arrange the store pairs
in the largest order of the saving level.

P
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G

Fig. 3 The image of the total
network
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Fig. 4 Calculation for the
saving method
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Fig. 5 Generation with the saving method
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3. Choose the store pairs from the big candidate to unify sequentially of the saving
level. If the saving level is not plus or a store pair to choose disappears, this
process is finished.

4. If the store i and store j are located next to the intermediate treatment facility on
each collection course, go to (5), and if not return to (3).

5. If the sums of demand quantity on the collection course including the store i and
the demand quantity on the collection course including the store j are less than
the loading capacity of the collection vehicle, go to (6). If not, return to (3).

6. Integrate the collection course as the store j is included in with the collection
course where store i is included in and go back to (3).

5 Data on Collection Points

At present, company A has 150 collection points for discarded tires in the Kanto
district as in Fig. 7 by Google Maps, centering on Tokyo Metropolis and
Kanagawa Prefecture. In the future, the company will introduce a cooperative
collection system and extend the collection area for discarded tires, concentrating
on Chiba Prefecture. Assuming an increase in the number of collection points to
650 as in Fig. 8 by Google Maps, data on potential collection points are prepared in
addition to data on existing collection points. A simulation is performed based on
consolidation of complexes and information on collection points in this collection
area, to be incorporated into the cooperative collection system, and the effect of the
increase in the number of collecting points on the operational efficiency is
examined.
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Fig. 7 Actual collection site

Fig. 8 Potential collection site
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6 Case Study

6.1 Numerical Results

To grasp the actual situation, using 150 site data, the program was run. In the
mileage result, 9–11 of 4-ton trucks and 5 of 10-ton trucks are used.

In Table 1, the numerical results of truck types, driving mileage, driving time,
working time (at collection sites), the number of discarded tires, and the number of
trucks are shown. “DATE” means the day of the week, i.e., DATE: 0 means
Monday, and DATE: 5 means Saturday. Concerning cost results by the week, the
personnel expenses, the variable expenses, the fixed expenses, and the total cost are
also calculated.

The scale merit and cost merit, however, cannot be found with the increase of the
number of collection sites. The mileage distance increases compared to the number
of the trucks and collection lots of discarded tires. The number of collection points
that a truck could visit was restricted by the time required for the travel and the
number of discarded tires. In the case where a certain number of collections were
fixed, the number of vehicles was not affected by the number of collection points.

6.2 Cost-Reduction Measures

As the numerical results in Table 2, the cost merit of the increase in the number of
collection points cannot be seen. That is to say, other cost-reduction measures
should be considered. It is possible to reduce the working time (at collection sites).

Table 1 Mileage result of the actual network

Date Truck
type
(ton)

Driving
milage
(km)

Driving
time (h)

Working time
(at collection
sites)(h)

The number
of discarded
tires

The
number
of trucks

DATE: 0 4 1499 50 45 1999 11

DATE: 1 4 1212 40 44 1624 10

DATE: 2 4 1203 40 45 2048 9

DATE: 3 4 1499 50 45 1999 11

DATE: 4 4 1212 40 44 1624 10

DATE: 5 4 1203 40 45 2048 9

DATE: 0 10 1057 35 8 1638 5

DATE: 1 10 824 27 10 1220 5

DATE: 2 10 802 27 8 1298 5

DATE: 3 10 1057 36 8 1638 5

DATE: 4 10 824 27 10 1220 5

DATE: 5 10 802 27 8 1298 5

total 13,193 440 321 19,654 90
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The collection of discarded tires requires lots of time at the sites. However, the
effective measures, such as collection infrastructure, can reduce its time and costs.
The possible measures are as follows:

• Introduction of RFID system for the inspection of discarded tires at the col-
lection sites.

• Introduction of Electronic Manifesto and Advanced Shipment/Collection Notice
System for efficient procedures of collecting discarded tires at the collection
sites.

• Introduction of removable containers for reducing the loading time and waiting
time at the collection sites.

Based on these cost-reduction measures, the scenarios for the simulations are
made. The numerical results are given in Table 3. Compared to the actual network,
the costs for each scenario can be reduced. “Full complement” includes RFID
system, electronic manifesto and ASN, and removable containers.

Table 2 Cost result of the potential network

DATE Truck
type (ton)

Variable
expense
(driving)
(yen)

Variable
expense (at
collection
site) (yen)

Personnel
expense
(yen)

Fixed
expense
(yen)

Total
(yen)

DATE: 0 4 127,270 26,182 401,400 168,000 722,852

DATE: 1 4 145,803 25,389 435,800 186,000 792,992

DATE: 2 4 152,394 23,535 441,200 189,000 806,129

DATE: 3 4 127,270 26,182 401,400 168,000 722,852

DATE: 4 4 145,803 25,389 435,800 186,000 792,992

DATE: 5 4 152,394 23,535 441,200 189,000 806,129

DATE: 0 10 12,913 1325 41,250 25,000 80,488

DATE: 1 10 25,127 1757 69,000 40,000 135,884

DATE: 2 10 28,914 1586 74,500 45,000 150,000

DATE: 3 10 12,913 1325 41,250 25,000 80,488

DATE: 4 10 25,127 1757 69,000 40,000 135,884

DATE: 5 10 28,914 1586 74,500 45,000 150,000

Total 984,842 159,548 2,926,300 1,306,000 5,376,690

Table 3 Cost result of the
measures

Cost-reduction measure Total cost
(yen)

Actual state 1,306,250

RFID system 1,221,332

Electronic manifesto and ASN 1,128,018

RFID system, electronic manifesto, and
ASN

1,087,960

Removable containers 1,021,432

Full complement 928,032
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7 Conclusion

This study used actual data for the collection system of discarded tires to perform a
simulation that clarified the actual state of the collection system and that pointed out
problems that reduced the efficiency of reverse logistics. When a model for the
consolidation of distribution complexes, which has been an effective tool to
improve the distribution efficiency in forward logistics, was directly applied to
reverse logistics, the expected results were not realized, because the time required
for tasks at the complexes is longer in reverse logistics than in forward logistics.
A cooperative reverse logistics network will require the establishment of a new
scheme while utilizing accumulated knowledge in forward logistics.

In the future, the transportation and distribution system for fuel chips should be
analyzed for cost reduction, while considering a reduction in environmental load.
A simulation for the transportation and distribution system of fuel chips should
include a number of factors including collection complexes in overseas regions such
as China and South Korea in addition to Japan, intermediate treatment complexes,
and consumption areas for the recycled goods.
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A Study on the Location Selection
of Industrial Wastes Treatment Facilities:
A Case of Intermediate Treatment
Facilities in Chiba, Japan

Sarinya Sala-ngam, Kuninori Suzuki, Jun Toyotani,
Keizou Wakabayashi and Akihiro Watanabe

Abstract This chapter attempts to raise the awareness of the recycling-based
society through the creation of efficient strategy for reverse logistics by searching
for the optimal location for collecting centers of the intermediate treatment facili-
ties. Generally, the efficiency of collecting center can be improved by relocating the
facilities and by changing the collection and transport routes. The optimal location
of collecting centers for treatment facilities are found by the density method. The
case study searches for the optimal location of the collecting centers for the
intermediate waste treatment facilities in Chiba prefecture. The results show that the
efficiency of waste collection can be improved with leading collection routs from
the collecting center to all other treatment facilities.

Keywords Intermediate treatment � Waste treatment � Collection and transport �
Computer simulation

1 Introduction

Recently, the environmental problems have become increasingly amplified, due to a
consequence of fast growing economic activities of mass production and con-
sumption. Customers strongly expect business operators or companies to reduce the
environmental impact of their products and processes. Hence, the recycling-based
society is attracting wide interest of many companies. Also, product recovery is
becoming increasingly important problem in industrialized countries. Accordingly,
reverse logistics comprising business about industrial waste treatment is an
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important role and meaning for the companies in an era. However, the proper
treatment of industrial wastes and strategy of reverse logistics are insufficient and
discussed. Thus, the business of industrial waste treatment requires more efficient
reverse logistic network. According to the quantitative models for reverse logistics
by Fleischmann (2001), reverse logistics is defined as “The process of planning,
implementing, and controlling the efficient, effective inbound flow and storage of
secondary goods and related information opposite to the traditional supply chain
direction for the purpose of recovering value or proper disposal” (Fleischmann
2001). A reverse logistics system comprises a series of activities that begin with
collection of industrial wastes or used products, and treatment of the collected
wastes and end with proper recovering of disposal. A detail of these activities is
collection, disassembly, shredding, testing, sorting, storage, and transportation. In a
case of transportation that can be divided into two main groups, the first group is
reusable parts for recycling or remanufacturing, and this should be called as
“redistribution.” The second group is non-reusable parts for proper disposal.

Many intermediate treatment facilities where industrial wastes are collected and
treated according to wastes can be represented as reuse option or should be dis-
posed, can be found in Japan. However, after treating industrial wastes, the treat-
ment facilities transport reusable parts to same recycling places and non-reusable
parts to same disposal places each by themselves. From a result of this, the number
of transport routes is excessive and the efficiency of transportation is not good as
expected. Accordingly, the waste treatment facilities in Japan need to solve this
problem and think of a new strategy for improving efficiency of transportation and
collection. This problem can be solved simply with minimizing the number of
transport routes.

Therefore, to improve the efficient collection and transportation of treatment
facilities in Japan, we have determined to focus on the intermediate waste treatment
facilities in Chiba, in order to minimize the number of routes by searching the
optimal collecting center for treatment facilities. Recent research has occurred in the
field of optimization. Barros et al. (1998) proposed a mixed integer linear pro-
gramming (MILP) model based on considering the optimization of warehouse
location problem for the sand and examine its optimization using heuristic proce-
dures (Barros et al. 1998) (Roghanian and Pazhoheshfar 2014). Krikke et al. (1999)
presented an MILP model based on a multilevel uncapacitated warehouse location
model. The model was used to determine the location of the recovery facilities and
also the transport links connecting various locations (Krikke et al. 1999)
(Roghanian and Pazhoheshfar 2014). However, we have found The Destiny
Function Method researched by Okabe and Suzuki (2008), which is very effective
and easy in achieving the purpose of this study.

The purposes of this chapter are to raise the awareness of the recycling-based
society through the construction and creation of efficient strategy for reverse
logistics. The optimal relocation for the collecting center of intermediate treatment
facilities in Chiba is selected by using the density method by Okabe and Suzuki
(2008).

208 S. Sala-ngam et al.



1.1 The Role of Intermediate Treatment Facilities

Industrial waste treatment processes and responsibilities differ from general waste
treatment. In case of industrial waste, waste producers have to dispose their waste at
their own responsibility, which is regulated by law. In this case, emitters have to use
their own facilities for storage, collecting, and treating waste and then transport the
treated waste to recycling place or disposal over a certain period of time with their
own vehicles. In many cases, emitters are facing more difficulties for their own
industrial wastes. Therefore, the emitters of industrial wastes can commit profes-
sional waste treatment operators who are committed from emitters to collect waste
to treatment facilities and redistribute reusable parts or disposal. Incidentally,
emitters of industrial waste do not need to get permission to treat waste; however,
the permission is required from waste treatment operators to do process of treating
industrial waste. However, emitters’ responsibilities are still waste collection and
redistribution or final disposal.

First, discharged industrial waste is collected and transported from factories for
the purposes of recycling. The collected and transported industrial wastes are
selected, graded, crushed, burned, melted, and dehydrated based on qualities of
wastes in the immediate treatment facilities.

1.2 The Circumstance and Problems of Intermediate
Treatment Facilities in Chiba Prefecture

Basically, intermediate waste treatment has been carrying out by each province. As
most industrial waste producers are located outside of cities, waste collection and
transportation requires longer time and distance across the province to reach the
intermediate treatment facilities. As a result of this, emitters are seduced to risk
illegal dumping. However, the risk of illegal dumping is decreasing due to tightened
regulations and increased penalties.

From noted points above, the examination of how efficiency can be realized by
collecting small and medium scale intermediate treatment facilities is focused and
set to the purpose of this study. In Chiba prefecture, many of the small and medium
intermediate treatment facilities can be found and the intermediate treatment is
carried out after collecting industrial wastes from each local manufacturing industry
or storage site of industrial waste. However, most of the intermediate facilities have
a daily capacity of less than 10 tons. Consequently, the flow line of reverse logistics
is longer than necessary when treated parts are redistributed for remanufacturing or
disposal.

Therefore, in order to realize the efficiency of reverse logistics, the largest scale
of existing intermediate treatment facilities in Chiba will be created to utilize as
collecting center when collecting industrial waste from the small facilities first.
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Next, the density function model by Okabe and Suzuki will be used in order to
search the optimal location for the collecting center of waste treatment facilities in
Chiba. Moreover, the collecting routes from intermediate treatment facilities to the
collecting center will be found by using a development programming, and a result
of routes will be shown by computer simulation. Increasingly, collecting distances,
units of transportation (quantity and traffic of transportation), will be calculated.

2 Problem Statement

2.1 Scope of Study

In this study, Chiba prefecture in Japan is centered and many intermediate treatment
facilities can be found (A public web site of Chiba, approach 2014). In order to
achieve the purposes of this study, the position of thirty intermediate treatment
facilities that treat only plastics waste and metals are investigated.

In Fig. 1, as a result of this investigation, the largest intermediate facility can be
found in 1 place and following in the small scale of facilities can be found in 29
places.

Fig. 1 The positions of the intermediate treatment facilities in Chiba prefecture
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2.2 Data for the Case Study

In order to search the collecting center for treatment facilities in Chiba, the nec-
essary data are shown in Table 1.

In addition, the position coordinates of treatment facilities will be required to
search location of the collecting center by using the density function model.
Therefore, the geocoding Web site is used to obtain the position coordinates of the
intermediate treatment facilities in Chiba by changing the addresses to latitude and
longitude. Table 2 shows a result of this. Moreover, a daily capacity of treatment is
also investigated, and the result of this investigation is shown in Table 2. However,
60 % of waste treatment capacity will be calculated to search a location that would
be the collecting center.

3 Methodology

The methods that used to achieve the purposes of this study are described as
follows.

3.1 Formulation of the Density Function Researched
by Okabe and Suzuki

The density function model by Okabe and Suzuki (Okabe and Suzuki 2008) is
consulted to search the optimal location for the collecting center of treatment
facilities. The density function model by Okabe and Suzuki showed that the
location center (hub) can be found simply by calculating average value of position
coordinates of its surrounding spokes using the density function.

Indices

j is an index of intermediate treatment facilities ðj ¼ 1; 2; 3; . . .;NÞ
a is an index of specific area ða ¼ 1; 2; 3; . . .;AÞ

Table 1 Use of data Data

Number of object intermediate
treatment facilities

30 places

Chiba area About 5156 km2

Truck 10 tons of truck

Collecting form Round ways (cyclic
formula)
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Parameters and Variables

N is the number of intermediate treatment facilities
A is the number of specific area
x is the position coordinate of the collecting center (latitude)
y is the position coordinate of the collecting center (longitude)
�xj is the position coordinate of j treatment facility (latitude)
�yj is the position coordinate of j treatment facility (longitude)

Table 2 Latitude and longitude of the intermediate treatment facilities and capacity of waste
treatment (ton/day)

No. Facilities Latitude Longitude Treating capacity (60 %)

1 A 35.937476 139.903159 165.31

2 B 35.932859 139.904654 169.10

3 C 35.873652 140.481955 199.20

4 D 35.826767 140.066712 314.12

5 E 35.817412 140.067057 169.92

6 F 35.779161 140.642758 150.00

7 G 35.772611 140.618517 216.00

8 H 35.749535 140.719026 249.60

9 I 35.734437 140.128079 239.64

10 J 35.715329 140.823249 240.00

11 K 35.712641 140.686651 259.20

12 L 35.697265 140.486745 240.00

13 M 35.688540 140.044723 154.63

14 N 35.688282 139.951437 384.00

15 O 35.678300 139.932379 192.48

16 P 35.676779 140.246000 360.60

17 Q 35.674406 139.962661 499.48

18 R 35.665471 139.925918 402.53

19 S 35.641764 140.559058 203.04

20 T 35.629931 140.545204 184.20

21 U 35.587871 140.289829 198.24

22 V 35.524814 140.094149 150.60

23 W 35.510680 140.063087 216.00

24 X 35.472955 140.283402 297.60

25 Y 35.458070 139.999475 696.00

26 Z 35.374908 139.899930 515.76

27 AA 35.369428 139.898804 182.40

28 AB 35.329306 140.116953 169.62

29 AC 35.121033 139.919692 208.62

30 AD 34.984843 139.847719 576.00

Total 1068.626526 4206.108982 8203.89
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pa is the number of treatment facilities in area a
dj is the distance from the collecting center to j treatment facility
ta is the total distance from the collecting center to other treatment facilities in

specific area a
T is the total distance from the collecting center to all other treatment facilities
m is the total number of times collected from treatment facilities which are in

specific area to the collecting center

The location problem of collecting center for treatment facilities can be for-
mulated as follows:

N ¼
ZZ

f ðx; yÞdxdy ð1Þ

Incidentally, a certain specific point ð�xj;�yjÞ and the number of treatment facilities
in site area a are given by the following formula:

pa ¼
ZZ

f ð�xj;�yjÞdxdy ð2Þ

According to formula 2, when the point on a map of the collecting location is set
to ðx; yÞ, the distance from the collecting center to other treatment facilities is given
be the next formula.

dj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� �xjÞ2 þ ðy� �yjÞ2

q
ð3Þ

Moreover, if all the distances from the collecting center to other treatment
facilities are added, the total distance T is obtained. And the distance from the
collecting center of one time of delivery to another treatment facilities is shown by tj.

Therefore, T shows the sum total distance of all the circumferential delivery
records.

ta ¼ djpa ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� �xjÞ2 þ ðy� �yjÞ2

q
1
N

ð4Þ

T ¼
XN
j¼1

XA
a¼1

djpa ¼
XN
J¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� �xjÞ2 þ ðy� �yjÞ2

q
1
N

ð5Þ

In each loading collection record, to add the number of times of collection as one
time per matter to all the operation records, the value of density function for one
collection record is 1/N. Moreover, when collecting wastes from the same place, as
times in the unit of month or year, the number of treatment facilities in site area can
be found as follows.
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pa ¼
ZZ

f ð�xj;�yjÞdxdy ffi 1
N
� m ð6Þ

T ¼
XN
j¼1

XA
a¼1

djpa ¼
XN
j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� �xjÞ2 þ ðy� �yjÞ2

q� �
m
N

� �
ð7Þ

Next, in order to find the location of the collecting center, what is needed is the
shortest total distance from the collecting center to other treatment facilities.
Namely, if the total distance can be defined as formula 7, it becomes possible to
calculate the shortest value by optimization formula 7 which turn out to be 0; from
this, formulas 8 and 9 are obtained as follow.

@T
@x

¼ 0 ð8Þ

@T
@y

¼ 0 ð9Þ

And for this value to be the minimum value, the following condition needs to be
fulfilled.

@2T
@x2

[ 0 ð10Þ

H ¼ @2T
@x2

@2T
@y2

� @2T
@x@y

@2T
@y@x

[ 0 ð11Þ

Therefore, if formulas 10 and 11 are solved, and the answers are checked to be
positive, the following formula will be obtained.

@T
@x

¼
XN
j¼1

ð2x� 2�xjÞ ¼ 0 ð12Þ

@T
@y

¼
XN
j¼1

ð2y� 2�yjÞ ¼ 0 ð13Þ

And the following formula is obtained by solving formulas 12 and 13 in more
detail.

x ¼
PN

j¼1 �xj
N

ð14Þ
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y ¼
PN

j¼1 �yj
N

ð15Þ

Therefore, the position coordinate can be solved by formulas 14 and 15. To find
the optimal collecting location for intermediate treatment facilities, formulas 14 and
15 will be used.

3.2 Route-First, Cluster-Second Method

In order to find collecting routes from the collecting center to all other treatment
facilities, route-first cluster-second method is consulted in this study.

From consulting route-first cluster-second method (Kubo 2007), first, Google
Maps is used to find the distances from the collecting center to all intermediate
facilities and the distances between the treatment facilities with other treatment
facilities. Secondly, a list of distances ranging from shortest to longest is created.
Next the scope is divided like a form of sectorial partitioning scheme by consid-
ering a list of distances ranging from shortest to longest which is mentioned above.
And finally, the collecting routes can be found using a development program, which
wrote by consulted route-first cluster-second method.

3.3 Quantity of Transportation

Quantity of transportation is a derived unit calculated as transported quantity
divided by unit distance. Thus, quantity of transportation can be calculated by the
following formula;

TQ ¼
X

D�
X

q ð16Þ

Parameters

TQ is the transportation quantity
D is the collecting distance
q is the transported quantity (which is shown in Table 2).

4 Results

4.1 Result-1

In this section, the result of utilizing the largest scale of existing intermediate
treatment facility as the collecting center is shown. As a result of investigation
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which is shown in Table 1, Y treatment facility is able to treat industrial wastes at
the highest capacity of 696 ton a day. Therefore, Y treatment facility is considered
to be the largest facility and considered to utilize as collecting center. Increasingly,
collecting routes from the collecting center to all other intermediate treatment
facilities are found by using a development program.

Figure 2 shows the results of the collecting routes from the Y treatment facility
to all other treatment facilities in Chiba.

From the above result, the total distance of the collecting routes which are shown
in Fig. 2 is 617 km., and the transportation quantity is about 506.2 × 104 t km.

4.2 Results-2

The result of using the density function researched by Okabe and Suzuki in order to
search the optimal location for the collecting center is shown in this section.

In order to search the optimal location of the collecting center for the interme-
diate treatment facilities in Chiba, the density function researched by Okabe and
Suzuki is consulted. From the density function model, formulas 14 and 15 are used
to find the position of the collecting center by calculating the average value of
position coordinates of treatment facilities (which is shown in Table 2) which is
given as follows:

Fig. 2 The location of Y treatment facility (blue point) and simulation of collecting routes from Y
treatment facility to other facilities

216 S. Sala-ngam et al.



x ¼ 1033:16846
29

¼ 35:6264985

y ¼ 4066:109507
29

¼ 140:2106727

From the result above, the position coordinate of collecting center can be found
at 35.6264985, 140.2106727. Therefore, the collecting center location would be at
35.6264985, 140.2106727. This position can be searched by using the geocoding
Web site in Fig. 3. And the collecting route from this location to all treatment
facilities can be found by development program, and the result is shown in the
following figure.

Resulting from the simulation above, the total distance of the collecting routes is
about 493.1 km, and quantity of transportation is about 404.5 × 104 t km.

5 Conclusions

From this case study, the purpose of the study can be achieved by creating the
largest scale of existing treatment facility in Chiba prefecture to utilize as the
collecting center first. Moreover, from the density function, the optimal relocation

Fig. 3 The position of collecting center (blue point) and simulation of collecting routes from the
collecting center to all other treatment facilities
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for the collecting center can be found by calculating the average value of the
position coordinates of treatment facilities. The optimal position coordinate of the
collecting is 35.6264985, 140.2106727. This place is Yato-cho, Wakaba-ku, and
Chiba-shi in Chiba prefecture.

As can be seen from the result, the examination revealed that efficiency of col-
lection in intermediate treatment facilities can be improved from current situation by
simulation of locations and collecting routes which are shown in Figs. 2 and 3.

Collecting wastes from other facilities to the collecting center with simulation of
collecting routes, which are shown in Figs. 2 and 3.

Additionally, in order to utilize Y treatment facility as the collecting center, Y
treatment facility has a daily capacity of waste treatment at only 696 tons; however,
the collecting center has to treat waste more than 8000 tons per day. Thus, to utilize
Y facility as the collecting center, Y treatment facility needs to increase the capacity
of waste treatment and area by 12 times more than at present. As a result of
distance, the collecting distance from the collecting center, which was found by the
density function to other treatment facilities is shorter than the distance from the
existing location of Y facility by about 20 %.

Therefore, 1266 Yato-Cho, Wakaba, Chiba Prefecture (the blue point in Fig. 3)
is considered to be the best relocation for the collecting center of intermediate
treatment facilities in Chiba.

To continue this study, the location selection of the collecting center for inter-
mediate treatment facilities in 2 places and 3 places are be considered as future
work. Moreover, a result of collecting distances, quantity of transportation, and
value of carbon dioxide emission will be used for considering the number of the
collecting center that should be proper for utilizing as the collecting center of
treatment facilities in Chiba.
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Part III
Manufacturing and Production Logistics



Performance Measurements Related
to Lean Manufacturing that Affect Net
Profit of SMEs in the Manufacturing
Sector of Thailand

Panutporn Ruangchoengchum

Abstract This chapter aimed to assess performance measurement related to lean
manufacturing and net profit of small and medium enterprises (SMEs) in Thailand,
by interviewing 100 SME entrepreneurs, particularly in the manufacturing sector,
and analyzing data by applying factor analysis and multinomial logistic regression.
The results found that performance measurement for SMEs in the manufacturing
sector in Thailand agreed with most variables at a high level, except for product
usage and service at a medium level. When considering each entrepreneur indi-
vidually, they had medium net profit at 11–15 %. When comparing performance
measurements related to lean manufacturing, it was found that factors affected a
high net profit of 15 % and they should continually work on it in order to ensure
product quality, process quality, waste, defects, suppliers, work-in-process, output,
lead time, delivery lead time, and inventory.

Keywords SMEs in the manufacturing sector � Net profit � Performance mea-
surement � Lean manufacturing

1 Introduction

In Thailand at present, it is accepted that small and medium enterprises (SMEs)
have a role important in the country’s economic expansion. It can be seen from the
expansion rate of the SME gross domestic product (GDP) is a key economic
indicator for a macroeconomic overview. It is likely to be higher than the expansion
rate of the country (2.9 %) in 2014 [The Office of Small and Medium Enterprise
Promotion (OSMEP) 2014]. Meanwhile, the percentage of GDP of SMEs increased
from 37.0 % of GDP of SMEs in 2013 to 37.4 % of GDP of SMEs in 2014
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(OSMEP 2014). Indeed, SMEs, particularly those in the manufacturing sector, are
the engine of growth in the economic system of Thailand and directly benefit the
economic growth of the country. It can be seen when comparing the GDP’s ratio of
SMEs in the manufacturing sector against the service sector and the retail sector in
2014 that SMEs in the manufacturing sector had the significantly highest growth
rates in GDP at 32.9 % of GDP compared with the service sector and the retail
sector at 32.5 and 13.0 %, respectively (OSMEP 2014).

Despite these successes and the status of major SMEs in the manufacturing
sector, they have failed to achieve the SME entrepreneurship confidence index. The
Office of SMEs Promotion (2014) reports that the SME entrepreneurship has low
confidence index in terms of the costs such as production cost, labor cost, and
logistics and transportation cost, and the competitive marketplace is also related to
the low confidence index. Low confidence index results in this sense affect business
profits and the survival of business operations.

Government sectors are trying to promote and support SME operations, par-
ticularly in the manufacturing sector, in order to find a strategy on how to reduce
costs and how to gain the highest profit margins, and also to create the potential for
competitive advantage. For example, the Bank of Small- and Medium-sized
Enterprises development of Thailand (SME Bank) organizes activities to strengthen
SMEs by allowing easier access to capital. In addition, the Office of SMEs
Promotion (2013) has conducted training programs to develop the potential of
SMEs, and the federation of Thai Industries has provided a framework for coop-
eration between the public and private sectors for the development of SMEs in
Thailand and to develop competitiveness capacity in both domestic and interna-
tional markets (International Institute for Trade and Development 2013). But SME
entrepreneurship might still have weak points in getting accurate data for analysis
and business development planning for the right decision in operations.
Performance measurement is then a management tool that is a vital part of helping
entrepreneurs know the results of business operations in the past and predict
business, as well as to know the impact on the profitability of the business and in
which way SME entrepreneurs should improve or enhance performance to be
suitable for increasing net profits and reducing costs, particularly unnecessary
production costs or waste solutions, which can possibly be eliminated and lead to
business profits. If there is no potential for SME business improvement, it would
not be able to compete. Therefore, SMEs should have proper performance mea-
surement to find weaknesses and to improve and strengthen their businesses.

For this reason, the researcher was interested in performance measurements
related to lean manufacturing that affect net profit of SMEs in the manufacturing
sector. Thus, it is the intention of this research project to find out to what extent this
occurs. The following are significant research objectives: (1) to measure SMEs’
performance in the manufacturing sector in Thailand; (2) to study SMEs’ net profit
in the manufacturing sector in Thailand, and (3) to study performance measure-
ments related to lean manufacturing that affect net profit of SMEs in the manu-
facturing sector in Thailand. This would appear to be a promising method to
alleviate industrial problems. The results of this research would be useful for SME
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entrepreneurs, particularly in the manufacturing sector, and other Thai government
agencies, to be used as guidelines to reduce costs, to develop competitiveness in
world markets, and to enhance the competitive advantage as preparation for con-
tinued economic expansion. To achieve research outcomes, we provide an in-depth
review of the literature underpinning the research objectives toward the develop-
ment of an evaluative framework with which to undertake the research project.

2 Reviewed Literature

This section reviews the literature concerning the parameters of research under four
main headings: SMEs, Net Profit of SMEs, Performance Measurement, and Lean
Manufacturing. These attributes build upon the literature of the research project’s
posited objectives and elucidate the key issues underpinning the research
methodology.

2.1 Beyond the Established Theoretical Perspectives: SMEs

The coordination and project management of the Office of SMEs Promotion (2014)
gave the definition of SMEs that cover business in the manufacturing sector, the
wholesale sector, the retail sector, and the service sector, with the following
meanings.

• The manufacturing sector is characterized by production industrial enterprises of
all types. By definition, the internationalization of production is to transform the
object into a new type of mechanical or chemical product, regardless of whether
the work is done by machine or by hand. The manufacturing operations include
the simple processing of agricultural products with industrial processes, and
community enterprises, as well as household manufacturing.

• The wholesale sector means services for trading, and selling new and used
goods to retailers, industrial, commercial, institutional, and professional users,
and includes sales to the wholesalers themselves.

• The retail sector means the sale without transformation of both new and used
goods to the general public for personal consumption or use by a particular
household. This trade also includes being a broker or dealer, gas stations, and
consumer cooperatives.

• The service sector means education, health, entertainment, transportation, con-
struction and real estate, hotels and hostels, restaurants, selling food and bev-
erage sales of restaurants, rental, entertainment and recreation, personal service,
household services, services for business, all kinds of repair, and travel- and
tourism-related businesses.
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In sum, this research studied SMEs in the manufacturing sector. The sample
groups were covered by the definitions above. The issue researched and analyzed is
the net profit of SMEs.

2.2 Beyond the Established Theoretical Perspectives:
Net Profit of SMEs

Net profit of SMEs will be measured by the survival level of companies with net
profits from net income of approximately from less than 5 to 15 % and above as the
researcher has defined, as the OSMEP (2013) set equations to predict the survival of
SMEs in Thailand into 5 levels as follows:

• Level 5 strongly survives (net gain of more than 15 %);
• Level 4 survives as normal or firm (net gain of about 11–15 %);
• Level 3 not good enough, there are certain profits, but no loss (net profit of

around 8–10 %);
• Level 2 quite poor, barely surviving, but circulation of funds is possible (net

gain of around 5–7 %); and
• Level 1 awful, cannot survive, loss and no circulation of funds (net gain of less

than 5 %).

Collectively, these attributes of the survival of SMEs suggest an approach to
research, which is an issue that will be analyzed further in performance
measurement.

2.3 Beyond the Established Theoretical Perspectives:
Performance Measurement

Performance measurement is an indicator of results, in which the researcher studied
documents and related research on performance measurements that affected net
profit on various variables as follows.

Fred (2011) has classified performance measurement quantitatively using finan-
cial ratios as a basis for assessing corporate strategies, including return on investment
(ROI), return on equity (ROE), profit margin, market share, debt to equity, earnings
per share (EPS), sales growth, asset growth, and qualitative performance measure-
ments such as in human resources, marketing, finance/accounting, accounting
research and development (R&D) or management information systems.

Hudson et al. (2001) divided performance measurement into 6 areas: quality:
reliability of products delivered or waste from the production service; time: the
reduction in waiting time and resource utilization; flexibility: productivity and
introduction of new products; finance: sales, cash flow, and inventory; customer
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satisfaction: delivery reliability, service, and market share; and human resources:
quality of work, labor efficiency, and staff learning.

Inman (2014) mentioned that the performance measurement can be divided into
two types: performance on achievement and productivity on output or outcomes,
such as competitiveness and financial performance, and measurement operations to
focus on the factors of achievement including quality and flexibility, resource
utilization, and innovation. The basic performance measurements of the business
process consist of currency (from profits), productive relationships: output/input or
productivity to cater to the customer, innovation and adaptation to change, and
human resources, with standard indicators in performance measurement which were
productivity measures, quality measures, inventory measures, and lead time
measures.

Training Resources and Data Exchange (TRADE), US Department of Energy
(2005) noted that the performance measurement is generally divided into six cat-
egories; however, some organizations may develop metrics appropriate for type of
business, depending on the organization’s mission and including effectiveness of
the product, efficiency of the production process, quality of product or service,
timeliness, productivity, and safety at work of employees.

However, the issue will be researched and analyzed further in performance
measurement related to lean manufacturing.

2.4 Beyond the Established Theoretical Perspectives:
Lean Manufacturing of SMEs

The ways of performance measurement related to lean manufacturing will be sig-
nificant by being without waste in the process of production. Ohno (1998) studied
waste elimination such as overproduction, time delay or failing to meet the delivery
lead time by suppliers or transporting, inappropriate processing, unnecessary
inventory, excess motion and defects or return of the product, which can help
companies significantly cut costs, particularly waste reduction. There are unnec-
essary production costs, which can be possibly eliminated, known as seven wastes.
There are overproduction, time delay, transporting, inappropriate processing,
unnecessary inventory, excess motion, and defects (Ohno 1998).

Lean manufacturing of SMEs will be defined by reducing costs and wasteful
practices, and increasing quality (Ohno 1998; Melton 2005). These may help to
increase net profit of SMEs. Likewise, Wilson et al. (2008) studied lean manu-
facturing or lean production of SMEs in New Zealand, which refers to processing
and production management among various resources in order to decrease waste,
inefficient activities and work-in-process while offering quality products on time
and at least cost. In addition, Nasser Mohd et al. (2009) studied a review on lean
manufacturing practices in SMEs, Malaysia. Those viewed as being more important
are to be resources such as finance, manpower, and machines of SMEs. The benefits
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of SMEs to apply lean manufacturing will be the net profit of SMEs, which is the
major significant measure of a company’s profitability (OSMEP 2013).

In summary, the researchers have applied the concepts above, by focusing on the
concepts of Ohno (1998), Hudson et al. (2001), Wilson et al. (2008), and Nasser
Mohd et al. (2009) to specify the criteria for performance measurement related to
lean manufacturing, and in all twenty-four variables under all the five performance
measurement perspectives (quality, time, finance, customer satisfaction, and human
resources) as follows:

• Quality: 5 variables include product quality, process quality, waste, defects, and
suppliers;

• Time: 4 variables include work-in-process, output, lead time, and delivery lead
time;

• Finance: 7 variables include inventory, orders/receipts, profit, turnover, costs
and expenditure, cash flow, and sales/value added;

• Customer Satisfaction: 5 variables include user problems, product usage,
customer service, returns, and complaints; and

• Human Resources: 3 variables include safety, staff turnover, and personnel
development.

3 Conceptual Framework and Proposed Research

Based on the proposed theoretical background and the literature studied, we derive
the conceptual framework as in Fig. 1, in which the prime variable of study is the
performance measurement related to lean manufacturing. We studied twenty-four
variables (as mentioned above) under all the five performance measurement per-
spectives (quality, time, finance, and customer satisfaction), and the fixed variable
was SMEs’ net profit in the manufacturing sector, Thailand.

These variables have been further explained in the framed hypotheses. Hence,
we posit the following:

• Hypothesis 1: SMEs in the manufacturing sectors have different net profit, and
• Hypothesis 2: SMEs in the manufacturing sector’s profit depend on perfor-

mance measurements related to lean manufacturing.

Performance Measurement Perspectives 
Related to Lean Manufacturing 

-  Quality 
-  Time 
-  Finance 
-  Customer Satisfaction 
- Human Resources 

Net Profit of SMEs in 
the Manufacturing Sector, 

Thailand

Fig. 1 Research conceptual framework
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4 Research Methodology

This section provides an overview of the research methodology employed to
resolve the research objectives concerning the framed hypotheses as mentioned
above.

4.1 To Measure SMEs’ Performance in the Manufacturing
Sector in Thailand

4.1.1 Sampling and Data Collection

The samples used in this study were SMEs in the manufacturing sector, which are
located in the northeastern region of Thailand, which is a major hub for rural
industries such as the agricultural processing in the northeast region (Glassman and
Sneddon 2003). Thus, the majority of entrepreneurs in the northeastern region are
engaged in agriculture. It can be seen from more than 80 % of industrial firms in the
northeast of Thailand being focused on rice milling and the remainder relying on
the processing of agricultural produce and other primary manufacturing industries
(Parnwell and Khamanarong 1996). We selected the area of Khon Kaen Province,
which is the center of the northeastern region and has the densest SMEs, contrib-
uting 7.56 % to the total number of SMEs of Thailand (OSMEP 2014). Khon Kaen
Province is then attractive to investors; both domestic and foreign investors are
pouring in (Suwannaporn 2013).

In this study, the researchers focus on SMEs in the manufacturing sector, the
sampled group size was 100 SMEs, and data were collected by quota sampling.
With the above sampling groups, a questionnaire was used as a tool for data
collection to create a questionnaire checklist by studying twenty-four variables
under all the five performance measurement perspectives (quality, time, finance,
and customer satisfaction) for performance measurement of SMEs in the manu-
facturing sector in the province.

4.1.2 Data Analysis and Statistics Used in the Research

The research data were analyzed using SPSS for Windows Version 17.0.
Descriptive statistics used were arithmetic mean (AM) and standard deviation
(SD) to interpret the comment level by applying an average score in each level on a
statistical basis which is to find the range, and to use a formula for calculating the
width of the interval to determine the average level of opinion as follows:

• Average of 4.21–5.00 is the highest opinion level;
• Average of 3.41–4.20 means there are a lot of comments;
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• Average of 2.61–3.40 means there is moderate comment;
• Average of 1.81–2.60 means there is less comment; and
• Average of 1.00–1.80 means the least number of opinions.

4.2 To Study SMEs’ Net Profit in the Manufacturing Sector
in Thailand

4.2.1 Sampling and Data Collection

The samples were selected according to 4.1.1. A questionnaire was used as a tool
for data collection and for studying net profits, which were divided into 5 levels:
Level 5 strongly survives with a net gain of more than 15 %, Level 4 survives as
normal or firm with a net gain of about 11–15 %, Level 3 not good enough as there
are certain profits but no loss (net profit of around 8–10 %), Level 2 is quite poor,
barely surviving, but circulation of funds is possible, with a net gain of around
5–7 %, and Level 1 awful, cannot survive, makes a loss and has no circulation of
funds with a net gain of approximately less than 5 %.

4.2.2 Data Analysis and Statistical Methods Used in the Research

The research measured the level of survival of the SMEs from the net profit that was
less than 5 % to over 15 % net profit by using descriptive statistics for percentage of
acquisition characteristics and tested hypotheses of different SMEs with net profit
different or not different with statistical significance.

4.3 To Study Performance Measurement Related to Lean
Manufacturing that Affects Net Profit of SMEs
in the Manufacturing Sector in Thailand

4.3.1 Statistic and Data Analysis

In a study of performance measurement related to lean manufacturing that affects
net profit of SMEs in the manufacturing sector in Thailand, the researchers used
factor analysis to find the factors. The study extracted factors using the principle
component method and forecasted identify factors that affect net profit by using
multinomial logistic regression analysis and grouping patterns of business opera-
tions of SMEs with statistical analysis.
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4.3.2 Assessment of Research Tools

The researchers assessed the accuracy and reliability of the questionnaire by
examining the content reliability from experts with updates and corrections and the
test reliability by finding the discrimination power by using item-total correlation,
which measures the performance of SMEs in the discrimination (r) range from 0.329
to 0.731. To test the tools’ reliability, Cronbach’s alpha coefficient was used, and the
performance measures of SMEs had alpha coefficients ranging from 0.738 to 0.850.

5 Results

This section analyzes the outcomes of the research project with reference to the
framed hypotheses, which guide the research methodology and structure the anal-
ysis of the research outcomes.

Three significant features of performance measurement emerge as relevant issues
in an analysis of the participants’ responses. These are the performance measure-
ments of SMEs, net profit of SMEs, and performance measurements related to lean
manufacturing that affect net profit of SMEs in the manufacturing sector in
Thailand.

5.1 Performance Measurement of SMEs
in the Manufacturing Sector in Thailand

Overall, it was found that the majority of SMEs in the manufacturing sector in
Thailand had operated for a period of 5 years and 6–10 years in similar proportions
of 30 % and 30.75 %, respectively, mainly employing only 25 staff or less
(91.75 %) and having fixed assets of no more than 30 million baht (80.75 %), while
most, 69.25 %, had registered commercially and had individual proprietorship.

All SMEs have been classified into manufacturing sector. We found that SME
entrepreneurs overall had performance measurement at a high level in all variables,
except for the product usage and service which was at the medium level as shown in
Table 1.

5.2 SMEs’ Net Profit in Manufacturing Sector in Thailand

From Table 2, SMEs in the manufacturing sectors had different net profits, which
were statistically significant at the 0.05 level, and profitability as normally survive
(net profit is about 11–15 %) was mainly in the manufacturing sector (37.24 %).
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The entrepreneurs with a profit at a terrible loss, with no circulation of funds (net
profit of less than 5 %), had only one entrepreneur in the manufacturing sector.
These results support Hypothesis 1.

Table 1 Performance measurements for SMEs in manufacturing sector

Performance measurement Manufacturing sector

X S.D. Opinion level

Product quality 4.40 0.60 High

Process quality 4.30 0.70 High

Waste 4.30 0.60 High

Defects 4.30 0.60 High

Suppliers 4.40 0.60 High

Work-in-process 4.20 0.60 High

Output 4.20 0.60 High

Lead time 4.20 0.50 High

Delivery lead time 4.20 0.60 High

Inventory 3.90 0.50 High

Orders/Receipts 3.80 0.60 High

Turnover 3.80 0.50 High

Costs and expenditure 3.80 0.60 High

Cash flow 3.80 0.60 High

Profit 4.00 0.50 High

Sales/Value added 4.10 0.50 High

User problems 3.80 0.50 High

Product usage 3.20 0.70 Medium

Customer service 3.30 0.70 Medium

Returns 4.20 0.60 High

Complaints 3.80 0.50 High

Safety 3.80 0.60 High

Staff turnover 3.80 0.60 High

Personnel development 3.90 0.60 High

Table 2 SMEs’ net profit in the manufacturing sector

Net profit Manufacturing sector
n (%)

Strongly survive (net gain of more than 15%) 16

Survive as normal or firm (net gain of about 11–15 %) 54

Not good enough, there is uncertain profit or loss (net profit of
around 8–10 %)

27

Barely survive, but circulation of funds is possible (net gain of
around 5–7 %)

2

Cannot survive (net gain of approximately less than 5 %) 1(100.00)
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5.3 Performance Measurements Related to Lean
Manufacturing that Affect Net Profit of SMEs
in the Manufacturing Sector in Thailand

5.3.1 Factor Analysis

From SMEs performance measurement related to lean manufacturing in the prov-
ince, it was found that there were several independent variables. The researchers
wanted to know whether any independent variables affected the net profit of these
SMEs. The analysis showed some independent variables were multicollinear;
therefore, a statistical technique called factor analysis was used to group the
independent variables together, which then led to the creation of new variables’
equation in the following order.

When factor analysis has been done to determine the factors that affect the
survival of SMEs in the province, the factors were extracted using principle
component to see how many of the 23 variables could be factors. It was considered
by eigenvalue that exceeds 1.0; the eigenvalue is indicative of the ability of the
emerging factors to explain the variability of the original variables. Besides, in this
research, we also applied the Varimax rotation method and the KMO statistics,
which are used to measure the suitability of the information available, and
KMO > 0.6 would be considered suitable data to use for factor analysis techniques.
The results showed that the KMO = 0.8123, which was over 0.6, so the information
was appropriate to use technical analysis. The results showed there were five factors
that had eigenvalue over 1.0, so the analysis grouped the factors into five factors as
in Table 3.

5.3.2 Multinomial Logistic Regression Analysis

The dependent variables were divided into 4 groups; the group with net profit less
than 5 % was added to the 5–7 % group because there was just one case.
Multinomial logistic regression analysis techniques were applied with the added
group, earning less than 5 % to the 5–7 %, as a baseline category as in Table 4.

The probability that the entrepreneur would have the opportunity to gain a level3
as it is not good enough but has no loss (net profits of around 8–10 %) was
considered. When compared to the opportunity profitable level 2 or level 1, the
results showed that there were no factors affecting the net profit of the SMEs in the
province as in Table 4.

From Table 5, the results of the entrepreneurs grouping showed the following.
Group 1: Most entrepreneurs had normal net profit level which was sufficient or a
net gain of about 7.5 %, and this group had very different comment level from
medium to high level. Group 2: Entrepreneurs with enough net profit, had a net gain
of about 8–15 %, and had high-level comments. Group 3: Entrepreneurs with stable
profit level, had a net profit of over 15 %, and had high to highest level opinion.
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Likewise, with a significantly high net profit (over 15 %), entrepreneurs should
have the highest opinion concerning lean manufacturing. These results support
Hypothesis 2.

6 Discussion and Conclusion

The outcomes of this research project contribute significantly to the knowledge base
of the discussion, and it can be concluded as follows.

Most SME entrepreneurs in the manufacturing sector had high level of opinion
on performance measurement in product quality, process quality, waste, defects,
suppliers, work-in-process, output, lead time, delivery lead time, inventory,
orders/receipts, turnover, costs and expenditure, cash flow, profit, sales/value

Table 3 Factor analysis of five factors

Order and factors of variance
performance measurement

% of
variance

Performance measurement

F1. lean manufacturing 23.73 % –Product quality

–Process quality

–Waste

–Defects

–Suppliers

–Work-in-process

–Output

–Lead time

–Delivery lead time

–Inventory

F2. cash performance 12.99 % –Orders/Receipts

–Turnover

–Cash flow

F3. customer service and
human resource management

11.93 % –Returns

–Complaints

–Safety

–Staff turnover

–Personnel development

F4. value-added resources 11.80 % –Costs and expenditure

–Profit

–User problems

–Sales/Value added

F5. product information
service/consulting services

10.39 % –Product usage

–Service

Total 70.84 % Total of 70.84 % that the 5 factors could explain
variability of the original 23 variables
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added, user problems, returns, complaints, safety, staff turnover, and personnel
development as business operation was an essential process in which business must
be able to manage an organization operation system, personnel, and teamwork in
order to drive the business process to reach the goal. This is relevant to the work of
Hudson et al. (2001), which was about SME performance measurement systems. To
be in line with the business strategy, this research studied the performance measures
in five perspectives, which cover all aspects of the organization’s operations
including the results of operations (dimensions of quality, dimension of time and
flexibility, financial results, how to make the company recognized externally
(customer dimension), and work environment (human resources dimension) which
was consistent with the concepts of Parmenter (2007) who noted that from
assessment of the performance of SMEs, most of them used KPI measures and
focused on the operational aspects of the organization. The things most important to
the success and impact of the organization now and in the future were consistent
with the concepts of Wiwakanond et al. (2004) who mentioned that there is a
critical need to manage the organization’s processes such as competitively low cost,
quality or customer satisfaction, capacity or service of process, and fast and

Table 4 Factors affecting SMEs’ net profit

Factors affecting SMEs’ net profit Coefficient P-value Marginal effect

Net profit level 3

Constant 7.083 0.356 –

Factor 1 2.860 0.377 0.124

Factor 2 −4.753 0.117 0.001

Factor 3 7.521 0.349 −0.088

Factor 4 0.158 0.964 −0.367

Factor 5 −1.222 0.406 0.042

Net profit level 4

Constant 2.615 0.726 −

Factor 1 2.052 0.521 −0.190

Factor 2 −4.795 0.110 −0.023

Factor 3 1.803 0.245 −0.031

Factor 4 2.274 0.507 0.409

Factor 5 −1.401 0.333 −0.010

Net profit level 5

Constant −1.179 0.883 –

Factor 1 2.885 0.379 0.080

Factor 2 −4.787 0.117 −0.025

Factor 3 2.665 0.134 0.129

Factor 4 1.353 0.700 −0.033

Factor 5 −1.635 0.277 −0.040

Pseudo R2 = 0.0892
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accurate delivery. These are consistent with the company’s operating philosophy,
UM limited by Thailand Productivity Institute (2004) which noted that a company’s
operating philosophy should be “To maintain integrity, quality, punctuality,” which
focused on producing quality products according to customer requirements and
being on time with delivery.

In order to accomplish the work with this philosophy, the business is committed
to the development of production processes and product quality to meet customer
requirements. These were applied in operation planning and production design,
including a focus on suppliers, with having meetings and planning together all the
time in order to work effectively. In addition to satisfying the customer, catering to
the delivery, and processing, the company also focused on employees in the
organization as it considered them as the most precious resource in the operation.
The executives had to create a good atmosphere in the workplace, encourage
learning and collaboration, create employee satisfaction, emphasize teamwork, and
collect data to measure and analyze the performance as well.

Although entrepreneurs in the manufacturing sector had opinions on perfor-
mance measurement on each variable at a high level, they had medium-level
opinions in product usage and service such as providing free workshops on product
use, and how to impress customers in order to retain customers in the manufac-
turing sector. This shows that most of entrepreneurs in the manufacturing sector
may lack skills of product information service.

Table 5 Performance measurement in each factor classified by group of entrepreneurs in the
manufacturing sector

Performance measurement for each factor X S. D. Level opinion

Group 1

Factor 1 lean manufacturing 3.81 0.45 High

Factor 2 cash performance 3.29 0.48 Medium

Factor 3 customer service and human resource management 3.30 0.43 Medium

Factor 4 value-added resources 3.61 0.43 High

Factor 5 product information service 3.13 0.62 Medium

Group 2

Factor 1 lean manufacturing 4.19 0.31 High

Factor 2 cash performance 3.81 0.35 High

Factor 3 customer service and human resource management 3.97 0.28 High

Factor 4 value-added resources 4.09 0.29 High

Factor 5 product information service 3.83 0.44 High

Group 3

Factor 1 lean manufacturing 4.56 0.33 Highest

Factor 2 cash performance 4.19 0.41 High

Factor 3 customer service and human resource management 4.26 0.38 High

Factor 4 value-added resources 4.50 0.35 High

Factor 5 product information service 4.34 0.41 High
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6.1 Performance Measurement Affected SMEs’ Net Profits
as Follows

Most of SMEs in the manufacturing sector had net profit: level 4 as normal survival
or net profit of approximately 11–15 %. Factors that affected net profits to survive
in level 4 included the following:

• Customer service and personnel development factors consisted of product usage
including providing products introduction services, such as training in how to
use the product for free, service to impress and retain customer, taking com-
plaints or satisfaction from customers to make a better organization perfor-
mance, promoting safety and staff welfare apart from that required by the law
such as health insurance, creating good atmosphere with clean and safe work-
place, staff turnover having efficient recruitment process to recruit good people
who work hard and stay for a long time, and having low or no staff turnover
each year. And for personnel development, factors were to encourage staff to
develop their knowledge and skills by allowing staff to study further or pro-
viding staff training to enhance skills and knowledge, both in and out of the
workplace, and having performance assessment of the parties involved;

• Value-added resource factors were costs and expenditure, cost reduction of
production of goods/services such as raw materials purchased for production,
production costs, overhead supplies in the production process, labor cost in
services, cost of service goods, sales and administrative expenses, ability to
increase profits as per goals, sales/value-added ability to increase sales volume
and having service center to provide counseling whether clients have problem
with the product/service; and

• Cash Performance factors were order/receipts, facilitating orders/services such
as customers can order products/services by telephone or Internet, also for
facilitating the payment for goods/services to the customers via the internet,
ATM or credit card, turnover ability to manage inventory more effectively, such
as the ability to remove products inactive for more than six months or to manage
product storage or to reduce the inventory need and cash flow, to use resources
cost effectively and to reduce costs and expenses of the company.

Factors that affected net profits at a strong survival level 5 (high net profit of
15 % or more) included lean manufacturing factors, which were product quality,
quality test of raw materials used in process prior to the production of goods, and
raw materials used in accordance with the standard set. Process quality is the quality
check at every step, which leads to high-quality production of goods/services.
Waste, minimal or no waste focuses on the use of resources for maximum benefit.
Defects focus on delivering quality products and product insurance if it is damaged
as a result of the delivery process. Suppliers with vendor selection and quality
production factor and Work-in-process with a focus on reducing the amount of time
(lead time) used in manufacturing with warranty products/services (outputs). If the
customer is not satisfied with the product/customer service, the customer can
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choose to return the product or get new products to replace it or a refund within the
prescribed period. In addition, human resource management factor focuses on
personnel development and involves developing staffs’ knowledge and customer
service skills. Moreover, if human resource management, from the recruitment
process, had an effective selection, and evaluation process, personnel welfare and
safety apart from the law, service quality guarantee, as well as protect to return of
goods, and facilitation for ordering service, then these factors would lead to busi-
ness success. The entrepreneur should focus on performance measurement in
customer satisfaction as it is the basic retention strategy to keep repeat and return
customers (loyalty customers) with the organization as long as possible and to
attract new customers to the business.

6.2 Factors of Lean Manufacturing

The entrepreneurs focused on the factors of lean manufacturing (product quality,
process quality, waste, defects, suppliers, work-in-process, output, lead time,
delivery lead time that should be near the operation plant to save transportation
costs and have feedstock at the plant throughout the year and inventory manage-
ment) as the greater the focus on performance measurement, the higher possibility
of net profit. The entrepreneurs realized the importance from the selection of raw
materials, production quality, and quality control process at every step to shorten
the process time, minimize or remove waste, and have a damage warranty. These
factors were particularly important, resulting in customers being highly satisfied
with the products and services, leading to an increasing sales volume and net profits
for the business. These were consistent with the concepts of Inman (2014), who
mentioned business performance measurement focusing on the determinants of the
results such as quality, which is basic for customers to focus on and links to
financial results, in accordance with the concept of Olsen (2007) who stated that
lean operations and waste were important factors to develop competitive pricing
positions and net profit.

In addition, if the SMEs entrepreneurs in manufacturing focused on these factors
it would result in a work process that moved the business forward such as the
entrepreneur that provided consulting services involving product information ser-
vice to clients when a problem with the product occurred, having information on
service support for product guarantee with unsatisfactory services, or even taking
complaints or assessing customer satisfaction to improve organization efficiency.

In conclusion, the analyses and discussions refer to the conceptual framework,
hypothesis, and concepts derived from the literature review to elucidate the sig-
nificance of entrepreneurs’ responses and their relationship to the research out-
comes. It is concluded emphatically that the SMEs’ entrepreneurs in manufacturing
should focus on performance measurement related to lean manufacturing factors
(product quality, process quality, waste, defects, suppliers, work-in-process, output,
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lead time, delivery lead time, and inventory). These factors affected a high net profit
of 15 % or more.

However, other possible directions for future research that might build on this
research project include the following:

• The impact or the other factors affecting SMEs’ net profit should be investi-
gated, and the data from this study can be applied for operations management to
create effective performance.

• Problems and obstacles that affect performance measurement of SMEs’ business
should be studied to find guidelines for business development, as there are
changes of environment both inside and outside the company all the time.
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The Survey on the Challenges
of Organization of Automotive Component
Remanufacturing in Small-sized
Companies in Poland

Paulina Golinska-Dawson, Monika Kosacka and Anna Nowak

Abstract Remanufacturing of automotive components is a sector in which a big
number of small- and medium-sized companies (SMEs) operate. The challenges of
remanufacturing process are described in the literature, but the empirical studies in
this domain are still limited. This chapter compares the theoretical findings with the
empirical results. The overview of the literature analysis on remanufacturing pro-
cess challenges is presented. The results of the pilot surveys in Polish small-sized
companies that are involved in automotive part remanufacturing are presented along
with the characteristics of the respondents, the main problems which appear by
remanufacturing of automotive parts.

Keywords Remanufacturing process � Cores � Remanufacturing operations

1 Introduction

Remanufacturing in the automotive sector is a common business practice. The body
of the literature provides an extended discussion which can be named as remanu-
facturing. The most common characteristics that appear in the previous research
(Sundin 2004; Lund 1996; Parkinson and Thompson 2003; Hammond et al. 1998)
are as follows:

• It is an industrial process,
• It transforms used or broken-down products,
• It focused on restoring to useful life, and
• It aims to achieve as good as new product’s functionality.
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Remanufacturing companies especially small- and medium-sized face problems
to achieve adequate economy of scale of their operations and an operational
excellence (Golinska and Nowak 2015). This paper presents the overview of the
literature analysis on remanufacturing process challenges. The results of the pilot
surveys in Polish SMEs that are involved in automotive component remanufac-
turing are presented. The paper consists of five sections. In Sect. 2, the theoretical
background is presented. In Sect. 3, the authors discuss the research methodology.
The survey results are presented in Sect. 4. Final conclusions are stated in Sect. 5.

2 Theoretical Background—Challenges
for Remanufacturing of Automotive Parts

The remanufacturing process is more complex and more variable than traditional
manufacturing. Remanufacturing process is a sequence of activities required to
bring the worn-out product to “like a new” conditions. The authors present a
remanufacturing as a flowchart in Fig. 1.

Fig. 1 Remanufacturing process
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Remanufacturing process consists of six main activities including the following
(Golinska and Kosacka 2014):

(a) Disassembling—products are disassembled to the level of a part. Reusable
parts are passed to next operations. Other elements may be recycled or they are
disposed.

(b) Cleaning—removing all contamination, including degreasing, derusting, and
removal coatings of the surface as a paint.

(c) Inspection and sorting—sorting items into groups with assessing the parts’
reusability and possibilities of reconditioning.

(d) Reprocessing—it includes milling, turning, grinding, material deposition, heat
treatment, welding, powder coating, chroming, and painting.

(e) Reassembling—it is a process of assembling with used components (some-
times with new elements).

(f) Testing—every remanufactured part is tested to preserve efficiency at the level
of 100 %. Remanufactured parts obtain a warranty.

The challenges appear at the process entry when used products (known as cores)
are collected from the consumers and then delivered to the remanufacturing facility.
Cores are the equivalent of the raw materials in the traditional manufacturing. A
core has multiple modules that are materially recycled, reused, refurbished, or
disposed (Jayaraman 2006). According to Souza (2008), the input to the remanu-
facturing process (cores) is uncertain in quality, quantity, and timing of arrival;
furthermore, some cores are unsuitable for remanufacturing and might be scraped or
recycled. Also Guide (2000) addressed the same problem, and he stated that there is
the uncertain timing and quantity of returns; furthermore, there is also the uncer-
tainty in materials recovered from return items. The cores (return products) avail-
ability depends on phase of products life cycle. Usually it is difficult to provide on
regular basis big volume deliveries of particular model. The problems regarding the
cores’ supplies which were identified in the literature (by, e.g., Ostlin and Ekholm
2007; Hammond et al. 1998, or Rubio and Corominas 2008) are as follows:

• insufficient availability of the good quality cores,
• high product variability,
• variation of the rate of materials recovered, and
• materials’ matching problems.

An efficient core management is the backbone of all remanufacturing processes
(Subramoniam et al. 2010). Furthermore Lind et al. (2011) stated that it is one of the
main challenges in the remanufacturing to achieve a steady flow of cores. The
variability of products to be remanufactured is very high. The remanufacturers have
to deal with small batches of wide range of product variants and generations, which
complicates tool changing, disassembly, and assembly processes (Seitz and Peattie
2004). Most of the products caused problems in remanufacturing system because
they are not designed for disassembly (Sundin and Bras 2005). The products are not
usually built from easy to disassembly modules. Furthermore, OEMs use very often
permanent techniques for joining elements such as welding or gluing. It results in
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lowering of the material recovery rate because some cores might be destroyed
during disassembly. Another problem is also the fact that very often there is a lack
of full information on technical parameters of the original product.

It is very difficult (almost impossible) to estimate lead times (Guide 2000). The
lead times of remanufacturing operations are not standardized. Reprocessing may
include different operations for the same type of returns depending on their con-
ditions. Some operations/tasks are known with certainty but appearance of others
might be probabilistic. The routings and operations lead times are highly variable.

The challenge is also very small batch size, which might require frequent setups.
Customer requirements might differ for reprocessing of particular components.
Returns with different quality levels have different lead times, costs, and capacity
usage.

From the perspective of the remanufacturing process output, the challenge is to
balance returns with demands (Guide 2000). Very often, customers are also not
aware about the availability of remanufactured products so there are not enough
orders to achieve the economy of scale. The summary of the challenges in the
remanufacturing process in SMEs is presented in Fig. 2.

3 Research Methodology

The scope of remanufacturing process which is taken into consideration in this
survey is presented in Fig. 3. The focus is placed on the “inputs” (cores’ supplies)
and “process execution” perspective.

A questionnaire was used to carry out the survey. To create an online survey
form was used Google Docs application. The advantage of this online tool is that
results can be presented as statistical charts, cumulative summary of responses, with
the possibility of sharing the results obtained so far from all respondents. The
questionnaire consisted of 20 questions (open, closed, and semi-open). The semi-

Fig. 2 Challenges for remanufacturing in small- and medium-sized companies
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open and open questions were structured depending on the topic as single-choice,
multiple-choice, and Likert scale questions. Survey aims to verify the theoretical
findings with the facts observed in the companies. Respondents belong to the group
of companies specializing in the remanufacturing of automotive components.
Findings are presented in the form of aggregated statistical charts. The respondents
gave the answers anonymously.

The first part of the questionnaire focuses on characteristics of respondents,
including the location, the size of the company, and major groups of products. The
next part covers the cores supplies organization, including:

• the sources of cores supplies,
• the relations between remanufacturer and suppliers,
• quality issues of supplies, and
• problems in organization of supplies.

In the next section, respondents were asked about the characteristics of their
remanufacturing process including the following:

• standard lot size,
• the average duration of the remanufacturing cycle,
• workload of various stages of remanufacturing process,
• the level of recovery of remanufacturing,
• difficulties of cleaning products with dangerous substances,
• problems with missing spare parts, and
• inventory management issues.

The companies for the pilot study were selected based on Internet search with
key words as follows: remanufacturing, automotive parts, and regeneration. Among
companies specializing in remanufacturing of automotive parts randomly were
selected group of 70 companies. The original method of research was supposed to
be the electronic survey, which was sent on indicated by the respondent (during a
brief phone call) e-mail inbox. Because the response rate was not satisfactory
(approx. 4.5 %), the companies were contacted again. The companies indicated that
they would like to rather answer the questions from the online questionnaire during
the phone conversations (they indicated that they are too busy to do it online, or that

Remanufacturing system

Materials
Cores

Information

Wastes
Remanufactured products

Information

Process outputsProcess inputs
Dissassembly  

Inspection

Sorting  

Reprocessing

Cleaning       Reassembly 

Materials flow loop
Information feedback 

Fig. 3 System under study
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they are not familiar with online surveys). In the second round, the research team
was entering the answers on behalf of the respondents to online form during phone
conversation. In the second round, we have received the responses from 40 com-
panies. The results of the study are presented in the next section.

4 Survey Results

In the survey were included responses from 40 enterprises specializing in reman-
ufacturing of automotive components. In Table 1 are presented the general data
about companies.

Respondents are mainly companies with over 10 years of experience (28 com-
panies) in remanufacturing of automotive parts. The sizes of companies were as
follows: 89 % are micro-enterprises employing up to 9 persons, rest of the com-
panies were declaring that their employment is below 49 people.

The analyzed companies were specialized in remanufacturing of turbochargers
(16 companies), steering gear (9 companies), and cylinder heads (7 companies).
Among these can be distinguished companies that specialize in one type of prod-
ucts’ group, or those whose operations enhance additional products. The answers
obtained from companies confirmed the theoretical statement that in remanufac-
turing there is a very high variety of products models (products proliferation). The
respondents explained that despite remanufacturing of single products’ group (e.g.,
turbochargers) they still have to deal with hundreds of different variants of products,
which belonged to different products’ generation.

In order to additionally verify the problem of products proliferation, the com-
panies were asked about the standard size of lot in their remanufacturing process.
As presented in Fig. 4, majority of respondents (87.5 %) remanufactured mainly
one-piece orders. Only 5 % of respondents are able to achieve the lot sizes of 6–20
pieces. Such situation influences organization of the cores because companies have
to deal with high variety and complexity. This remark is consistent with the results
of previous research.

The next problem that is addressed in the survey is quality of cores (see Fig. 5).
The interviewers suggested several typical difficulties that were described in the
literature (multiple-choice question):

Table 1 Experience of companies in remanufacturing and the employment level

Less than
5 years (%)

5–10 years
(%)

More than
10 years
(%)

Small enterprise (up to 49 employees) 0 0 1 12.5 3 11

Micro-enterprise (up to 9 employees) 4 100 7 87.5 25 89
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• rusted parts,
• incomplete delivery,
• delivery inconsistent with the contract/order,
• other model than ordered, and
• no problems with quality.

Companies have confirmed that frequently appearing problem is corrosion of
parts and the incomplete deliveries. A significant proportion of respondents
declared that there are “no problems.” In addition to rusted parts, it is the most
common answer among respondents. This finding might result in the fact that when
providing remanufacturing services and dealing with one piece lot size companies
are used to remanufacture any core disregarding its quality.

Fig. 4 Typical lot size in analyzed remanufacturing companies

Fig. 5 Quality problems in cores’ delivery
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The last factor that strongly affects remanufacturing process is the lack of spare
parts used for reassembly stage. The problem is related to the time of launching the
product on the market. Among the available models of cores are both old and new
models. They have a limited number of spare parts, as partially or completely
withdrawn them from the market already (old products) or have not yet been
introduced to the market (new products).

We have examined the importance of this issue. The respondents have assessed
this problem on Likert scale, where 1 means low importance of this problem and 5
means very high importance of this problem. The results are presented in Fig. 6.
Majority of companies confirm that the matching parts problem is important
regarding cores’ management (answers on Likert scale from 3 to 5). Very few of the
respondents (2.5 %) denied to answer this question. A big group of companies
(25 %) stated that this problem is not applicable to them. That finding might result
from the fact that remanufacturing companies, which provide remanufacturing
services, try to fulfill any order they received and try to make in-house missing
components.

The respondents provide the empirical data in domains as follows:

• identification of cores’ supply,
• problems by cores’ supply,
• products proliferation,
• quality of cores, and
• material matching problems.

The respondents were also asked about the typical batch size. The results are
summarized in Fig. 6. The most typical is one-piece batch size (87.5 %). The
batches bigger than 5 pieces are only 5 % of total production. This result confirms
the theoretical statements from Sect. 2 (Fig. 7).

In order to further verify the finding from the literature review, the lead times of
particular remanufacturing operations were investigated. The respondents were
asked how long does it take to perform particular operations. The results are pre-
sented in Fig. 8. The most time-consuming operation in analyzed companies was
reprocessing of components. The companies confirmed also statement that cleaning
is time consuming.

Fig. 6 Problems with
matching parts in cores
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The respondents were also asked about the possibility of automation of the
remanufacturing operations. According to the respondents, it is very difficult to
introduce the atomization of the remanufacturing process. The answers to the
question “Is it possible to automatize the following operations” were as follows:

• disassembly 100 % “no” answers,
• cleaning 92 % “no” answers,
• reprocessing 95 % “no” answers, and
• reassembly 100 % “no” answers.

We have examined the complexity of cleaning operations. The respondents have
assessed this problem on the Likert scale, where 1 means low importance of this
problem and 5 means very high importance of this problem. The results are pre-
sented in Fig. 9. Majority of companies in the survey (over 85 %) stated that
cleaning operations are not very difficult (no problem or answers 1–2).

More problems the companies faced with the material matching restriction for
reassembly. Half of the companies have assessed this problem on the Likert scale as
an important one (assessment 3–5). The results are presented in Fig. 10.

Fig. 7 Typical size of the batch for remanufacturing

Fig. 8 The most time-consuming operations of remanufacturing
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5 Conclusions

Authors in this paper aim to verify the theoretical findings in the empirically pilot
study, which was conducted in small-sized companies involved in remanufacturing
of automotive components.

Authors in the survey try to receive in depth inside in remanufacturing process
organization regarding the problems described in the literature, such as

• insufficient availability of the good quality cores,
• high product variability,
• variation of the material recovery rate because of materials’ matching problems,

and
• time consumption of the operations.

Table 2 presents comparison table between problems which were found in the
literature with those from the survey.

Most of the respondents remanufacture one piece lot sizes. The variety of
products is very high. About 50 % of companies confirm that material matching
restrictions are an important problem (assessment 3–5 in Fig. 10). Regarding
quality problems, companies mainly have to deal with rusted parts and incomplete
deliveries. Significant group of companies declare that quality of core problem is
not relevant to their case. During phone survey, they explain that such statement is
based on the fact that they do not own the cores. The further research step will
include the extension of the respondents group and continuation of the pilot study
with focus on medium-sized companies.

Fig. 9 The difficulty of
cleaning operations

Fig. 10 Materials matching
restrictions for reassembly

250 P. Golinska-Dawson et al.



Acknowledgments The authors would like to thank the Narodowe Centrum Badan i Rozwoju
NCBiR (National Centre for Research and Development) for financing the research. This paper
refers to the research financed by the NCBiR in the framework of the German-Polish cooperation
for sustainable development, project “Sustainability in remanufacturing operations (SIRO),” grant
no WPN/2/2012.

References

Golinska P, Kosacka M (2014) Environmental friendly practices in the automotive industry. In:
Environmental issues in automotive industry. Springer, Berlin, pp 3–22

Golinska-Dawson P, Nowak A (2015) The survey on cores supplies in the sme in automotive
remanufacturing sector. LogForum 11(1):51–61

Guide VDR Jr (2000) Production planning and control for remanufacturing. J Oper Manage
18:467–483

Hammond R, Amezquita T, Bras B (1998) Issues in the automotive parts remanufacturing
industry: a discussion of results from surveys performed among remanufacturers. Eng Des
Autom 4(1998):27–46

Jayaraman V (2006) Production planning for closed-loop supply chains with product recovery and
reuse: an analytical approach. Int J Prod Res 44(5):981–998

Table 2 Comparison of the literature findings and survey results

Domain Problem Status in survey

Inputs Quality of cores Not sufficient data—most of companies provide
remanufacturing services

Availability of cores Not sufficient data—most of companies provide
remanufacturing services

Variable delivery times Not sufficient data—most of companies provide
remanufacturing services

Small batches Confirmed by respondents

Multimodels Confirmed by respondents

Process
execution

Time-consuming
disassembly

Confirmed by respondents

Small batches Confirmed by respondents

Variable reprocessing
lead time

Confirmed by respondents

Time-consuming
reprocessing

Confirmed by respondents

Frequent setups Confirmed by respondents

Difficulty of cleaning
operations

Not confirmed by respondents

Time-consuming
cleaning operations

Confirmed by respondents

Variable customers’
requirements

Confirmed by respondents

Materials matching
restrictions

Confirmed by respondents

The Survey on the Challenges of Organization … 251



Lind S, Olsson D, Sundin E (2011) Exploring inter-organizational relationships within the
remanufacturing of automotive components. In: Proceedings of 1st international conference on
remanufacturing, Glasgow, UK, 26–29 July 2011

Lund R (1996) The Remanufacturing industry-hidden giant. Research Report, Manufacturing
Engineering Department, Boston University.

Ostlin J, Ekholm H (2007) Lean production principles in remanufacturing a case study at a toner
cartridge remanufacturer. In: Proceedings of the 2007 IEEE international symposium on
electronics and the environment, IEEE

Parkinson HJ, Thompson GA (2003) Analysis and taxonomy of remanufacturing industry practice.
Part E J Process Mech Eng 217: 243–256

Seitz M, Peattie K (2004) Meeting the closed-loop challenge: the case of remanufacturing. Calif
Manag Rev 46(2):74–89

Sundin E, Bras B (2005) Making functional sales environmentally and economically beneficial
through product remanufacturing. J Clean Prod 13(9):913–925

Sundin E (2004) Product and process design for successful remanufacturing. Linköping Studies in
Science and Technology Dissertation No. 906, Production Systems, Department of Mechanical
Engineering Linköpings Universitet, Sweden

Subramoniam R, Huisingh D, Chinnam RB (2010) Aftermarket remanufacturing strategic
planning decision-making framework: theory & practice. J Clean Prod 18(16):1575–1586

Souza GC (2008) Closed-loop supply chains with remanufacturing. Tutor Oper Res 130–153
(INFORMS, Hanover)

Rubio S, Corominas A (2008) Optimal manufacturing-remanufacturing policies in a lean
production environment. Comput Ind Eng 55(1):234–242

252 P. Golinska-Dawson et al.



Makespan Minimization for Scheduling
Unrelated Parallel Machine
with Sequence-Dependent Setup Time

Karn Moonsri and Kanchana Sethanan

Abstract This chapter presents an investigation of a scheduling problem of
unrelated parallel machines with sequence-dependent setup time from hard disk
drive industries. It specifically focuses on the testing process and setup changes of
the testing program according to the product type required. When the demand of
customers is greater, the setup of the testing program increases, causing a reduction
in production efficiency. The objective is to sequence and allocate the jobs for the
unrelated parallel machines to minimize the makespan. The problem is formulated
as a mixed integer linear programming (MILP) model, and a heuristics algorithm is
developed to find near-optimal solution. The results from the heuristics are com-
pared with the optimal solutions to evaluate the effectiveness of the heuristics
algorithm.

Keywords Scheduling problem � Makespan � Sequence-dependent setup time

1 Introduction

The scheduling problem is a crucial problem in all industrial production systems.
Scheduling of production serves essential roles which can be regarded as the
indicator of overall production efficiency. With the intense competition of indus-
tries, suitable methods are needed in order to maximize the efficiency of the pro-
duction management system to be able to compete in the industrial market. The
common scheduling problem of production is exceedingly complicated, especially
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for unrelated parallel machine scheduling with numerous purposes such as to
minimize completion time and the delay of submission and to maximize the output
or minimize total cost.

According to the unrelated parallel machine scheduling, there is ‘n’ modified as
job (job = 1, 2, 3, …, n) which is produced on single stage (stage: s = 1), while the
workstation consists of machines with amount ‘m’ (m = 1, 2, 3). Each job can be
processed by only one machine; similarly, each job can process only one step and
there is no relation between the processing times of a job on the different machines.
In addition, the scheduling problem of production on parallel machines can be
divided according to the type of problem, such as uniform and identical machines
cases. Additionally, problem types are described for a scheduling problem as α|β|γ:
α represents the machine environment; β represents constraints, processing, and
characteristics; and γ is the objective function. Thus, Pinedo (2012) considered the
problem of the unrelated parallel machine scheduling problem with
sequence-dependent setup times which can be noted as R|Sijm|Cmax. The proposed
problem is categorized as an NP-hard problem.

The present study focuses on the hard disk drive assembly process of the head
gimbal assembly (HGA) which is the process of assembling the head gimbal with
the suspension in order to be assembled with other components. When the reader is
assembled on the assembly line, the magnetic system is tested by the tester. In
addition, due to the diversity of product features, of testing program, and of the
tester, it causes the setting problem for the product test. The problem occurring in
the current testing process is the inappropriate setting of the testing program each
day. Consequently, the tester needs to be converted continuously, causing capacity
loss due to the unit change of tester in order to enable the tester to work fully with
the testing programs. Furthermore, the conversion of the tester settings takes a long
period to convert the program, which is the sequence-dependent setup time (SDST),
and the duration of machine setting is based on the job. That can be viewed as a
cause of damage due to the conversion of the tester setting on both the loss of
production capability and time-consuming which might affect production; pro-
duction cannot meet the requirements of customers.

Hence, this study aimed to explore the methods to schedule the production
process of the reader’s magnetic test with its problems of unrelated parallel machine
scheduling and its limitations on SDST. The objective was to minimize completion
time. The solution was given in the four sections: (1) developing a mathematical
model by using the mixed integer linear programming (MILP) model for optimal
solution; (2) developing an heuristics algorithm to find near-optimal solutions for
massive and complicated problems, as well as for shortening the duration for
finding the answers; and (3) comparing the answer of heuristics algorithm devel-
opment and optimal solution. Finally, (4) concludes the paper with the findings of
the research.
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2 Literature Review

The review of literature focused on research on parallel machine problems which
developed a mathematical model and employed various methods of heuristics for
problem-solving; also, the studies on scheduling parallel machines with the limi-
tation on SDST were also reviewed. Ramezanian and Saidi-Mehrabad (2012)
studied the multi-product unrelated parallel machine scheduling problem with
rework processes. The research developed the mathematical model on mixed
integer nonlinear programming (MINLP) and employed various methods of heu-
ristics for problem-solving and making a comparison to find the best solution for
production scheduling and to minimize makespan, including random, shortest
processing time (SPT), longest processing time (LPT), modified shortest processing
time (MSPT) and modified longest processing time (MLPT). Ruiz-Torres et al.
(2013) carried out research on parallel machine scheduling to minimize the
makespan with sequence-dependent deteriorating effects. The mathematical model
developed for mixed integer linear programming (MILP) was tested to find the best
answer, by comparing list schedule algorithms with the simulated annealing
(SA) method in order to find the most efficient scheduling. Principally, the devel-
opment of heuristics is accompanied with an optimal solution in order to compare
the efficiency of finding the solution by the heuristics. Edis et al. (2013) explained
the components of parallel machine production scheduling in order to check and
analyze related problems on PMS to which resources were added and to estimate
the result for further study by analyzing the strengths and weaknesses of studies in
the literature with the focus on the machine environment, the increase in resources,
objective function, complication, solution, and the importance of that literature
report.

Tahar et al. (2006) have developed a linear programming approach for identical
parallel machine scheduling with job splitting and SDSTs, by developing a math-
ematical model compared with the efficiency of the heuristics’ initial solution. The
objective was to find the minimum makespan. Vallada and Ruiz (2011) used a
genetic algorithm (GA) solution for the unrelated parallel machine scheduling
problem with sequence-dependent setup times to provide a mixed integer pro-
gramming (MIP) mathematical model, and the MIP model will be used later in the
computational experiments. Logendran et al. (2007) found a way to minimize the
weighted tardiness of jobs in unrelated parallel machining scheduling with
sequence-dependent setups and dynamic machine availability for jobs released
during the planning horizon. They presented a statistical model developed for
comprehensively addressing search algorithm tabu search and comparison effi-
ciency. Lee and Pinedo (1997) studied a number of jobs to be processed on a
number of identical machines in parallel and developed a heuristic to minimize the
sum of the weighted tardiness through SDSTs. They used the SA method and found
SA can be adapted to be suitable for the total weighted tardiness problem without
setup times. Kuo et al. (2011) studied an unrelated parallel machine scheduling
problem with setup time and learning effects simultaneously. They considered the
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total absolute deviation of job completion times and the total load on all machines
as scheduling measures and studied an unrelated parallel machine problem simul-
taneously with SDSTs for the presented problem to remain polynomial solvable.
Behnamian et al. (2009) proposed a hybrid metaheuristic for the minimization of
makespan in scheduling problems with parallel machines and SDSTs. They
developed a hybrid of population-based evolutionary searching ability of ant colony
optimization (ACO), a SA for solution evolution, and a variable neighborhood
search (VNS) finding heuristic and comparison for near-optimal solution. Ying and
Cheng (2010) studied the dynamic parallel machine scheduling problem with
SDSTs by a developed greedy heuristic and the corresponding lower bound (LB).
Cappadonna et al. (2013) have developed a MILP model for optimally solving the
problem in the unrelated parallel machine scheduling problem with limited human
resources and developed a GA for finding minimization completion time.

Moreover, the scheduling problem can be applied to other fields. Kaplan and
Rabadi (2012) focused on the principle of parallel machine production scheduling
on identical machines. The principle was applied to the refueling of in-flight aircraft
without interruption. The development of the mathematical model was compared
with the efficiency of a heuristic solution and SA methods in order to maximize the
efficiency of schedules for in-flight aircraft refueling. The aircraft containing fuel
acts as machine, while the acquired aircraft seems as a job to meet the purpose
which is to minimize total weighted tardiness.

According to the comparison of the findings on heuristics, it was found that the
use of heuristics is suitable to solve a huge problem as well as to reduce the
acceptable length of time lesser than the mathematical model.

3 Problem Statement

This study focused on the problems of the testing process with N products as shown
in Fig. 1. Each product was separated for testing with a PG program on
M machines. For each machine, the length of time for conversion was dependent on
SDST; each job could be tested on multiple machines with differences of duration
as well as of working, and there was a limitation of time for each machine.

4 Mixed Integer Linear Programming (MILP) Model

A MILP model is formulated for the addressed unrelated parallel machine sched-
uling problem with sequence-dependent setup times in manufacturing (R|Sijm|
Cmax) which is based on an adapted standard form of the unrelated parallel
machine scheduling problem. We first need notation which is defined as follows.
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4.1 Notation Definition

Indexes
i, j Product index i, j = 1, 2, 3, …, N
g, f Program test index g, f = 1, 2, 3, …, Pg
m Machine index m = 1, 2, 3, …, MC

Parameters
N The number of products
MC The number of machines
Pg The number of program tests
DPig The quantity demanded for product i program test g
PTigm The processing time for product i program test g on a machine MTAm, the

processing time limit on machine m
Sijgfm Program test of machine-based sequence-dependent setup time on machine

when processing job j, after having processed job i
M A large enough number

Decision variables
Cmax Makespan
Cigm Completion time for product i program test g on machine m
PSigm Quantity testing product i program test g on machine m

Job 8 Job 7 Job 6 %Program test

Machine test 
1

Machine test 
2

Machine test 
3

Machine test 
4

Machine test 
5

Job 1

Job 2

Job 3

Job 4

Job 5

Program test 
1

Program test 
2

Program test 
3

Fig. 1 Characteristic of the studied problem
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Binary variables
xigm = 1 if product i program test g assigned to machine m and 0 otherwise
yigfm = 1 if product i program test g assigned to machine m before product

i program test f to machine m and 0 otherwise

4.2 Mathematical formulation

The objective function is

MinCmax ð1Þ

and the constraints are

XMC

m¼1

xigm ¼ 1 8i; g ð2Þ

XN
j¼1

XPg

g¼1

yijgfm ¼ 1 8i;m; i 6¼ j ð3Þ

xigm �M� �� PSigm � 0 8i; g;m ð4Þ

XMC

m¼1

PSigm ¼ DPig; 8i; g ð5Þ

Cjgm þM 1� yigfm
� ��Cigm þ Sijgfm

þ PSigm � PTigm 8i; g;m; i 6¼ j
ð6Þ

xigm � u0jm �
XN
i¼1

yijgfm ¼ 0 8m; g ð7Þ

xigm � w0im �
XN
j¼1

yijgfm ¼ 0 8m; g ð8Þ

XN
j¼1

u0jm ¼ 1 8m; g ð9Þ

XN
i¼1

w0im ¼ 1 8m; g ð10Þ
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Cigm �MTAm 8i; g;m ð11Þ

Cmax �Cigm 8i; g;m ð12Þ

Cmax;Cigm; PSigm � 0 8i; g;m ð13Þ

xigm; yigfm 2 f0; 1g ð14Þ

The objective function (1) is to minimize the maximum completion time or
makespan. Constraints (2) ensure that every job and each program test is assigned
to exactly one machine. Constraints (3) ensure that each program test can be pro-
cessed on only one machine. Constraints (4) are for xigm = 1 when job i program test
g on machine m. Constraints (5) ensure that the quantity testing product equals the
quantity demanded for the product. Constraints (6) are to control the completion
times of the jobs at the machines. Basically, if a job j is assigned to machine m after
job i, its completion time Cifm must be greater than the completion time of job i,
Cigm, plus the setup time (changed program test) between i and j and the processing
time of i. If yigfm = 0, then the big constant M renders the constraint redundant.
Constraints (7) ensure that, except for the first product, a product scheduled on a
machine must be immediately preceded by exactly one different product.
Constraints (8) ensure that, except for the last product, a product scheduled on a
machine must be immediately followed by exactly one product. Constraints (9)–
(10) a machine can have exactly one first and one last product. Constraints (11)
ensure that the completion time of each job must not exceed the processing time
limit of machines. Constraints (12) ensure that the makespan is equal to or greater
than the completion time of the products. Constraints (13)–(14) are the basic
restrictions on the decision variables.

To solve the problem using a mathematical model is only suitable for small
problems. Using such a model for a massive problem would be difficult or
time-consuming to find the optimal solution because the massive problem, such as
the problem on a production sequence, is too complicated. The essential limitation
is the technological limitations on finding the solution. The cause of the inefficient
finding of an optimal solution may lie in the limitation of variables.

5 Heuristics Algorithm

Heuristics are the process of finding solutions without rules as well as testing the
decision from trial and error which is the guide for finding a solution. Finding
solutions through heuristics is different from other methods, because heuristics do
not take into account any possible solutions; instead, it chooses the answer which is
suitable for the method. This kind of process benefits finding answers from a
massive and complicated source of data. However, heuristics still have their own
disadvantages; the solution from such a method is only a near-optimal solution.
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Thus, the present study aimed to develop the algorithm named unrelated parallel
machine with sequence-dependent setup times (UPSDST) in order to resolve the
massive problem and gain a near-optimal solution. The details of UPSDST and
variables and symbols used to create UPSDST are defined below.

i, j Product index
g, f Program test index
m Machine index
N Set number of products; N = {DP(i, g)}
DM Set of jobs that max demand; DM = MAX {DP(i, g)}
MC Set number of machines
ST(i, g, f, m) Set setup time of program test on machines m
PT(i, g, m) The processing time for product i program test g on machine m
PS(i, g, m) Quantity testing product i program test g on machine m
C(i, g, m) Completion time for product i program test g on machines
Cmax Makespan MAX {C(i, g, m)}

The UPSDST algorithm can be divided into 8 stages. Details are given below

Step 1. Consider overall job needs by choosing the most needs on set N job
indicated/specified as DM = MAX {DP(i, g)}

Step 2. Take into account the overall machines of set MC and produce the set of
machines compatible with DM indicated/specified as MC(dm)

Step 3. Select the machine in MC(m) for tasks/jobs of set DM by choosing m;
m 2 MC(m)

3:1. Firstly select the machine with the minimum test time which is m’;
m’ = MIN{PT (i, g, m)}; 8 m and choose the setup time with minimum
time S’; S’ = MIN{ST(i, g, f, m)}, then make a check for m’ \ S’ on
each sequence and turn it into m’’ = {PT (i, g, m)}.

3:2. Focus on the equality of the minimum test time. If it is equal, then
following No. 4.1.3; if not, skip to step 4

3:3. Choose minimum test time machine as well as fastest test time on
readiness of working: m’’; m’’ = MIN{PT(i, g, m)}; 8 m, then follow
step 4

Step 4. Consider the quantities of DM production for m machine from step 3 as
follows:

4:1. Check for remaining time of machine: MTA(m) > DP(i, g)*PT(i, g,
m) + ST(i, g, f, m); if it is over, the amount of production should be
based on PS(i, g, m); PS(i, g, m) = DP(i, g), then skip to step 4; if not,
follow no. (4.2)
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4:2. Produce according to the maximum amount specified in m machine
which is PS(i, g, m); PS(i, g, m) = MTA(m)/PT(i, g, m), then follow no.
(4.3)

4:3. Update the data of set DM = DM\{PS}, MC(dm) = MC(dm)\{m}, then
back to step 3

Step 5. Update the data of set N; N\{DP(i, g) 2 DM}, MC; MC\{m}, then follow
step 6

Step 6. Check the correctness of set N = Ø; if it is correct, forward to step 7; if not,
back to step 1

Step 7. Calculate the completion time of each job; C(i, g, m) = PS(i, g, m) * PT(i,
g, m) + ST(i, g, f, m), then follow step 8

Step 8. Calculate the completion time of makespan; Cmax = MAX{C(i, g, m)}

6 Comparison study

In order to make the comparison between the finding from the algorithm and the
answer from the mathematical model, the sample problem was created with 6
different sizes, each size with 5 different subsizes of problem. The optimal solution
was concluded through CPLEX/MPL Modeling System for Windows Student
Version on 2.40 GHz PC (4 GB RAM), while a heuristic was developed through
the software named MATLAB Version 7.14.0.739 in order to find the solution. The
comparison of algorithm and optimal solution and the result of such comparison are
shown in Tables 1, 2, 3, 4, 5, 6, and 7.

Table 1 The comparison of
algorithm and optimal
solution (number of job,
number of program test,
number of machine)

Product size
(4, 2, 3)

Optimal UPSDST Error %
error

1 643 684 41 6.38

2 547 547 0 0.00

3 702 720 18 2.56

4 683 692 9 1.32

5 651 686 35 5.38

Average 3.13

Table 2 The comparison of
algorithm and optimal
solution (number of job,
number of program test,
number of machine)

Product size
(4, 3, 8)

Optimal UPSDST Error %
error

1 521 574 53 10.17

2 568 594 26 4.58

3 549 584 35 6.38

4 574 596 22 3.83

5 484 497 13 2.69

Average 5.53
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Table 5 The comparison of
algorithm and optimal
solution (number of job,
number of program test,
number of machine)

Product size
(5, 4, 6)

Optimal UPSDST Error %
error

1 546 595 49 8.97

2 521 532 11 2.11

3 593 603 10 1.69

4 502 516 14 2.79

5 549 563 14 2.55

Average 3.62

Table 6 The comparison of
algorithm and optimal
solution (number of job,
number of program test,
number of machine)

Product size
(5, 4, 5)

Optimal UPSDST Error %
error

1 463 486 23 4.97

2 484 491 7 1.45

3 492 512 20 4.07

4 587 619 32 5.45

5 593 612 19 3.20

Average 3.83

Table 7 Result of
comparison

Maximum % error 17.83

Minimum % error 0.00

Average % error 5.71

Table 4 The comparison of
algorithm and optimal
solution (number of job,
number of program test,
number of machine)

Product size
(2, 2, 10)

Optimal UPSDST Error %
error

1 142 163 21 14.79

2 164 173 9 5.49

3 159 166 7 4.40

4 157 185 28 17.83

5 174 192 18 10.34

Average 10.57

Table 3 The comparison of
algorithm and optimal
solution (number of job,
number of program test,
number of machine)

Product size
(3, 2, 10)

Optimal UPSDST Error %
error

1 280 297 17 6.07

2 326 356 30 9.20

3 317 363 46 14.51

4 395 406 11 2.78

5 350 369 19 5.43

Average 7.60
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The comparison of completion time between algorithm and the 30 most suitable
solutions was performed through the use of the mathematical problem of the pro-
duction of 2–5 products tested by 2–4 testing program(s) and 3–10 machines.
The results indicate that the completion time of UPSDST calculated as a percentage
is 5.71 %. This reveals that UPSDST has met the criteria of working performance.

7 Conclusions and future research

According to the study of unrelated parallel machine scheduling under the limita-
tion of sequence-dependent setup times, the completion time is minimized. The
devised mathematical model can offer an optimal solution. Nevertheless, due to the
difficulty of using a mathematical model with a massive problem or the limitation of
the software, it was unable to find the answer. Therefore, the algorithm UPSDST
needs developing so as to mesh with a massive problem. Based on the comparison
of efficiency, it can be seen that the algorithm UPSDST can provide the closest and
most near-optimal solution as well as the percent error of 5.71 %. This algorithm
can be simply applied for production scheduling without complication. It can
shorten the length of production planning as well as decrease the cost of production.

Further research is to focus on the production factors on machine restriction and
setup time which are caused by changes of product, but not by changes of program.
However, the program test used in this study will be used in further studies. The
research will develop the form of problem considering the duration of long-term
planning in order to simulate the problem and statistical test. The study will draw a
comparison between metaheuristics and the UPSDST algorithm in order to find
near-optimal and suitable answers.
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Single Machine Scheduling for Minimizing
Earliness/Tardiness Penalties
with Sequence-Dependent Setup Times

Changseong Ko, Sooyong Kim, Byungnam Kim and Shiegheun Koh

Abstract This chapter deals with a single machine system with job release times
and sequence-dependent machine setup times. The objective of the problem is to
minimize weighted sum of earliness and tardiness penalties. A mixed integer
programming formulation for the problem is first presented, and using this for-
mulation, one can easily find optimal solutions for small problems by using a
commercial optimization software. Since the problem is NP-hard and the size of a
real problem is large, a number of heuristic solution procedures are proposed
including genetic algorithm to solve the practical big-sized problems in a reasonable
computational time. To assess the performance of the algorithms proposed, a
computational experiment was conducted and the results demonstrate that the
heuristic algorithms show different performances as the problem characteristics are
changed and a heuristic shows much better performance than genetic algorithm for
the case when the number of jobs is relatively large.

Keywords Scheduling � Earliness/tardiness penalty � Sequence-dependent setup

1 Introduction

After the mid-1950s, there were thousands of studies dealing with the scheduling
problem for manufacturing facilities (Allahverdi et al. 2008), and especially, since
1970s, the scheduling problems considering earliness/tardiness penalties have been
studied because the just-in-time (JIT) concept was spreading over the world (Baker
and Scudder 1990). In this paper, we study a single machine scheduling problem in
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which the weighted sum of earliness and tardiness penalties is minimized (abbre-
viated to SET; Single machine problem with Earliness and Tardiness penalties).

There were many SET literatures after Sidney (1977), and they are well sum-
marized by Baker and Scudder (1990), in which it was emphasized that though
most of the earliness/tardiness studies avoid the issue of the idle time inserted
between jobs either by assuming a common due date for all jobs or by restricting
the solution to be a nondelay schedule, the essence of the earliness/tardiness
problem lies in its nonregular performance measure, and so, imposing the arbitrary
restriction that there be no idle time declines the importance of this objective. Kanet
and Sridharan (2000) focused on the inserted idle time (abbreviated to IIT) in
scheduling problems and reviewed the earliness/tardiness literature with IIT.

To solve the SET with IIT, according to Baker and Scudder (1990), a procedure
consisting of two steps which are sequencing jobs and assigning idle times between
jobs is needed. To determine the job sequence, Fry et al. (1990) proposed an adjacent
pairwise exchange heuristic in which nine precedence relationship rules are used to
reduce the number of candidates for interchanging jobs, while a straightforward
linear programming formulation is proposed to find the job starting times. Yano and
Kim (1991) and Kim and Yano (1994) found the optimal job sequence using a
branch-and-bound algorithm and performed optimal idle time assignment between
jobs using the dynamic programming. Davis and Kanet (1993) studied the case that
the penalties are general convex functions of earliness and tardiness and proposed a
pseudopolynomial algorithm. Lee and Choi (1995) proposed an algorithm finding
the optimal job starting time to minimize the earliness and tardiness costs when the
job sequence is given and, using this algorithm, developed a genetic algorithm to
find the optimal job sequence. Szwarc and Mukhopadhyay (1995) showed the
solution is composed of several clusters of uninterrupted jobs separated by idle time
and provided an efficient two-stage procedure for identifying clusters and then
determining their starting times. For the problems with due windows, Wan and Yen
(2002) proposed a Tabu search-based procedure using an algorithm similar to Lee
and Choi (1995) to find the job starting time.

Setup is very common work to prepare the machine in the industry, and it is an
important issue in the scheduling theory. Allahverdi et al. (2008) introduced a
number of studies that insisted on the importance of sequence-dependent setup
times. To reflect this importance, since the mid-1960s, many scheduling literatures
considering setup times independently of the processing times have been published.
For the SET with sequence-dependent setup times, however, we could not find
many. Coleman (1992) firstly formulated an SET with sequence-dependent setup
times. Zhu and Heady (2000) developed a mixed integer programming model for
the nonuniform parallel machine system with earliness/tardiness penalties and
sequence-dependent setup times and, using that model, found an optimal solution
for 3-machine and 9-job problem in a reasonable computation time.

To raise reality of the problem, meanwhile, recent studies dealing with the
scheduling problems tend to consider the release time of each job. For the SET with
the release time, Keyser and Sarper (1991) presented a target starting time heuristic
to minimize the sum of earliness, tardiness, and waiting time costs. The heuristic
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permits machine idle times between jobs and it is improved by an adjacent pairwise
interchange algorithm. Sridharan and Zhou (1996) proposed a heuristic algorithm
for the SET with job release times that identified soon-to-arrive jobs and kept the
machine deliberately idle for them. Later, Mazzini and Armentano (2001) proposed
the moving heuristic procedure for the same problem. This heuristic consists of two
steps, the first step for finding feasible solutions and the second step for applying a
local search algorithm. Recently, Tsai (2007) proposed and compared a number of
heuristics including genetic algorithm for the SET with job release times. For the
most general problem dealing with earliness/tardiness penalties, Balakrishnan et al.
(1999) studied a parallel machine earliness/tardiness problem with sequence-
dependent setup times as well as job release times. They presented a mixed integer
formulation that has fewer zero-one variables than other formulations and gave
computational experiences to solve small-sized problems.

In this paper, we study an SET with sequence-dependent setup times and job
release times. First of all, we present a mixed integer programming model for the
problem. But it is well known that the SET is NP-hard (Baker and Scudder 1990;
Garey et al. 1988), and then, a big-sized problem cannot be solved in a reasonable
computation time. Therefore, we concentrate on developing heuristics, by which
not optimal but good solution for realistic big-sized problem can be acquired in a
reasonable computing time.

2 Model

The starting point of the study is representing the problem as a mathematical model.
In this section, therefore, we formulate the problem as a mixed integer linear
programming model. First, notation for the formulation is presented as follows:

Parameters
i and j indices representing jobs (i, j = 1, 2, …, n)
ri zero if the job i arrived already, the projected arrival time of the job,

otherwise
pi processing time of job i
di due date of job i
αi cost per unit earliness of job i
βi cost per unit tardiness of job i
s0i setup time for job i if it is the first job
sij setup time for job j when the job i is processed right before it

Decision variables
xi starting time of job i (or to be exact, the setup starting time of job i)
fi completion time of job i
ɛi earliness of job i
τi tardiness of job i

z0i one, if job i is the first job, zero, otherwise
zij one, if job j is processed right after job i, zero, otherwise
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Using the above parameters and variables and referring to the models proposed
by Zhu and Heady (2000) and Joo and Kim (2012), we can represent our problem
to an integer linear programming (ILP) form as follows:

Minimize
Xn

i¼1

ðaiei þ bisiÞ ð1Þ

subject to

xi � ri for all i
ð2Þ

xi þ
Xn

j ¼ 0
j 6¼ i

sjizji þ pi ¼ fi for all i ð3Þ

xj þMð1� zijÞ� fi for all i; j ð4Þ

fi � si þ ei ¼ di for all i ð5Þ
Xn

j¼1

z0j ¼ 1 ð6Þ

Xn

j ¼ 0
j 6¼ i

zji ¼ 1 for all i ð7Þ

Xn

j ¼ 1
j 6¼ i

zij � 1 for all i ð8Þ

z0i 0/1 integer for all i
zij 0/1 integer for all i, j

Equation (1) means that this problem is to minimize weighted sum of earliness
and tardiness penalties. Equation (2) assures that a job can start its processing (or to
be exact, the setup) only after it becomes available. Equation (3) shows the rela-
tionship between the starting time, setup time, processing time, and the finishing
time of a job. Equation (4) ensures a job can start its processing only after the
preceding job is finished. Equation (5) gives the earliness and the tardiness values
for each job. Equation (6) says that only one job can be assigned as the first job.
According to Eq. (7), a job is either the first job or a successor of another job.
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Similarly, Eq. (8) says that a job should be a predecessor of another job. But this
equation includes inequality because of the case when the job i is the last job.

To validate the formulation, we provide a test problem whose data are as
follows:

n ¼ 9; ri ¼ 0; 0; 0; 0; 5; 8; 12; 17; 22ð Þ; pi ¼ 5; 3; 4; 3; 6; 2; 2; 3; 5ð Þ;
di ¼ 7; 12; 35; 18; 22; 29; 25; 38; 45ð Þ; ai ¼ 3; 5; 4; 6; 5; 9; 5; 2; 1ð Þ;
bi ¼ 3; 6; 7; 8; 7; 9; 4; 4; 3ð Þ; s0i ¼ 2; 1; 1; 3; 2; 2; 1; 1; 2ð Þ;

and

sij ¼

0 1 3 2 1 2 2 1 1
2 0 1 2 1 3 2 2 1
1 2 0 1 1 2 2 1 3
2 1 2 0 2 1 1 2 2
1 2 2 1 0 2 3 2 1
3 1 1 2 1 0 1 2 1
2 1 2 1 2 1 0 1 1
2 2 1 3 2 1 2 0 2
1 1 2 1 2 3 1 1 0

2

6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
5

:

Using LINGO system with these data and 15 s of running time in 2.6 GHz PC, we
could easily find an optimal solution, in which the optimal job sequence is (1, 2, 5, 4,
7, 6, 3, 8, 9) and the optimal schedule for each job is (0, 2, 7), (7, 8, 11), (11, 12, 18),
(18, 19, 22), (22, 23, 25), (26, 27, 29), (29, 30, 34), (34, 35, 38), and (38, 40, 45),
where the three values in each parenthesis are (setup starting time, main process
starting time, and finishing time) for the corresponding job. The result is summarized
in Table 1. The character ‘F’ of ‘early/tardy’ column in the table means that the
corresponding job finishes just on its due date, in other word, the job is neither early
nor tardy, while E(k) and T(k) mean the job is early and tardy by k days. For example,

Table 1 Optimal schedule of the example problem in tabular form

Order Job Setup start Main start Finish Due Early/tardy Cost

1 1 0 2 7 7 F 0

2 2 7 8 11 12 E(1) 5

3 5 11 12 18 22 E(4) 20

4 4 18 19 22 18 T(4) 32

5 7 22 23 25 25 F 0

6 6 26 27 29 29 F 0

7 3 29 30 34 35 E(1) 4

8 8 34 35 38 38 F 0

9 9 38 40 45 45 F 0

Total cost 61
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one can see in the table that the job 5 is scheduled on the third position, its setup
begins at 11, the main process begins at 12 (because the preceding job is 2, the setup
time is s25, or 1), and it finishes at 18. Since the due date of job 5 is 22, the job
finishes 4 days earlier than due date, and then, we can see E(4). Now, the cost for
each job can be calculated. The cost for job 5 is 20 because the cost per unit earliness
of job 5 is 5. Finally, the total earliness/tardiness penalty is 61.

Although we could find an optimal solution for this small example problem in
rather short time, any IP solver such as CPLEX as well as LINGO cannot provide
an optimal solution for a practical-sized problem in a reasonable CPU time because
the problem is known as NP-hard. Hence, we focus on heuristic algorithms
including genetic algorithm to obtain near-optimal solutions of the problem in a
reasonable CPU time.

3 Idle Time Between Jobs

As stated earlier, Baker and Scudder (1990) noticed two-step procedures, that are a
procedure for job sequencing and another procedure for assigning idle times
between jobs, are needed to solve an SET. In this section, we focus firstly on the
procedure for assigning IIT. Though a number of earlier studies proposed the
procedures, we propose another algorithm that assigns idle times between jobs
when the job sequence is given. The algorithm serves the same result as Lee and
Choi (1995) and Tsai (2007), but it is very intuitive and easier to understand than
them. Detailed steps of the algorithm are as follows (in the algorithm, ‘Ear,’ ‘Fit,’
and ‘Tar’ mean the early-finished job, the on-time-finished job, and the tardy job,
respectively):

Algorithm INSERT_IDLE

Step 0. According to given job sequence, make an earliest starting schedule, in
which starting time of the first job is max{0, release date of the job} and
starting time of the ith job is max{release date of the job, finishing time of
the (i − 1)th job} for i = 2, 3, …, n.

Step 1. If the last job in the schedule is ‘Ear,’ move it to the right until its finishing
time equals to its due date. And set i = n − 1.

Step 2. If i = 0, stop the algorithm.
Step 3. If the ith job is ‘Tar’ or ‘Fit,’ set i = i − 1 and go to Step 2.
Step 4. If the finishing time of the ith job equals to the starting time of the (i + 1)th

job, go to Step 6.
Step 5. Move the ith job to the right until one of two conditions given below is

met. If the first condition is satisfied earlier than the second, set i = i − 1
and go to Step 2. Otherwise, go to Step 6.

1. finishing time of the ith job = due date of the ith job
2. finishing time of the ith job = starting time of the (i + 1)th job
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Step 6. Let C be the set of jobs that consists of the ith job and its right-connected
jobs. Here, the ‘right-connected job’ means that the job is later than the ith
job and there is no idle time between the job and the ith job. Calculate EP
and TP values for the set C, which mean the sum of earliness penalties for
‘Ear’ jobs in the set and the sum of tardiness penalties for ‘Tar’ and ‘Fit’
jobs in the set, respectively. If TP ≥ EP, set i = i − 1 and go to Step 2.

Step 7. Move all the jobs in the set C to the right until one of the following two
conditions is met. Go to Step 6.

1. finishing time of the last job in C = starting time of the earliest job later
than the jobs in C. (If there is no job later than the jobs in C, this
condition should be ignored.)

2. finishing time of an ‘Ear’ job in C = due date of the job

4 Heuristic Procedures

Once we have a job sequence, the optimal schedule including IIT can be obtained
by the algorithm INSERT_IDLE proposed in the previous section. On the other
hand, the sequencing problem with the sequence-dependent setup times is well
known as an NP-hard problem, and then, an optimal sequence for the problem
cannot be found in a reasonable computation time. In this section, to find a good
solution for the problem, we propose a number of heuristic procedures, each of
which includes the INSERT_IDLE algorithm for assigning idle times between jobs.
The first one is using the well-known heuristic rule EDD (earliest due date), and the
procedure is as follows:

Algorithm EDD

Step 1. Assign jobs in increasing order of the due date, di.
Step 2. Assign idle times between jobs using the INSERT_IDLE algorithm.

Though EDD is very easy to understand and to get a solution, one can think its
performance may not be very good because it is one-path algorithm; in other words,
there is no improvement once an assignment was made. From this idea, we propose
another heuristic algorithm, EDD-PI algorithm, which is an improvement of EDD.
In this algorithm, we use a pairwise interchange (PI) method for adjacent jobs to
improve the quality of a solution from EDD. The starting point of EDD-PI algo-
rithm is a resulting schedule of EDD algorithm. The procedure is as follows:

Algorithm EDD-PI

Step 0. Start with a schedule that is a result of EDD algorithm.
Step 1. Let S = {1, 2, …, n − 1} and cur_obj be the objective value for the current

schedule.
Step 2. Calculate di for i 2 S as follows:
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Case (1) If the job [i] is ‘Ear,’ and the job [i + 1] is ‘Tar’ where [i] means
the ith job in the current job sequence, di ¼ a½i� þ b½iþ1�.

Case (2) If the job [i] is ‘Ear’ and the job [i + 1] is ‘Ear’ or ‘Fit,’
di ¼ a½i� � a½iþ1�.

Case (3) If the job [i] is ‘Tar’ or ‘Fit’ and the job [i + 1] is ‘Tar,’
di ¼ b½iþ1� � b½i�.

Case (4) Otherwise, di ¼ 0.

Step 3. If di � 0 for all i 2 S, stop the algorithm.
Step 4. Exchange the sequence of [i*] and [i* + 1], where i� is the index of

maximum di. Apply the INSERT_IDLE algorithm and calculate the
objective function value. If the value is smaller than cur_obj, go to step 5;
otherwise, go to step 6.

Step 5. Let the current schedule be the schedule after the exchange and cur_obj be
the objective value of the new schedule. Let S = {1, 2, …, n − 1} – {i*}.
Go to Step 2.

Step 6. Maintain the current sequence before exchange. Let S ¼ S� fi�g and go
to Step 2.

Besides the EDD heuristic, another famous heuristic for the scheduling problem
considering due dates is ‘Min-Slack’ heuristic, in which the job with smallest slack
time is processed first. The slack time for a job is defined as due date of the job
subtracted by processing time of the job. Based on the ‘Min-Slack’ heuristic, we
propose another algorithm, MS (Min-Slack), as follows:

Algorithm MS

Step 0. Set S = {1, 2, …, n}.
Step 1. Calculate slack time for each job i 2 S as follows:

1. STi ¼ di � ðs0i þ piÞ, if ri � 0,
2. STi ¼ di � ðri þ s0i þ piÞ, otherwise.

Step 2. Let i� be the index of job having the smallest slack time. Assign the job i�

into the first job to be processed and set S = S – {i*}. Set CT ¼ s0i� þ pi� , if
ri� � 0, or CT ¼ ri� þ s0i� þ pi� , otherwise.

Step 3. If S = ∅, apply the INSERT_IDLE algorithm to the current job sequence,
and stop the algorithm.

Step 4. Calculate slack time for job j 2 S as follows:

1. STj ¼ dj � ðCT þ si�j þ pjÞ, if rj �CT ,
2. STj ¼ dj � ðrj þ si�j þ pjÞ, otherwise.

Step 5. Let j� be the index of job having the smallest slack time. Assign the job j�

into the next job to be processed and set S = S – {j*}. Set
CT ¼ CT þ si�j� þ pj� , if rj� �CT , or CT ¼ rj� þ si�j� þ pj� , otherwise. Set
i* = j* and go to Step 3.
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In the earlier proposed two heuristics (EDD and MS), a job is attached after the
last job of current partial sequence when it is selected by the corresponding rule
(due date, slack time, or objective value). They are simple to make solutions but the
performances of the solutions are not likely to be very good. So we propose another
heuristic, mEDD algorithm, in which a job is selected by the earliest due-date rule
and it is not attached after the last job of the current sequence but inserted into a
proper position between jobs in the current sequence. Though the calculation
quantity of the algorithm increases, we can anticipate better performance from the
algorithm. The detailed procedure is as follows:

Algorithm mEDD

Step 0. Let S be the set of all jobs and Ω be the current partial sequence, and then
S = {1, 2, …, n} and Ω = ∅.

Step 1. Sort jobs in S in increasing order of the due date, di.
Step 2. Let k be the first job in S. Assign the job k into the first job to be processed

and set S = S − {k} and Ω = {k}.
Step 3. If S = ∅, apply the INSERT_IDLE algorithm to the current job sequence,

and stop the algorithm.
Step 4. Let k be the first job in S and m be the number of jobs in Ω. Using the

algorithm ParCost, calculate Ci, which is the cost of a new partial sequence
that is made by inserting job k into the position before ith job in Ω, i = 1, 2,
…, m + 1. The case of i = m + 1 means the position after the last job in Ω.

Step 5. Let i� be the index of the smallest Ci value. Insert job k into the position
before (i*)th job in Ω. If i* = m + 1, insert job k after the last job in Ω. Set
S = S − {k} and go to Step 3.

In step 4 of mEDD heuristic, consider an algorithm to calculate the objective
function value for the given partial sequence. Its name is ParCost algorithm and the
procedure is as follows:

Algorithm ParCost

Step 0. Let a be the number of jobs in a partial sequence. Set i = 1 and Cost = 0.
Step 1. Calculate the finishing time of job [i], which is the ith job in the partial

sequence, as follows:

1. f½i� ¼ s0½i� þ p½i�, if r½i� � 0,
2. f½i� ¼ r½i� þ s0½i� þ p½i�, otherwise.

Step 2. Calculate cost value as follows:

1. Cost ¼ Cost þ a½i�ðd½i� � f½i�Þ, if f½i� � d½i�,
2. Cost ¼ Cost þ b½i�ðf½i� � d½i�Þ, otherwise.

Step 3. Set CT ¼ f½i� and i = i + 1.
Step 4. If i = a + 1, stop.
Step 5. Calculate the finishing time of job i as follows:
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1. f½i� ¼ CT þ s½i�1�½i� þ p½i�, if r½i� �CT ,
2. f½i� ¼ r½i� þ s½i�1�½i� þ p½i�, otherwise.

Step 6. Go to Step 2.

Finally, like the EDD heuristic, the other heuristics (MS and mEDD) can be
improved by the adjacent pairwise exchange method that is used in the EDD-PI
algorithm. We call these improved versions of the two heuristics as MS-PI and
mEDD-PI. We will not explain about these new heuristics because they are exactly
the same as the EDD-PI algorithm except step 0.

5 Genetic Algorithms

The proper representation of a solution plays a key role in the development of a
genetic algorithm. We use the random keys representation. Since the representation
method eliminates the infeasibility of the offspring chromosomes as well as ran-
domly generated chromosomes by representing solutions in a soft manner, this
representation is applicable to a wide variety of sequencing optimization problems.
In our representation scheme, we use n random numbers from (0, 1) interval, by
which a job sequence is made, and using this sequence and the INSERT_IDLE
algorithm, a schedule can finally be generated. The decoding (i.e., converting a
chromosome to corresponding solution) procedure is as follows:

Algorithm DECODE

Step 1. To generate the job sequence, sort the genes in a chromosome in ascending
order. The job corresponding to the smaller gene value is assigned earlier.

Step 2. Assign idle times between jobs using the INSERT_IDLE algorithm.

We use the easiest and the most popular method that is referred to as roulette
wheel reproduction where each current chromosome in the population has a roulette
wheel slot sized in proportion to its fitness.

The crossover operator takes two chromosomes and swaps a part of their genetic
information to produce new chromosomes. The easiest and the most classical
method to crossover is to choose a random cut-point and generate the offspring by
combining the segment of one parent to the left of the cut-point with the segment of
the other parent to the right of the cut-point. When some representation methods,
such as the permutation representation, are used in the sequencing problem, this
one-cut-exchange crossover can hardly be applied since the resulting chromosomes
from the crossover may be illegal. But, since our random keys representation has no
legality problem, we can use the one-cut-exchange crossover.

Mutation produces spontaneous random changes in various chromosomes. This
genetic operation serves the crucial role of replacing the genes lost from population
during the selection process so that they can be tried in a new context, or providing
the genes that were not present in the initial population. In our algorithm, we also
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use the simplest method, in which a gene is selected by a given probability and
replaced with another random number from (0, 1) interval.

Adopting the elitist strategy, two best chromosomes are excluded from the
crossover procedure, and they are directly copied to the next generation. And
moreover, the best chromosome is excluded from the mutation procedure. The
detailed procedure to generate the next generation is as follows:

Algorithm EVOLVE

Step 1. Copy two best chromosomes to the next generation.
Step 2. Select two chromosomes by the roulette wheel method and generate a

random number from (0, 1) interval. If this random number is less than PC,
generate two new chromosomes from the selected two chromosomes by
the one-cut-exchange crossover, or copy the two chromosomes to next
generation directly, otherwise. Repeat this step until a new population is
constructed. Here, PC is a predetermined crossover probability that can be
obtained from some experiments.

Step 3. For every gene in the chromosomes generated at step 2, generate a random
number from (0, 1) interval. If this random number is less than PM , replace
the gene with another random number from (0, 1) interval. Here, PM is a
predetermined mutation probability that can be obtained from some
experiments.

6 Computational Experiments

To evaluate the performances of the heuristics including genetic algorithm proposed
earlier, we conduct a computational experiment in which the results of the heuristics
are compared with the result of genetic algorithm using a number of randomly
generated problems. Since the complexity of the problem depends on the number of
jobs (n), we control this parameter to five levels (20, 40, 60, 80, and 100). For each
value of n, we randomly generate 10 problems. To generate a problem for an
n value, one has to generate ri, pi, di, ai, bi, s0i, and sij for i, j = 1, 2, …, n. For the
value of ri, we assume that half the jobs are ready to begin (i.e., ri = 0) and the
others are U½0; 10�, where U½a; b� means a randomly generated integer from interval
[a, b]. It is assumed that the processing time (pi) is U½2; 7� and the values of ai and
bi are U½0; 10�. We also assume that s0i and sij are U½0; 5�. And finally, the due date
(di) is assumed to be ri þ U½0; pi þ s0i�.

Each problem generated is solved by six heuristic algorithms (EDD, EDD-PI,
MS, MS-PI, mEDD, and mEDD-PI) and genetic algorithm. The result of the
computational experiments is shown in Table 2. The number in the table is the
fraction value whose numerator is the objective value from the corresponding
algorithm and the denominator is the objective value from the genetic algorithm. As
one can see, the table consists of 40 solid line cells according to the five levels of
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n and the eight varieties of heuristics. Each cell contains three values, which are the
average, the minimum, and the maximum fraction values of the 10 test problems
that are randomly generated.

After observing the table carefully, we found some characteristics of the heu-
ristic algorithms as follows:

1. The results of pairwise exchange algorithms (i.e., EDD-PI, MS-PI, and mEDD-
PI) are better than those of their corresponding original heuristics (i.e., EDD,
MS and mEDD, respectively).

2. Regardless of the number of jobs (n), the MS heuristic shows the worst
performance.

3. The mEDD shows much better performance than the other three heuristics (i.e.,
EDD and MS).

4. When the number of jobs (n) is large, the mEDD heuristic is better than even the
genetic algorithm. In particular, one can find that, when n is 100, the average
objective values of the mEDD and the mEDD-PI heuristics are just 47 and 44 %
of the genetic algorithm, respectively. This is very surprising result because the
genetic algorithm could find near-optimal solution in many scheduling
problems.

5. The difference between the mEDD and the mEDD-PI heuristics is smaller than
the other three pairs of heuristics. This is because the performance of the mEDD
is so good that the effect of the pairwise exchange is relatively small.

In summary, when the number of jobs (n) is small, the genetic algorithm shows
the best performance, but the performances of the mEDD and the mEDD-PI heu-
ristics are not much worse than genetic algorithm. When the value of n is large, on

Table 2 Result of computational experiments

n EDD EDD-PI MS MS-PI mEDD mEDD-PI

20 Mean 5.67 2.74 6.59 2.57 1.44 1.38

Min 2.99 1.27 3.57 1.90 1.03 1.03

Max 14.32 4.30 15.92 3.75 2.04 1.71

40 Mean 7.51 4.56 9.45 4.20 1.18 1.08

Min 4.56 2.78 5.29 2.54 0.97 0.90

Max 12.26 6.14 16.80 6.48 1.44 1.34

60 Mean 5.92 3.33 7.01 3.38 0.78 0.74

Min 3.99 2.02 5.35 1.95 0.63 0.63

Max 13.04 8.48 14.58 7.94 1.04 1.04

80 Mean 5.06 3.05 6.06 3.15 0.61 0.58

Min 3.09 2.07 3.90 2.20 0.42 0.42

Max 6.83 4.32 7.11 4.50 0.85 0.79

100 Mean 4.19 2.59 5.34 2.68 0.47 0.44

Min 3.45 2.09 4.43 1.88 0.37 0.35

Max 5.03 3.25 5.95 3.77 0.68 0.60
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the other hand, the mEDD and the mEDD–PI are much better than the other
heuristics including the genetic algorithm. And moreover, the difference between
the mEDD and the mEDD-PI heuristics is very little, and the mEDD heuristic can
be used to solve the problem when n is large because its procedure is much simpler
than the mEDD-PI heuristic.

Now we consider the performances of the proposed algorithms in terms of the
computation time. We measured the computation time when the algorithms were
coded in C++ and run on a PC of 2.60 GHz G620 processor with 4-GB memory.
When the number of jobs (n) is 20, 40, 60, 80, and 100, the CPU times for the
genetic algorithm were 0.02, 0.12, 0.28, 0.57, and 0.89 s, respectively, while the
times are less than 0.01 s for all other heuristics (i.e., EDD, EDD–PI, MS, MS-PI,
mEDD, and mEDD-PI) and for all values of n (i.e., 20, 40, 60, 80 and 100). Note
that the mEDD and the mEDD-PI heuristics are better than the genetic algorithm
from the aspect of computation time as well as objective value.

7 Conclusions

In this research, we developed scheduling algorithms for a single machine system
with job release times and sequence-dependent machine setup times. This research
was motivated by the practical scheduling work in small-sized companies that are
specialized in the plastic injection molding. To minimize weighted sum of earliness
and tardiness penalties, we first presented a mixed integer linear programming
(MILP) model. Since the optimization model is an NP-hard problem, we developed
eight heuristic procedures and designed a genetic algorithm to solve the practical
big-sized problems in a reasonable computational time. Through a series of com-
putational experiments, we finally showed that one of the proposed scheduling
algorithms could provide solutions of very good quality in a short time.

Several directions for future research are apparent from this study. First, the
model considering a parallel machine system can be examined. Second, some
constraints such that one operator can handle the machine group can be added to the
parallel machine model.
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Part IV
Optimization Problems in Warehousing,

Distribution and Transportation



Designing of Relief Network for Disaster
Response Operation

Reinny Patrisina, Nikorn Sirivongpaisal and Sakesun Suthommanon

Abstract This chapter deals with the design of relief network to improve efficiency
and effectiveness of relief operation. About 80 % of disaster response operation
involves logistics activities. The problem is modeled as a location-allocation
problem in distributing relief supplies to disaster victims. The location of local
distribution centers (LDCs) and the amount of relief supplies that will be delivered
through the relief network are determined by minimizing logistics cost. Equity
among demand points are considered by giving a penalty cost for unfair distribu-
tion. A numerical example is conducted to illustrate how the model operates. The
results show the effect of unfairness cost on performance of relief system, partic-
ularly on logistics cost and demand satisfied.

Keywords Humanitarian logistics � Facility location � Relief network � Disaster
response operation

1 Introduction

None can predict exactly when, where, what, and how big a disaster would happen.
Based on EM-DAT data, there were 6669 disasters, 1,149,920 deaths, and 2167
million affected people, and causing about US$ 1572 billion of disaster costs between
2003 and 2012 (IFRC 2013). Three deathless disaster of decade were the 2004 Indian
Tsunami (226,408 deaths), the 2010 earthquake in Haiti (222,570 deaths), and
Cyclone Nargis in Myanmar in 2008 (138,375 deaths).

According to United Nations International Strategy for Disaster Reduction
(UNISDR), disaster is a serious disruption of the functioning of community or a
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society involving widespread human, material, economic or environmental losses
and impacts, which exceeds the ability of the affected community or society to cope
using its own resources (UNISDR 2009). The disaster does not only cause loss of
lives but also influences social and economic fundamental of the affected areas at
the same time. Disaster management (DM) could be applied to reduce disaster risk.
The DM is a continuous process which consists of four phases: mitigation, pre-
paredness, response, and recovery. Based on the time, the activity could be clas-
sified into pre-disaster activities including mitigation and preparation and
post-disaster activities including response and recovery.

An effective logistics management has a significant effect to the success of
disaster management since it provides effective and efficient relief operation that
result in reducing loss live and severity at post-disaster (Moe and Pathranarakul
2006). Logistics regarding humanitarian is called humanitarian logistics. According
to Thomas and Kopczak (2005), humanitarian logistics is defined as the process of
planning, implementing, and controlling the efficient, cost-effective flow, and
storage of goods and materials, as well as related information, from the point of
origin to the point of consumption for the purpose of alleviating the suffering of
vulnerable people. Even though logistics activities take much portion in disaster
response operation, its role is not directly acknowledged by humanitarian organi-
zations. Before the 2004 Asian Tsunami, logistics in relief operation is regarded as
a necessary expense than a critical issue of their operation (Van Wassenhove 2006).

The disaster relief environment gives additional complexity to humanitarian
logistics comparing to business logistics as follows (Balcik and Beamon 2008):

1. Demand uncertainties;
2. Communication and coordination difficulties due to communication line damage

and a large number of actors involved in the relief operation;
3. Hard to achieve efficient and timely delivery; and
4. Resources scarcity (supply, people, and transportation capacity).

For supporting disaster relief operation, relief distribution network design plays a
significant rule in order to obtain an efficient aid delivery (Balcik and Beamon 2008;
Azimi et al. 2012). The complexity and uncertainty of relief environment become
challenge to relief organization in establishing effective and efficient relief networks
(Balcik and Beamon 2008). The other challenge in the relief operation is how to
allocate the relief supplies to beneficiaries at the affected areas since there is limited
number of aid supplies. This situation will trig unsatisfied demand, but the unsat-
isfied demand is prevalent in disaster relief environment. Regarding this situation,
mechanism provided an efficient resource allocation for minimizing severity of the
victims and achieving equity in distributing relief aid to all targeted demand is
utmost importance. With respect to each people, everyone should have the same
chance to be survived so that fairness issue is supposed to be concerned by any relief
actors in distributing the relief supplies (Holguín-Veras et al. 2013). By considering
fairness, the model ensures that required relief supplies will be delivered to all
affected areas (Torre et al. 2012).
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Our study focuses on selecting location of temporary warehouses (local distri-
bution centers) at post-disaster for facilitating an efficient and effective response
operation and determining amount of relief supplies that will be delivered through
the relief network in order to minimize cost as well as maximize customer satis-
faction under uncertainty environment. The proposed relief network encompasses
three tiers: multi-collection centers, candidates of local distribution centers (LDCs),
and demand points. It should be noted that the majority of papers address to
historical information to select the distribution center locations. Our model is
applied for designing relief planning based on the future disaster predicted by
scientist and agreed by disaster stockholders.

The remainder of this paper is organized as follows. Section 2 presents a review
of related literatures. Section 3 provides the problem description. Section 4 explains
the model and assumptions. Numerical study is given in Sect. 5. The computational
results are reported in Sect. 6, followed by conclusions and future works in Sect. 7.

2 Literature Reviews

There are some papers discussing about designing relief network. Jia et al. (2007)
proposed a maximal covering model to select location for storing medical supplies
for encountering large-scale emergencies. Different to Jia et al. (2007), focused
solely on location problem, other literatures such as Balcik and Beamon (2008) and
Duran et al. (2011) integrated location and inventory problems. Balcik and Beamon
(2008) determined number and location of the fixed-capacity distribution centers
and amount of relief supplies that will be stored in each location to maximize
beneficiary satisfaction under budget limitation. Duran et al. (2011) developed a
mixed integer programming inventory-location model to obtain relief network
design that minimizes the average response time for a given investment. Actually,
both models are close, but Duran et al. (2011) excluded post-disaster operation cost
and consider the effect of multi-disasters to time replenishment. While Balcik and
Beamon (2008) and Duran et al. (2011) proposed Location-inventory model,
Ukkusuri and Yushimito (2008) developed a location-routing model. The model is
aimed to determine locations for storing the relief prepositioning stocks by maxi-
mizing probability of demand points served by at least one facility and route of
vehicles under unreliable relief network and budget restriction.

Other literatures are addressed to location and allocation problems such as Tzeng
et al. (2007), Bozorgi-Amiri et al. (2013). They considered 3-tier of the relief
network design: collection centers–distribution centers–demand points. Tzeng et al.
(2007) formulated a multi-objective model to decide the location of distribution
centers (transit points) functioning as a bridge between collection points and
demand points in affected areas and amount of relief supplies that will be distributed
through the relief network. They consider three objectives, namely total cost, travel
time, and demand satisfaction; then, the model is solved using Fuzzy approach.
Bozorgi-Amiri et al. (2013) modeled a multi-objective stochastic robust
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programming model. Relief distribution centers decisions regarding location,
amount of relief prepositioning stocks, and demand allocation are made under
demand, supply, and cost uncertainty by minimizing logistics cost as well as
maximizing customer satisfaction. The uncertainty is applied through scenarios of
disaster. They integrate pre- and post-disaster operation by considering procurement
and relief transportation to relief distribution centers during pre- and post-disaster.
Their model also presents a possibility of some facilities such as distribution centers
as well as roads destroyed in the event. Actually, the model is not considered as a
location model for after disaster situation, since the facilities are functioned for
storing prepositioning stocks for encountering disaster. Though Bozorgi-Amiri
et al. (2013) try to maximize demand satisfaction, their model could not ensure that
no location gets over or under supplies than others so the uneven distribution is
possible to occur. In disaster relief distribution, it is considered as utilitarian rather
than egalitarian. Egalitarian policies provide maximizing equality among demand
points in terms of amount of items delivered or speed, while utilitarian policies
maximize the amount of demand satisfied regardless equality in distributing the
relief items (Torre et al. 2012). Our study tries to balance between efficiency and
equity in terms of quantity in relief logistics planning. Both Tzeng et al. (2007) and
Bozorgi-Amiri et al. (2013) proposed that all demand points are served merely from
transit points (either one or more transit points). Since the transit points could be
supplied from one or more collection points, it would be more efficient if each
demand point was assigned to one of the transit points. Consequently, it would be
easy to control the distribution of the relief supplies since communication and
coordination are hard to be performed during the disaster. In addition, sometimes
the demand points are located close to collection points so that it would be also
more efficient to deliver the aid supplies directly from the collection points to
beneficiaries as compared to the use of transit points.

Mete and Zabinsky (2010) and Rawls and Turnquist (2010) introduced
two-stage stochastic programming model that provide location, allocation, and
routing decisions in relief logistics. Mete and Zabinsky (2010) formulated a
location-inventory model under different possible disaster types and magnitude to
determine warehouse locations for storing medical supplies and amount of supplies
that will be stored at the warehouses for facing large-scale emergency at the first
stage. Then at the second stage, they proposed a transportation model to determine
amount of supplies that will be distributed to hospitals. Rawls and Turnquist (2010)
decide location and amount of prepositioning stocks of the warehouses with pos-
sibility that the warehouses will damage in the disaster decisions at the first stage,
while routing is provided in the second stage.

All previous literatures addressed to determine locations of permanent facilities
for storing relief prepositioning stocks for encountering disaster established before
the disaster. Some literatures related to relief network design focusing on temporary
facility established during the disaster response operation are such Yi and Ozdamar
(2007) and Lin et al. (2012). Yi and Ozdamar (2007) developed a location-routing
model to select locations of temporary medical centers and to assign vehicle fleet
for transporting both relief supplies and wounded people to the medical center.
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Lin et al. (2012) considered using temporary depot for storing relief supplies from
one collection point before transporting to beneficiaries during response operation.
They developed a deterministic model for making location and allocation decisions
during response operation by minimizing operational cost which is resulted in four
types of penalty cost. First, it is related to the demand that have not been served by
any depots. Second, represented backordered cost and unsatisfied demand after the
operation are terminated. Third associates with the delivery cost to demand points.
The last cost regards to unfairness of services among demand points. The fixed
costs for establishing the depot are not considered in Lin et al. (2012), while it
affects to relief operation cost. Frequently, there are more than one collection center
used to collect the aid supplies from donors before transporting to beneficiaries at
the affected areas. Accordingly, this study considers multi-collection centers and the
demand points is allowed to receive aid supplied from either collection centers or
local distribution centers that would be established during disaster response time.

3 Problem Description

Immediately after disaster occurs, a large amount of aid supplies is required by
affected people in affected areas. Many humanitarian relief organizations, govern-
ments, communities, and privates give aid supplies in order to reduce severity of
disaster victims. The aid supplies are often collected in some locations that are
pointed as collection centers such as in location of disaster coordination center,
airports, harbors, or other locations before it is distributed to the victims. The
collection centers are usually located in the capital cities or big cities and possibly
distant from affected areas. Consequently, it takes long travel times to deliver the
supplies to the affected areas and travel back to the collection centers. Therefore,
opening local distribution centers (LDCs) functioned as a bridge between the
collection centers and the beneficiaries in the affected areas during disaster response
operation would be helpful for improving efficiency of relief operation. The pro-
posed design of relief network is shown in Fig. 1.

This study models the location-allocation problem in disaster relief operation for
deciding location of LDCs and the amount of supplies that will be delivered

Legend  
Collection centers 
Local distribution centers  
Demand points 
Flow from collection centers to LDCs 
Flow from LDCs to demand points 
Flow from collection centers to demand points

Fig. 1 Problem description

Designing of Relief Network for Disaster Response Operation 285



through the disaster relief network. This model has an objective to minimize
logistics cost included facility opening cost, transportation cost, shortage cost, and
unfairness cost. Unfairness cost is a penalty cost regarding uneven distribution
among beneficiaries since equity is principal in the relief operation. By involving
fairness, we expect no demand points get oversupplies than others.

There are some assumptions used in this model as follows:

1. There are multi-relief supplies that will be delivered through the relief network;
2. Each demand point is supplied by either one of collection centers or one of the

LDCs;
3. There is no inventory cost in LDCs since the relief supplies should be delivered

to the affected people quickly;
4. There is no inventory in demand point due to scarcity of relief supplies; and
5. The location of the candidate LDCs and the refugee shelters are located close to

the high way.

4 Model Development

We developed a mixed integer programming (MIP) model that minimizes total cost
by considering equality in distributing relief supplies to all targeted demand.

4.1 Notation and Definition

The following notations are used in our MIP model.
Sets
I Set of collection centers indexed by i 2 I, i = 1,2,…,l,
J Set of candidate LDCs indexed by j 2 J, j = 1,2,…,m,
K Set of refugee shelters (demand point) indexed by k 2 K, k = 1,2,…,n, and
P Set of relief items indexed by p 2 P, p = 1,2,…,o.

Parameters
fj Fixed cost for opening the LDC at location j,
dpk Amount of relief supplies p required by demand point k,
spi Amount of available supplies p at the collection centers i,
M A big positive number,
cpia Transportation cost of the relief supplies p from the collection center i to

destination a (a 2 J [ K),
cpjk Transportation cost of the relief supplies p from the LDC j to the demand

point k,
hp Shortage cost for the relief supplies p, and
rp Penalty cost for the relief supplies p relates to unfair distribution.
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Decision variables
Xpia Amount of item type p is delivered from source i to destination a (a 2 J [ K),
Xpbk Amount of the relief supplies p is delivered from point b (b 2 I [ J) to

demand point k,
Zj Binary variable that equals 1 if LDC at location j is selected, and 0 otherwise,
Lbk Binary variable that equals 1 if demand point k is supplied by point

b (b 2 I [ J), and 0 otherwise,
Upk level of satisfaction to the relief supplies p in the demand point k, and
Ep the maximum difference of satisfaction level for the relief supplies p due to

the unfair distribution between two demand points.

4.2 Objective Function and Constraints

Minimize

X
j 2 J

fjZj þ
X
p 2 P

X
i 2 I

X
a 2 J[K

Xpiacpia þ
X
j 2 J

X
k 2 K

Xpjkcpjk

 !

þ
X
p 2 P

hp
X
k 2 K

dpk �
X

b 2 I[J
Xpbk

 !" #
þ
X
p 2 P

rpEp ð1Þ

Subject to X
i2I

Xpij ¼
X
k2K

Xpjk 8p 2 P; 8j 2 J ð2Þ

X
a2J[K

Xpia � spi 8p 2 P; 8i 2 I ð3Þ

Xpbk � Lbkdpk 8p 2 P; 8b 2 I[J; 8k 2 K ð4ÞX
p2P

X
k2K

Xpjk �MZj 8j 2 J ð5Þ

X
k2K

Ljk �MZj 8j 2 J ð6Þ

X
b2I[J

Lbk ¼ 1 8k 2 K ð7Þ
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Upk ¼
dpk �

P
b2I[J

Xpbk

dpk
8 p 2 P; 8 k 2 K ð8Þ

Ep � Upv � Upw

�� �� 8p 2 P; 8ðv;wÞ 2 K; v 6¼ w ð9Þ

Xpia � 0 8p 2 P;8i 2 I; 8a 2 J[K ð10Þ

Xpjk � 0 8p 2 P; 8j 2 J; 8k 2 K ð11Þ

Zj 2 0; 1f g 8j 2 J ð12Þ

Lbk 2 0; 1f g 8b 2 I[J; 8k 2 K ð13Þ

The objective of the proposed model, Eq. (1), is to minimize relief logistics costs
including cost for opening LDCs (the first part), cost for transporting the supplies
through the relief distribution network (the second part), penalty cost for shortage
demand (the third part), and penalty cost for unfair distribution among demand
points. Equation (2) is the flow conservation to ensure that total inflow to LDC j is
the same as total outflow from the LDC j. Equation (3) represents that total item
transported from each collection centers should be less than or equal to amount of
the available supplies at the collection centers i. Equation (4) describes that amount
of the supplies transported to demand point k is less than or equal to number of
supplies required at the demand point. Equations (5) and (6) ensure that no supplies
could be delivered from LDC j to any demand points and no demand point could be
assigned to the LDC j at least the LDC j opens. Equation (7) explains that the
demand point is assigned to only one source point either one of collection centers or
one of the LDCs. Equations (8) and (9) are constraint for measuring level of
unsatisfaction of demand point and unfairness distribution among demand points.
Equations (10) and (11) are nonnegative constraints, while the last two equations
(Eqs. 12 and 13) are non-integer constraints.

5 Case Study

To illustrate the proposed model, we present the Mentawai megathrust scenario
developed in contingency plan for encountering tsunami triggered the earthquake in
West Sumatra province, Indonesia. Sieh (2006) has predicted that the giant earth-
quake caused of tsunami will attack West Sumatera within next 50 years, shown in
Fig. 2. To prepare to this event, Sumatera Barat local agency for disaster man-
agement (BPBD Sumatera Barat) together with other government institutions,
military, experts, and non-governmental organizations has developed a contingency
plan for this future disaster. The plan is based on the possible worst-case scenario of
the disaster. The 8.8 scale of earthquake located at 150 km distance of south west of
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Padang city, West Sumatera, and at 30 km depth is predicted affecting to almost one
million people lived in west coastal cities of West Sumatera, namely Pesisir Selatan,
Padang, Padang Pariaman, Pariaman, Agam, Pasaman Barat, and Mentawai (BPBD
Sumatera Barat 2012). Our study will consider all the affected cities in West
Sumatera province excluded Mentawai because this city has different characteristics
to the other affected cities, illustrated by Fig. 3. While the other cities could be
reached by truck from the capital city of West Sumatera (Padang), but to Mentawai,
we have to use boat or helicopter.

A total of 34 locations of demand points are determined based on the subdistrict
or sector of affected areas. Amount of demand is determined based on the per-
centage of people estimated save in the disaster and as described in West Sumatera
contingency plan for encountering tsunami (BPBD Sumatera Barat 2012). The plan
also encompassed estimation of safe people moved to another area or no longer stay
at the shelters in all period of emergency response (assumed 30 days). In case the
disaster victims leave the shelters, they will not be considered as beneficiaries
anymore. Since the time that they would move are not known, amount of demands
during response period involves uncertainty. In case the victims leave the shelters at
the first period of response time, amount of demand during the response period
would be less than when the victims leave the shelters at the middle or at the end of

Fig. 2 Possible source of the future earthquake (Source) Earth Observatory of Singapore 2015
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the period. Then to determine the number of affected people required of aid supplies
during the response period is performed in two steps. First, the number of affected
people stayed in the shelter during the response period was determined using a
dynamic model of Hadiguna and Wibowo (2013). Second, using this number,
distribution of required demand during the response period is determined. Number
of affected people and distribution of required demand during the response period
are shown in Table 1.

Each affected people is provided rice, noodle, and preserved food per day as
much as 400 gram, 95 gram, and 200 gram, respectively (Kusumastuti et al. 2013).
Then, Pusdalops Sumatera Barat, Social Welfare of West Sumatera province, and
Social Welfare of Bukittinggi are considered as collection points of the relief
supplies from donor before distributing to the affected areas.

The number of people that need relief supplies in the predicted disaster (551,155
people) is almost the same as the number of affected people that require for aid
supplies in the 2009 West Sumatera earthquake (573,985 people) as presented in
BPK Sumatera Barat (2010) regarding the report of the 2009 West Sumatera
earthquake. Therefore, we assumed that amount of available supplies that will
deliver to the affected areas during the response period is as much as amount of
supplies that was received by BPBD Sumatera Barat during the 2009 West
Sumatera earthquake response period (32 days), provided in BNPB daily report in

Fig. 3 Tsunami hazard map of Mentawai megathrust (Source) BPBD Sumatera Barat 2012
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October, 2009 (BNPB Indonesia 2009), and BPK report of the 2009 West Sumatera
earthquake (BPK Sumatera Barat 2010). The amount of supplies that will be
delivered from the collection centers is presented in Table 2, while the relief dis-
tribution network is shown in Fig. 3.

A total of 17 locations of demand points are also proposed as candidate of LDCs
that would be selected. Fixed cost for opening the LDCs is US$500 (1US$ = 10,000
IDR) referred to Kusumastuti et al. (2013). The transportation costs from collection
centers to any destination (either LDCs or refugee shelters) and from LDCs to the
shelters per kg per km are assumed US$0.0034 and US$0.0042. The distances
between locations are measured using Google map. Shortage costs (in US$) for
rice, noodle, and preserved food are 6, 5, and 8, respectively, while penalty costs for
unfair distribution are set a million time of shortage costs. Locations of collection
centers, candidate LDCs, and demand points are shown in Fig. 4.

Table 1 Number of affected people and demand

Affected
area

Number of
demand points

Number of affected
people (people)

Safe
people (%)

Move
(%)

Demand

Pesisir
Selatan

10 212,870 65 1 Normal
(136,234; 1,685)

Padang 9 487,193 60 1 Normal
(286,004; 3760)

Padang
Pariamana

6 24,861 60 1 Normal
(15,853; 210)

Pariamana 3 56,743 70 1 Normal
(40,093; 418)

Agama 3 29,059 60 1 Normal
(21,710; 246)

Pasaman
Barat

3 95,775 60 1 Normal
(57,291; 638)

Total 34 906,501
aNumber of affected people is adjusted to the recent population data, published by BPS of the city
Source BPBD Sumatera Barat 2012; BPBD Padang 2014; BPBD Pasaman Barat 2014; BPBD
Pesisir Selatan 2014; BPBD Padang Pariaman 2012; BPBD Pariaman 2012; BPS Agam 2014

Table 2 Number of available supplies (kg)

Collection centers Rice Noodle Preserved food

Pusdalops 1,253,124 222,621 196,476

Social welfare province 9,065,053 15,450 32,527

Bukittinggi 3,506,505 112,483 225,116
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6 Results and Analysis

The purposed relief network problem consists of 3 collection centers, 17 candidate
LDCs, and 34 demand points. The model was tested 10 times (replications) where
each replication has a different number of demands, while the other parameters are
set at the same number. Two scenarios were applied. First, penalty cost for
unfairness distribution is set to certain value for considering equality in distributing
relief supplies to all targeted demand. Second, the model is applied by regardless
equity among demand points; then after the results are obtained, the unfairness is
calculated to see the effects of the uneven distribution to the total costs. The global
optimal solution was found using the branch and bound algorithm provided in
Lingo 14.0, presented in Table 3.

From Table 3, we can see that the total cost for scenario 1 (considering fairness)
is an average of 0.52 % higher than that of scenario 2a (regardless fairness and
penalty cost). Although equity issue makes the relief operation less efficient, it
could increase satisfaction of disaster victims. In case the value of unfairness is not
equal to zero, it indicates that at least one demand point get over supplies than
others. If the value is one, then at least one demand point gets fully satisfied (no
shortage) and at least one demand point is totally unsatisfied (receive no supplies).

For scenarios 1 and 2b are obtained US$ 30,905,397 and US$ 49,746,778 of the
average total logistics cost and US$ 288,393 and US$ 288,004 of standard devi-
ation, respectively. Considering fair distribution from the first time (scenario 1)
could save almost 40 % of disaster response operation budget comparing to give the
penalty to unfair distribution later (scenario 2b).

Fig. 4 Collection centers,
candidate of LDCs, and
demand points
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7 Conclusion and Future Research

This study proposed a location-allocation model in disaster relief operation. The
3-tier of relief network location is considered (multi-collection centers–LDCs–
demand points). Locations of LDCs are selected among a number of candidate
LDCs, and amount of relief supplies that would be delivered through the relief
network is determined by minimizing logistics cost. The logistics cost compasses
cost for opening the LDC, transportation cost, shortage cost, and penalty cost for
unfair distribution. Involving equality in distributing the relief supplies since the
first time drives the demand satisfied and the minimum logistics cost.
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Integrated Relief Supply Distribution
and Evacuation: A Stochastic Approach

Wapee Manopiniwes and Takashi Irohara

Abstract This chapter presents a stochastic optimization model for disaster man-
agement planning. In particular, the focus is on the integrated decisions about the
distribution of relief supplies and evacuation operations. The proposed decision-
making approach recommends the best relief distribution centers to use as storage
locations and determines their optimal inventory levels. The model also incorpo-
rates the priorities for the evacuation of particular communities, as well as specific
disaster scenarios with estimates of the transportation needs and demand for aid. A
case study is presented to determine the distribution of aid for a flood emergency in
Thailand that uses a flood hazard map.

Keywords Facility location � Stochastic � Humanitarian logistics � Disaster relief

1 Introduction

Humanitarian logistics is central to disaster relief. In both rapid- and slow-onset
disasters or emergencies, it is necessary to procure and move the required material
(water, food, shelter, clothing, medicines, and other supplies) from storage locations
to appropriate destinations in the affected area and to do this in the most efficient
and effective way possible. It can thus be argued that the logistic capabilities
required by aid agencies and others who deal with large scale, sudden-onset
disasters, are similar to those required by commercial organizations. In a previous
study (Manopiniwes et al. 2014), we described a situation in which decisions were
based on a deterministic model in which a flood or other catastrophe could occur.
However, humanitarian logistics can be defined as the ability to respond rapidly to
unexpected changes in demand or supply conditions. Therefore, in this study,
we introduce a stochastic approach for planning the storage and distribution of
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emergency aid packages in a flood disaster. We also consider how to make inte-
grated decisions about the evacuation of various communities.

Our stochastic model provides a decision-making model for the preparedness
stage of a disaster management system, and it considers the outcomes of the various
possible responses. While past researches had considered supply distribution and
evacuation process separately, we connect both planning contexts as the integrated
decision as summarized in Fig. 1 corresponding not only to the demand at evac-
uation shelters but also to people who remain in the affected area. Our method is
able to recommend which of the candidate distribution centers (DCs) will be the
best storage locations and to determine appropriate inventory levels. The model
incorporates the priorities of evacuating particular communities, as well as specific
disaster scenarios, with transportation and demand estimates.

The remainder of this chapter is organized as follows. In Sect. 2, we provide an
overview of the existing literature. Section 3 presents our stochastic approach to
disaster preparedness, and Sect. 4 presents a case study of a flood disaster in Thailand.
In Sect. 5, we evaluate and analyze the results of our approach, and finally, in Sect. 6,
we summarize our contributions and discuss directions for further research.

2 Literature Survey

According to the steep increase in the number of articles on relief supply chain
management in recent years, a broad overview of the issues is addressed ranging
from a principle or conceptual framework to the analytical methodology and case

Fig. 1 Supply chain management for disaster relief
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study applied. Among a number of distributions in this field, the Operations
Research (OR) encompasses the most objective challenges. Therefore, articles
surveying disaster supply chain papers include an OR methodology survey by Altay
and Green (2006) and a review of relief supply chain optimization by Manopiniwes
and Irohara (2014). Most articles dealing with disaster supply chain are focusing
either on the distribution of relief supplies or on the evacuation movement.

2.1 Stock Prepositioning and Distribution Management

There are many papers dealing with stock prepositioning and distribution man-
agement. Barbarosoglu and Arda (2004) offered a multi-modal network flow to plan
the transportation of vital first-aid commodities to disaster-affected areas during
emergency response. Jia et al. (2007) proposed models and solution approaches for
determining the facility locations of medical supplies in response to large-scale
emergency. The study is to investigate which facilities should be opened and the
order in which facilities are opened can have a significant effect on the quality of
coverage. Balcik and Beamon (2008) and Rawls and Turnquist (2010) created an
optimization model whose solution provides a prepositioning strategy for facility
locations and inventory decision under uncertainty. The mathematical models
determine the number and locations of the distribution center in relief network and
the amount of relief supplies to be stocked at each distribution center. Irohara et al.
(2013) proposed a tri-level programming model for this integrated category. The
top level addressed facility location and inventory decisions; the second level
represents damage caused by the disaster, while the third level determines response
and recovery decisions. A recent paper by Abounacer et al. (2014) presents a multi-
objective location-transportation problem for disaster response aims at determining
the number, the position, and the mission of required humanitarian aid distribution
centers within the disaster region. Salman and Yücel (2015) propose an emergency
facility location to maximize the expected demand coverage within a specified
distance over all possible network realizations.

2.2 Sheltering and Evacuation Operations

We have also found several papers considering on evacuation operations.
Kongsomsaksakul et al. (2005) studied the optimal shelter locations for the flood
evacuation planning. They formulated a bi-level programming model for deter-
mining shelter locations with the upper level and traveler behavior with the lower
level. Another bi-level optimization model was proposed by Liu et al. (2006) for
optimal evacuation planning: The high level tries to maximize the throughput in the
target evacuation clearance time, whereas the low level is to minimize total
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clearance time. Song et al. (2009) presented an optimization modeling technique to
develop an evacuation plan for transit-dependent residents during the hurricane
evacuation. Most recent work with respect to natural disasters has focused either on
evacuation strategies or the distribution of relief supplies. Recently, article by Kelle
et al. (2014) proposed the integrated evacuation and resource allocation which the
decision criterion is to find the appropriate compromise between the worst-case and
average cost consideration. While their paper is based on the assumption that all
affected people are evacuated to some facilities, our current study formulates the
integrated decision of evacuation and relief supplies distribution corresponding not
only to the demand at evacuation shelters but also to the people who remain in the
affected area.

2.3 Stochastic Programming

Stochastic programming is one of the most widely used tools for planning in the
preparedness stage (Altay and Green 2006) due to its ability to handle uncertainty
by probabilistic scenarios representing disasters and their outcomes (Barbarosoglu
and Arda 2004; Balcik and Beamon 2008; Rawls and Turnquist 2010; Salman and
Yücel 2015; Song et al. 2009; Kelle et al. 2014). The flood emergency logistics
preparation problem with uncertainty is formulated by Chang et al. (2007) as two
stochastic programming models that allow for the determination of a rescue
resource distribution system for urban flood disasters by applying the data pro-
cessing and network analysis functions of the geographic information system.
Flooding potential maps can estimate the possible locations of rescue demand
points and the required amount of rescue equipment. Mete and Zabinsky (2010)
developed a stochastic model for the location and delivery of medical supplies in
Seattle area with regard to the earthquake disaster. The randomness in the location
and amount of demand, and in the available transportation routes and transportation
times leads to different types of scenarios where the transportation routes and times
are directly related to the location and amount of demand. Lately, Verma and
Gaukler (2014) evaluated the performance of two models between deterministic and
stochastic modeling approaches using large-scale emergencies caused by an
earthquake in California. They found that the locations suggested by the stochastic
model significantly reduce the expected cost of providing supplies. They also
demonstrate that the cost advantage of the stochastic model over the deterministic
model is especially large when only a few facilities can be placed.

Our study makes the following contributions: provides the new approach
modeling for the integrated decision on the evacuation planning and relief supplies
distribution for floods emergency response. With the stochastic formulation based
on the flood hazard map, the value of decision performance is particularly great in a
large-scale realistic with budget-constrained situations.

300 W. Manopiniwes and T. Irohara



3 Proposed Integrated Stochastic Model

In this section, we formulate the model for disaster preparedness decision making,
with consideration of the expected outcomes of the response stage. The decisions
that are made before a disaster hits are usually made with consideration of all
possible scenarios, while decisions that are made afterward must depend on the
actual scenario. To allow for this uncertainty, we calculate the expected costs for
each of several scenarios. Stochastic programming allows for several different
decisions to be integrated.

Pre-disaster decisions:

• The selection of the locations of the local relief DCs, which are to be used for
receiving the relief supplies from the state level and dispatching them to the
demand points

• The inventory of relief supplies to be stored at each DC

Scenario-specific post-disaster decisions:

• The distribution assignment for each DC, such that relief supplies are delivered
to the demand destinations, which include shelters as well as communities that
have not been evacuated

• The evacuation operations for moving each affected community to the assigned
shelters.

Let I be the set of communities in the affected area, J be the set of candidate DC
locations, L be the set of possible shelters, and the scenarios be denoted x 2 X in
the formulation of the model.

Pre-disaster decision variables:
mj amount of relief supplies to be stored at DC j
xj

:
¼ 1; if DC j is opened,
¼ 0; otherwise;

�

Post-disaster decision variables:
qCij ðxÞ quantity of relief supplies satisfied by DC j that provides service to

community i for scenario ω
qSljðxÞ quantity of relief supplies satisfied by DC j that provides service to shelter

l for scenario ω
eilðxÞ total evacuees moved from community i to shelter l for scenario ω.

Pre-disaster parameters:
cj capacity of DC j;
a unit volume of relief supplies;
fj opening cost of DC j; and
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gDj unit cost of shipping relief supplies to DC j from state level.

Post-disaster parameters:
diðxÞ demand of relief supplies at community i for scenario ω;
gCij ðxÞ unit cost of shipping relief supplies to community i from DC j for

scenario ω;
gSljðxÞ unit cost of shipping relief supplies to shelter l from DC j for scenario ω;

gEil ðxÞ transportation cost to evacuate one person from community i to shelter
l for scenario ω; and

probðxÞ probability of occurence of disaster scenario ω.

The mixed-integer stochastic programming formulation is given as:

minimize
X
j2J

fjxj þ
X
j2J

mjg
D
j þ EX½Qðxj;mj;xÞ� ð1Þ

subjected to

EX½Qðxj;mj;xÞ� ¼
X
x2X

probðxÞQðxj;mj;xÞ ð2Þ

Qðxj;mj;xÞ ¼
X
i2I

X
l2L

gEil ðxÞeilðxÞ þ
X
i2I

X
j2J

gCij ðxÞqCij ðxÞ

þ
X
l2L

X
j2J

gSljðxÞqSljðxÞ 8x 2 X
ð3Þ

amj � cjxj 8j 2 J ð4Þ
X
i2I

qCij ðxÞ þ
X
l2L

qSljðxÞ�mj 8j 2 J; 8x 2 X ð5Þ

X
j2J

qCij ðxÞ ¼ djðxÞ �
X
l2L

eilðxÞ 8i 2 I; 8x 2 X ð6Þ

X
j2J

qSljðxÞ ¼
X
i2I

eilðxÞ 8l 2 L; 8x 2 X ð7Þ

qCij ðxÞ; qSljðxÞ; eilðxÞ� 0 8i 2 I; 8j 2 J; 8l 2 L; 8x 2 X ð8Þ

xj 2 0; 1f g 8j 2 J ð9Þ

Optimization (1) is to minimize, as the objective function, the cost of opening
each DC, the cost to ship relief supplies from state level to each DC, and the
expected cost of the response stage for each disaster scenario. The expected cost of

302 W. Manopiniwes and T. Irohara



the response stage is expressed by Eq. (2), where, for each scenario, the cost of the
response stage includes the cost of transporting evacuees and the cost of shipping
relief supplies from the DCs to the demand destinations (communities and shelters),
as shown in constraint (3). Constraint (4) ensures that the amount of relief supplies
maintained at any DC does not exceed the capacity of that DC, whereas constraint
(5) states that the combined supply stock at the DCs is not less than the total
demand of both the communities and the shelters. Constraint (6) ensures that the
amount of relief supplies shipped from a DC to a community be equal to the
demand that remains after any residents are evacuated. In addition, constraint (7)
ensures that all evacuees at shelters receive relief supplies from a DC. The non-
negativity constraint (8) indicates the number of shipments of relief supplies, and
constraint (9) is a binary variable for each DC location.

However, we note that the cost of opening the shelters is not considered in the
model formulation, because these are usually preexisting building, such as stadi-
ums, and they are only temporarily used as evacuation shelters. Therefore, in this
model, we assume that there is no opening or operating cost for the shelters.

4 Case Study of a Flood in Thailand

This section presents a case study regarding to the preparation and response to flood
disaster in Chiang Mai Province in northern Thailand. Infrequent large floods
usually occur in northern Thailand late in the May–October rainy season which is
dominated by masses of moist air moving northeast from the Indian Ocean asso-
ciated with tropical depressions moving westward from the South China Sea (Wood
and Ziegler 2008).

Chiang Mai developed an early flood warning system which is able to detect by
the real-time situation of Ping River as the gauging station P.1. When there is a
heavy rainfall, it is able to evaluate the flood impact in the downtown by the level of
Ping River at station P.1. In this study, we generate the possible scenarios for the
need of relief supplies following to Chiang Mai flood hazard map studied by Civil
Engineering Chiang Mai University Natural Disasters Research Unit: CENDRU
(2015) as shown in Fig. 2. The flood hazard map is the analysis of different flooding
risk area based on the historical data of station P.1 which can be constructed as 7
impact levels.

Using our stochastic approach, we used the flood hazard map for Chiang Mai to
generate disaster scenarios that closely match real floods in this area. We considered
seven different scenarios, and their probabilities of occurrence are calculated from
historical data for the past three decades: 0.35, 0.20, 0.18, 0.12, 0.08, 0.05, and 0.02
for scenario 1–7, respectively. Each of these scenarios creates a different demand
for relief, depending on how much of the area is affected.

Relief supplies are as identical as aid packages. We consider six possible relief
DCs, two possible shelters, and sixteen communities with estimated demand
amount at communities from the number of population record. Figure 3 marks the
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locations of DCs, shelters, and communities given in this study. The transportation
times for each scenario are determined by considering the effect of flood impact
level. For example, the same route between DC 4 and community 1 does not take
equal transportation time for distributing the relief supplies in each scenario.
Transportation time is getting longer in the more severe impact level.

Fig. 2 Seven levels of Chiang Mai flood hazard map (CENDRU 2015)

Fig. 3 Locations of affected communities, possible shelters, and relief DCs

304 W. Manopiniwes and T. Irohara



5 Computational Results

We solve the stochastic model using Gurobi Optimizer Ver. 6.0.0 mathematical
programming solution software. All experiments were run on a personal computer
with an Intel (R) Core (TM) i7-3770 CPU (3.40 GHz) and 16.0 GB of RAM. All
the runs solved in less than 1 min.

The optimal solution to the stochastic model selected three relief DCs (2, 3, and
4) for storing emergency aid packages in preparation for a possible flood. The
primary reasons that these locations were selected were their capacities and their
distances from the communities and shelters. The opening cost and capacity of each
DC were the same. For a successful storage plan, the total expected demand, which
is based on the various possible scenarios, requires at least three relief DCs. On the
left side of the Ping River, DCs 2 and 3 were chosen because they are closest to the
demand destinations, not only the communities likely to be affected but also the
evacuation shelters. DC 4 was chosen over DCs 5 and 6 to serve the communities
on the right side of the Ping River.

We also calculated the results with the addition of one more constraint (10),
which

X
j2J

xj ¼ k k 2 1; 2; 3; 4; 5; 6f g ð10Þ

limits the total number for DCs selected; this was done in order to determine their
relative importance. As stated earlier, the expected demand requires at least three
DCs for storing the relief. When fewer than three DCs are allocated, it was nec-
essary to increase their capacity; otherwise, there was no feasible solution. We
increased the cost of opening a DC so that it would reflect the larger capacity, and
this is consistent with realistic situations. Figure 4 shows the selected DCs; the total
number of DCs ranged from one to six, as in constraint (10). We found that the
selection of three DCs minimized the total cost. We note that DC 2 was the best
potential location, and it was selected each time; DCs 4 and 3, respectively, were
the second and third most frequently chosen.

Because the purpose of the model is to make integrated decisions about the
distribution of supplies and about evacuations, the cost of shipping supplies and the
evacuation costs are some of the most critical factors in this approach. Figure 5
depicts the experimental results when varying the cost per unit of evacuation and
the shipping cost per unit of supplies. The solutions that are shown satisfy the
objective function, and the combined cost of evacuation, shipping to communities,
and shipping to shelters. The cost of opening DCs and the cost of shipping supplies
from the state level to the DCs are not included in the solutions shown in the figure,
because the DCs all had the same opening cost, and the cost of shipping from the
state level will be almost constant, since the distances to the DCs are similar.

It is clear that the left side of the figure represents a lower cost per unit of
evacuation, while the right side represents a lower cost for shipping a unit of
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supplies. Therefore, we can see that there is a steady increase in the amount of
supplies shipped to shelters and evacuees when the unit cost of evacuation is
significantly decreased. When the unit cost of evacuation is less, the model decides
to evacuate more people from their communities to shelters, and thus more supplies
have to be shipped to the shelters. The amount of supplies shipped to communities,
on the other hand, increases when there is a higher cost per unit of evacuation; this
continues until the unit cost of evacuation is 20 % higher than the unit cost of
shipping supplies, and at that point, the model decides that everyone should remain

Fig. 4 Selection of relief DCs when the total number was specified

Fig. 5 Experimental results when varying the unit cost of evacuation and the cost for shipping a
unit of relief supplies
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in their community. The costs of shipping to the communities and shelters are
directly related to the amount of supplies that are shipped to each.

We note that the cast of evacuation is important. Everyone is evacuated to a
shelter, until the unit cost of evacuation is a thousand times smaller than the unit
cost of shipping supplies; this is because the unit cost of evacuation is very small.
Evacuations peak when the unit cost of evacuation is one-third of the unit cost of
supplies, and they continuously decrease until they reach zero, when the unit cost of
evacuations is 20 % higher than the unit cost of shipping supplies. Finally, the
solutions provide a better value for the objective function when the evacuation rate
is higher. Higher evacuation rates indicate a higher demand at the shelters, which
reduces the expense of shipping supplies, because the distance from the DCs to the
shelters is less than the distance to the communities.

6 Conclusion and Future Research

The present study proposed a decision-making model for the disaster management
planning, which incorporate making integrated decisions about the distribution of
relief supplies and about evacuation operations. Our stochastic approach determines
the best storage locations from among a set of possible relief DCs, and it also
determines their inventory levels. The model is also able to incorporate the prior-
ities for evacuating particular communities, as well as specific disaster scenarios
with estimates of the transportation needs and demands for relief.

There have been many studies of disaster supply chains, focusing on the dis-
tribution of relief supplies or on the evacuation of residents. To the best of our
knowledge, no previous disaster management study has integrated these two
aspects. Our stochastic model uses information about the expected magnitude of
disasters to provide the optimal policy for the location and inventory of relief DCs
and shelters.

Our future research will focus on developing a more sophisticated method for
routing vehicles and a better scheduling system for the response stage of disaster
management. With the results that we have obtained in this study, we can create an
aggregated transportation plan with a detailed plan for routing vehicles, determining
their loads of emergency aid packages, and ensuring the demand is met at each of
the shelters and communities.
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Combining Simulation with Optimization
to Evaluate Freight Logistics
Performances for Developing a Corridor

Sirasak Tepjit and Thanyawan Chanpanit

Abstract The chapter presents an evaluation of freight logistics performances and
recommends policy on logistics facility and related transport infrastructure invest-
ment along the corridor that links between Laem Chabang Port in Thailand and Port
of Vung Ang in Vietnam via Laos PDR. A dry port and its transportation links to
the seaport have been proposed for investment. There are five nominal routes within
the network where an origin is located over the dry port hinterland and Guangzhou
Port in China PDR is a destination. The combination of simulation model and goal
programming has been applied to evaluate the corridor in terms of freight logistics
operational performance. A discrete event model visualizes the desirable system.
The weighted goal programming is used to find an optimal route. Finally, the policy
prioritizes that investment must be made for the dry port and the connection to
Laem Chabang Port by direct rail link. In order to encourage the dry port to be part
of the network, the desirable logistics system requires overall transit cost should be
around US$1100. Quality of services for on time performance should be maintained
around 320 h of total transit with 21 h of traveling time variance and 54 h of
operation time variance.
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1 Introduction

Greater Mekong Subregion (GMS) was one of subregional economic cooperation
that designed to enhance economic relation among five ASEAN country members
including Thailand, Vietnam, Laos PDR, Myanmar and Cambodia, and two regions
of the People’s Republic of China (Ishida 2008). GMS countries had been already
undertaking a number of major infrastructure investments, and more had been also
planned. Somehow, many countries in the subregion had been inadequate transport
infrastructure and high logistics service costs. It was a vital constraint for economic
corridor development and integration. Development of economic corridors was a
multisectoral development program of GMS strategy (ADB 2010).

Corridor development was an approach that stimulates regional integration in
term of spatial, transportation infrastructure and logistics facilitation development
(Reynaud 2003; Srivastava 2011; Rodrigue 2012). It was a holistic strategy that
improved and enhanced investment in the subregion. However, transport infra-
structure and logistics facilities such as rail links were the massive investment and
made several impacts in long term. It was also hard to convince policy makers to
decide on investment without strong evidences.

The project aimed to determine and evaluate the infrastructure development in
case of a corridor that linked between ports in Thailand and Vietnam via Laos PDR.
Freight logistics processed would be modeled as a conceptual model based on the
existing situation adapted with the proposed infrastructures. In particular, when
public policy analysis required a systematic sketch of the impacts of certain changes
in the system, the development of simulation model should aid this decision
making.

2 Literature Review

Corridors were a fundamental structure-shaping economic development (Srivastava
2011). The function of a corridor was to promote both internal and external trade by
providing more efficient transport and logistics services (Rodrigue et al. 2013). The
concept had become a substantive regional integration method for the European
Union in a part of transport policy (Reynaud 2003). In order to stimulate the
regional integration and spatial economic growth, the concept of development
corridor had been applied to several regions; for example, Greater Mekong
Corridors in GMS (ADB 2010), Delhi-Mumbai dedicated freight Corridor in India
(Pangotra and Shukla 2012), Central Corridor in Sub-Sahara Africa (Arnold 2005),
and CANAMEX trade corridor in North America (ERA 2001).

Basically, there were four components of a transport corridor that consisted of
nodes, a link, flow, and a hub (Rodrigue et al. 2013). A node was a position of
access to the transport network. A link was physical infrastructure that connected to
nodes. There were at least two nodes and a link within a corridor. A link could
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contain one or more than one mode of transport and intermodal connection as well.
Flow meant traffic circulate between nodes. A hub could be defined as a major node
that covered several logistics activities such as distribution centers, warehouses, and
business centers.

Logistics system was the process of planning, facilitating, implementing, inte-
grating, and controlling the efficient and effective flow and storage of freight, and
movement of people and information within and between logistics systems to
enhance traders’ competitiveness in order to increase national and/or regional
competitive advantage (Rodrigue 2012). Freight logistics process was characterized
by delivery of goods between point to point within a supply chain, generally
defined as nodes. Performances of the services could be measured by total transit
time and cost of services through a corridor (Banomyong 2008). These might be
broken down into time and cost for specific links and nodes. In addition to JICA
(2009) project, it converted transit time into cost of transport and assessed a corridor
in terms of economic cost.

In order to evaluate logistics system, Yang et al. (2011) used a goal programming
to analyze intermodal freight from China to Indian Ocean. There was the competi-
tiveness of 36 alternative routes involved in the network. The goal programming was
able to handle the conflicting objective functions such as minimizing transportation
cost, transit time, and transit time variability while ensuring flow continuity for the
entire route. Kengpol et al. (2012) developed a decision support system which
enabled model evaluation to optimize multimodal transport route within GMS
countries . The criteria were included to achieve the optimal transportation route
within budget, time, and risk. Bookhinder and Fox (1998) applied a combination
model to solve the two objective problem of minimizing time and cost of shipping for
routes between Canada and Mexico. The competitive routes for a particular origin–
destination were determined by non-dominated tradeoffs between cost and time.

3 Methodology

3.1 Research Framework

A methodology was developed to describe the desirable situation and then deter-
mined an optimal route. A combination of a simulation model and a goal pro-
gramming to evaluate freight logistics performance had been used as a
methodological tool. A discrete event model was built to simulate operation time
and cost incurred in the logistics network. Then, a goal programming was con-
structed to determine an optimal route. The method could compromise the goals by
minimizing unwanted deviational variables. Since the optimal solution could be
reached, it probably had been not the desirable system. This would feedback to
policy makers to adapt their objectives and reformulate their policies. Then, they
would be repeatedly tested until obtaining the desirable system. Finally, policy
recommendations on transport infrastructure and logistics facilities could be made.
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3.2 Data Collection

The project illustrated a big picture of the logistics network which includes oper-
ations on sea ports, dry port, railway, road way, and logistics services. It could be
impossible to collect operational data into detailed of each process. Basically, data
include distances between each node, approximate traveling time and cost, and
approximate operation time at each node. To complete the requirement, data were
collected from both primary and secondary sources.

Firstly, some of the data were collected from secondary sources, such as web-
sites like http://ports.com, www.adb.org/data/statistics, and www.thaibsaa.com, and
publications from research organizations like ERIA, ADB, IDE, and JETHRI
(Banomyong 2008; Kumagai et al. 2009; ERIA team 2009; Shibata, 2006).
Secondly, some data were collected from primary sources like participating gov-
ernment agencies and private companies, such as customs agencies, Laem Chabang
Port terminal operators, and freight forwarders.

4 Discrete Event Modeling

4.1 Assumptions

The conceptual idea of the corridor development plan could draw the network as
shown in Fig. 1. The origination of the routes represented any plants where located in
the catchment area of dry port hinterland in Thailand and the destination was
Guangzhou Port in China. The following potential five nominal routes were dem-
onstrated shipping cargoes which sent from a production plant to Guangzhou Port:

• Route No. 1: Goods were transported from a plant to Laem Chabang Port by
truck and directly shipped to Guangzhou Port.

• Route No. 2: Goods were transported from a plant to Laem Chabang Port by
truck, transited at Singapore Port and then shipped to Guangzhou Port.

• Route No. 3: Goods were transported from a plant to dry port by truck and
modal shifted to Laem Chabang Port by train and directly shipped to
Guangzhou Port.

• Route No. 4: Goods were transported from a plant to dry port by truck and
modal shifted to Laem Chabang Port by train, transited via Singapore Port and
then shipped to Guangzhou Port.

• Route No. 5: Goods were transported to Port of Vung Ang through
Nakornphanom–Thakheg border and Napoa–Chalo border and directly shipped
to Guangzhou Port.

Because dry port did not exist, assumed logistics operations at the dry port
perform as same as the performance of Laem Chabang Port. The distance between
the dry port and Laem Chabang Port was 400 km, approximately. An average rail
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freight speed was 80 km per hours. Thus, an average traveling time between the dry
port and Laem Chabang Port was approximately 6 h by rail. Meanwhile, Port of
Vung Ang performs as bulk terminals. A container vessel might be not called at the
port. In order for freight container to be shipped from the port, it was assumed that
there were container shipping line services to Guangzhou Port, at least two vessels a
week.

4.2 Simulation Model Description

The model was developed in Micro Saint Sharp software. It was a visual interactive
modeling system. The structure of the model consisted of a task network of freight
logistics operation along the corridor as shown in Fig. 2. A task was the basic
building block of a model and contains timing information, execution constraints,
effects of the task on the system, and routing information (MAAD 2009). Basically,
timing information in each task represents traveling and operation time where nodes
and links perform. It could be assumed as a normal distribution. An input data
consisted an average time and standard deviation.

The routing information was showed in path tap. Paths describe the conditions
under which particular paths were taken. There were three different decision types:
Tactical, probabilistic, or multiple were used in Micro Saint Sharp software. The
decision type will determine the path or paths that an entity should take. Decision

Fig. 1 The network assumption for a simulation model development
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nodes displayed with a diamond shape in the task network diagram and contained a
letter inside of it (T, P, or M) indicating the type of decision.

The network could determine total transit time of each nominal route. For
example, every single day shipments were generated from a production plant at task
1. Then, they were assigned to one of the nominal routes by calculating shortest
time between a shipment arrival to a port and a vessel departure at task 2. Supposed
Route no. 1 was selected, the shipments would move to task 3, truck serviced to
LCH, and waiting time for a truck available would be recorded. Task 4, truck
traveled to LCH, performed traveling time that shipments were transported from a
plant to Laem Chabang Port. At this point, total transit time was an accumulation of
waiting time for truck available and traveling time. The next task, shipments would
be operated included handling, for instance, customs clearance, cargo inspection
and loading to a vessel. Once operations at the port finished, operation time would
be collected. At the last task, shipments were directly shipped from Laem Chabang
Port to Guangzhou Port. The processes had been repeated until simulation time had
been stopped. Outputs were the processing time and its variability of every single
route.

5 Goal Programming Model

To combine the discrete simulation model to the goal programming, the simulated
outputs including traveling and operation time at each node were arranged and put
in the structure of a goal programming. The problem was applied by weighted goal
programming. In order to obtain an optimal solution, Excel Solver on spreadsheet
was applied.

Fig. 2 The simulation network
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5.1 Assumptions

Given the diversity of cost and time issues relating to various services of nominal
routes, the objective of the model was the optimal route to transport shipments from
a plant where located in the dry port hinterland in Thailand to Guangzhou Terminal
in China. The feasible route was selected by minimizing unwanted positive devi-
ations which related freight logistics performance measurements as following:
(i) total transit time; (ii) total transit cost; (iii) traveling time variance; and
(iv) operation time variance. The relative priorities of measurements were deter-
mined by weight of deviations.

5.2 Model Description

• Decision Variable
xijk was a binary decision variable for the goal program. It represented a link

between two nodes. Whether shipments are shipped from node i to node j by
transportation mode k, xijk was 1, otherwise it equaled to 0. These were algebraically
defined as:

xijk ¼ 1; node i and node j can link to each other by mode k
0; otherwise

�

• Goal
The following objective function was applied by percentage normalization. It

was formulated to minimize total weight unwanted deviations of freight logistics
performance measurements. They were total transit cost, total transit time, traveling
time variance, and operation time variance, respectively. Each deviation was turned
into percentage away from target value of the performance measurements as shown
in Eq. (1).

Min z ¼
Xn
i¼1

Wiðpi þ niÞ
Qi

ð1Þ

• Constraints

Equations (2) and (3) represented to total transit cost and transit time of every
single route with deviation n1 and p1 equaled to the target value of total transit cost
(Q1). It included traveling cost (TCijk) and operation cost (OpCi) at node i where
shipments were transported from node i to node j by transportation modal k. The
constraint maintains traveling time variance (TVijk) and total operation time vari-
ance (OpTVijk) at each link of entire its route with unwanted deviation equaled to
target value as displayed in Eqs. (4) and (5), respectively.
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To ensure every shipment was sent from an origination to a destination were
expressed in Eqs. (6) and (7). Meanwhile, every single could be sent from node i to
node j by node k and had to be not taken back in the same link were restricted by
Eqs. (8) and (9). Finally, Eq. (10) controlled total weight of deviations equal to 1.

X
i2I

X
j2J

X
k2K

TCijkxijkþ
X
i2I

X
j2J

X
k2K

OpCixijk þ n1 � p1 ¼ Q1 ð2Þ

X
i2I

X
j2J

X
k2K

Tijkxijkþ
X
i2I

X
j2J

X
k2K

OpTixijk þ n2 � p2 ¼ Q2 ð3Þ
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X
j2J
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X
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X
k2K
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X
i2I

X
j2J

X
k2K

xijk ¼ 1; i 6¼ 1 ð8Þ

X
i2I

X
k2K

xihk ¼
X
i2I

X
k2K

xhjk; h 6¼ i 6¼ j ð9Þ

Xn
q¼1

wq ¼ 1 ð10Þ

The variable xijk was defined as binary. All deviations nq and pq were defined as
non-negative variables. All other variables were also non-negative.

6 Results and Experimental Analysis

6.1 Numerical Results

• Simulation results

The total transit time which simulated by the discrete event model was drawn in
Fig. 3. It showed the traveling and operation time at nodes and links via every
single route. The simulation results gave us Route no. 5 took the shortest total
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transit time by 153.01 h. The longest transit time was Route no. 4. It was via the dry
port and to transit at Singapore Port. Total transit time was 434.04 h. The most of
proportion time consuming was to wait for logistics services. These were rail freight
service at the dry port, shipping line service at Laem Chabang Port, and trans-
shipment at Singapore Port. It contributed to 29.18 % of total transit time.

To analyze the corridor performance, processing time variance was one of the
most importance measurements. It represented reliability of services. In this case,
processing time variability had been divided into traveling time variance and
operation time variance. Route no. 5 gave us both the minimum traveling time and
operation time variances by 9.41 and 29.03 h, respectively. Contrast to Route no. 4
performed the greatest value of both traveling time and operation time by 35.36 and
109.37 h, respectively. The results could be seen in Table 1.

• Results from the collected data

Transit cost was collected by both secondary and primary data. To make the
information consistency, freight price and related operation cost was arranged in
cost-distance line graph. The results could be found that Route no. 5 gave us the
greatest cost with 1860 km of the shortest path. Total transit cost was $US2660.
Route no. 1 gave the smallest total transit cost. Nevertheless, this route gave the
smallest cost but Route no. 2 was more often used owing to Singapore Port was a
strategic position participated as a transshipment hub for southeast Asia (Tsuneish
2007). The port represented an active feeder shipping spot in Asia with a network
service ranging from short to long routes. Whereas the dry port and rail link
involved in the network, there was only $US90 of total cost higher than the routes

Fig. 3 Transit time versus distance line graph
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without it. It seemed to be indifferent among the network significantly. Total transit
cost via Route no. 3 was $US1170 and $US1310 via Route no. 4. This implied that
a dry port was high probable to develop. The result was depicted in Fig. 4.

6.2 Experimental Analysis

An experiment analysis was conducted on target values and deviation weight. Two
scenarios could be tested. Firstly, given all of target values were the smallest of four

Table 1 Result summary

Route Total cost
($US)

Total time
(Hrs.)

Traveling time
variance (Hrs.)

Operation time
variance (Hrs.)

R1 1080 312.84 19.67 31.94

R2 1160 435.60 33.73 86.68

R3 1170 328.72 21.30 54.64

R4 1250 434.04 35.36 109.37

R5 2260 154.06 9.41 29.03

Min Ri 1080 154.06 9.41 29.03

Max Ri 2260 451.48 35.36 109.37

Fig. 4 Transit cost versus distance line graph
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logistics performance measurements and all of deviation weights were equally.
Secondly, the scenario was to examine a number of target values that could promote
a dry port involved to the network.

According to the results from the simulation model, an optimal route could be
determined by given target value (Q1) was the smallest value of corridor mea-
surements among five competitive routes. The initial weights were set at all equal.
The targets used in the goal program were as follows: a minimum average total
transit cost of $US1080, total transit time of 154.06 h, traveling time variance of
9.41 h, and operation time variance of 29.03 h.

The above conditions gave Route no. 5 as an optimal solution with 0.27 of total
weight deviation. The deviation of total transit cost was $US1070. To make all of
the goals satisfied, total transit cost could be $US2250. Total transit time should
maintain at 154.06 h with 9.41 h of traveling time variance and 29.03 h of operation
time variance.

If one considers on time performances as a priority, Route no. 5 was a feasible
choice. Meanwhile, Route no. 1 took the most advantage on cost. The dry port
probably not included to both solutions. Consequently, if a dry port could be not
invested, the area along corridor might be not attractive for an export-oriented
investment. Therefore, production plants had been concentrated over an area con-
nected to LaemChabang Port. In addition, if shipments would be sent via Route no. 5,
it might not take advantage on transit time so far and its transit cost also increased.
The development could not change the existing situation. Thereby, the objective of
this scenario was to adjust the set of target value which supported the dry port as a part
of an optimal network.

Assumed deviation weights were equal. The goal programming could figure
Route no. 3 as an optimal network since total transit cost was $US1100. Total
transit time was 320 h. It was 21 h of traveling time variance and 54 h of opera-
tional time variance. The set of target values was adequately strong due to the
optimal route had not changed since deviation weights had become unequal.

7 Conclusions and Recommendations

7.1 Conclusions

The corridors had become the structure of the region. Briefly, transport corridors
will physically link territories or a region, whereas economic corridors would
integrate economic activities over territories or a region. The project had demon-
strated a combination of simulation model and goal programming to evaluate the
corridor performance. This methodology assisted policy makers to formulate an
adequate policy on logistics facility and transport infrastructure investment.

To visualize the desirable system, a discrete event model was used as a meth-
odological tool. The simulation gave transit time and its variability of each
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competitive route. These outputs were put in the goal programming as well as
collected transit cost. The weighted goal programming was used to figure an
optimal route by compromising target values of freight logistics performance.

The findings suggested that Route no. 5 is the most time advantage but it was
also the most costly; because Singapore Port is the main regional port in southeast
Asia, Route no. 2 was a general route in the current situation; if one consider in
multigoals, given total transit cost was slightly importance than total time perfor-
mance, Route No. 1 was more advantage.

7.2 Recommendations

The optimal routes probably not included a dry port into the network. Thereby,
Route no. 5 might not perform efficiently, if the dry port could be not considered to
invest. Also, the corridor could not be improved since the territory along the cor-
ridor has less potential to develop industrial plants. Hence, in order to promote
economic activities over the region along the corridor, a dry port was a critical
logistics facility. It had to directly connect to seaports with high-capacity transport
means such as rail links.

Priority should be given, the dry port had to invest and connect to Laem
Chabang Port directly by rail link. In order to encourage the dry port into the
network, the desirable logistics system required overall transit cost should be
controlled by 1100$US. Quality of services on time performance should be
maintained by 320 h of total transit with 21 h of traveling time variance and 54 h of
operation time variance.
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Time Management of Domestic Express
Transportation Services

Punnarat Chanasit

Abstract This chapter explores time management of domestic express transpor-
tation services in Thailand. The express transportation services as known as courier
that have significant roles in transportation industries. There are three key perfor-
mance measures for customer satisfaction: time, speed, and prefer condition of the
shipments, and they are related to the operation logistics in delivery measurement,
delivery in-full on-time (DIFOT). The competition level in express transportation
services is extremely high, and the core competitive advantage of this sector is time
management and cost reduction. Almost all local express transportation services in
Thailand only have the lower cost advantage. It means that they only compete on
low price without the actual commitment on delivery date/time, proper speed, and
good package. The main discussion is on the time management of express delivery
service to improve service level. Data were acquired from four selected interna-
tional transportation services companies in Thailand for a comparative study.

Keywords Time management � Express transportation service � Courier �
Operation logistics

1 Introduction

1.1 Statement of the Problem

Nowadays, the express transportation services have significant grown toward
household to corporate scale. It starts from sending the letters to each other through
awkward parcels to the industrial factories. There are many service providers in this
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sector including local and international service providers. The express transporta-
tion service has been developed from postal activities, even so customers’ demand
have to be rapidly responded more than ever. Ultimately, the express transportation
services would start upon that period. Entrepreneurs in this sector have to compete
together due to there will be new comer into this sector easier. Almost local service
providers are competing with international services providers especially that serve
only domestic express transportation services. At present, there are big four express
well-known companies: TNT Express, UPS, FedEx, and DHL Express.

Express transportation is a part of operation logistics that there are “couriers”
who pick up and deliver the shipments from door-to-door. It consists of many
components of logistics activities. Express transportation service is on the top from
all of logistics and supply chain. Logistics activities blend all of them and finally to
be the express transportation. In other word, express transportation is composed by
function of transportation and warehouse that are main function in logistics and
supply chain activities. The integrated express transportation service is displayed in
Fig. 1.

Express service providers have faced the main problem that is time management
besides the cost issues. Time management is not only trouble in express trans-
portation, but it occurs to many businesses also. Time is extremely important factor
of logistics and supply chain especially in express transportation. The big four
express companies can manage limited time and improve their service level more
and more. Meanwhile, the local service provides cannot manage time to deliver
shipments to destinations as the big four do. They are able to wait the shipments
full-truck-load only. Another big competitor can pick up shipments and deliver to
end-customers within next day service.

Fig. 1 Integrated express transportation service (a part from integrated logistics management
source Center for Supply Chain Research, Penn State University.) (Coyle et al. 2009)
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The researcher collected data that based on survey research method. The four
selected samples focused on significant factors: their distribution center’s
(DCs) location, amount of couriers, types of the vehicle, how to plan day-to-day
operation, and KPIs which were compared, and the data were analyzed in order to
select the factor that affects the time management and can serve the service level as
high as the international express companies do. Consequently, the local entrepre-
neurs of express transportation services can use and benchmark such significant
factors to improve and manage their limited time.

1.2 Objective

• To study significant factors which affect time management in domestic express
transportation services and

• To explore necessity data and success express companies’ factors for improving
service level and management limited time of local express companies in
Thailand

1.3 Scope of Study

This research studied 4 international express companies that service the domestic
express transportation. These express companies have transportation networks
around Thailand. There are individual DCs and depots (drop points). Four samples
are overseas company which they can operate the express transport in Thailand.
This research compared main data that are mentioned in 1.1 and yields the outcome
in statistics pattern.

1.4 Significance of the Research

• Exploring significant factors for managing delivery and pick up time in
domestic express transportation services,

• The significant factors can be used or benchmarked to improve and manage
efficiency time, and

• Investigating result of significant factors in statistic pattern in order to be out-
come from KPIs target.
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2 Literature Review

2.1 Overview of Time Management

Normally, time management in logistics and supply chain fields is concerned about
just-in-time process. This research used the principle of just-in-time pioneered to
apply into success the express companies’ significance factors. Just-in-time prin-
ciple is eliminating waste and improving product quality. The basic just-in-time
principles are to make only what is needed, when needed, and in the amount
needed. Therefore, the objective of just-in-time is to improve the process by
eliminating waste (Nayab and Edwards 2010). Toyota’s Fujio Cho defines waste as:

Anything other than the minimum amount of equipment, materials, parts, and workers,
which are absolutely essential to production.

The type of waste in just-in-time principle is following (in Fig. 2):

• Processing waste (over-processing),
• Waste due to idling time of machinery (waiting),
• Waste due to product defects (defects),
• Waste of motion or faulty working techniques (motion),
• Waste related to transportation (transportation),
• Waste from over-production (over-production), and
• Inventory waste (inventory).

In this research, 7 wastes have applied with the express transportation service in
order to eliminate the waste time in door-to-door operations. Normally, express
companies have time-definite services, and the delivery is guaranteed on a specific
day or at a certain time of day (Coyle et al. 2011) depends on their service provided
to the customers.

Fig. 2 Seven wastes
in just-in-time principle
(Adam n.d.)
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2.2 Transportation Principles

In the transportation principles, the mode of transportation are divided into 5
modes: truck, rail, air, water, and pipeline. Actually, the express transportation is
intermodal transportation between truck and air mode. Both modes can compare the
strengths, limitations, and primary role as in Table 1.

The express transportation selects good points of each mode especially the point
of accessible, fast, speed, and flexible except cost issue. From these points, this
research uses transportation mode selection principles: (1) accessibility, (2) capac-
ity, (3) transit time, (4) reliability, and (5) safety (Coyle et al. 2011), for grouping
significant factors to manage time in express transport.

3 Research Methodology

This research’s objectives are to study significance factors which affect time
management and explore necessity data and successful express companies’ factors
for improving service level and time management. At first, comparing four selected
samples. The data were collected in year 2014 and primary data were collected by
supervisory and operations level’s interview and survey. Then, significance factors
compare selected samples item by item. This research will explain why the selected
samples have grown and improve service level in dimension of time better than
local competitors. In the end of this chapter, the research summarize that the
delivery performance arises from the significance factors.

Refer to type of 7 wastes in Sect. 2.1 and transportation modes selection prin-
ciple in Sect. 2.2. In transportation section, they have delivery measurement that is
delivery in-full on-time (DIFOT). The researcher had created the significance
factors that link between 2 parts. It consists of (1) DC’s location, (2) amount of
couriers, (3) type of vehicle, (4) how to plan day-to-day operation, and (5) KPIs.
Five factors are grouped with 7 wastes/mode selection and related to DIFO.
Because of these factors should improve service level and make customer satisfy

Table 1 Comparison of modal capabilities

Mode Strengths Limitation Primary role

Truck - Accessible
- Fast and
versatile

- Customer
service

- Limited
capacity

- High cost

Move smaller shipments in local, regional, and
national markets

Air - Speed
- Freight
protection

- Flexibility

- Accessibility
- High cost
- Low
capacity

Move urgent shipments of domestics freight and
smaller shipments of international freight
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continuously if the companies do their jobs and follow the role of JIT (7 wastes)
and transportation modes selection principle. These factors can be grouped into
both principles as displayed in Table 2.

3.1 Significant Factors from International Express
Companies

This topic will explain why this research selected those factors to study and make
them as factors for managing time.

1. DC’s location: This is first priority to locate hub, DCs, or depot. If the company
locates DCs/hub on proper areas, the shipments can be delivered faster. Usually,
DCs in express company has to set the warehouse type as a cross-docking. Due
to fast responsive transportation system is necessary for this warehouse type.
(Simchi-Levi et al. 2009)

2. Amount of couriers: The courier or driver is like ambassador of each express
company, because they have to meet customers’ whole shipments before
another staff in the company. Even though, express company should have
enough couriers for serving the incoming volume of shipments.

3. Type of vehicle: The shipment can be moved by the vehicle. Proper vehicle can
deliver faster shipment especially in urban transportation system.

4. How to plan day-to-day operation: First 3 factors cannot be good for managing
time unless there was no good plan for day-to-day operation. Mostly, supervisor
in express company has to plan and set the routing before couriers are released
for deliver and pick up of the shipments to/from customer.

5. KPIs: This is necessary factors that express company has to set up for its
couriers. It means that if there is KPIs, then there will be reward/incentive
closely. Entire big four express companies have their KPIs for stimulating
courier deliver/pick up the shipment on-time.

Table 2 Grouping significant factors into 7 wastes and mode selection

No. 7 wastes Mode selection Significant factor

1 Over-
processing

Reliability Amount of couriers

2 Waiting Transit time,
reliability

DC’s location and amount of courier

3 Defects Capacity, reliability Type of vehicle and how to plan

4 Motion Safety Amount of couriers, type of vehicle, and KPIs

5 Transportation Accessibility, safety Amount of couriers and type of vehicle

6 Over-
production

Reliability KPIs

7 Inventory Reliability KPIs
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3.2 International Express Company Profile

There are 4 samples. Their profiles have been compared in the Table 3.

3.3 Domestic Express Transportation Activities

Four samples have common express shipment activities and processes, but there is a
few differences in some detail of each company. Common activities and processes
are shown in the flowchart in Fig. 3.

3.4 Compare Significant Factors of 4 Samples

In this part, the selected significant factors from 4 samples are compared with each
and explained the details as follows.

Table 3 Express company profile (data in year 2014)

No. Nationality International
express

Domestic
express

Transportation mode
in domestics

YTD volume
(consignments)

1 Hong Kong No Yes Truck (and air) 4,779,555

2 The
Netherlands

Yes Yes Truck (and air) 1,117,428

3 USA Yes Yes Truck 706,398

4 USA Yes Yes Truck 439,985

Fig. 3 Flow of express shipment activities and processes
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1. DC’s location: In Table 4, this factor is compared with the location of each
sample. The first sample has 1 hub and 52 DCs. The second sample has 2 hubs,
including international and domestic hub, and 16 depots, while there are 4 hubs
and 39 drop points for the third, and the fourth has only 2 hubs and 2 drop
points. Nevertheless, from the studying found that the third and fourth sampling
have used the first sampling as subcontract in case of overcapacity or out of
service area.

2. Amount of couriers: This factor is variable for the express transportation service
and also including transportation industries. The turnover rate of couriers and
motorbikers are high and continue every month. If express company can offer
and provide good salary/compensate toward them, then the service level espe-
cially deliver/pickup time is better. Hence, the number of couriers of each
sample is displayed in Table 5. This figure includes subcontract headcount.

3. Type of vehicle: Entire samples have same type of vehicle. They are 2-wheel
vehicles and 4-wheel vehicles. The 2-wheel vehicle or motorcycles have been
used for document or small parcels delivery services, while the 4-wheel vehicle
or utility trucks (with container) have been used for the large parcel delivery
services. However, the second sampling uses 6-wheel truck in urban area,
because it is suitable for small manufactory in town (freight and awkward) as
shown in Table 6.

4. How to plan day-to-day operation: Researcher interviewed the supervisory level
of 4 samples about how to plan day-to-day operation and how to set the routing
for their couriers. As common activities and processes have been mentioned in
Fig. 3, the supervisor of 4 samples plans and prepares their manpower (courier),
equipment (vehicle), and routing before releasing their subordinate to
deliver/pick up the shipments in working hour. Additional data, supervisor, or
manager of local transport company will plan the manpower and routing toward
its driver when they get booking or request from customer. No more plan or
over-prepare schedule for incoming or unexpected volume. It certainly differs

Table 4 Distribution center’s location (data in year 2014)

Sample No. of
hub

No. of DC,
depot, drop point

Separated by region of Thailand

North Northeast East Central South

First 1 52 10 6 6 16 14

Second 2 16 3 3 1 5 4

Third 4 39 2 1 3 28 5

Fourth 2 2 0 0 0 2 0

Table 5 Amount of couriers
(data in year 2014)

Sample No. of couriers or operation staff (on average)

First 1000–1500

Second 800–1200

Third 500–700

Fourth 300–500
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from express transport company. The details have been shown in Table 7. It
shows depth detail of their operation plan.

5. KPIs: KPIs is the key success factor for domestic express transportation service.
Every express company has to set up the KPIs for its couriers or operation staff.
KPIs seem the result from all factors of time management. Each sample has the
KPI that measure time such as delivery on-time (as known as DIFO, delivery
in-full on-time) and cutoff pickup time. The list of KPIs of each sample has been

Table 6 Type of vehicle Sample Vehicles

Motorbike 4-wheel pickup 6-wheel truck

First Yes Yes No

Second Yes Yes Yes

Third Yes Yes No

Fourth Yes Yes No

Table 7 How to plan day-to-day operation

Sample Interview result: how to plan day-to-day operation

First In the morning, they have to sort the shipment of each courier and separate them by
postal code. After that, they focus on the estimate due date of each shipment,
because if couriers can deliver those shipments to customer within estimate due
date, they will get the incentive (money) from the KPIs target. During working days,
the supervisor has to monitor delivery shipment per courier and catch up with
concern parties to try to deliver to customers finally. In the evening before finish
work, they will get alert mail from the hub that shows the detail about how many
incoming volume by tomorrow. So, they can plan or prepare more manpower or
labor in case of over-capacity volume into their station

Second In the morning, the sorter consolidates the shipments from hub to depot. When the
shipments are unloaded, couriers will sort the shipments into their route and separate
by postal code. Supervisor briefs couriers about the problem and informs the daily
performance and after that the couriers will check the shipments and scan the detail
of each shipment into the company’s system. At noon, the dispatcher of night shifts
will check the incoming shipments which have the service on next day delivery

Third Supervisor calls team and let couriers to sort their shipments into route separated by
postal code. The courier will collect the undelivered shipment from the day before
and combine the shipments together. Then, they focus on the document shipments
and parcel shipments which have due date on that date first. On the way to customer,
if customers call-in to request the courier to pick up their shipment, call center will
generate data and send shipper details to courier directly via mobile equipment.
However, if there are no pending shipments, the courier has to stand by for picking
up other booking in area

Fourth Couriers have been divided into 2 types, van and motorcycle. The shipments will be
sorted by courier who is owner route. The document shipments or small parcel will
be sorted to motorbiker, while the big parcel will be sorted to courier. Before this
process, the shipments that shipper send to up-country will be sorted to subcontracts
or agents. Normally, the courier delivers and picks up the shipments in Bangkok and
Bangkok-greater area only. Almost shipments were shipped from overseas and send
to destination in Thailand
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compared in Table 8, and the result of KPIs in topic of time has figured in the
end of each column.

The figure result of delivery performance shows the outcome (productivity) of
time management from each sample. The first is 94%, the second is 95%, and the
third and fourth is 97%, respectively. In statistics pattern of logistics performance
index (LPI) in part of domestic LPI (shipments meeting quality criteria) in 2014,
World Bank reported that Thailand gets 82.5% (The World Bank Group 2015).
Thus, 4 samples have outstanding result, that is, more than domestic LPI. It means
that these significance factors can improve service level and manage time
accordingly.

Table 8 KPIs

Sample KPIs Result of delivery performance
(%)

First 1. Deliver on-time 94

2. Auto return shipments (in case of unable to
delivery)

3. Return invoice or hard copies to shipper

4. Late data entry

5. COD (money) transferred

6. First delivery time

7. Truck accident

8. Missed pickup (booking) shipment

9. Measure actual dimension of the shipment

Second 1. Deliver on-time 95

2. Pickup on-time

3. Accident (truck and motorbike)

4. PAC scan (hardcopy, AWB, and invoice)

5. Update correct status code into the system

6. COD transferred

Third 1. Delivery on-time 97

2. Shipment loss or damage

3. COD transferred

4. Pick up and send the shipment to hub on-time

5. Accident

Fourth 1. Delivery on-time 97

2. Shipment loss or damage

3. COD and COP transferred

4. Accident
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4 Research Result

In this part, the researcher brought all 5 significance factors to interview 2 local
domestic express companies in Thailand. The details are following:

4.1 Interview and Survey Result

The researcher had interviewed and surveyed 2 local domestic express companies.
The selection criterions are following: (1) the owner must be Thai citizen, (2) to
conduct a business as express transportation or mail service, (3) there are own
vehicles, (4) there is (are) stations(s) or warehouse(s), and (5) service area is in
urban. Therefore, SME express or transport companies were selected as the result
details are in Table 9.

Table 9 Interview and survey result

Interviewed 1st 2nd

Factor 1 Agree (if there are many locations in
network transportation, we or someone
else can deliver more and faster than
competitors in the market)

Agree (it related with transport and
warehouse principle that if there are
many locations, the transport cost will
be reduced and will serve the service to
customer faster and better than)

Factor 2 Agree (but depends on the volume of
each company. If we hire drivers as
much as big company do, for sure we
loss profit and cannot serve job to our
drivers enough)

Agree (manpower is an important
resource in transport industry.
Nowadays, turnover rate is higher,
because they change jobs to be more
salary and benefit especial in overseas
companies)

Factor 3 Agree (almost express companies use
motorbikes and 4-wheel truck for
delivering and picking up the
shipments in urban area. It means more
drivers and more vehicles for
delivering and picking up also)

Agree (normally, transport company in
Thai uses 4-wheel or 6-wheel trucks
and still wait almost full-truck load
before deliver the shipments to
consignees. SME scale concerns the
cost issues more than another thing)

Factor 4 Agree (if there is a system or incentive
program, we plan how to deliver the
shipments to nearest customer to far
customer respectively only)

Agree (leader will plan and dispatch
the shipments to our drivers. Normally,
drivers fixed in the same route. We do
not change them unless they change
job)

Factor 5 Agree (we set up KPIs for evaluating
driver’s performance and adjusting
annual salary)

Agree (KPIs is an important tool in
logistics industry. It will stimulate
employee to do more, better, faster,
and correct. We set KPIs, but there is a
few to make drivers know their job and
do it)
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5 Conclusion and Suggestion

5.1 Conclusion

As mentioned in part 4, two Thai express transportation companies have absolutely
conformed to 5 significant factors that it can manage their time and lead to improve
service level. Moreover to use these factors in the service for SME and entrepre-
neur, cost majority is a concern because they cannot invest capital to locate
warehouse, hire more drivers, and so on in starting phase. For cost limitation
reason, the conclusion is considered by 5 significant factors without cost factor.
They can benchmark these factors to improve their service level.

To sum up, there are 5 significant factors for time management of domestic
express transportation services which are (1) DC’s location, (2) amount of couriers,
(3) type of vehicle, (4) how to plan day-to-day operation, and (5) KPIs. To make it
more effective, all of these have to use together. It derived from customers’
requirement. To apply these factors as a tool, it can manage time.

5.2 Suggestions

1. These significance factors should be used in normal situation. In case of
uncontrollable situation, the cost issues will be concerned.

2. These factors are proper to manage time to transportation sector also.
3. Practically, there are many unexpected factors such as customs and intermodal.

It means that there will be more hidden important factor in Thai transport
industry.

4 The first and second factors are concerning cost issue directly, but in this
research, the cost issue was not studied.
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Sugarcane Harvester Planning Based
on the Vehicle Routing Problem with Time
Window (VRPTW) Approach

Kallaya Kittilertpaisan and Supachai Pathumnakul

Abstract This chapter addresses the sugarcane mechanized harvesting problem.
A mathematical model based on the vehicle routing problem (VRP) with time
window (VRPTW) is formulated to obtain optimal harvesting plan for harvesters
given specific time windows (TWs). The harvesters can operate only within the
specific TW. The objective of the model is to determine the suitable sugarcane
harvesting plan of a harvester. The model is applied to solve 18 generated sugarcane
harvesting scenarios. Each scenario consists of 15 sugarcane fields and 20 harvesting
periods. The solution comprises the harvesting sequences, traveling routes, har-
vesting periods, and harvest starting time. The model provides the optimal solutions
which can be applied for sugarcane growers in Thailand and other similar regions.

Keywords Harvesting plan � Mathematical model � Sugarcane � Vehicle routing
problem

1 Introduction

Sugarcane is an important crop in Thailand. It can be grown in almost all regions
of the country. Its harvesting period is 10–12 months and can be harvested for
3–4 years (The Office of the Cane and Sugar Board 2011). One of the major
problems in sugarcane industry is the shortage of harvesting labors. Recently, the
use of harvesting machines (i.e., harvesters) has increased to replace the use of labor
force. A harvesting machine can harvest 125 tons/harvester/day or it is able to
substitute 100–125 workers. However, the sugarcane growers in Thailand cannot
normally afford owning an expensive harvester, and most harvesters belong to a
mill. In each crop year, the mill operator needs to set up a harvester utilization plan.
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The plan includes the allocation of harvesters to the cane growing regions and the
routing of each harvester throughout the harvesting season. A set of fields were
managed to be harvested by one harvester. The objective of the plan is to effectively
utilize the harvesters and to obtain a high sugarcane yield with the lowest harvester
moving cost. The moving cost covers the cost of the harvester moving in field (i.e.,
harvesting cane in the field) and the cost of the harvester traveling from one field to
the next.

However, to optimize the harvesting plan, sugarcane yield characteristic should
be considered. That is, each field has its own specific period times suitable to be
harvested. This demonstrates TW behavior. Furthermore, at the early period of the
harvesting season begins, one sugarcane field may reach its best yield, while other
fields may reach their peak yield periods in the middle or almost the end of the
season (Khamjan et al. 2013). Therefore, a practical harvesting plan should identify
when (which period), where (which field), and how (which route) to harvest for a
harvester machine in order to minimize the harvester transportation cost and obtain
high sugarcane yields.

Due to characteristics of the sugarcane harvesting problem, traveling from one
field to the next can be considered as the VRP with time window (VRPTW)
constraints, which has been extensively studied in the OR literature. The TW
constraints represent the time span of a particular field that can be harvested. A field
can only be harvested within an allowed TW, in which the yield may vary. In this
chapter, the mathematical model based on VRPTW is developed to solve this
specific problem. The objective of the model is to maximize total revenue of
farmers whose share the same harvester. The revenue is estimated by the revenue of
selling obtained cane minus the harvesting and harvester transportation costs. The
revenue expresses in the function of quantity of cane harvested in a specific period.

2 Literature Review

The sugarcane harvesting operation has been explored by many researchers. Crop
growth simulation and mathematical modeling were proposed by Piewthongngam
et al. (2009) to forecast cane yield and to set up efficient cultivation plan to max-
imize overall sugar production. The extensive aspects in sugarcane value chain
research were reviewed by Higgins et al. (2007). The authors informed that there
have been many studies and researches in sugarcane harvesting planning problem
and one of the potential tools normally employed in solving problem is the
mathematical model. Higgins et al. (1998) described the use of an optimization
model to maximize net revenue and sugar yield considering harvest date and crop
age using a case study in Australia. This study was continued by conducting the
sensitivity analysis of these responses to age distribution and crop class at harvest
(Muchow et al. 1998). Jiao et al. (2005) presented the attempt to create better
harvest scheduling for maximizing gain in CCS in a harvest season by proposing a
second-order polynomial to fit CCS across sugarcane farm within a mill region and
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applying a linear programming (LP) model to solve the problem. Stray et al. (2012)
created a decision support system for seasonal sugarcane harvest scheduling for
growers in South Africa. The optimization models based on a time-dependent
traveling salesman problem were formulated and solved by mean of a tabu search.

Salassi et al. (2002) determined the optimal harvest system of wholestalk har-
vester and combine harvester for sugarcane production in Louisiana, USA. The
sugar yield prediction model and mixed-integer linear programming (MIP) model
were used to maximize the net revenues considering farm costs to identify the most
economic sugarcane harvest system. Higgin et al. (2004) built a framework for
combining a complex sugarcane harvesting and transportation system for sugar
production. One attempt of this study was to solve many existing inefficiencies
resulting from excessive number of harvesting machines owned by growers and
harvester contractors.

Research works relating to VRPTWs were also studied and reviewed. VRPTW
is one of VRP that the routing or traveling can be scheduled and services can be
conducted only in a specific interval time or in the TW. TW comprises the earliest
service time (lower bound) and the latest service time (upper bound). When
vehicles arrive before lower bound and after upper bound, mistakes can be occurred
because the both situations result the waiting cost and opportunity loss cost. The
basic VRPTW mathematical model is presented by many works such as works of
Desrocher et al. (1988), Tan et al. (2001), Yeun et al. (2008), and El-Sherbeny
(2010). This model is well known and used by many researchers combining with
heuristic approaches to solve several problems. Ghoseiri and Ghannadpour (2010)
presented a VRPTW model for formulating the problem of a multi-depot homog-
enous locomotive assignment and solved it by a hybrid genetic algorithm. Kritikos
and loannou (2013) addressed the problem of heterogeneous fleet vehicle routing
with overload and TWs. The model was formulated and solved it by applying a
sequential insertion heuristic. Its computational results show that the proposed
approach is effective in reducing vehicle cost with minimal violation of capacity.

3 Mathematical Model

In this section, the mathematical model is formulated to solve the addressed
problem.

Sets and indexes

i index of field i that has to be harvested (i = 1, 2,…, I) where “i = 1” is a dummy
starting field and “i = I ” is a dummy ending field.

j index of destination field j (j = 1, 2, …, I) where “j = 1” is a dummy starting
field and “j = I ” is a dummy ending field.

k index of harvester k (k = 1, …, K).
p index of harvesting period p (p = 1, 2, …, P).

Sugarcane Harvester Planning Based on the Vehicle … 337



A set of arcs which are direct connections between the dummy starting field and
other fields and among the fields.

I number of fields that have to be harvested including the dummy starting field
and the dummy ending field.

K number of harvesters.
P number of harvesting periods.

Parameters

Rip the revenue from harvesting field i at time period p (unit cost).
Cij the transportation cost of a harvester traveling from field i to field j (unit

cost).
Hi the cost of harvesting field i (unit cost).
Si the time required to harvest field i (unit time).
tij the time required for a harvester to travel from field i to field j (unit time).
[ai, bi] harvesting TW of field i.
M[1] the large positive number.
M[2] the constant number where 0.999 < M[2] < 1.

Variables

Xijkp is 1 if the harvesting is operated at field i and leaves for field j by harvester
k at time period p, and 0 otherwise.

Yik is the time period where the harvesting is operated at field i by harvester k.
Yik
[s] is the starting time of harvester k in field i.

Mathematical Model

Maximizing

XI

i¼1

XI

j¼1

XK

k¼1

XP

p¼1

XijkpRip �
XI

i¼1

XI

j¼1

XK

k¼1

XP

p¼1

XijkpCij �
XI

i¼1

XI

j¼1

XK

k¼1

XP

p¼1

XijkpHi ð1Þ

Subject to

XI

j¼1

XK

k¼1

XP

p¼1

Xijkp ¼ 1; 8i 2 In 1; If g ð2Þ

XI

j¼1

XP

p¼1

X1jkp ¼ 1; p� aj; p� bj; 8k 2 K ð3Þ
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XI

i¼1

XI

j¼1

XP
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Y ½s�
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Objective function (1) is maximization of profit which is estimated by the dif-
ference between revenue and relating costs (harvesting cost and harvester traveling
cost). Constraint (2) ensures that each field is visited and harvested exactly once.
Constraints (3) and (4) ensure that each harvester must leave the dummy starting
field and must arrive at the dummy ending field, respectively. Constraint (5) forbids
looping from a field to itself and ensures that index i is not equal to “I + 1”
(i ≠ I + 1) and index j is not equal to “0” (j ≠ 0). Constraint (6) enforces that after a
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harvester arrives at a field, it must leave for another destination. Constraints (7), (8),
and (9) demonstrate the relationship between the harvest starting time of a field and
its immediate successor. Constraint (10) estimates the traveling time of a harvester
moving from field i to field j. Constraints (11), (12), and (13) ensure that the TWs
are considered. Constraint (14) gives an upper bound on the number of harvesters.
Finally, constraint (15) describes that the decision variable Xijkp is binary and
constraint (16) describes that the decision variable Yik is an integer.

4 Experiments

To identify the performance of the proposed mathematical model, it is employed to
solve 18 sample problems following the actual situation of general sugarcane fields
in Thailand. Each problem consists of 2 harvesters and 15 sugarcane fields. The
sizes of fields are varied from 5 to 20 rai (rai is Thai unit area, 1 rai = 0.16 ha). The
planning period is 20 periods. It is estimated that 1 harvesting period equals to 12
operating hours. The cost parameters used in the sample problems are also simu-
lated following the practical situation. An example of sugarcane yield TW of 15
fields is as shown in Table 1. The fields number 1 and 17 are dummy fields
represent the starting and ending fields, respectively. For example, field number 2,
the harvester should harvest from periods 1 to 11. The peak yield of the field is at
period 6.

Figure 1 illustrates the example of yield pattern (Field 2). It demonstrates the
yields of eleven harvesting periods in its TW.

Table 1 The sugarcane yields of 15 fields in 20 harvesting periods

Note Field 1 is the dummy starting field and Field 17 is the dummy ending field

340 K. Kittilertpaisan and S. Pathumnakul



The problems are solved by using the mathematical software LINGO 13.0 on a
PC with Intel (R) Core (TM) i7-4710 MQCPU@2.5 GHz and 8 GB of RAM.

5 Results

The results obtained from the mathematical model are shown in Table 2.
Considering the average run times of the three problem groups (Problem group 1
average run time = 230 s, Problem group 2 average run time = 285 s, and Problem
group 3 average run time = 358 s), the larger problem size, the longer computational
time tends to be needed. Moreover, it can be observed that the complexity of field
layout may also affect the computational run time. The more complicated layout
would cause longer time to obtain its result. To illustrate the routing and timing
solutions of the problem, the example solutions of problem number 10 is depicted in
Table 3 and Fig. 2. Noted that in Fig. 2, the dummy starting field (field 1) and the
dummy ending field (field 17) are assigned to share the same position and function
similarly as a depot.
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Fig. 1 The example of yield pattern of field No. 2
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Table 2 The mathematical model results

Problem group Problem
No.

Maximum
profit (unit cost)

Computational
run time (s)

Remark

1 (5–10 rai area/
120 rai total area)

1 2,117,501 242 Min run
time = 201 s2 2,116,664 245

3 2,116,917 248 Max run
time = 248 s4 2,116,785 224

5 2,117,208 201 Average run
time = 230 s6 2,117,821 219

2 (10–15 rai area/
200 rai total area)

7 3,532,995 226 Min run
time = 203 s8 3,533,673 222

9 3,532,406 460 Max run
time = 460 s10 3,532,457 203

11 3,533,082 247 Average run
time = 285 s12 3,533,145 353

3 (15–20 rai area/
120 rai total area)

13 4,772,141 195 Min run
time = 195 s14 4,772,277 345

15 4,772,519 482 Max run
time = 712 s16 4,771,454 712

17 4,771,801 206 Average run
time = 358 s18 4,771,912 209

Table 3 The routing and timing results of an example problem No. 10

K Route
(field-field)

Harvest
period
(Yik)

Harvest
starting time
(YYik) (1)

Harvest
time (Si)
(2)

Travel
time (Tij)
(3)

Finish time
(1) + (2) + (3)

Harvester
waiting time
(unit time)

1 1 – 10 – – 0 0.0302 1.0302 4.9698

10 – 16 6 6 0.60 0.0223 6.6223 0

16 – 5 7 6.6223 0.44 0.0276 7.0899 0.9101

5 – 8 8 8 0.52 0.0105 8.5305 2.4695

8 – 6 11 11 0.60 0.0212 11.6212 0

6 – 3 12 11.6212 0.48 0.0105 12.1117 0.2740

3 – 7 13 12.3857 0.60 0.0153 13.0010 0.9990

7 – 4 14 14 0.48 0.0096 14.4896 0.5104

4 – 17 15 15 0.40 0.0251 15.4251 –

2 1 – 2 – – 0 0.0075 1.0075 4.9925

2 – 9 6 6 0.56 0.0177 6.5777 1.4233

9 – 15 9 8.0010 0.52 0.0274 8.5484 0.4516

15 – 14 9 9 0.60 0.0094 9.6094 0.3906

14 – 13 10 10 0.52 0.0080 10.5280 2.9436

13 – 12 14 13.4716 0.52 0.0094 14.0010 0.4138

12 – 11 15 14.4148 0.56 0.0252 15 0

11 – 17 15 15 0.60 0.0374 15.6374 –

Note Field 1 is the dummy starting field and Field 17 is the dummy ending field
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6 Conclusion and Discussion

In this study, the mathematical model based on the VRPTW model is developed to
solve the sugarcane harvester planning problem. The model provides practical
solutions with the maximum profit for the sample 18 problems. The solutions
provide the optimal harvesting sequences, harvesters’ traveling routes, harvesting
periods, and harvest starting time for a set of sugarcane fields using harvesters.
Nevertheless, the larger problem size and the complexity of field layout may result
the longer computational time. For large-size problems, the heuristic may be
required to be developed to solve the problems. Moreover, harvester’s waiting time
observed in Table 3 may cause the cost of harvesting opportunity loss. In the future
work, the opportunity loss cost may be considered in order to illustrate the more
realistic of sugarcane harvesting problem.
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A Memetic Algorithm Approach
for Solving the Truck and Trailer
Routing Problem

Soon-Kyo Lee and Taesu Cheong

Abstract This chapter considers a truck and trailer routing problem (TTRP) where
the fleet consists of trucks and trailers, and some customers can be served by a truck
pulling a trailer, while the other may be accessible by a truck only. A memetic
algorithm is proposed by dividing the TTRP into two VRPs in the construction
phase and then uses the alternating edge crossover with several local search
methods. It is tested on TTRP benchmark instances in the literature and corre-
sponding numerical results are presented.

Keywords Truck and trailer routing problem � Metaheuristics � Memetic
algorithms � Vehicle routing problems

1 Introduction

In this paper, we consider a variant of the vehicle routing problem (VRP), the truck
and trailer routing problem (TTRP). VRP is a problem that is widely studied and
researched in the field of combinatorial optimization and operations research. The
goal of solving the VRP is to design a route which has the minimum total distance
while not violating the capacity of vehicles. TTRP is similar to VRP except that it
has more constraints including that some customers cannot be served by a complete
vehicle (truck pulling a trailer), but can be served only by a truck.

TTRP has many applications in practice because such a constraint is common in
the real world due to government regulations, limited maneuvering spaces, or road
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conditions. Some real-world examples of TTRP were given by Gerdessen (1996)
presenting an application in the distribution of dairy products by the Dutch dairy
industry, and Semet and Taillard (1993) discussing the case in a food chain store in
Switzerland. There is another recent application of the TTRP in a steel factory in
China. According to Bo (2009), the trucks and trailers of a steel factory called Heng
Yang Steel Co. in China have to transport raw materials and finished steel products
to and from different sub-factories. However, due to limited maneuvering space, a
truck has to unload the trailer for having access to some factories. Wide applications
of TTRPs demand effective and efficient methods to solve the TTRP.

We now provide the problem definition of TTRP. The VRP was first introduced
by Dantzig and Ramser (1959). It consists of a central depot, a set of customers
with known demand, and a fleet of vehicles with known capacity. Figure 1 gives a
graphical illustration of VRP. The objective of the problem is to service the cus-
tomers with the fleet of vehicles so that three conditions are met:

1. Each customer is visited once.
2. Assuming that the cost of transporting is proportional to the distance traveled,

the total distance traveled is minimized.
3. The capacity of each vehicle is not exceeded.

The TTRP extends the VRP in which the vehicle is categorized into two types—
the trucks and trucks pulling trailers. A single truck is called a Pure Truck, and a
truck with a trailer is called a Complete Vehicle. The customers are divided into two
types as well: a customer who is accessible by both a pure truck and a complete
vehicle is called a Vehicle Customer, and a customer who is only accessible by a
pure truck is called a Truck Customer. Its graphical description is shown in Fig. 2.

TTRP is formally defined on a graph G = (V, A) with V = {VD, V1 … Vn} and
A = {(Vi, Vj): Vi, Vj 2 V, i ≠ j}. The vertex VD represents the central depot and there
are m trucks and n trailers at the depot (n < m). A complete vehicle can uncouple the

Fig. 1 Graphical illustration
of vehicle routing problem
(Lin et al. 2009)
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trailer at any vehicle customer and starts to serve truck customers. This is a sub-tour
in a main tour. A main tour is traveled by a complete vehicle and a sub-tour or pure
truck tour is traveled by a pure truck only as shown in the following graph. We refer
the readers to Villegas et al. (2013) for the mathematical formulation of TTRP.

The VRP is a computational complex problem or NP-hard problem. When the
number of customers increases, solving the TTRP is computationally intractable.
Being more complicated than the VRP, the TTRP is computationally more difficult
to solve, making it at least NP-hard. Hence, it is only logical to make use of
heuristic methods to tackle it as we cannot solve it exactly in reasonable amount of
time if the number of customers is large.

The memetic algorithm is one of the metaheuristics that can be used to find a
reasonably good solution in many NP-hard problems. It is gaining popularity in
recent years because it makes use of a combination of evolutionary algorithm and
local searches to explore the solution space more thoroughly and efficiently.

The remainder of the paper is organized as follows: Sect. 2 is a literature review
of the methods employed by past authors to solve the TTRP. Section 3 is a
description of the basic memetic algorithm framework that we adapt to tackle the
truck and trailer routing problem. Experimental results of the proposed algorithm
are presented in Sects. 4 and 5, we make some discussion regarding the current
implementation of the proposed algorithm and future research directions.

Fig. 2 Graphical illustration of TTRP (Lin et al. 2009)
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2 Literature Review

For the last few decades, research on VRP has attracted a lot of attention along with
traveling salesman problem which is similar to VRP in many ways. However, the
research on TTRP is relatively scarce. Most people treat TTRP as a variant of VRP
and had not given it a name until 2002 when Chao (2002) first named such a
problem as TTRP and used a tabu search heuristic to solve 21 TTRPs adapted from
the classical 7 VRPs of Christofides et al. (1979). Since then, this topic draws
increasing notice and many more heuristics and metaheuristics were developed to
solve this problem.

Chao (2002) developed a sophisticated tabu search method consisting of an
initial construction heuristic and a tabu search improvement heuristic to search the
neighborhood of an initial solution and hence refine them. The method contains
standard VRP moves as well as a new TTRP-specific root-defining move where the
roots of sub-tours are changed to new customers. Four years later, Scheuerer (2006)
extended Chao’s work to develop a better tabu search heuristic that outperforms the
Chao’s method. Scheurer made use of two new construction heuristics called the T-
Cluster and T-Sweep. The new construction heuristics proved to successfully find
good initial solutions for TTRP. He was able to obtain better results in each of the
21 instances Chao (2002) adapted.

Lin et al. (2009) approached the TTRP using a specific indirect search approach.
The search in the auxiliary search space is guided by a simulated annealing control
and uses three simple string operators: swap, insertion, and changing service type.
Its main characteristics are the combination of a two-level solution representation
with the use of dummy depots, and the use of the random neighborhood structure
which utilizes three different types of moves. Caramia and Guerriero (2010) broke
the TTRP into two separate problems called customer-route assignment problem
(CAP) and route definition problem (RDP). He first solved two mathematical for-
mulations and then used a local search algorithm that acts on the solutions, so found
either to possibly obtain a better solution itself or to let the mathematical models
find a better solution in the next iteration. Yu et al. (2011) proposed a two-stage
approach where an ant colony system constructs feasible routes in the first stage,
followed by improving 2-opt, swap, and insertion moves in the second stage.

In recent years, Villegas et al. (2011) presented a hybrid metaheuristic which is
the state-of-the-art method for the TTRP. This approach combines different con-
cepts such as the greedy randomized adaptive search procedure (GRASP) using a
route-first cluster-second construction heuristic and variable neighborhood search
(VNS) in the improvement phase with root-refining move and path relinking with
respect to a pool of elite solutions. Finally, Derigs et al. (2013) customized a
flexible metaheuristic framework to solve various variants of the truck and trailer
routing problem. This method combines local searches and large neighborhood
searches under the standard metaheuristic control along with the attribute hill
climber method. Computational experiments show that his approach is competitive
to state-of-the-art approaches for the TTRP.
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A chronological list of TTRP-related literature is shown in Table 1.

3 Memetic Algorithm for TTRP

Memetic algorithms (MA) are a class of stochastic global search heuristics in which
evolutionary algorithm-based approaches are combined with problem-specific
solvers where the latter is mostly implemented as local search heuristics. It is
assumed that the evolutionary algorithm explores the wider solution space while the
local search can zoom in on the basin of attraction of promising solutions. The key
concern that is addressed by MA is the balance between the global search and the
local search—i.e., the strategy that evolution might need to implement so as to gain
benefit from a successful trade-off between global exploration and local
exploitation.

A top-level design is illustrated in Fig. 3. Note that local search is applied to
many steps including construction heuristics, crossover, mutation, and selection.
This is to prevent any unexploited space missed in each of the global search
heuristic steps.

3.1 Solution Representation

We use a data structure to represent a unique solution because there are many fields
that should be included in a solution. These fields include the route (represented by
an array of numbers) as well as the total distance traveled for that particular route. A
data structure should be most suitable for this representation because it has to
contain not only a vector but also a number. The data structure is organized as
follows. It contains two fields:

Table 1 A chronological list of TTRP-related research

Reference Approach

Chao (2002) Hybrid tabu search/threshold accepting

Scheuerer (2006) Tabu search

Lin et al. (2009) Simulated annealing

Caramia and Guerriero
(2010)

Mathematical programming-based heuristics

Yu et al. (2011) Ant colony problem

Villegas et al. (2011) GRASP with evolutionary path rethinking

Villegas et al. (2013) Set-partitioning formulation of TTRP

Derigs et al. (2013) Hill climber method which is specific to implementation of tabu
search

A Memetic Algorithm Approach … 349



• Route: Each route starts from the depot (denoted by 0) and ends with the depot.
When the capacity is full, it returns to the depot.

• Distance: Total distance traveled for this route will be the fitness of each
solution.

Let us consider the following small TTRP of 15 customers as an illustrative
example where the truck capacity is 100 and the trailer capacity is 50 (Table 2).

Table 3 is a unique solution to the TTRP in Table 2. It consists of a pure truck
route (Route 1) and two complete vehicle routes (Route 2 and 3). It means that (i) a
truck begins from a depot to serve 4-2-9 sequentially and then returns and (ii) a
vehicle (truck pulling a trailer) serves 8-3-4 sequentially and then returns. Finally, a
vehicle serves 5 first where the trailer will be parked, and the truck will then serve
11-10-13 after it returns to 5 to get the trailer, then serves 15-6-7-1-12, and
eventually returns to the depot.

A more representative graphical solution is illustrated here in Fig. 4 as well.

Fig. 3 Framework of the
memetic algorithm

Table 2 Illustrative TTRP of 15 customers

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Type VC TC VC VC VC VC TC TC TC VC TC VC VC VC TC

Demand 5 20 15 40 15 10 5 100 40 30 35 5 35 35 10

350 S.-K. Lee and T. Cheong



3.2 Construction Heuristics

A construction heuristic is a heuristic that generates a starting pool of solutions so
that the future evolution and mutation can start from this pool to converge to better
solutions. A very good start mating pool cannot guarantee a very good final solution
because the evolution and local search strategy play a more significant role. Hence,
construction heuristics do not need to generate a very good solution to the TTRP,
rather a reasonably good one will do. In this paper, we propose a construction
method to deal with the problem. In this construction heuristics, a TTRP is divided
into two VRPs: one consists of VC customers only and they are served by vehicles,
and the other consists of TC customers only and they are served by trucks.

There is some randomness incorporated into the heuristics because we need to
generate different solutions to form the mating pool. The first customer to serve in
each of the two VRPs is selected randomly using a random number generator.
Then, the nearest customer is added to the route using the cheapest insertion

Table 3 A solution to the illustrative TTRP

0 4 2 9 0 8 3 14 0 5 11 10 13 5 15 6 7 1 12 0

Route 1 Route 2 Route 3

Pure truck
route

Complete
vehicle route

Complete vehicle route

Fig. 4 Graphical representation of the solution in Table 2
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technique. The heuristic continues adding customer to a route until the capacity is
not enough to meet the following one. In that scenario, the vehicle returns to depot
and a new route is initiated.

3.3 Crossover Strategy

TTRP is an extension of a VRP, and hence, they share many things in common. An
insight can be drawn from the crossover for VRP to extend to the TTRP. According
to Puljic and Manger (2013), if a single crossover operator is used, the best per-
formance is accomplished by AEX, which stands for alternating edge crossover
where edges are copied to the offspring alternatively from each parent. This method
conserves the edges of parents with some additional random choices in case of
infeasibility. This idea can be also applicable to TTRP as its crossover strategy. For
instance, let us consider the following two parents, P1 and P2:

P1 5 1 7 8 4 9 6 2 3

P2 3 6 2 5 1 9 8 4 7

The procedure starts by choosing the arc 5-1 from P1 as the first arc. So the child
is initialized as

5 1 – – – – – – –

Next, an arc that goes out from 1 from P2, i.e., 1-9, is chosen. Thus, the child
becomes

5 1 9 – – – – – –

Then, the arc from P1 going out from 9 is added, and so on. After a few steps,
the following partially formed child is obtained:

5 1 9 6 2 3 – – –

The arc going out from 3 should be chosen from P2, but such choice is infeasible
since both 3 and 6 already become part of the partial tour in the child. To avoid this
situation, one of the remaining unvisited vertices is picked up randomly, for
instance 7, which results in:

5 1 9 6 2 3 7 – –
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From this point, the ordinary procedure can be resumed again by choosing the
arc 7-8 from P1, and 8-4 from P2. The completed child looks as follows:

5 1 9 6 2 3 7 8 4

3.4 Local Search Strategy

In this section, we present several local search strategies, which are essential in the
proposed memetic algorithm. They are illustrated with examples below.

1. Node Exchange
The node exchange operator randomly selects two customers and exchanges
their position, provided the capacity of the vehicle or truck is not violated. If the
capacity is violated, new route is created.

0 4 0 8 1 15 13 9 0 2 3 7 14 5 6 0

For instance, if the random number generates 2 and 6, then the 2nd customer 4
and 6th customer 15 are selected to exchange their position. The final solution
becomes

0 15 0 8 1 4 13 9 0 2 3 7 14 5 6 0

2. Node Relocation
The node relocation operator randomly selects a customer and inserts it to
another route randomly.

0 4 0 8 1 15 13 9 0 2 3 7 14 5 6 0

For example, if customer 4 is selected and a random position is chosen as 6, then
customer 4 is inserted after the 6th position between customers 15 and 13,
resulting in:

0 0 8 1 15 4 13 9 0 2 3 7 14 5 6 0

3. Root Redefining
This local search method is specific to TTRP. This method explores shifting the
root to other neighbor customers as the new root. For example, the black lines in
Fig. 5 represent vehicle routes, while dotted lines represent truck routes. The
lower half of the graph has both black lines and dotted lines, and hence, it is a
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mixed route including both vehicle routes and truck routes, where the truck
routes are the sub-tours of the main vehicle routes. The root-redefining local
search explores the possibility of shifting the base of the sub-tour to the nearest
neighbor and checks whether it lowers the objective function value.

3.5 Overall Memetic Algorithm Procedure

We now present the overall memetic algorithm we propose. Before presenting the
overall algorithm procedure, we mention parameters used to control the algorithm.
Their values greatly affect the performance of the algorithm. They include the
following:

• The number of iterations of the crossover algorithms, represented by M
• The number of iterations of the local search algorithms, represented by N
• The number of solutions in the pool of parents for crossover, represented by K
• The probability of using each of the local search methods, represented by

RandL1, RandL2, RandL3.

Figure 6 presents the overall algorithm procedures as follows:

4 Computational Results

In this section, we evaluate the proposed algorithm based on the memetic algorithm
through well-known benchmark instances of the TTRP and make further discus-
sions regarding the performance of the algorithm.

Fig. 5 Illustration of root-
redefining method
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4.1 Test Instances

The proposed memetic algorithm was tested on the 21 TTRP benchmark instances
in Chao (2002), and these are available at http://web.ntust.edu.tw/*vincent/ttrp/.
All the benchmark problems were derived from the 7 basic VRPs created by
Christofides et al. (1979). In the benchmark instances, the number of customer
ranges from 50 to 199 and the fraction of truck customers for each problem is 25,
50, and 75 %. To our knowledge, this is the only set of TTRPs available in the
literature.

They are generated in the following manner. For each customer i in a CMT
problem, the distance between i and its nearest neighbor customer is calculated and
denoted by Ai. Each CMT problem was converted into three TTRPs. In the first
problem, 25 % of the customers with the smallest Ai values are specified as truck
customers. This percentage was increased to 50 and 75 % in the second and third
problem, respectively. Table 4 shows the numbers and capacities of available trucks
and trailers for all test problems and the ratio of total demand to total capacity
reported by Chao (2002). The detailed descriptions of the 21 benchmark TTRPs are
illustrated in Table 4.

Fig. 6 Overall algorithm procedures for TTRP
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4.2 Numerical Experiments and Comparison

The proposed algorithm was implemented by Matlab 2012 and tested on a PC with
Intel(R) Core(TM) i5-2450 M CPU@2.50 GHz. In the benchmark problems, dis-
tances between points were calculated using the Euclidean metric. Solutions in the
following sections were obtained by running the algorithm for ten times. The best
solution and the average solution were shown in Table 5 as well as the average
running time. Best known solutions (BKS) for each instance were obtained from
http://hdl.handle.net/1992/1141.

Table 5 compares the proposed memetic algorithm with previous methods from
the literature. This table includes the best known solution of the 21 benchmark
instances from Villegas et al. (2013), tabu search method by Scheurer (2006),
simulated annealing method by Lin et al. (2009) as well as the memetic algorithm in
this paper. This table reports the best solution and average solutions for 10 runs, the
gap between this solution, and the best known solution as well as the running time
to obtain each solution.

Table 4 Details of the 21 benchmark TTRPs

Problem
ID

Original
problem

Number
of
customers

Trucks Trailers Ratio of
demand to
capacity

VC TC Number Capacity Number Capacity

1 CMT1 38 12 5 100 3 100 0.971

2 25 25

3 13 37

4 CMT2 57 18 9 100 5 100 0.974

5 38 37

6 19 56

7 CMT3 75 25 8 100 4 100 0.911

8 50 50

9 25 75

10 CMT4 113 37 12 100 6 100 0.931

11 150 75

12 100 112

13 CMT5 150 49 17 150 9 100 0.923

14 100 99

15 50 149

16 CMT11 90 30 7 150 4 100 0.948

17 60 60

IS 30 90

19 CMT12 75 25 10 150 5 100 0.903

20 50 50

21 25 75
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Figure 7 plots the solutions of the simulated annealing method in Lin et al.
(2009) and the proposed algorithm for all the 21 benchmark TTRPs . We could see
that for instances 1–3, the proposed algorithm could give very close solutions to
those of Lin’s ones. However, for the instances with larger number of customers
such as instances 10–15, the gap between the proposed algorithm and Lin et al.’s
(2009) one gets larger. This phenomenon may be due to several factors. A more
detailed discussion will be given in the next section.

4.3 Analysis of Performance of Memetic Algorithm

The proposed memetic algorithm consists of the construction phase (breaking a
TTRP into two VRPs) and the improvement phase (crossovers and local searches)
and eventually gives a solution within the time constraints. We need to plot how the
objective functions changes as time goes by to assess whether the algorithm con-
verges to a local optimum. Hence, the trace of the objective function for instance 1
is plotted in Fig. 8, and we observe that the objective function value keeps
decreasing. This graph is consistent with the logic of memetic algorithm where
crossover and mutation allow the pool of solutions to become more fit. We could
clearly see that it is easier to find a better solution initially and the difficulty
increases as time goes by.

The proposed algorithm could not outperform the BKS in the literature. There
are still some gaps to close between the BKS and the solutions we obtain. To
understand the gaps better, the gaps with BKS and number of customers are plotted
in Fig. 9, where the x-axis corresponds to the number of customers in each instance
and the y-axis corresponds to the percentage gap with the BKS.

Fig. 7 Graphical comparison of solutions between Lin et al.’s (2009) and proposed algorithm
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The percentage gap varies between around 2 and 14 %. We could notice that the
gap increases as the number of customers gets larger, indicating that the perfor-
mance of the proposed algorithm deteriorates with larger instances, except for the
instance with 150 customers. This shows that although the proposed algorithm
gives a close solution to that of BKS of each instance, but there is still a room for
improvement.

Fig. 8 Change in objective function as iterations goes for first instance (the x-axis is the number of
iterations and the y-axis is the objective function)

Fig. 9 Gap (%) with BKS versus no. of customers
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5 Concluding Remarks

In this paper, an algorithm based on the memetic algorithm scheme is proposed to
solve the truck and trailer routing problem. The proposed algorithm firstly breaks
the TTRP into two VRPs in the construction phase and then uses alternating edge
crossover and several local search methods to allow parents to crossover and
children to mutate which eventually give a constrained optimum solution.

It is tested using Chao’s 21 benchmark instances and the solutions are compared
with previous methods in the TTRP literature. Although the proposed algorithm
could not outperform the best known solution of each instance, it can give a
reasonably close solution to that of BKS. The reasons of the algorithm not giving
very competitive solutions may be due to that the solution is trapped at a local
optimum or the exploration space is not big enough. Possible ways to improve the
proposed algorithm include refining the crossover and local search strategies to
further expand the exploration space as well as tune the parameters of the algorithm
to avoid trapping in a local optimum.
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Modified DE Algorithms for Solving
Multi-depot Vehicle Routing Problem
with Multiple Pickup and Delivery
Requests

Siwaporn Kunnapapdeelert and Voratas Kachitvichyanukul

Abstract This chapter proposes two DE algorithms for solving multi-depot vehicle
routing problem (MDVRP) with multiple pickup and delivery requests (GVRP-
MDMPDR). Two modified DE algorithms based on subgrouping of vectors and
strategy switching concepts are developed and evaluated. In the first proposed
algorithm, subgrouping of vectors is applied in the crossover process of the classical
version of DE algorithm. The vectors are divided into two subgroups. The first
subgroup applies exponential crossover process, while the other subgroup applies
binomial crossover process. Experiences from two different crossover approaches
are shared by allowing a target vector to randomly select vectors from both groups
during the mutation process. The other algorithm is based on strategy switching
concept applied in the crossover process. Two different crossover processes,
exponential and binomial crossover processes, are used alternately. The results
obtained from these two proposed algorithms are compared to those obtained by the
classical DE algorithm. The results show that both proposed DE-based algorithms
outperform the classic DE.

Keywords Differential evolution � Vehicle routing problem � Logistics � Strategy
switching � Subgrouping of vectors

S. Kunnapapdeelert (&)
Burapha University International College, 169 Longhard—Bangsean Rd,
T.Seansook a.Muang, Chonburi 20131, Thailand
e-mail: siwapornk@buu.ac.th

V. Kachitvichyanukul
Asian Institute of Technology, Pathumthani, P.O. Box 4, Klong Luang,
Pathumtani 12120, Thailand
e-mail: voratas@ait.asia

© Springer International Publishing Switzerland 2015
V. Kachitvichyanukul et al. (eds.), Toward Sustainable Operations
of Supply Chain and Logistics Systems, EcoProduction,
DOI 10.1007/978-3-319-19006-8_25

361



1 Introduction

The classical vehicle routing problem (VRP) was first presented by Dantzig and
Ramser (1959). The objective of the problem is to design the vehicle route to
deliver the goods to the customers with the lowest cost. Since then, a large number
of VRP variants are proposed and studied by many researchers by adding con-
straints that reflect closely to the real-world situations in transportation and logistics
management. GVRP-MDMPDR is one of the problems that capture most con-
straints on logistic operation factors and reflect closest to the practical real-world
situation, and it has become a focus of many recent research attempts.

VRP is considered an NP-hard problem that requires long computational time to
solve by the exact algorithm if the problem size is large. As an alternative, meta-
heuristic approaches can provide good quality solution to NP-hard problem with a
reasonable solution time and many metaheuristic approaches have been applied to
deal with the variants of VRPs.

Differential evolution (DE) algorithm is one of the more effective metaheuristic
algorithms for solving optimization problems. It was developed by Storn and Price
(1997). DE uses a population of vectors to search for the optimal solution by
perturbing vectors via the combination of several vectors randomly selected from
the population. DE algorithm composes four main processes: (1) population ini-
tialization, (2) crossover, (3) mutation, and (4) selection processes. Based on its
structures, DE algorithm is recognized as a method with easy concept, simple
structure, fast convergence, and robust (Das and Suganthan 2011). DE algorithms
have been successfully applied in many areas such as electrical power systems,
control systems and robotics, bioinformatics, chemical engineering, and industrial
engineering.

This paper presents the comparison of two enhanced DE-based algorithms. The
first proposed algorithm is developed by applying subgrouping concept in the
crossover process. Two commonly used crossover processes: exponential and
binomial are used in the crossover process. The population of vectors is divided into
2 subgroups. Exponential crossover process is used in the first subgroup, while
binomial crossover process is used in the other subgroup. The second proposed
algorithm is developed by applying switching concept in the crossover process. In
this case, the whole population of vectors starts with one crossover process. The
same crossover process will continue to be used for as long as the solutions con-
tinue to improve. The crossover process will be switched to the other if the best
solution does not improve for 25 consecutive iterations. Performances of the pro-
posed algorithms are tested by using 30 benchmark test problem instances from
Sombuntham and Kunnapapdeelert (2012). The computational results are then
compared with the results obtained from the classical DE algorithm.

The remaining parts of this work are organized as follows. Section 2 reviews the
literature of MDVRP and DE algorithms. In Sect. 3, the concept of DE for GVRP-
MDMPDR is presented. The proposed DE algorithms with subgrouping and
switching schemes for solving GVRP-MDMPDR are discussed in Sect. 4. Section 5
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describes the solution representation and decoding procedure for solving GVRP-
MDMPDR. The computational experiments for solving GVRP-MDMPDR of the
proposed algorithms are discussed in Sect. 6. Lastly, summary and conclusions are
discussed in Sect. 7.

2 Literature Review

VRP is an important decision in transportation and logistics management. VRP was
firstly mentioned and studied by Dantzig and Ramser (1959) as the truck dis-
patching problem which is considered as the generalization of traveling salesman
problem. Later, researchers have modified such problem by adding some conditions
from the real-world applications into the VRP’s model. Subsequently, VRP variants
such as capacitated VRP (CVRP), heterogeneous fleet VRP (HVRP), VRP with
time windows (VRPTW), VRP with simultaneous pickup and delivery (VRPSPD),
and multi-depot VRP (MDVRP) are created. The focus of this paper is on the
GVRP-MDMPDR since this variant of VRP presents the conditions closest to the
practical real-world problems.

Single-depot VRPs are not appropriate for some real-world situation where the
company has more than one depot. Consequently, MDVRP is proposed as exten-
sion to VRP to take into account the operations with more than one depot. In
general, all customers are served by a corresponding vehicle from one of multiple
depots that are assigned, and must return to the original depot. The MDVRP is more
complicated than the single-depot VRP, but many of the solution methods are
mostly based on those of single-depot VRP.

Renaud et al. (1996) proposed a tabu search algorithm based on three phases
called FIND: Fast improvement, INtensification, and Diversification for solving
MDVRP. The proposed algorithm was tested on a set of 23 benchmark problems.
The results shown that the tabu search can be applied for solving MDVRP effec-
tively. Ho et al. (2008) developed two hybrid genetic algorithms (HGAs: HGA1
and HGA2) to design the optimal route of MDVRP. The computational results
showed that the HGA2 is superior to the HGA1 when applied to solve MDVRP in
terms of solution quality. Later, GA was applied to design the optimal routes for
MDVRP in Surekha and Sumathi (2011). Performance of GA was tested by
Cordean’s instances. The experimental results presented that GA can effectively
solve MDVRP.

Performance of two different algorithms namely simulated annealing and tabu
search for solving MDVRP with inventory transfer between depots in a three-
echelon supply chain was studied by Fard and Setak (2011). Three-echelon supply
chain composed of a single plant, multiple distribution centers and a set of retailers
with deterministic demands. The results depicted that the tabu search approach
outperformed the simulated annealing approach in terms of quality of solution.
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Rahimi-Vahed et al. (2015) developed a new modular heuristic algorithm (MHA) to
design the optimal routes of three VRPs, i.e., MDVRP, periodic VRP (PVRP), and
multi-depot periodic VRP (MDPVRP). Performance of such algorithm was vali-
dated with the existing published instances. The computational results illustrated
that the new proposed algorithm performs very well when applied to solve three
problem classes.

DE has been successfully applied in many operational research problems, such
as flow shop scheduling, job shop scheduling, and VRP. Some of the applications
are briefly reviewed below.

Čičková and Števo (2010) presented DE to solve flow shop problem.
Performance of the proposed algorithm was validated on available published
instances. They concluded that DE is applicable to deal with flow shop problem.
Later, Wisittipanich and Kachitvichyanukul (2011) proposed one-stage differential
evolution algorithm (1ST-DE) to deal with job shop scheduling problem (JSP) and
it was compared to one-stage particle swarm optimization (1ST-PSO). The results
demonstrated that the 1ST-DE outperforms the 1ST-PSO in terms of both solution
quality and computational time. Wisittipanich and Kachitvichyanukul (2012) fur-
ther developed two new DE variants for improving searching efficiency of tradi-
tional DE for solving JSP. The first algorithm is called DE with subgrouping. The
DE population was divided into subgroups. Each group of population performs its
own searching strategy, and searching information from each group is shared across
all groups to improve search ability. Another algorithm is called DE with switching
strategy. The whole population is allowed to perform a mutation strategy as long as
solution quality is improved. However, if the solution is not improved, the popu-
lation switches its mutation strategy. The results confirmed that these two proposed
algorithms are very efficient for solving JSP.

The applications of DE for solving VRPs are reviewed next. Cao and Lai (2007)
presented an improved differential evolution (IDE) algorithm to design the optimal
vehicle route in the VRP with simultaneous delivery and pickup service
(VRP-SDP). The traditional DE was modified in two places. First, the mutation
operation is modified by multiplying random number into each vector. Second, the
crossover probability was time-varying in the crossover operation. The crossover
probability changed from small to large with number of iteration. The results were
compared to those obtained from GA and they presented that their proposed method
yielded better solutions. Later, Rachman et al. (2009) applied DE for solving
practical case of VRPs. It was used for designing optimal transportation route to
deliver the pickup components from three suppliers to one car assembling plant.
The results indicated that the proposed algorithm can significantly reduce the
transportation cost by 25.21 %.

DE was applied to deal with the PDPTW by Kunnapapdeelert and
Kachitvichyanukul (2013). The obtained results were compared to those obtained
from PSO and the best known solutions. They indicated that DE is effective for
solving the problems where the locations of the requests are clustered.
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3 Generalized Vehicle Routing Problem with Multi-depot
Multiple Pickup and Delivery Requests
(GVRP-MDMPDR)

The detailed mathematical model of the problem is given in Sombuntham and
Kachitvichyanukul (2010). The main objective is to design the vehicle route by
minimizing total traveling distance. The assumptions considered in this study
include the following:

1. The load of a vehicle does not exceed the vehicle capacity;
2. Every route starts and ends only at the given terminals;
3. The number of vehicles used must not exceed the number of available vehicles;
4. The total route time does not exceed the preset limit;
5. The routes of vehicle are constructed by attempting to minimize total routing

cost, minimize number of vehicle, and maximize fulfilled demand under the
following restrictions: Each request must be served exactly once by only one
vehicle.

4 Modified DE Algorithms

Various researchers have tried to improve the performance of the DE algorithm by
developing some different processes especially in mutation and crossover pro-
cesses. Crossover process was modified into two different ways to enhance the
searching ability of the DE algorithm in this work. The first improved algorithm is
performed by using subgrouping concept in the crossover process to diversify the
search. In the other proposed algorithm, switching concept is applied in the
crossover process to enhance the searching ability of DE algorithm as explained
below.

4.1 Subgrouping DE Algorithm

The classical version of DE algorithm consists of 4 main processes: (1) population
initialization, (2) mutation process, (3) crossover process, and (4) selection process.
Mutation process and crossover process are very important processes since these
two processes govern the perturbation of DE vectors. The interest of this paper is on
the crossover process. The objective of crossover process is to increase diversity of
the perturbed vectors. New trial vector is constructed from the mixing of the ele-
ments from target vector produced in the previous generation and the elements from
the mutant vector according to the chosen crossover process. There are two com-
monly used crossover processes in DE, namely exponential crossover and binomial
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crossover. In general, there is no single best crossover process for all problems.
Consequently, the subgrouping of vectors’ population is applied to include two
crossover processes to improve the performance of DE algorithm. In this work, the
population of vectors is divided into two subgroups. The first subgroup consists of
60 % of the vectors in the population. Exponential crossover is used in the first
subgroup. The remaining vectors in the population belong to the second
subgroup. Here binomial crossover process is applied. This ratio is determined
empirically through experiments and it provides improved solution quality.

4.2 Switching DE Algorithm

The modification of the DE algorithm in this paper is occurring mainly in the
crossover process. Two crossover processes used in this proposed algorithm are
exponential crossover and binomial crossover. In subgrouping DE Algorithm, both
crossover processes are used concurrently. However, in switching DE algorithm,
the two crossover processes are used one at a time. For example, the exponential
crossover process is used first. The crossover process will be switched to binomial
crossover if the obtained solution does not improve within 25 consecutive itera-
tions. In the same way, when the binomial crossover process is in use, whenever the
computational results do not improve for 25 consecutive iterations, the crossover
process will be switched back to the other. The reason for applying this concept in
the algorithm is to produce different vectors and increase the chance to escape from
stagnate solutions.

5 Solution Representation and Decoding Procedure

Previous works on GVRP-MDMPDR are reported by Sombuntham and
Kachitvichyanukul (2012) and Sombuntham (2010). All these works are completed
using the algorithms based on GLNPSO, a variant of PSO with multiple social
learning terms. They proposed three solution representations and decoding proce-
dures, namely SD1, SD2, and SD3.

According to the literatures, they found that on average, the computational
results from SD1 provide the best solution quality but take much longer compu-
tational time than those of SD2 and SD3. Considering the solution quality of these
three solution representation and decoding procedures, they found that solution
quality obtained from SD1 and SD3 is comparable. Consequently, SD3 is used for
decoding the data into the suitable format in this work.

The solution representation SD3 is described here. The solution vector consists
of dimension 2r + 3m, where r and m represent the number of requests and the
number of vehicles, respectively. For each request, there is a corresponding pair of
origin–destination which is used for generating pickup–delivery priority list.
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The pickup–delivery priority list is generated by sorting values in 2r dimension
from a vector in ascending order and then assigning the corresponding request
number for pickup operation and delivery operation to the list, respectively.

For each vehicle, two positions are used to store the vehicle orientation point and
one position to represent coverage radius of vehicle as explained in Fig. 1.

Each request is assigned to the vehicle based on its middle points and shipment
points when the middle point refers to the x–y coordinate that lies in the middle of
the pickup and delivery locations of each request while shipment points are denoted
as a pair of pickup–delivery locations of each request.

Route construction starts by considering the priority of the request in the pickup–
delivery priority list one by one. The candidate vehicle of the request is the vehicle
that its coverage area covers middle point of the considered request or at least one
of the shipment points of the request. The selection of vehicle for each request is
based on the score which can be calculated by two different methods based on the
situation of each vehicle. The first method is used when either pickup location is
located at the vehicle’s start location or delivery location is located at the same
place as the vehicle’s end location. The score is considered as a half of the distance
between the other shipment point and the vehicle orientation point. Otherwise, the
score is the Euclidean distance between the point of the request and the vehicle
orientation point as explained in Fig. 2. All candidate vehicles are arranged by their
scores in ascending order, and the request is then assigned to a candidate vehicle.
After that, pickup and delivery operations of each request are inserted into the
vehicle operation sequences according to a pickup–delivery priority list. Further,
the problem constraints such as time window, vehicle capacity, and maximum route
time are checked for the feasibility. If it is found that the insertion is infeasible, the
next candidate vehicle will be considered to serve such request. Lastly, the
assignment of the remaining requests is then performed to reduce the number of
unassigned requests.

6 Experimental Results

The purpose of this work is to modify the DE algorithms to improve the effec-
tiveness of the DE algorithm as solution method for GVRP-MDMPDR. Two dif-
ferent DE-based algorithms are developed, and the results are compared to those of

Convert to Pickup –Delivery Priority Convert to Vehicle Assignment
List (2r dimension) (3m dimension)

1 2 … 2r-1 2r 2r+1 2r+2 2r+3 … 2r+3m-2 2r+3m-1 2r+3m

Request 1 Request r Orientation 
point of  

Vehicle 1 

Coverage 
radius of 
Vehicle 1 

Orientation point of 
Vehicle m 

Coverage 
radius of 
Vehicle m 

Operation Operation
Priority Priority

Fig. 1 Solution representation structure for SD3
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classical version of DE algorithm. All DE-based algorithms are implemented in C#
programming language using Microsoft Visual Studio 2010. Parameter settings of
all DE-based algorithms are obtained via experiments and are set to be the same.
Population size and the maximum number of iteration are set as 200 and 500,

Fig. 2 Construction of candidate vehicle list for each request
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respectively. Scaling factor is set as 2. The crossover rate is linearly increasing from
0.2 to 0.8. Thirty benchmark instances from Sombuntham and Kunnapapdeelert
(2012) are used to evaluate the performance of the proposed algorithms. This set of
instances composes five different groups with three different characteristics of
location distribution of the requests as clustered, randomly distributed, and half-
random-half-clustered scenarios. The percentage deviation from the solution
obtained from classical DE algorithm is used for measuring the solution quality of
the proposed algorithms which can be calculated by using the following formula:

% deviation from DE algorithm ¼ improvedDE solutioni � DE solutioni
DE solutioni

� �

� 100;

where i is the ith problem stance.
The comparison of the computational results of subgrouping DE algorithm and

classical DE algorithm is presented in Table 1. This table composes 8 columns. The
first column presents the name of benchmark instances used in the experiment.
Columns 2, 3, and 4 contain the results obtained from classical DE algorithm,
objective function (total cost), number of vehicle used, and minimum distance,
respectively. The computational results from subgrouping DE algorithm are in
columns 5, 6, and 7 for objective function, number of vehicles used, and total
distance, respectively. The last column represents the percent deviation from the
solution obtained from classical DE algorithm.

The results from Table 1 depicts that DE algorithm with subgrouping scheme is
superior to the classical DE algorithm when applied to deal with GVRP-MDMPDR.
The proposed algorithm improves the solution quality over those of classical DE
algorithm 26 out of 30 problem instances with the average improvement of 4.10 %
ranging between 0.11 and 12.16 %. The results also illustrate that the proposed
algorithm works very well when the problem size is large.

The objective function used in this work composes fixed cost of the vehicles and
variable cost of the traveling distance of each vehicle. Consequently, the number of
vehicles used and the distance travelled by each vehicle are generally directly
proportional to total transportation cost, which leads to high value of objective
function. However, in problem Barc1 (60 requests and 16 vehicles), DE algorithm
with subgrouping scheme found the better solution with shorter travelled distance
but higher number of vehicles than those of DE algorithm. Although this seems to
be common, upon further investigation, it is found that the vehicle capacity and
fixed cost of each vehicle in problem instance Barc1 are not the same and different
vehicle priority may lead to fewer vehicles if larger vehicle is used.

The performance comparison of classical DE algorithm and DE algorithm with
switching scheme in crossover process is presented in Table 2 that composes 8
columns. Names of benchmark instances used in the experiment are in the first
column. The results obtained from classical DE algorithm, objective function (total
cost), number of vehicle used, and minimum distance are provided in columns 2, 3,
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and 4, respectively. The computational results from DE algorithm with switching
scheme are in columns 5, 6, and 7 for objective function, number of vehicle used,
and total distance, respectively. The last column shows the percent deviation from
the solution obtained from classical DE algorithm.

As the computational results from DE algorithm with switching scheme are
compared to those of DE algorithm, the results indicate that when applying the
proposed algorithm to deal with GVRP-MDMPDR, DE algorithm with switching
scheme can find the better solution than that of DE algorithm especially in large-

Table 1 Performance comparison of classical DE algorithm and DE algorithm with subgrouping
crossover scheme for solving GVRP-MDMPDR

Instance DE Subgrouping crossover DE % dev. from
DEObjective NV Distance Objective NV Distance

Aac1 875.25 5 435.25 864.22 5 444.22 −1.26

Aac2 781.10 4 421.10 780.23 4 420.23 −0.11

Aar1 1976.56 6 1416.56 1972.90 6 1392.90 −0.18

Aar2 2227.32 6 1647.32 2287.01 6 1707.01 2.68

Aarc1 1455.28 4 1075.28 1465.98 5 985.98 0.74

Aarc2 1703.32 5 1243.32 1688.25 5 1208.25 −0.88

Bac1 1763.69 7 1123.69 1783.69 7 1143.69 1.13

Bac2 1927.72 7 1287.72 2022.64 8 1322.64 4.92

Bar1 4112.93 11 3072.93 4055.32 11 3015.32 −1.40

Bar2 8365.46 20 6565.46 7959.81 19 6239.81 −4.85

Barc1 2871.29 9 2031.29 2861.93 10 1941.93 −0.33

Barc2 3207.20 10 2287.20 2975.79 9 2175.79 −7.22

Cac1 3866.23 13 2686.23 3550.76 12 2490.76 −8.16

Cac2 4701.06 15 3341.06 4549.76 13 3389.76 −3.22

Car1 6750.80 17 5150.80 6428.79 17 4808.79 −4.77

Car2 8274.97 19 6554.97 8189.45 19 6429.45 −1.03

Carc1 5017.12 14 3757.12 4851.85 14 3571.85 −3.29

Carc2 5069.91 14 3849.91 4777.29 14 3557.29 −5.77

Dc1 2881.36 10 1981.36 2768.56 9 1968.56 −3.91

Dc2 3047.56 10 2127.56 2833.98 9 2033.98 −7.01

Dr1 3636.28 11 2656.28 3319.04 10 2439.04 −8.72

Dr2 3877.96 10 2997.96 3572.43 10 2692.43 −7.88

Drc1 4494.09 12 3414.09 4049.29 11 3009.29 −9.90

Drc2 5141.78 13 3961.78 4869.12 12 3729.12 −5.30

Ec1 3701.39 20 1861.39 3379.34 19 1659.34 −8.70

Ec2 3440.44 19 1720.44 3322.19 19 1542.19 −3.44

Er1 3444.67 14 2224.67 3186.14 12 2106.14 −7.51

Er2 3492.58 12 2392.58 3067.98 11 2047.98 −12.16

Erc1 4204.42 15 2764.42 3890.36 15 2530.36 −7.47

Erc2 7058.49 21 5178.49 6488.01 19 4768.01 −8.08
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size problems. On average, the proposed algorithm provides the better solution than
those obtained from DE algorithm by about 2.56 %. Considering problem Carc1
(100 requests and 30 vehicles), the solution obtained from DE algorithm with
switching scheme provides the better solution with shorter travelled distance but
higher number of vehicles than those of DE algorithm. Upon further investigation,
the vehicle capacity and fixed cost of each vehicle in problem Carc1 are not the
same and different vehicle priority may lead to fewer vehicles if larger vehicle is
used.

Table 2 Performance comparison of classical DE algorithm and DE algorithm with switching
crossover scheme for solving GVRP-MDMPDR

Instance DE Switching crossover DE % dev. from
DEObjective NV Distance Objective NV Distance

Aac1 875.25 5 435.25 893.31 5 433.31 2.06

Aac2 781.10 4 421.10 784.27 4 424.27 0.41

Aar1 1976.56 6 1416.56 2023.47 6 1463.47 2.37

Aar2 2227.32 6 1647.32 2364.35 7 1724.35 6.15

Aarc1 1455.28 4 1075.28 1479.91 5 1019.91 1.69

Aarc2 1703.32 5 1243.32 1728.80 6 1208.80 1.50

Bac1 1763.69 7 1123.69 1917.92 8 1177.92 8.74

Bac2 1927.72 7 1287.72 2125.53 8 1385.53 10.26

Bar1 4112.93 11 3072.93 4056.66 12 2936.66 −1.37

Bar2 8365.46 20 6565.46 9286.26 22 7346.26 11.01

Barc1 2871.29 9 2031.29 3547.63 11 2547.63 23.56

Barc2 3207.20 10 2287.20 2979.40 10 2059.40 −7.10

Cac1 3866.23 13 2686.23 3022.79 9 2202.79 −21.82

Cac2 4701.06 15 3341.06 3940.69 13 2760.69 −16.17

Car1 6750.80 17 5150.80 4615.76 14 3335.76 −31.63

Car2 8274.97 19 6554.97 6929.39 18 5249.39 −16.26

Carc1 5017.12 14 3757.12 4866.14 15 3546.14 −3.01

Carc2 5069.91 14 3849.91 5470.08 16 3990.08 7.89

Dc1 2881.36 10 1981.36 2636.00 9 1836.00 −8.52

Dc2 3047.56 10 2127.56 2945.98 9 2165.98 −3.33

Dr1 3636.28 11 2656.28 3414.53 10 2494.53 −6.10

Dr2 3877.96 10 2997.96 3733.89 11 2713.89 −3.72

Drc1 4494.09 12 3414.09 4294.45 12 3194.45 −4.44

Drc2 5141.78 13 3961.78 4877.83 13 3717.83 −5.13

Ec1 3701.39 20 1861.39 3881.68 22 1921.68 4.87

Ec2 3440.44 19 1720.44 3211.30 17 1631.30 −6.66

Er1 3444.67 14 2224.67 3024.17 12 2044.17 −12.21

Er2 3492.58 12 2392.58 3330.92 12 2270.92 −4.63

Erc1 4204.42 15 2764.42 4008.50 15 2668.50 −4.66

Erc2 7058.49 21 5178.49 7028.10 19 5128.10 −0.43
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According to the concept of the proposed algorithms, DE algorithm with
subgrouping scheme allows the vector to search for the solution from more
searching areas than DE algorithm with switching scheme. Comparing the per-
formance of DE algorithm with subgrouping and switching schemes, they indicate
that DE algorithm with subgrouping scheme provides about 1.54 % better solutions
than that of DE algorithm with switching scheme. This confirms that DE algorithm
with subgrouping scheme can enhance searching efficiency better than DE algo-
rithm with switching scheme.

7 Summary and Conclusions

Two enhanced DE algorithms are compared and presented in this paper. The first
DE-based algorithm is modified based on subgrouping concept in the crossover
process to improve the efficiency of the search for solving GVRP-MDMPDR. Two
crossover processes: exponential crossover and binomial crossover are used in the
crossover process concurrently. The vector population is divided into two sub-
groups. Exponential crossover is used in the first subgroup, while binomial cross-
over is applied in the other subgroup. The second DE-based algorithm is developed
based on the idea of switching in crossover process for enhancing the searching
ability of DE algorithm. In this proposed algorithm, two crossover probabilities are
used alternately. The crossover process will be switched to the other whenever the
solution does not improve for 25 consecutive iterations. The proposed algorithms
are implemented with solution representation SD3.

The results from 30 benchmark test problem instances show that both modified
DE algorithms are effective for solving GVRP-MDMPDR. The results present that
both proposed algorithms perform very well when applied to solve GVRP-
MDMPDR. Comparing the solution quality of two proposed algorithms, the
computational results indicate that DE algorithm with subgrouping scheme in
crossover provide the better results than that of DE algorithm with switching
scheme in crossover. The new route construction method, new solution represen-
tation, and decoding method should be further investigated for the future research.
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Flexible Multistage Forward/Reverse
Logistics Network Under Uncertain
Demands with Hybrid Genetic Algorithm

Thitipong Jamrus, Chen-Fu Chien, Mitsuo Gen
and Kanchana Sethanan

Abstract Logistics network is increasingly crucial because of shortened product
life cycles, increasing competition, and uncertainty introduced by globalization. The
logistics network distribution involves a multistage supply chain that consists of the
flexible forward directions (i.e., factories, distribution centers, retailers, and various
customers) and the flexible backward directions (i.e., re-manufacturing and reuse).
Customer demands fluctuate and are unpredictable, thereby causing an imprecise
customer quantity demand in each period in the production distribution model, and
increasing inventory and related costs. Most studies have addressed the traditional
multistage forward directions problem with certain demands or a single period. To
fill the gap, this chapter proposes the hybrid genetic algorithm approaches for
solving flexible, multiple periods, multiple stages, and forward/reverse logistics
network. In particular, triangular fuzzy demands are considered to minimize the total
cost, including transportation costs, inventory costs, shortage costs, and ordering
costs, in the multistage and multi-time-period supply chain. The experimental results
demonstrated practical viability for the proposed approaches.
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1 Introduction

Today’s production distribution and demand fulfillment are increasingly chal-
lenging because of shortening product life cycles, rapid technological change,
increasing competition, and uncertainty introduced by globalization (Chien et al.
2013). The success of a company will depend on their ability to achieve effective
integration of organizational relationships within a supply chain. The integrated
model for supply chain management includes not only the traditional forward flow
from raw materials to products along the supply chain toward the customers, but
also the reverse logistics network operations. This calls for the coordination and
synchronization of groups of companies that work together with the added
advantage that this in turn leads to strategic benefits, reduced costs, and improved
competitiveness (Fuente et al. 2008). The reverse logistics system also is a new
challenge to companies that retrieve all possible products and waste materials,
addressing the economic value which still remains in the products returned.

In practice, customer demands are imprecise in each period of multi-time-period
production distribution models, thus causing supplier production distribution
complexity in meeting fluctuating demands in a multi-time period. The supply
chain has to be prepared for demand unpredictability, interruption, or customer
delivery delay, in which the multi-time period or infinite-horizon production dis-
tribution problem is unobtainable over the planning horizon until supply is insuf-
ficient to meet demand (Jamrus et al. 2015).

The data in supply chain networks are characteristically fuzzy, whereas customer
demand is typically uncertainly quantified in supply chain procedures. Thus, tradi-
tional approaches with constant demand may not be appropriate for solving the
uncertainty of supply chain networks that are necessary for effectively determining
solutions. Moreover, one of the main difficulties associated with implementing
forward and reverse logistics activities is the degree of uncertainty in terms of the
timing and quantity of products. Previous research in the area of forward and/or
reverse logistics network design often limited itself to only considering deterministic
demand, single period, and one direction supply chain. Thus, we addressed the
flexible multistage forward and backward logistics network with uncertain demands.

This study aims to develop a flexible multistage forward and reverse logistics
network under uncertain demands. We propose hybrid genetic algorithm for solving
this model. The approaches were solved under triangular fuzzy demands to satisfy
demands with the minimal total cost by considering the transportation costs,
inventory costs, and ordering costs of the forward supply chain network. In addi-
tion, considering a recovery costs of returned products and disposal costs in the
reverse logistics network.
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The remainder of this chapter is organized as follows: Sect. 2 reviews the liter-
ature on the forward and reverse supply chain problem and introduces the uncertain
function of the triangular fuzzy numbers. Section 3 introduces the forward/reverse
multistage and multi-time-period supply chain model. Section 4 describes the hybrid
genetic algorithm for forward/reverse logistic model that consists of encoding
chromosome and hybrid genetic algorithm. Section 5 presents the examples of
experiments of the problems for comparing hybrid genetic algorithm with traditional
genetic algorithm and particle swarm optimization. Section 6 concludes the chapter
with a discussion on contributions and future research directions.

2 Literature Review

2.1 Forward and Reverse Supply Chain Problems

Various studies have considered different supply chain network classifications for
each complexity of the problem that can be divided into two parts: a single-way
supply chain network (forward or reverse supply chains) and an integrating forward
and reverse supply chains. Several researchers have solved a single-way supply chain
network problem. For example, Costa et al. (2010) proposed an innovative encoding
and decoding procedure with the GA for determining the location and opening of
facilities in a single-product three-stage forward supply chain network. They pro-
posed a new, efficient chromosome representation procedure based on a parsimoni-
ous permutation decoding of the network string representation for reducing infeasible
transportation trees. Zeballos et al. (2014) proposed mixed-integer linear program-
ming for 10 layers (five stages) of closed-loop forward supply chains with uncertain
supply and demand. Their objective function minimizes the expected costs of facil-
ities, purchasing, storage, transportation, and emissions, minus the expected revenue
of returned products. Sethanan et al. (2013) considered production planning, ordering,
and inventory in analyzing costs for solving the forward supply chain problem. On
the other hand, researchers consider the reverse and green supply chains such as
Govindan et al. (2015) reviewed environmental, legal, social, and economic factors,
reverse logistics and closed-loop supply chain issues that the most important
extension in current objective functions is regarding green, sustainable, environ-
mental, and resilience objectives. Xia et al. (2011) explained the definition of
closed-loop supply chain and remanufacturing supply chain and reverse logistics
management. In the reverse logistics that is an important means and methods to
reduction, reuse, and recycle is also a supplementary. Also, Amin and Zhang (2013)
proposed a mixed-integer linear programming model in closed-loop supply chain
network that minimized the total cost under uncertain demand and return. Cardoso
et al. (2013) used a mixed-integer linear programming (MILP) formulation is
developed for the designing and planning of supply chains with reverse flows while
considering simultaneously production, distribution, and reverse logistics activities
under products’ demand uncertainty.
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However, actually the logistics network distribution involves a multistage supply
chain that consists of the forward and reverse supply chain. Fuente et al. (2008)
proposed an integrated model for supply chain management was aimed at rede-
fining demand management procedures, order management procedures, manufac-
turing management procedures, procurement management procedures, distribution
management procedures, and client management procedures. Kocabasoglu et al.
(2007) focused the capture and exploitation of used products and materials liking
forward and reverse supply chain. Easwaran and Uster (2010) considered a multi-
product closed-loop logistics network design problem with hybrid manufacturing/
remanufacturing facilities and finite-capacity hybrid distribution/collection centers
to serve a set of retail locations. Moreover, few researchers used meta-heuristics to
solve in forward and reverse supply chain problem. For example, Pishvaee et al.
(2010) proposed solution memetic algorithm which used a new dynamic search
strategy by employing three different local searches for integrated logistics network
design to avoid the sub-optimality caused by a separate, sequential design of for-
ward and reverse logistics networks. And Ko and Evan (2007) presented genetic
algorithm-based heuristic for the dynamic integrate forward and reverse logistics
network for third-party logistics that helped in the determination of various resource
plans for capacities of material handling equipment and human resources.

Nevertheless, none of the above approaches can be used directly to solve the
uncertainties that there are several uncertainties in the real manufacturing. The
uncertainty may stem from a number of possible sources such as resources may
become unavailable, interrupt activities, or due date may have to be changes. In this
study, we propose the hybrid genetic algorithm approaches for solving flexible
multistage forward/reverse logistics network in multiple periods and consider for
minimizing the total cost, including transportation costs, inventory costs, shortage
costs, and ordering costs.

2.2 Fuzzy Number

Fuzzy theory Zadeh (1965) presented mathematical techniques for deriving par-
ticular solutions. Chien et al. (2011) developed a comprehensive modular frame-
work to derive various configurations of fuzzy numbers for fuzzy ranking. Also,
Kumar (2012) summarized the definitions of the arithmetic operations of fuzzy
numbers as follows.

If X is a collection of objects, then the fuzzy subset ã of X is defined as a set of
ordered pairs:

~a ¼ ðx; l~aðxÞjx 2 Xf g
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where μã(x) is the membership function for the fuzzy set ã. The membership
function maps each element of X to a membership grade or membership value
between 0 and 1.

A real fuzzy number ã = [aL aM aU], when defined as a triangular fuzzy number
when aL ≤ aM ≤ aU, is a fuzzy subset of the set of real numbers R, with membership
function μã satisfying the following conditions:

μã is continuous from R to the closed interval [0, 1];
μã is strictly increasing and continuous [aL aM].

The triangular fuzzy number is frequently used for practical purposes (Li et al.
2014). In particular, the membership function μã(x) of the triangular fuzzy number
ã is expressed as follows:

l~aðxÞ ¼

0 for x� aL
ðx� aLÞ=ðaM � aLÞ for aL � x� aM
1 for x ¼ aM
ðaU � xÞ=ðaU � aMÞ for aM � x� aU
0 for x� aU

8>>>><
>>>>:

According to t definition of a triangular fuzzy number as shown in Fig. 1, let
ã = (aL(r), aU(r)), (0 ≤ r ≤ 1) be a fuzzy number. Then, calculate the average value
of the triangular fuzzy number �a0 as follows:

�a0 ¼ 1
2

Z1

0

aLðrÞ þ aUðrÞf gdr ¼ 1
4
2aM þ aL þ aU½ �

If āω = (aL(r), aU(r)) = {aL + r(aM − aL)/ω, aU + r(aM − aU)/ω} is an arbitrary
triangular fuzzy number at a decision level higher than “α” for α, ω 2 [0, 1], the
value āω can be calculated as follows:

If ω > α, then

�ax ¼ 1
2

Zx

a

aLðrÞ þ aUðrÞf gdr ¼ 1
4x

2aMðx2 � a2Þ þ ðaL þ aUÞðx� aÞ2
h i

Fig. 1 A triangular fuzzy
number
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3 Forward/Reverse Multistage and Multi-time-Period
Supply Chain Model

The indices, parameters, and decision variables are listed as follows:

Indices

i index of plants (i = 1, 2, …, I)
j index of distribution centers (j = 1, 2, …, J)
k index of retailers (k = 1, 2, …, K)
l index of customers (l = 1, 2, …, L)
m index of collection centers (m = 1, 2, …, M)
t index of time period (t = 1, 2, …, T)

Parameters

I number of plants
J number of distribution centers
K number of retailers
L number of customers
M number of collection centers
T total time period
Pi plant i
Dm number of disposal center m
DCj distribution center j
Rk retailer k
~dlðtÞ customer uncertain demand l at time t

c1ij unit shipping cost of product from plant i to distribution center j

c2ik unit shipping cost of product from plant i to retailer k
c3jk unit shipping cost of product from distribution center j to retailer k

c4jl unit shipping cost of product from distribution center j to customer l

c5kl unit shipping cost of product from retailer k to customer l
c6lm unit shipping cost of product from customer l to collection center m
c7mi unit shipping cost of product from collection center m to plant i
f 1j fix charge of products transportation in distribution center j

f 2k fix charge of products transportation to retailer k
h1j unit holding cost of inventory per period at distribution center j

h2k unit holding cost of inventory per period at retailer k
pri(t) amount of products from plant i at time t
S(t) cost saving of using product at time t
tL1ij lead time for transporting products from plant i to distribution center j

tL2ik lead time for transporting products from plant i to retailer k
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tL3jk lead time for transporting products from distribution center j to retailer k

tL4jl lead time for transporting products from distribution center j to customer l

tL5kl lead time for transporting products from retailer k to customer l
ax ¼ 1 x 6¼ 0

0 otherwise

�
αx is the step function

Decision variables

x1ijðtÞ amount of transporting product from plant i to distribution center j at time t

x2ikðtÞ amount of transporting product from plant i to retailer k at time t
x3jkðtÞ amount of transporting product from distribution center j to retailer k at

time t
x4jlðtÞ amount of transporting product from distribution center j to customer l at

time t
x5klðtÞ amount of transporting product from retailer k to customer l at time t

x6lmðtÞ amount of transporting product from customer l to collection center m at
time t

x7miðtÞ amount of transporting product from collection center m to plant i at time t
y1j ðtÞ amount of inventory in distribution center j at time t

y2kðtÞ amount of inventory in retailer k at time t

The proposed model was formulated for a forward/reverse multistage supply
chain network. This problem involves two transfers—normal transfer from the first
stage to the next closing stage and direct delivery—for transporting the product
from distribution centers to customers instead of from retailers. Besides, the
returned products are sent to collection centers that have the following responsi-
bilities: collecting of used products from demand markets, determining the condi-
tion of returns by inspection and/or separation to find out whether they are
revocable or not, sending recoverable returns to plants, and sending the unrecov-
erable returns to the disposal center (Fig. 2).

Fig. 2 Forward/reverse
flexible multistage logistics
network model
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The total cost function of any of the following cost items is calculated as the sum
of an item’s costs over the planning horizon T. The objective function is to mini-
mize the total costs are shown as follows:

min z ¼
XT
t¼0

XI

i¼1

XJ
j¼1

c1ijx
1
ijðtÞ þ

XI

i¼1

XK
k¼1

c2ikx
2
ikðtÞþ

XJ
j¼1

XK
k¼1

c3jkx
3
jkðtÞþ

" XJ
j¼1

XL
l¼1

c4jlx
4
jlðtÞ þ

Xk
k¼1

XL
l¼1

c5klx
5
klðtÞ

þ
XI

i¼1

XJ
j¼1

f 1j aðx1ijðtÞÞþ
XI

i¼1

XK
k¼1

f 2k aðx2ikðtÞÞþ
XJ
j¼1

XK
k¼1

f 2k aðx3jkðtÞÞþ
XJ
j¼1

h1j y
1
j ðtÞ þ

XK
k¼1

h2ky
2
kðtÞ

�
XK
k¼1

S x7miðtÞ þ
Xk
k¼1

XL
l¼1

c6lmx
6
lmðtÞ

#

The objective function is to minimize the total costs, which are shipping
transportation costs (1st through 5th terms), fixed charge of product transportation
costs (6th through 8th terms), holding costs (9th through 10th terms), recovery costs
of returned products from collection centers to plants (11th term), and disposal costs
(12th term).

4 Hybrid Genetic Algorithm Approach

4.1 Proposed Chromosome Encoding Procedure

The encoding representation designed in this chapter consists of the number of
plants, distribution centers, retailers, customers, and collection centers. Figure 3
shows an example of encoding chromosomes with two plants, three distribution
centers, three retailers, five customers, and two collection centers based on the
random permutation, in which the priority of each gene is to allocate each stage so
that the total number of genes is 13 in chromosome part 1. Chromosome part 2 is
composed of assigning retailers to a plant or distribution center that has three genes.
The value is 0 in the first gene (k1) which means a direct shipment from plant i to
the first retailer, and the value of 1 in the second and third gene means a direct
delivery from distribution center j to k2 and k3. The final part of this chromosome
that means customers reject products to collection centers, so that two integer
numbers range from 1 to 2. In addition, there are random permutations that are the
priority of collection centers for allocating in chromosome part 3.

Fig. 3 Chromosome encoding

384 T. Jamrus et al.



4.2 Hybrid Genetic Algorithm Operators

• Particle swarm optimization (PSO)

PSO is based on the simulation of social iterations proposed by Kennedy and
Eberhart (1995) and is initialized with a population of random candidate solutions
as particles. The position of each kth particle xk(t) is a potential result of the problem
under study. Each particle remembers the best position that it has found thus far
during the search process hbest(t) and knows the global best position of swarm
gbest(t). We can calculate the particle’s fitness by inputting its position into a des-
ignated objective function that is expressed according to the following equations:

vk t þ 1ð Þ ¼ vk tð Þ þ b1r1 hbest tð Þ � xk tð Þð Þ þ b2r2 gbest tð Þ � xk tð Þð Þ
xkðt þ 1Þ ¼ xk tð Þ þ vk t þ 1ð Þ

where vk(t) is the kth particle’s flying velocity at the tth iteration; b1 and b2 are the
positive constants, called the acceleration constants; and r1, r2 2 [0,1] are the
uniform random numbers.

• Crossover

The crossover operators are exchanged between two chromosomes from one
generation to the next generation. In this research, we used weight mapping
crossover (WMX) in chromosome part 1 that extended one-cut point crossover, and
two chromosomes would choose a random-cut point and generate the offspring by
using a segment of its own parent to the left of the cut point, then remap the right
segment based on the weight of other parent of right segment. Besides, chromo-
somes part 2 and 3 were used the uniform crossover that randomizes by uniform
number then selects a locus and exchanges the subsequences before and after the
locus between two parent chromosomes to two new offspring chromosomes if the
random number less than 0.5 as shown in Fig. 4.

• Mutation

The mutation operator is applied to each child solution resulting from the
crossover operator. In this study, we used two mutation operators, which are insert
mutations, as shown in Fig. 5. The insert mutation operates in chromosome that
selects a substring and insert within this chromosome to decrease the checking and
repairing process of the offspring chromosome and to modify the gene.

• Selection

In the proposed algorithm, the well-known roulette wheel selection method is
used for selecting parents from the old population, making the selection probability
of a chromosome proportional to its fitness value.

Flexible Multistage Forward/Reverse Logistics Network … 385



4.3 Proposed Chromosome Decoding Procedure

A description of the decoding procedure is detailed as follows: The first stage is the
retailer or distribution center that delivers products for customer demand allocation
in the period of triangular fuzzy customer demands; the values are obtained
according to the proposed Sect. 2.2 (ω = 1 and α = 0). The allocation among
retailers, distribution centers, customers, and collection centers is obtained by
decoding chromosome part 1–3, which follows a priority-based procedure: Select
the customer with the highest priority in chromosome part 1 and determine delivery
from retailers or distribution centers according to chromosome part 2 (customers
part). A gene number of 1 (Fig. 3) means a direct delivery from distribution center

Fig. 4 Weight mapping crossover (WMX) and uniform crossover operators

Fig. 5 Insert mutation operation
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j to customer l, whereas a gene number of 2 means a direct delivery from retailer
k to customer l; the highest priority of the customer corresponds to the minimum
transportation cost; the customer allocation t continues until the maximum capacity
has been reached and all customers are allocated; then, the throughput of each
retailer is calculated.

The retailer allocation from the distribution center or plant, a stage at which each
retailer lost stock of products from allocating customer demands; however, this
stage is similar to the first stage, except that different retailers are positioned
according to the chromosome and gene number. Then, select a suitable transpor-
tation cost to minimize costs; allocation continues until the maximum capacity has
been reached and all retailers are allocated; and then, calculate the throughput of
each distribution center.

The plants deliver direct shipment products to each distribution center because
each distribution center lost stock of products from allocating customer demands
and retailers. This step entails selecting the distribution j with the highest priority in
chromosome part 1 and involves determining a direct shipment from plant i to DC j,
in which plant i has sufficient capacity and the lowest transportation cost until all
distribution centers have been assigned to the equal upper bound of distribution
center capacity; then, the total cost from the encoding procedure is calculated.
Finally, the returned products are sent to collection centers that have the following
responsibilities: collecting of used products from demand markets, determining the
condition of returns by inspection and/or separation to find out whether they are
revocable or not, sending recoverable returns to plants, and sending the unrecov-
erable returns to the disposal center.

The overall procedure of this hybrid genetic algorithm approach is presented in
the procedure in Fig. 6.

Fig. 6 The procedure of the hybrid genetic algorithm
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5 Experiments

To demonstrate the efficiency and effectiveness of the hybrid genetic algorithm in
the fuzzy demand environment, the GA parameters are designed pC(t) = 0.8 and
pM(t) = 0.2. The numerical experiments are 10 times the popSize = 50 and
maxGen = 500. The proposed algorithms were run using MatLab on a 2.10 GHz
PC, with 8 G-Byte of RAM, for testing and evaluation. For illustration, we gen-
erated three problems (Table 1) involving the various numbers of plants, distri-
bution centers, retailers, customers, collection centers, and planning times.
Uncertain demands generated in the aL and aU fuzzy values interval are [10, 20] for
each problem. We assumed the fixed charge of product transportation and the unit
holding cost of inventory per period at each node to be equal to 1. Table 2 provides
information on the unit shipping cost for each node of a small-scaled MSMT
problem (Problem 1).

We tested the hybrid genetic algorithm performance using three sizes of test
problems. The computational test compared the best and average total cost of each
solution for solving each problem, and traditional genetic algorithm and particle
swarm optimization for forward/reverse supply chain and multi-time periods are
shown in Table 1. Thus, the hybrid genetic algorithm and particle swarm optimi-
zation determined that total costs and have enhanced results compared with the
traditional GA and PSO, whereas in the comparison results between the traditional
GA and PSO for each problem, the PSO spends fewer number of iterations than the
number of generations in the GA for finding the best solution for large problems.
Time is the CPU time in seconds for every run, and the example of the hybrid
genetic algorithm experiment facilitated determining the best solution at 43.9 s in

Table 1 Size of tested problems

Problem
no.

No. of
plants I

No. of
DCs J

No. of
retailers K

No. of
customers L

No. of
collection
center M

Total
planning
time T

1 2 3 3 5 1 8

2 3 4 5 18 2 12

3 3 5 8 30 3 15

Table 2 Unit shipping cost of each node ($/unit)

Cij
1 1 2 3 Cik

2 1 2 3 Clm
6 1 2 3 4 5

1 9 2 6 1 5 8 10 1 2 3 3 5 4

2 1 4 8 2 15 4 17

Cjk
3 1 2 3 Cjl

4 1 2 3 4 5 Ckl
5 1 2 3 4 5

1 4 7 5 1 7 2 8 3 9 1 10 8 4 2 7

2 15 3 12 2 6 4 5 10 7 2 11 3 6 8 13

3 2 8 9 3 3 18 11 6 5 3 12 17 9 5 3
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Problem 2. However, the CPU time of traditional approaches found a solution that
is less than the hybrid genetic algorithm. The result of hybrid genetic algorithm
outperformed the traditional approaches in all problems as shown in Table 3.
However, they can determine which real-world demands must be optimized for
long-term efficient operation of the entire supply chain.

6 Conclusion

Owing to globalization has introduced an extended competition and inconstant,
factors, customer demands are typically vague in each period and uncertain cus-
tomer quantity demands in production–distribution models affect inventory costs
and related costs because of unsatisfactory planning. In this research, we formulated
a forward/reverse supply chain network problem under uncertain demands as a
hybrid genetic algorithm. The hybrid genetic algorithm approach combined
between genetic algorithm and particle swarm optimization using a fuzzy number is
frequently used for practical purposes and is relatively easy to employ with trian-
gular fuzzy numbers for solving large-scale problems.

The model also examines the effects of uncertain demand and return on the
network configuration. We determine delivery to customers in each period by using
a triangular fuzzy number of customer demands. We selected the distribution center
and retailers for each customer in the production–distribution network for satisfying
uncertain customer demands. Moreover, returned products are considered to col-
lection centers. The experimental results prove that the hybrid genetic algorithm can
be applied for solving all problem types with the solution under uncertain customer
demands. The proposed hybrid genetic algorithm outperforms the traditional
genetic algorithm and particle swarm optimization. This research can extend to
various supply chain environment problems by providing an enhanced method with
large echelons and multi-objective function.
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Table 3 Comparison of the best and average total cost of each solution from solving each
problem [K · $]

Solutions
problem no.

Traditional PSO Traditional GA Hybrid GA

Best
solution

AV.
solution

Best
solution

AV.
solution

Best
solution

AV.
solution

1 1162 1243.2 1162 1168.4 1162 1162.0

2 5535 5702.9 5420 5512.7 5113 5264.7

3 11,653 13,848.1 10,045 11,478.3 9416 9745.2

Flexible Multistage Forward/Reverse Logistics Network … 389



References

Amin SH, Zhang G (2013) A multi-objective facility location model for closed-loop supply chain
network under uncertain demand and return. Appl Math Model 37:4165–4176

Cardoso SR, Barbosa-Povoa APFD, Relvas S (2013) Design and planning of supply chains with
integration of reverse logistics activities under demand uncertainty. Eur J Oper Res 226:436–451

Chien C-F, Chen J, Wei C (2011) Constructing a comprehensive modular fuzzy ranking
framework and illustrations. J Qual 18:333–350

Chien C-F, Wu J-Z, Wu C-C (2013) A two-stage stochastic programming approach for new tape
out allocation decisions for demand fulfillment planning in semiconductor manufacturing. Flex
Serv Manuf J 25:286–309

Costa A, Celano G, Fichera S, Trovato E (2010) A new efficient encoding/decoding procedure for
the design of a supply chain network with genetic algorithms. Comput Ind Eng 59:986–999

de la Fuente MV, Ros L, Cardos M (2008) Integrating forward and reverse supply chains:
application to a metal-mechanic company. Int J Prod Econ 111:782–792

Easwaran G, Uster H (2010) A closed-loop supply chain network design problem with integrated
forward and reverse channel decisions. IIE Trans 42:779–792

Govindan K, Soleimani H, Kannan D (2015) Reverse logistics and closed-loop supply chain: a
comprehensive review to explore the future. Eur J Oper Res 240:603–626

Jamrus T, Chien C-F, Gen M, Sethanan K (2015) Multistage production distribution under
uncertain demands with integrated discrete particle swarm optimization and extended
priority-based hybrid genetic algorithm. Fuzzy Optim Decis Making 1–23

Kennedy J, Eberhart R (1995) Particle swarm optimization. In: Proceeding of the IEEE
international conference on neural network, pp 1942–1948

Ko HJ, Evans GW (2007) A genetic algorithm-based heuristic for the dynamic integrated
forward/reverse logistics network for 3PLs. Comput Oper Res 34:346–366

Kocabasoglu C, Prahinski C, Klassen RD (2007) Linking forward and reverse supply chain
investments: the role of business uncertainty. J Oper Manage 25:1141–1160

Kumar BR (2012) On fuzzy transportation problem using triangular fuzzy numbers with modified
revised simplex method. Int J Eng Sci Technol 4:285–294

Li X, Chien C-F, Yang L, Gao Z (2014) The train fueling cost minimization problem with fuzzy
fuel prices. Flex Serv Manuf J 26:249–267

Pishvaee MS, Farahani RZ, Dullaert W (2010) A memetic algorithm for bi-objective integrated
forward/reverse logistics network design. Comput Oper Res 37:1100–1112

Sethanan K, Jamrus T, Boonthavee P (2013) Solving production scheduling of egg production in
hen farms with capacity of slaughterhouse by heuristic algorithms. IACSIT Int J Eng Technol
5:50–53

Xia W-h, Jia D-y, He Y-y (2011) The remanufacturing reverse logistics management based on
Closed-loop supply chain management processes. In: 2nd international conference on
challenges in environmental science and computer engineering, vol 11, pp 351–354

Zadeh LA (1965) Fuzzy sets. Inf Control 8:338–353
Zeballos LJ, Mendez CA, Barbosa-Povoa AP, Novais AQ (2014) Multi-period design and

planning of closed-loop supply chains with uncertain supply and demand. Comput Chem Eng
66:151–164

390 T. Jamrus et al.



Development of Heuristics in Sugarcane
Harvest Scheduling for Mechanical
Harvester in Sugarcane Supply Chain

Chuleeporn Kusoncum, Kanchana Sethanan
and Chatnugrop Sangsawang

Abstract This chapter focuses on the inbound logistic section of the sugarcane
industry, which is one of the important industries in Thailand. For inbound logis-
tics, there are three major operation steps: cultivation, harvest, and transportation.
From the three operations of inbound logistics, the highest inbound logistic cost is
harvest. At present, there are three harvest patterns in Thailand: (1) labor cutting
and loading, (2) labor cutting and trans-loader truck, and (3) mechanized harvester
(cane harvester). The cane harvester usage tends to increase because of lack of labor
and increasing cane production costs. In addition, the pattern of harvesting man-
agement depends on the experience and expertise of operators. So it is necessary to
develop decision-making tools for high management efficiency and reduced risk of
uncertainty. In this chapter, a genetic algorithm (GA) was developed to solve the
harvest scheduling problem, which consists of 2 main parts: (1) sugarcane field
clustering and (2) harvester routing. The objective is to reduce the harvesting cost
by minimizing harvester travel distance. Experimental results show that the
developed heuristic is quite effective and gives better result than the current practice
from the real case of the sugarcane industry.
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1 Introduction

Thailand is an agricultural country, with the majority of the population counted as
farmers (41.1 %). The nature of agriculture in Thailand in the past was traditional
agriculture, which focused on manufacturing to mainly meet the needs of household
consumers. Later, there was an improvement in productivity, and it became more
commercial agriculture. In this case, cane and sugarcane industries are vital to
Thailand’s economics at a very high level. There are 9.23 million rai of cane
cultivation, with sugarcane products at around 103.66 million tons per year, and
production of 11.29 million tons of sugar. Sugarcane consumption in Thailand in
years 2013/2014 was 2.42 million tons. In sugarcane manufacturing, regardless of
meeting the needs of the population inside the country, sugarcane produced from the
mentioned industry was an important export product. In 2013/2014, 8.87 million
tons of sugarcane were exported. This means that 32 % of the manufactured sug-
arcane was consumed within the country and the rest, around 68 %, exported to the
international market. Thailand was the 2nd ranking sugarcane exporter, and Brazil
was the first. Thailand holds 8.27 % of sugarcane in the world market, with the vital
export markets of Indonesia, Japan, Cambodia, and India, in order (Fig. 1) (Office of
the Cane and Sugar Board 2014). Moreover, the trend of the world market’s needs is
to increase consistently. There are 51 sugarcane factories located in different regions
of Thailand, and this has truly contributed to employment and local income distri-
bution. In such industries, there are many stakeholders such as farmers, labor,
owners or entrepreneurs for machines, and equipment and trucks, as well as sug-
arcane factories. Hence, cane and sugarcane industries are also vital to significantly
develop Thailand’s economy and the quality of life of cane farmers.

However, the quantity of cane delivery in each period affects many stakeholders.
During the first press, there is lack of labor for farmers to harvest canes as this
period of time overlaps with the time to harvest other plants. Even though there
were ready-to-deliver canes for the factory, the farmers could not cut canes and
send to the factory because they did not have laborers to harvest canes. The result
was that the quantity of input canes was less than the manufacturing capacity, and
this led to an increasing production cost per unit. In the middle of the press,

Consumption 21%

Export 79%

Sugarcane production  

quantity 

Export quantity  
by continent 

Export by country of des-
tination in Asia 

Fig. 1 Consumption quantity, export by continent and country of destination in 2014
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sometimes the trucks would be in a long queue or there was no quota to take the
canes, and this caused the problems that the labor had to slow down or stop
harvesting canes in order to wait for the truck or wait for the quota to take the canes
down. The farmers faced difficulties in managing cane-harvesting labor because the
labor wanted a steady and inevitable income. If they could not cut the canes at that
time, the labors would go to find other work to do, and it was so hard to find new
laborers. At this time, it was the time to get large product, so canes were left on the
front yard, and it lowered the quality of canes as well as decreasing CCS value for
farmers and the purchasing price, including affecting continuity to the factory. In
this case, it reduced the percent value of the sugarcane products as the amount per
ton decreased. If the cost per unit was considered, it resulted in the increasing cost
per unit for the factory, and at the final press, the farmers faced the problems of lack
of cane-harvesting labor because at that time, some labors would go back to work in
industry which provided consistent income and it was more convenient for them.
Also, the weather was too hot, so the labors refused to harvest the fresh canes,
which resulted in high productivity but low quantity of canes sent to the factory;
therefore, the cost of production per unit was increased (Fig. 2). In the future, the
problems of lack of cane-harvesting laborers will be more serious because the trend
of the cane laborers now is to be mostly middle aged with an average age from 41 to
50 years old. The teenage laborers now focus more on industrial work as it is more
convenient and it provides consistent income. Hence, using agricultural machines
instead of human workforce is an interesting option in order to make a solution to
the lack of labor, the complexity in labor management, and other problems in the
cane pressing season. These reasons provide the answer why the costs of produc-
tivity for canes have increased. However, using agricultural machines such as cane-
cutting mowers as another option has many limitations, such as the high price of the

Dec Dec15 Jan Feb            Mar Period

Quantity of sugar cane lower 
than sugar mill capacity

Quantity of sugar cane higher 
than sugar mill capacity

Actual sugar cane quantity

Capacity

Fig. 2 Quantity of canes in each press
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mowers, limitation on cutting per press, and other physical factors. Therefore, to
use machines effectively and valuably, a well-managed method is required.

It is very difficult to manage the harvest by using good and effective cane mowers
as there is complexity in the cane and sugarcane industries: (1) There are many
stakeholders, leading to uncertainty, and (2) there are large plots of canes with
different sizes and distributed in many places. The above factors result in ineffective
management of the cane harvest because the scheduling of such actions requires
skill, experience, and professionals as the main factors. In the meantime, if other
conditions are considered, the mentioned scheduling should take time to produce a
new plan, which might be less effective because of the limitations of human
capacities in consideration, or to summarize, the harvest scheduling may be the best
pattern or not. If a system of decision-making tools is developed, it should provide
fast harvesting management and cane transportation, cost savings, and more effec-
tiveness. If the system exists without any direct operators, the work can still be
performed continuously, or it could take only a small amount of time to train workers
who would take the responsibilities. It could be said that “the person who has
knowledge, professionalism, and experience is the system maker, and the created
system will develop operators to have more knowledge and professionalism.”

Therefore, in order to make effective management of the cane-harvesting process
and the transportation process to the factory, a decision-making tool for scheduling
cane harvesting and transportation was proposed to be used in such an industry. The
cane harvesting and transportation scheduling would divide the farmers into groups
and include the quantity of cane and the cutting power of the cane-cutting mowers,
as well as ordering the priority in cutting cane, by considering the distance in
moving the cutting mowers to ensure the mowers are the most effective tools to cut
cane, and since it is a waste of time to move to each field to cut cane. In addition, it
was considered to harvest the sweetest canes to make the most profit.

The research led to the development of inbound logistics management in cane
and sugarcane industries which focused on the management and allocation of
limited resources to make the most benefit, by scheduling cane harvesting to make
most benefit and make it conform to the production capacity of the factory, and the
quality of the products would not decrease, so it led to increasing returns for the
farmers. For the factory, it would have quality raw materials to the factory con-
tinuously, timely, adequately, and it should conform to the production activity. If
the farmers had good lifestyle, the factory would be stable. The method for solving
the problem is presented in Sect. 4. Section 5 outlines research results. Section 6
provides a research summary and conclusion.

2 Literature Review

In the supply chain and logistics of the cane and sugarcane industry, there are three
important components: inbound logistics, Internal Logistics, and Outbound
Logistics (see Table 1).
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Each activity in the supply chain will cause different costs. If any of the events in
the system change, it affects other activities as well. Therefore, considering the
resolutions should consider other parts as well. In this case, 60 % of the total cost of
the activities mainly occurs from activities in the inbound logistics, and it was found
that the cost of harvesting and transportation activities when sending canes to the
factory was quite high, and it was counted as 40 % of the total cost of the system for
all inbound logistics. In addition, the values were different in accordance with the
harvest and transportation in each field. Such a harvest pattern not only affected the
cost of transportation, but it also affected the long-term waiting at the front yard and
CCS value for the farmers as well. The activities in the harvesting process consisted
of cane cutting and loading.

From the review of the related literature on cane harvesting and transportation of
cane to the factory, it was found that Higgins et al. (1998) had studied mathematical
linear programming to find the best cane-harvesting day with the highest total
sugarcane production quantity and the highest value for total returns depending on
the conditions of location, differences of cane types, and cultivation characteristics.
Later, Salassi et al. (2002) proposed mixed integer programming to find the best
cane-harvesting day with the highest total sugarcane product quantity by estimating
the growth of canes, and Jiao et al. (2005) proposed the second-order polynomial
sweetness trend of canes and then developed it by using computer software for
harvest scheduling, with the result of the proportion of the quantity of canes which
would be harvested at each time in each cultivation field, so that the farmers could
track the trend of sweetness value from cane harvesting. Grunow et al. (2007)
created mathematical pattern and planning for the cane harvesting to reduce cost
through the speed of the cane press, the harvested cane storage, the harvest of canes
by using laborers and machines, as well as cane transportation to the factory.
Moreover, the planning for cane harvest in order to lose the least sucrose was also
proposed. Singh and Abeygoonawardana (1982) and Singh and Pathank (1994)
have developed a computer program to simulate the process of sugarcane har-
vesting and transportation and also to calculate the cost of harvesting and trans-
portation of sugarcane and the number of trucks required to perform the conversion
with 1 cane-cutting mower. Next, Chamnanhlaw et al. (2004) developed a model to

Table 1 Each component in the supply chain and logistics of cane and sugarcane industry

Inbound logistics Internal logistics Outbound logistics

• Cultivating area plan
• Cultivation and care
• Harvesting
• Canes waiting spot
management

• Transportation
• Platform management

• Production plan
• Production and quality
control

• Material transfer
• Packaging and storage
• Information management

• Marketing communication
• Product transportation and
distribution

• Warehouse management
• Export management
• Information management
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assist in the allocation of trucks to transport cane to the factory, in order to keep
costs as low as possible for transport in the cane pressing season. Under the
restriction of trucks used to transport, development of a mathematical model using
linear programming and the application of a genetic algorithm (GA) model for
allocating cane trucks did not consider the effectiveness of the performance of cane-
cutting mowers which would vary according to the nature and size of canes.
Higgins (2006) developed a mathematical model for truck scheduling to transport
canes to the factory, to shorten the waiting time of trucks carrying canes in the
queue in order to deliver canes to the factory and the unemployment period of cane
pressing to be at the lowest cost by using 2 meta-heuristic approaches, including
Tabu Search and Variable Neighborhood Search. Later on, Kaewtrakulpong et al.
(2008) presented the development of cane-cutting mowers and cane truck allocation
in each cane field to improve efficiency and reduce costs in the process of har-
vesting and transportation of canes, by applying the proper value for multi-objective
optimization and then tested the result using computer simulation.

From the review of the related literature, it was found that most literature has no
harvesting scheduling for using agricultural machines such as cane-cutting mowers
with the principle that there should be sugarcane field clustering before routing,
because fields in Thailand are quite small and social factors are different from other
countries. Also, the trend of using cane-cutting mowers instead of laborers has
increased more and more. Therefore, this research on Development of Heuristics in
Sugarcane Harvest Scheduling for Mechanical Harvester in Sugarcane Supply
Chain was important and should be focused on.

3 Problem Statement

The problem in this study was a case study in the cane and sugarcane industry
which was in the process of harvesting management because of the complexities of
the industry mentioned above, limitations, and conditions affecting the harvesting
management in both quantity and CCS value of canes. Therefore, the study for
development of scheduling for using cane-cutting mowers in harvesting was
important under these conditions in order to produce continuously a flow of raw
materials and use limited resources to produce the most benefit. As a result, it
caused a lower cost for the total cost of the logistic system.

At present, the sampled factory harvested canes with fresh canes numbering 70–
75 % and fired canes at 25–30 %. Normally, there were 3 harvesting methods which
were (1) cut and load canes by labor, (2) cut and load canes by labor and cutting
machine, and (3) cut and load canes by cutting machine. Mostly, farmers used
method no. 2 (cut and load canes by labor and cutting machine) which was seen at
67 %, and no. 3 (cut and load canes by cutting machine) which was seen at 33 % of
all canes cut, and there were 100 cutting machines in the system. About 68 cutting
machines were from farmers, and the other 38 were from a factory. There were 2
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types of cutting machine management. The first type was that the factory would
manage the cutting machines, which was at 30 %. The raw material section of the
factory would manage the cane cutting in both scheduling and ordering for each
farmer. Major farmers mostly requested their need to the factory in order that the
factory would provide cane cutting using machines, and the second type was that
the factory would let farmers manage the cane cutting themselves, at 70 %. These
were mostly small farmer groups that requested the need to the factory to provide
cane-cutting machines. Then, the factory would allocate the cane-cutting machines
for farmers in each group to conform to the production capacity of each machine.
Next, the farmer groups should manage cane cutting by themselves. The factory
identified that 1 cane-cutting machine should cut 15,000 ton/pressing season. The
harvest managing of farmers may not be effective enough as such scheduling
required skill, experience, or expertise in the work area. In the meantime, if it was
considered necessary for other conditions, the new plan should be performed for
such an order, and it may result in inadequacy because of the capacity limitation of
human consideration. Moreover, it could not be concluded that such harvest
scheduling was the best method or not. The most important points were that (1)
many stakeholders were related to the cane and sugarcane industries, which resulted
in high uncertainty, and (2) many cane cultivation plots were distributed in each
area with differences in size, pattern, and physical factors. The above factors
resulted in complexity and difficulty for the harvesting process, and this led to a bad
effect on both product quality and cost of transportation in the inbound logistics
system. Therefore, it was necessary to develop tools or systems to help in making
decisions to support the uncertainty that might occur, in order to make decisions
with human experience or expertise to give the most accurate and effective result. In
this case, the canes should be in competition with competitors.

4 Methodology

In this paper, we propose and develop two GA algorithms (clustering and routing)
for sugarcane harvester scheduling. From reviewing the literature, GA is a very
efficient method for solving the clustering and scheduling problems, especially the
NP class.

4.1 Genetic Algorithm for Field Clustering

Solving the sugarcane-harvesting problem starts with clustering types of sugarcane
fields corresponding to the capacity of the harvester for minimizing the traveling
distance. The steps for clustering using the GA are presented below.
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4.1.1 Heuristic-Based Encoding and Decoding Routine

The essential factor to cluster the sugarcane fields is the maximum capacity of the
mechanical harvester. In the clustering step, sugarcane fields are grouped corre-
sponding to the capacity of the mechanical harvester with the objective to minimize
the traveling distance. Hence, the process of generating the chromosome starts with
the number of population using the heuristic-based encoding routine detailed in
Figs. 3 and 4 shows the initial chromosome for the 9 sugarcane fields.

From Fig. 4, we can see that the sequence of fields in this cluster is 1-9-5-2-8-4-
6-3-7. The objective of this chromosome can be determined using the heuristic-
based decoding routine detailed in Fig. 5. For example, the parameters used to
cluster the sugarcane fields are sugarcane quality in each field (see Table 2) and
capacity of the three mechanical harvesters which are 15, 15, and 10 units,
respectively. According to these parameters, the results of determining field clus-
tering after applying the heuristic-based decoding routine are as follows: Group 1:
Fields no. 1, 9, 5, and 2 with the total amount of sugarcane being 15 units, while
Group 2 consists of fields no. 8, 4, 6, 3, and 7 containing the total amount of
sugarcane at 10 units. Once the field clusters are obtained, the routes will be
determined and the traveling distance can be calculated as detailed in Sect. 4.2.

4.1.2 Genetic Operator

Crossover is an operation to generate a new string (i.e., child) from two parent
strings. It is the main operator of GA. In recent years, a number of crossover

Procedure: Heuristic based encoding routine for clustering 
Input: Harvester scheduling data 
Output: Chromosome vk

Begin 
             Select the largest sugarcane field  

While (no. of sugarcane fields≠0) do
    Sort the sequences of 4 neighborhood fields from the selected field 
    Select the next field by random from the 4 fields  
     Update the remaining sugarcane fields 
End 
Output Chromosome vk

End 

Fig. 3 Heuristic-based encoding routine for clustering

1 9 5 2 8 4 6 3 7 

Fig. 4 Illustration of chromosome with heuristic-based encoding routine
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operators have been presented, but the one-point crossover method has been
selected for this study. For any pair of randomly selected points, the set of fields
between them will always be inherited from the first parent to the child, while the
other fields will appear in the order matching their appearance in the second parent.
Furthermore, it is possible that when offspring are produced illegally in the form of
a solution which is not feasible, conversion to a legal form might be possible
through a repairing technique.

Mutation is another usually used operator of GA. Such an operation can be
viewed as a transition from a current solution to its neighborhood solution in a local
search algorithm. The main purpose is to ensure that premature solutions resulting
in only a local optimum will not occur. This study applied 3 mutation strategies
(swap, flip, and slide mutation) which are shown in Fig. 6a, b, c, respectively.

4.1.3 Selection Operation

One further factor which is especially important in GA is selection. It is a procedure
to select offspring from parents to the next generation. The general definition holds
that the probability of selecting a given chromosome should reflect the performance
measure of that chromosome within the population. This ensures that a parent
performing to a high level is more likely to be selected for the next generation. For
the fitness function, in this clustering problem, the objective is to minimize distance

Procedure: Heuristic based decoding routine for clustering 
Input: Chromosome vk

Output: evaluated value (distance) 
Begin 

For (field: first order to last order) do 
 Harvester = 1 

While (Harvester capacity > 0) do 
     Assign capacity for harvester  
     Update capacity of harvester 

End 
Harvester = Harvester+1 

  Calculate travel distance  
Output evaluate value 
 End 

End 

Fig. 5 Heuristic-based decoding routine for clustering

Table 2 Amount of
sugarcane in each field (units)

Field 1 2 3 4 5 6 7 8 9

Sugarcane
Q’ty

5 4 1 2 4 2 3 2 2
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between fields. Therefore, the evaluation function used for the GA proposed is
based on the distance (ΣDij) of the schedule using Eq. (1).

Eval við Þ ¼ 1=RDij; i ¼ 1; 2; 3; . . .; popsize ð1Þ

This study implements the parent selection process through the common roulette
wheel selection approach outlined by Goldberg.

4.2 Genetic Algorithm for Harvester Routing

Once the field cluster is obtained, the next step is to determine the mechanical
harvester route using the GA detailed below.

4.2.1 Initial Population

The chromosome obtained from the clustering phase is used to determine the
mechanical harvester route. For example, from Step 4.1.1, Group 1 consists of fields
no. 1, 9, 5, and 2. The initial chromosome is presented in Fig. 7.

From this figure, we find that each chromosome is random for the sequence
number corresponding to the number of fields. Additionally, the sequence number
obtained from the randomization will get one initial chromosome, and the number
of random numbers equals the number of population. Next, the chromosome
generated for routing is evaluated for the objective function in order to maximize
the total profit using Eq. (2),

Parent 1 9 5 2 8 4 6 3 7 

(a) 

Offspring 1 9 4 2 8 5 6 3 7 

Parent 1 9 5 2 8 4 6 3 7 

(b) 

Offspring 1 9 4 8 2 5 6 3 7 

Parent 1 9 5 2 8 4 6 3 7 

(c) 

Offspring 1 9 4 5 2 8 6 3 7 

Fig. 6 Illustration of mutation operation. a Swap mutation, b flip mutation, c slide mutation
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Total profit ¼ Revenue � cost ð2Þ

Revenue ¼ Q� S; Q ¼ Sugar cane quantity; and S ¼ Sugar cane price

Cost ¼ F � TD� CR; F ¼ Fuel price; TD ¼ Total travel distance,

CR ¼ Fuel consumption rate

4.2.2 Genetic Operator

In order to improve the routing solution using GA, crossover, mutation, and
selection processes are applied which is similar to the process for clustering. Hence,
in this paper, one-point crossover, swap, flip, slide mutation, and roulette wheel
selection are applied.

4.3 Genetic Parameter

The proposed algorithms were run with MATLAB on a 1.60 GHz PC, with 4 GB of
RAM, for testing and evaluation. To solve the problem using the proposed GA, for
clustering, the parameters used were set as follows: maximum generation
maxGen = 5,000, population size popSize = 100, crossover probability pC = 0.8,
and mutation probability pM = 0.2. For routing, the parameters used were set as
follows: maximum generation maxGen = 10,000, population size popSize = 100,
crossover probability pC = 0.8, and mutation probability pM = 0.2.

5 Results

From Development of Heuristics in Sugarcane Harvest Scheduling for Mechanical
Harvester in Sugarcane Supply Chain, the researcher took the study results to apply
in 2 sugarcane factories which were located in the central area of Thailand. The
pattern of harvest management was divided into 2 cases which were (1) case of
clustering and harvester routing pattern and (2) case of the pattern with only har-
vester routing as below.

Field 1 9 5 2 

Random 1 4 2 3 

Field 1 5 2 9 

Order 1 2 3 4 

Fig. 7 Illustration of
chromosome encoding
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5.1 Case of Sugarcane Field Clustering and Harvester
Routing Pattern

From the study of data from a sample sugarcane factory in the central region, the
area was divided into 6 regions, and clustering and plan for harvester routing in
each area were carried out. The results from performance testing on cane harvest
scheduling in current practice from the real-case sugarcane pattern and the devel-
oped pattern show clearly that the cane harvest scheduling developed pattern was
more effective than that from current practice from the real case (present pattern
used in the factory), and the average distance for the traditional pattern of the
factory was 2049.89 km, while that from the newly developed method was
727.71 km. In this case, it reduced 1322.18 km or 51.49 %. Considering the average
capacity of the cane harvester for the traditional pattern of the factory, it was
90.94 ton/day, whereas the developed pattern provided 110.06 ton/day, an average
capacity increase of 20.12 ton/day, or 26.49 % as presented in Table 3.

5.2 Case of Pattern with Only Harvester Routing

In fact, most farmers have their own group due to physical, social, and cultural
factors such as cane fields of farmers in each area being located closely to others
who they are familiar with and provide confidence, respect, etc., so the order
complied with the management of the current crop that farmer groups had at
present. This study presents a scheduling of harvester routing only. By studying
data of a sampled sugarcane factory in the central region, the area was divided into
9 regions, and the plan for harvester routing made for each vehicle. The results from
performance testing on cane harvest scheduling in current practice from the real-
case pattern and the developed pattern show clearly that the cane harvest scheduling
developed pattern was more effective than that from current practice for the real

Table 3 Comparison of effectiveness of cane harvest scheduling between current practice from a
real case and the proposed pattern

Area Distance (km) Average capacity (ton/day)

Current
practice

Program Improvement
(%)

Current
practice

Program Improvement
(%)

1 4953.21 1513.87 69.44 88.13 102.07 15.81

2 3927.64 862.92 78.03 98.37 111.07 12.91

3 1353.45 812.41 39.97 87.79 106.03 20.78

4 613.78 560.04 8.76 48.64 84.97 74.69

5 840.83 308.53 63.31 129.77 134.07 3.32

6 610.45 308.51 49.46 92.92 122.16 31.46

Average 2049.89 727.71 51.49 90.94 110.06 26.49
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case (present pattern used by factory). The average distance for the traditional
pattern of the factory was 471.43 km and from the newly developed program was
314.98 km. In this case, it reduced 130.98 km or 31.99 %. After considering the
average capacity of the cane harvester for the traditional pattern of the factory, it
was 228.85 ton/day, whereas the developed pattern provided 223.46 ton/day, an
increase of 5.39 ton/day, or 4.59 % (as shown in Table 4).

From the two patterns of harvest scheduling using cane-cutting mowers, it
resulted in a shorter total distance to move mowers, and it could increase effec-
tiveness of the cane-cutting mowers. Considering distance, the first pattern (clus-
tering and harvester routing) was more effective than the second pattern (harvester
routing only) as the second pattern has less flexibility in physical, social, and
cultural aspects of farmers than the first pattern. Considering the average capacity of
cane harvester for the first pattern, it was found that the cutting power of each cane-
cutting mower on the field would have similar quantity, because the principle of
clustering would try to equalize the cutting power of the mowers to have similar
cutting quantity. For the second pattern, harvesting routing without clustering, the
group was arranged according to the existing farmer groups. Therefore, pattern no.
1 would be more effective than pattern no. 2 because it was more flexible.

6 Summary and Conclusions

According to the study of Development of Heuristics in Sugarcane Harvest
Scheduling for Mechanical Harvester in Sugarcane Supply Chain, after research on
two-sampled sugarcane factories in the central area, it was seen that the harvest
scheduling using GA gave a better pattern than the traditional pattern of the factory.

Table 4 Comparison of effectiveness of cane harvest scheduling with the harvester routing only
pattern between current practice from the real-case sugarcane industry and the present program

Area Distance (km) Average capacity (ton/day)

Current
practice

Program Improvement
(%)

Current
practice

Program Improvement
(%)

1 492.40 224.61 54.38 143.91 220.37 53.13

2 446.39 323.60 27.51 264.50 225.32 −14.81

3 283.18 194.14 31.44 139.07 222.51 60.00

4 647.39 289.93 55.22 278.65 224.58 −19.40

5 371.05 259.24 30.13 225.27 222.46 −1.25

6 368.68 311.17 15.60 207.40 222.58 7.32

7 933.16 702.52 24.72 300.45 224.25 −25.36

8 357.07 276.89 22.45 277.64 224.78 −19.04

9 343.51 252.75 26.42 222.72 224.25 0.69

Average 471.43 314.98 31.99 228.85 223.46 4.59
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Considering routing, (1) the clustering and harvester routing pattern which was
developed had shorter distance than the traditional pattern of the factory by 51.49 %
and (2) the harvester routing alone pattern provided a shorter distance than the
traditional pattern of the factory by 21.21 %. Pattern no. 1, clustering and harvester
routing, was more effective than the case of pattern no. 2, harvester routing, as it
was more flexible. By effective development of harvest management using the
mentioned mowers, it gave a total distance shorter than before, so it resulted in
reduction of power consumption, and it led to a reduction of inbound logistics
capital. Moreover, it resulted in high efficiency of mowers use.
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Territory Energy Management
Performance Improvement

Gilles Dedeban and Paul-Eric Dossou

Abstract The lack of growth in Europe is one of the reasons behind the dire
economic situation facing many European countries today. The question is how to
address this situation at the same time meeting the expectations of both the general
public and enterprises. European countries and enterprises have to resist the crisis
and prepare for the future. They need to reorganize themselves in order to improve
their performance. The research of ICAM (School of engineers) in industrial
organization is destined to enterprises, public establishments and departments. It is
based on GRAI Methodology, one of the three main methodologies for enterprise
modeling. GRAIMOD is a software tool being developed in ICAM for supporting
GRAI Methodology. The approach used is composed of the modeling of the
existing system, the diagnosis, and the analysis of the obtained models for detecting
inconsistencies and the design phase for improving the system. A general typology
is proposed for enterprises and general public entities, then for facilitating the
improvement during the design phase a reference model is proposed for each
enterprise, public establishment, or department domain. The performance criteria
used for improving countries and enterprises are quality (of products, system,
process, supplying), cost, lead time, carbon management, social, societal, and
environmental management (including energy management). According to the
climate and energy package adopted in December 2008 by the European Parliament
in the current context of energy transition, the department of Vendée recently
passed a plan to improve energy self-sufficiency of its territories. Through modeling
of consumption and potential local renewable energy production, this chapter offers
several energy scenarios and assesses the efforts needed to achieve objectives. An
illustration is given as an example in one of its urban communities, a territory of
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30,000 inhabitants. This example is used for elaborating a reference model
according to the concerned domain. The proximity of ICAM with enterprises and
general public facilitates the elaboration of these different reference models and the
validation of concepts elaborated.

Keywords Energy management � Sailboat and powerboat manufacturing � Energy
reduction

1 Introduction

The study presented is a part of the Vendée Energies Nouvelles (VEN) Plan
developed by the Vendee department. This aims to anticipate energy issues and
seeing energy transition as an opportunity for promoting employment, boosting the
local economy, and reducing energy dependence. To achieve the 50 % target
electric range by 2025, two levers of action are required:

• control of energy demand: awareness on energy savings, use of alternative
energy sources such as boilers—wood and taking into account the energy
efficiency of buildings,

• local electricity production: facilities start or increase in the coming years in
wind farms, solar fields, and biogas plants.

Actually, Vendee department produces only 10 % of his consumed electrical
energy, by using renewable sources of energy. In France, between 4 and 5 % of the
consumed electrical energy comes from a renewable source (Region of Pays de la
Loire 2013).

In order to help local communities, an offshore wind project will be commis-
sioned in 2021 and is expected to yield 25 % power autonomy. For the remaining
15 %, urban communities have an important role to play. They should be based on
local and non-relocatable potential such as wind, solar, geothermal, and agricultural
waste.

This study is the starting point for elaborating a reference model according to the
GRAI Methodology.

2 Global Methodology

GRAI Methodology is one of the three main methodologies used for analyzing and
designing enterprises and collectivities. The GRAI approach is composed of four
phases: an initialization phase to start the study, a modeling phase where the
existing system is described, an analysis phase to detect the inconsistencies of the
studied system, and a design phase during which the inconsistencies detected are
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corrected and a new system is proposed. These concepts could be used to ensure the
transformation of enterprises to meet real market needs (globalization, relocation,
capacity to be proactive, cost optimization, lead time, quality, flexibility, etc.) and
have to be adapted.

An enterprise or an organization is completely described according to GRAI
Methodology by finding five models: functional (functions of the enterprise and
their links), physical (the production system), informational (the net, tools, and
informational flows), process (series of sequences or tasks), and decisional (struc-
ture of orders, hierarchic organization). Then these models could be improved for
increasing enterprise performance.

GRAIMOD (Dossou and Mitchell 2013) is a new tool being developed by
ICAM Engineer School for proposing concrete solutions to improve enterprises or
organization according to new market evolutions. Nowadays, it contains five
modules working around three submodules (Fig. 1).

This tool is composed of different modules such as GRAIXPERT,
GRAIMANAGER, GRAIKERN, GRAITRANS, GRAIWORKER, GRAISUC,
and GRAI_SSE. GRAI_SSE is the new module being developed specifically for
integrating social, societal, and environmental dimensions in the improvement of
enterprises and organization. It is composed of a submodule GRAICARB destined

Fig. 1 Architecture of GRAIMOD

Territory Energy Management Performance Improvement 407



to manage carbon footprint and GRAI_SO being elaborated for improving the other
aspects of environmental, social and societal dimensions, and energy management.
These modules are detailed in Dossou and Mitchell (2013).

The objective was to integrate in the tool the best practices for improving
enterprises or organizations. Reference models are being elaborated. This study is
made in this goal.

3 Approach and Deliverables

The project is structured in several large stages according to the diagram given
below (Fig. 2).

The final objective was to establish a dialogue and bring out projects at the local
level.

Deliverables produced throughout the process are as follows:

1. Awareness media
This presentation is the same for all communities. It is intended for:

• introducing the topic of energy transition and increase awareness of the
issues of energy,

• explaining the framework and objectives of the mission, and
• explaining the different possible actions.

2. Excel application
This Excel application is a tool for formatting electricity production and power
consumption data provided by ERDF (French Energy Company).

Fig. 2 Project stages
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Socioeconomic data are similarly integrated there provided by Vendée
Expansion.
From the database of local communities, the system produces raw communi-
cation documents.
This system allows now to ensure a follow-up of the evolution of data. Indeed,
each year, data may be updated and the new consolidated reports are generated.

3. Territorial diagnostic energy report
The basis of this report was generated via the Excel application.
After data and bibliographic searches, several meetings with local actors, and
site visits, we completed it with ideas of local actions in line with the identified
potential and resources and we modeled three forward-looking scenarios
according to the different actions.

4. Diagnostic presentation media
The first communication media for the “association of cities” is a slideshow,
which incorporates the elements of the report.
Following are the objectives of the presentation with the officials:

• Make the data readable and exploitable.
• Encourage to invest in the Plan “Vendée Energies Nouvelles.”

Finally, make a poster A3 to contain the set of important elements of territorial
diagnosis (Fig. 3).

Fig. 3 Synthesis poster
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This poster includes the following:

1. social and economical components of the territory (area, number of inhabitants,
demographic evolution, rate of primary, secondary residences, and types of
businesses),

2. evaluation of local energy resources,
3. current electrical consumption and local production, and
4. action plan to manage to achieve autonomy objectives.

4 Application: One of the Territories in French Department
of Vendee (West of France)

4.1 Demographic Evolution

This represents an evolution of the population of 2 % per year, an increase of 543
inhabitants (Fig. 4).

In comparison, the French population evolves at the rate of 0.5 % per year. The
territory density is 119 inhabitants per km2. Below 150 inhabitants per km2, the area
can be classified as rural, although the population is unevenly distributed on the
territory.

4.2 Economic Profile

The territory includes 2949 companies. The economic activity of the territory is
characterized by many small-size companies for services (only 5 companies to more
than 200 employees). However, there are a large number of shops. Industrial

+2% inhabitants per year

Fig. 4 Demographic evolution

410 G. Dedeban and P.-E. Dossou



companies are also well represented through 10 poles of activities present in the
territory and proposing a dynamic economic environment (services, trade/handi-
craft, agriculture) (Fig. 5).

4.3 Evolution of the Electric Consumption

In 2013, electric consumption reached 196 GWh (Fig. 6).
It increased by 3.4 % per year over the last 5 years (French electric consumption

increase was about 1.5 % per year in the same period). Variations on the displayed
graph can be explained by the more or less severe winters (ERDF 2014).
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We should also have in mind whether the study area is connected or not to the
gas network in order to judge its power consumption profile.

In this case, the territory is well served in gas: 3 towns of 6 are connected to the
gas network, which represents about 86 % of the population of the country.

4.4 Consumer Distribution

In the territory, the main sector of electricity consumption is residential to 52 %
(Fig. 7).

The total power consumption per inhabitant is 6513 kWh in 2013.
Reduced to residential, this consumption amounted to 3418 kWh per inhabitant.

Although it is always less than the French average that is 3569 kWh per inhabitant,
there is an increase of 13 % over the last 5 years (Fig. 8).

Here are the five main activity sectors for electricity consumption in 2013
(Fig. 9).

Fig. 7 Residential consumption 1

Fig. 8 Residential consumption 2
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4.5 Evolution of the Electric Production

Installed electrical power by the land was from 21,332 kW in 2013, distributed as
shown in the chart below (Figs. 10 and 11).

4.6 Electric Autonomy

The same year, the country produces 32 GWh and consumes 196 GWh.
Energy independence thus amounts to 16 %. All of the electricity comes from

renewable sources of energy (wind, photovoltaic). This situation places the territory
as advance to the objective of the department.

Fig. 9 The most consuming sectors

Fig. 10 Local electric production
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Indeed, the department wants to achieve a degree of power autonomy of 50 % by
2025. The objective will be achieved by an annual increase of production of 2.2 %
(taking into account the growth of the current energy consumption).

4.7 Resources and Potential

Analysis of resources and potentials allows us to stock the following:

Sunshine:
The territory has a rather favorable photovoltaic potential (1260 kWh/m2: comply
with departmental and national average).

Wind:
3 towns of 6 are located in favorable areas according to the regional wind power
scheme.

Biomass:
Deposits of liquid manure from farms of cattle and poultry and food waste
(Table 1).

Fig. 11 Installed electric
power

Table 1 Biomass estimated potential

Material Potential methane (m3 of CH4/tonne of raw
material)

Potential estimated of the
territory

Cattle manure 20 3,997,296 m3

Cattle manure 40 5,329,728 m3

Green waste 125 500,000 m3

Slaughterhouse
grease

180 4 slaughterhouses
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Geothermal energy:
The geographical area is potentially favorable for vertical geothermal.

The most favorable solution is to create an “energy mix” efficient and sustainable
which takes into account complementarities of these energy sources in the territory
and to ensure the development of renewable energy.

4.8 Local Actions Proposals

Here are three ideas for local actions proposed in city areas. These ideas are from
the analysis of the diagnosis and the potential of the territory. Other actions are of
course possible.

1. Public Awareness

The awareness aims to disseminate a common culture to the people to change
behaviors and daily habits. Communication with locals helps make visible energy
and energy transition that are not concepts mastered by all.

The Plan “Vendée Energies Nouvelles” requires all stakeholders to unite around
the issue of the energy transition (Soleil 2007a, b). This is also an opportunity for
the territory of communicating the current actions.

Here are several examples of implementation of awareness:

• Dissemination actions in municipal magazines,
• Vendée Electric Tower

– Guide Distribution practice of good energy practices
– Days “In town without my car”
– Awareness of school through fun activities.

The territory is characterized by a dynamic trading sector. Therefore, one could
imagine communication campaigns and games on the energy transition or other
topics in supermarkets and places of high traffic (city center, commercial area).

Sensitization may also boost local employment by directing individuals to
professionals and craftsmen of the area.

The various existing financing related to energy renovation can encourage
individuals to citizen initiatives. The impact of awareness is measured on long-term
energy independence.

2. Earth Wind Turbine

The regional wind scheme identified 3 towns favorable to the installation of wind
farms in the territory.

There is already in the territory a 18 MW wind farm which consists of 9 wind
turbines of 2 MW each which today accounts for almost 85 % of electricity pro-
duction in the territory.
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The extension of the park with the addition of seven new wind turbines is
scheduled for 2016.

The impact is straightforward since the addition of a park directly drives the
increase in electricity production, and therefore, autonomy.

For example:
The new fleet of 14 MW (7 wind turbines) will bring in 13.6 % more electric
range under current conditions.

(a) Methane

• Methanation adds value to the fermentable waste planning. Waste can
come from:

– agriculture
– food industry
– collective canteen
– waste disposal (green): 4000 t/year estimated here.

It is important to know the status of potential biogas. These studies can be
carried out by the Chamber of Agriculture of the Vendée or other organizations.

For example:
3000 tons/year of waste are enough to power a biogas plant 75 kWel that can
earn 0.25 % electric range under current conditions.

4.9 Prospective Scenarios

The current electric range of the territory is 16.3 %. However, to increase the
electric range by 2025, the territory will have to make significant efforts in terms of
control of water consumption and production of electricity.

Currently, there is a wind farm consisting of 8 turbines producing 28 GWh per
year. It contributes significantly to the electric range. Further, a photovoltaic power
is also in operation and production is 4 GWh annually.

The various scenarios below include the start of offshore wind farm of two
islands from 2021.

Scenario 1: Consumption is under control, but production remains at current levels

⇒ Insufficient electric autonomy (Fig. 12).

Consumption: It increases of 3.4 %/year, reaching 196 GWh in 2013.
Consumption is controlled (green curve) through awareness on energy conser-

vation, energy efficiency of buildings, and alternative energy such as wood energy
and solar thermal panels.
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This reduces almost 55 GWh of electricity consumption in 2025.
Production: It is 32 GWh in 2013.
In this scenario, there is no additional installed capacity and no new system is

put in place.
Electrical life: It includes the contribution of offshore wind farm and its 25 %

additional power autonomy.
With the commissioning of the offshore wind farm in 2021, autonomy should

only reach 38.5 % in 2025.

Scenario 2: Consumption is not controlled, but renewable energy is developed

⇒ Insufficient electric autonomy (Fig. 13).

Consumption: In this scenario, consumption is not controlled (brown line), the
current trend is continuing.

Production: To increase the production of green electricity, new facilities are in
place.

• Methanation unit: three units starting in 2016, 2019, and 2022 for a unit pro-
ducing 0.53 GWh (75 kW operating 7000 h per year)

Wind Power 

Controlled ConsumptionUncontrolled Consumption

Electric autonomy

Photovoltaic

Fig. 12 Electrical scenario 1
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Wind farm: start of a park in 2016 for a production of 16.8 GWh (4.2 MW wind
turbines operated 2100 h per year),

• Wind farm: extension of a park in 2023 for a production of 8.4 GWh (2.2 MW
wind turbines running 2100 h per year), and

• Photovoltaic: 1 house of 8 will be equipped with rooftop PV 2025 (1575
houses × 40 m2). This corresponds to a production of 3.2 GWh. It is divided
over 10 years, from 2016 to 2025 (+0.32 GWh per year).

Electrical autonomy: It includes the contribution of offshore wind farm and its
25 % additional power autonomy. It was 16.3 % in 2013. Despite large investments
in electricity production, consumption increases too much and does not meet the
energy needs.

The electric range should only reach 46.2 % in 2025 with the offshore fleet.

Wind Power

Controlled Consumption 

Uncontrolled Consumption 

Electric autonomy 

Photovoltaic Methanation

Fig. 13 Electrical scenario 2
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Scenario 3: Consumption is controlled and developed renewable energy
production

⇒ Sufficient electrical autonomy (Fig. 14).

Consommation: Same as scenario 1.
Production: Same as scenario 2.
Electrical autonomy: Through the efforts of the territory (in terms of energy

efficiency, alternative energy, and awareness to energy saving) and the new offshore
wind farm, the electric range is expected to reach 51.1 % in 2025.

It is important to act on two parameters to achieve the set goals: to control the
consumption and production of electrical energy.

5 Conclusion

The presentation of this work with the elected officials has generated great interest
and has given rise to the ideas and the following questions: What about financial
aid for individuals? What about concrete actions? What are objectives for reducing

Fig. 14 Electrical scenario 3
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consumption in short term? What are the human resources of anaerobic digestion?
How the photovoltaic recycling is?

Different topics could be studied and developed for continuing this work:

• Make a study of the anaerobic digestion,
• Geothermal,
• Photovoltaic,
• Awareness on consumption, and
• Alternative energy.

Some ideas have to be improved: solar farm, methanation, development of wind
power, development of photovoltaic, additional wind farm, and geothermal on the
aquatic center.

Other improvements are also defined: prioritize the issues, ROI study on geo-
thermal, and link with OPAH (Programmed operation Housing Improvement).

This first step of information and stimulation is performed, and the department of
Vendée wishes to support the territory in second phase of feasibility study of the
proposed actions.

For ICAM, this application gives a concrete case and data for elaborating a
reference model for GRAIMOD by using GRAI methodology.
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An Assessment of Customer Contentment
for Ready-to-Drink Tea Flavor Notes
Using Artificial Neural Networks

Athakorn Kengpol and Worrapon Wangkananon

Abstract Ready-to-drink (RTD) tea achieves estimated sales of 6.7 billion in 2012
(according to Chicago-based market) (Zegler in Tea and RTD Teas—US—
Chicago-based. Mintel Consumer Market ResearchReport, 2013). The consumption
of RTD tea is increasing rapidly in the USA (Cernivec in Food Chem 136, 1309–
1315, 2015) and also in Thailand (Katenil, Bottled Beverage Market in Thailand,
2014), and the growth is projected to increase steadily for the next five years. The
taste of beverage is the key success for achieving customer loyalty in which the
flavor impact plays a crucial role to the taste. Traditional flavors such as lemon,
peach, raspberry, citrus, and plain tea have survived the test of time; however, many
beverage companies are seeking alternative flavors that are not typically associated
with tea, such as pineapple, apple, mint, strawberry, chocolate, and herbal ingre-
dients. In general, flavor consists of many compounds that make the odor notes.
The chapter reports a study to assess which compound affects customer content-
ment for RTD tea flavor. The study selects the jasmine, lemon, peach, citrus, and
plain tea flavors that are most wildly used in this market segment. In order to
identify the hidden pattern of the customer’s contentment, the artificial neural
networks (ANNs) have been applied to classify the key volatile compound of the
flavors. According to the input data of the 4 customer groups and 5 key volatile
compounds (5 flavors) as the output, the results show that the best structure of
ANNs is 4-7-5 with 1.54e−2 MSE and it can predict 75.5 % of accuracy. The
compounds that carry the most effect on customer contentment are women–adult is
jasmine; women–teen is lemon; men–teen is citrus; and men–adult is plain tea.
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1 Introduction

Tea and ready-to-drink (RTD) tea achieved appraised sales of $6.7 billion in 2012,
according to Chicago-based market research (Zegler 2013). The sales are expected
to increase to nearly $8 billion by 2014. In order to support the increased interest of
tea, beverage makers are producing a variety of tea drinks using different types of
tea, such as black, green, oolong, and white. Consumer favorites for tea are
becoming increasingly varied. The Tea Council in the UK (Khokhar and
Magnusdottir 2002) estimates that there are now more than 1,500 varieties of the
Camellia sinensis tea plant; nevertheless, black and green tea varieties stay the most
popular. The market expects these varietals to continue to govern the segment for
the next five years. White tea’s flavor, however, seems to be dropping in the USS.

In the last few years, companies have been asking for a more authentic tasting tea.
For iced tea drinks, stronger tea taste can become a higher preference for beverage
producers in order to equip a point of difference between brands, to meet consumers’
desires for tea products with a truer taste, and to obtain higher levels of the healthful
ingredients found in tea, which is the main reason that many consumers drink tea.

Popular fruit flavors and a greater number of sweeteners also complement the
smooth and mild taste of black tea. Traditional flavors such as lemon, peach, rasp-
berry, citrus, and plain tea have remained alive through the test of time (Yu et al.
2014); however, many beverage companies are seeking alternative flavors that are not
regularly associated with tea, such as pineapple, apple, mint, strawberry, chocolate,
and herbal ingredients. The taste of the beverage is one of the key successes for
achieving customer loyalty. However, the flavoring drink requires an expert to
determine the type and amount offlavor to garnish the drink each species or individual
scent. In addition, the flavor must be suitable for the consumer; for instance, young
customers may enjoy the intense fruit flavors, while older people may like the smell of
natural light. The odor language is a language that is difficult to describe. The key issue
is that materials developed smells that are composed of many kinds of volatile flavor
varieties. It is difficult to choose a scent to suit the product development. Thus, it is
important to classify as volatile influencing satisfaction of each consumer group.

The objective of this study, therefore, is to assess which compound, which
affects customer contentment for RTD tea flavor notes, would be successful in the
market. In order to identify the hidden pattern of the customer’s needs, the artificial
neural networks (ANNs) have been applied to classify the key volatile compound of
the flavors. In this study, the RTD tea segment is selected as a case study due to
market trend. The 4 customer groups and 5 compounds of flavor are used as a data.

2 Literatures Review

In this part, we present 2 main ideas consisting of flavoring and ANNs that are
related to the study.
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2.1 Flavoring

Flavor (USA) or flavour (UK) is the sensory impression of a food or other sub-
stance and is defined mainly by the chemical senses of taste and smell (Ho et al.
2008). The “trigeminal senses,” which detect chemical irritants in the mouth and
throat as well as temperature and texture, are also very important to the overall
Gestalt of flavor perception. The flavor of the beverage, as such, can be altered with
natural or artificial flavorants, which influence these senses. Although the terms
“flavoring” or “flavorant” in common language denote the combined chemical
sensations of taste and smell, the same terms are usually used in the fragrance and
flavors industry to refer to edible chemicals and extracts that alter the flavor of food
and beverage through the sense of smell. Most artificial flavors are specific and
often complex mixtures of singular, naturally occurring flavor compounds com-
bined together to either mimic or improve a natural flavor. These mixtures are
formulated by flavorists to give a food product a unique flavor and to maintain
flavor consistency between different product batches or after formula changes. The
list of known flavoring agents includes thousands of volatile compounds, and the
flavor chemist (flavorist) can often mix these together to generate many of the
common flavors. Many flavorants consist of esters, which are often described as
being “sweet” or “fruity” (Hui et al. 2004). According to Table 1 (Maarse 1991) are
illustrated some of the chemical compounds that produce odor.

The compounds used to generate artificial flavors are almost identical to those
that occur naturally. It has been suggested that artificial flavors may be safer to
consume than natural flavors due to the standards of purity and mixture consistency
that are compelled either by the company or by law. Natural flavors in distinction
may contain impurities from their sources, while artificial flavors are typically more
pure and are required to tolerate more testing before being sold for consumption.
Flavors from food products are usually the result of a blending of natural flavors,
which set up the basic smell profile of a food product, while artificial flavors modify

Table 1 Some of the
chemical compounds that
produce odor

Chemical Odor

Diacetyl Buttery

Isoamyl acetate Banana

Benzaldehyde Bitter almond

Cinnamaldehyde Cinnamon

Ethyl propionate Fruity

Methyl anthranilate Grape

Limonene Orange

Ethyl decadienoate Pear

Allyl hexanoate Pineapple

Ethyl maltol Sugar, cotton candy

Ethyl vanillin Vanilla

Methyl salicylate Wintergreen
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the smell to accent it. Unlike smelling, which occurs upon inhalation, the sensing of
flavors in the mouth occurs in the exhalation phase of breathing and is apperceived
differently by an individual. In other words, the smell of food is different depending
on when you smell it in front of you or whether it has already come in your mouth.

The flavorings related to previous study have illustrated the following. Auvray
and Spence (2008) have reviewed the concept of perception of food (Flavor), which
concluded that the smell of food affects the sense of touch in many aspects such as
taste, smell sensory face, and feel. Sorenson et al. (2009) have proposed the
development of functional beverage products. It is recommended that you create
value by adding ingredients that help consumers feel healthier with fiber, such as
collagen. In addition, the flavors of the drink are important factors that must be
designed to meet the target audience. Harke et al. (2009) have studied the prefer-
ences of consumers in each group with the sweetness and flavor of the kiwi by a
change in the method of cultivation. The results allow consumers to eat kiwi fruit
which was satisfied with the different taste.

2.2 Artificial Neural Networks; ANNs

For the classification problems, there are many classification algorithms techniques
that must be properly used. The examples of linearity problems are Fisher’s linear
discriminant, linear regression, naive Bayes classifier, support vector machines, etc.
For nonlinearity problems, there are perceptron, kernel estimation, ANNs, etc.
ANNs are algorithms that can be used to perform nonlinear statistical modeling and
provide a new alternative to logistic regression, the most commonly used method
for developing predictive models for dichotomous outcomes in medicine. Neural
networks offer a number of advantages, including requiring less formal statistical
training, ability to implicitly detect complex nonlinear relationships between
dependent and independent variables, ability to detect all possible interactions
between predictor variables, and the availability of multiple training algorithms.
Disadvantages include its “black box” nature, greater computational burden,
proneness to over fitting, and the empirical nature of model development (Vineis
and Rainoldi 1997).

Artificial neural networks (ANNs) are a family of statistical learning algorithms
infused by biological neural networks (the central nervous systems of animals, in
particular the brain) and are used to estimate or approximate functions that can
depend on a large number of inputs and are mainly unknown (Galushkin 2007).
ANNs are generally presented as systems of interconnected “neurons” which can
calculate values from inputs, and are capable of machine learning as well as pattern
recognition thanks to their adaptive nature. For example, a neural network for
handwriting recognition is identified by a set of input neurons which may be initiated
by the pixels of an input image. After being weighted and transformed by a function
(determined by the network’s designer), the activations of these neurons are then
passed on to other neurons. This process is repeated until finished: An output neuron
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is activated. This determines which character was read. Like other machine learning
methods—systems that learn from data—neural networks have been used to resolve
a wide variety of tasks that are hard to solve using ordinary rule-based programming,
including computer vision and speech recognition.

A multilayer perceptron (MLP) is a feed-forward artificial neural network model
that maps sets of input data onto a set of suitable outputs (Patterson 1998). A MLP
consists of multiple layers of nodes in a directed graph, with each layer fully
connected to the next one. Except for the input nodes, each node is a neuron (or
processing element) with a nonlinear activation function. MLP employs a super-
vised learning technique called backpropagation for training the network. MLP is a
modification of the standard linear perceptron and can differentiate data that are not
linearly separable.

If a MLP has a linear activation function in all neurons, that is, a linear function
that maps the weighted inputs to the output of each neuron, then it is easily justified
with linear algebra that any number of layers can be eliminated to the standard two-
layer input–output model (see perceptron). What makes a MLP different is that
some neurons use a nonlinear activation function which was improved to model the
frequency of action potentials, or firing, of biological neurons in the brain. This
function is modeled in several ways.

The two main activation functions used in current applications are both sigmoids
and are illuminated by

yðwiÞ ¼ tanhðwiÞ and yðwiÞ ¼ ð1þ e� wiÞ � 1 ð1Þ

in which the former function is a hyperbolic tangent which ranges from −1 to 1 and
the latter, the logistic function, is similar in shape but ranges from 0 to 1. Here y(wi)
is the output of the ith node (neuron) and wi is the weighted sum of the input
synapses. Alternative activation functions have been offered, including the rectifier
and softplus functions. More specialized activation functions include radial basis
functions which are used in another class of supervised neural network models.

A sample of MLP architecture (3 nodes in input layer, 8 nodes in hidden layer, 1
node in output layer) is demonstrated in Fig. 1. The MLP consists of three or more
layers (an input and an output layer with one or more hidden layers) of nonlinearly
activating nodes and is thus considered a deep neural network. Each node in one
layer connects with a certain weight wij to every node in the following layer. Some
people do not contain the input layer when counting the number of layers, and there
is contradiction about whether wij should be interpreted as the weight from i to j or
the other way around.

Learning appears in the perceptron by modifying connection weights after each
piece of data is processed, based on the amount of error in the output compared to
the expected result (mean square error; MSE). This is an example of supervised
learning and is carried out through backpropagation, a generalization of the least
mean squares algorithm in the linear perceptron. We illustrated the error in output
node j in the nth data point (training example) by
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ej nð Þ ¼ dj nð Þ � yj nð Þ ð2Þ

where d is the target value and y is the value generated by the perceptron. We then
make corrections to the weights of the nodes based on those corrections which
minimize the error in the entire output, given by

X
ðnÞ ¼ 1=N

X
ej2ðnÞ ð3Þ

Using a first-order optimization algorithm (gradient descent), we find our
modification in each weight to be

WjiðnÞ ¼ �lð
X

ðnÞyjðnÞ=ðWj nð Þ ð4Þ

where yj is the output of the previous neuron and l is the learning rate, which is
carefully selected to ensure that the weights converge to a reaction fast enough
without producing oscillations. In programming applications, this parameter typi-
cally ranges from 0.2 to 0.8.

The derivative to be calculated depends on the influenced local field wj, in which
it varies. In order to prove that for an output node, this derivative can be simplified
to

ð
X

ðnÞ=ðwjðnÞ ¼ ejðnÞ�ðwjðnÞÞ ð5Þ

where ø is the derivative of the activation function illustrated above, which itself
does not vary. The analysis is heavier for the change in weights to a hidden node,
but it can be shown that the relevant derivative is

Hidden Layer Input Layer Output Layer 
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Fig. 1 Multilayer perceptron
ANN architecture (3-8-1).
Adapted from Galushkin
(2007)
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�ð
X

ðnÞ=ðwjðnÞ ¼ �ðwjðnÞÞ=ðwjðnÞ
X

�ð
X

ðnÞwkjðnÞ
� �

ð6Þ

This depends on the change in weights of the kth nodes, which explain the
output layer. In order to change the hidden layer weights, we must first change the
output layer weights according to the derivative of the activation function, and so
this algorithm represents a backpropagation (BP) of the activation function.

The ANNs related to previous study have illustrated the following. Boccorh and
Paterson (2002) developed an artificial neural network for predicting flavor inten-
sity using gas chromatography analysis (gas chromatography; GC) for black currant
concentrates from three different seasonal cultivation. Cultivated area and extraction
technology between estimated concentrations of aromas help manufacturers juice to
determine the amount of flavor that is appropriate. Kengpol and Wangananon
(2006) have developed an expert system to choose fragrance to suit groups of
people. The application of ANN-type network includes multilayer perceptron
(MLP) and training the networks with backpropagation (BP) to classify the fra-
grance notes. The smell was associated with satisfaction with the fragrance of
consumer groups. The results of the expert system allow vendors to choose a
perfume fragrance to suit a group of consumers. Also, Hanafizadeh et al. (2010)
have developed an expert system to select a fragrance to suit the consumer as well.
It has improved the techniques used in the teaching system. Using the technique of
fuzzy Delphi with learning spread back (BP with fuzzy Delphi), the data analysis
becomes faster and more precise. Ceballos-Magaña et al. (2013) classified the
machine drink tech Avila (Tequila) into 4 categories using the results from gas
chromatography analysis with Metz Spec Nitro Dmitry (gas chromatography—
mass spectrometry; GC-MS). GC-MS was used to predict the type of beverage and
used two types of comparison techniques including dyslexia discriminant out
(discriminant analysis) technique with ANNs with multiple network layers. The
results show that neural network techniques predict more accurately the type of
drink.

3 Research Methodology

3.1 Conceptual Framework

The methodology to explore customer contentment on flavor notes by classifying
the flavor notes to the key volatile compound is shown below.

Figure 2 shows the flavor notes in the middle of picture that each of the flavors
(Formulas) included 5 volatile compounds in the right (with different proportions in
Table 2). The customer groups in the left can select the contentment formula that
has difference compounds. This model looks like networks that have complex
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relationship so we apply the ANNs to classify the volatile compounds that are
suitable for each of the customer groups.

3.2 Methodology

For this paper, the conceptual modeling has only been proposed. Therefore, the data
of the flavor’s compound and the customer’s contentment are gathered from only

Fig. 2 Conceptual framework

Table 2 Chemical compounds of simulated data in percentage

Volatile
compounds

Odors Formula 1 Formula 2 Formula 3 Formula 4 Formula 5

2-Acetyl-
1-pyrroline

Jasmine 0.1 0.6 0.1 0.1 0.1

Limonene Lemon 0.6 0.1 0.1 0.1 0.1

Gamma-
decalactone

Peach 0.1 0.1 0.6 0.1 0.1

Citral Citrus 0.1 0.1 0.1 0.6 0.1

Cis-3-hexanol Plain
tea

0.1 0.1 0.1 0.1 0.6

Remarks
Formula 1 contains lemon 60 %, jasmine 10 %, peach 10 %, citrus 10 %, and plain tea 10 %
Formula 2 contains jasmine 60 %, lemon 10 %, peach 10 %, citrus 10 %, and plain tea 10 %
Formula 3 contains peach 60 %, lemon 10 %, jasmine 10 %, citrus 10 %, and plain tea 10 %
Formula 4 contains citrus 60 %, lemon 10 %, jasmine 10 %, peach 10 %, and plain tea 10 %
Formula 5 contains plain tea 60 %, lemon 10 %, jasmine 10 %, peach 10 %, and citrus 10 %
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one expert in the field. Firstly, the ANN architecture as multilayer feed-forward
network has 4 nodes (customer group) at the input layer and 5 nodes (flavor
compounds) at the output layer. In the case of training, BP training algorithms
applied with MATLAB 2103R software. Then, the performance by the value of
MSE is compared for choosing the best number of hidden layers (McCleskey et al.
2003). Finally, the model is tested by the prediction of the contentment of each
customer group.

Figure 3 demonstrates the process chart of methodology of this study, beginning
with the design of ANN structure, simulated data, training ANNs, choosing best
structure, test of performance, and conclusion.

• Design of ANN structure; based on multilayer feed-forward network with 4-H-5
structure, by 4 nodes of customer group at the input layer, 5 nodes of flavor
compounds at the output layer, and H nodes of hidden layer selected with
minimum MSE by varying the number of nodes from 1 to 20.

• Simulated data; gathered from the expert by fixing the value of customer con-
tentment as shown in Table 2.

• Training ANNs; by varying the number of nodes from 1 to 20 nodes.
• Choosing best structure; by selecting the number of nodes in hidden layer with

minimum MSE.
• Test performance; by predicting the value of each customer’s contentment and

comparing with the data that expert fixed value at the beginning.
• Conclusion; which compound that affect each of the customer’s contentment.

3.3 Input Data

Simple structure of flavor notes by 5 volatile compounds has designed and varies
the percentage of compound concentration that is shown in Table 2.

Training by Varying Number of Nodes in Hidden Layer) 

Choosing Best Structure 

Simulate Data (Input and Output) 

Test of Performance  

Conclusion

Design of ANNs Architecture 
Fig. 3 Research
methodology
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Mixtures of odors are created to make the real like RTD tea flavors that have
many compounds (odors) in one formulation; nevertheless, it should have only one
odor that has strong impact in contrast with customers’ contentment.

The 4 customer groups are created: women–teen, women–adult, men–teen, and
men–adult. When the data have input, the binary value 0/1 is used in the input
nodes and the concentrations of each formulation are used in the output nodes as
shown in Fig. 4 (sample of data women–adult selected Formula 4). The value of
customer contentment is shown in Table 3.

The data in Table 3 show the contentment of each customer group weight by the
expert such as women–teen like Formula 2 for 80 % which means they like
Formula 2 more than any other formulas (for 100 peoples of women–teen, 80
peoples like Formula 2). The trained data have fixed the amount of most customers’
contentment between 60 and 80 % by the experience of the expert. So this table is
used to test the performance of the model in the final conclusion.

(Population)

Input Layer Hidden Layer Output Layer
(n Nodes)  (Formulas)

0 

0 

0 

1 

0.1 

0.6 

0.1 

0.1 

0.1 

h1

h2

hn

Women-Teen

Women-Adult

Men-Adult

Men-Teen

Jasmine

Lemon

Peach

Citrus

Palin Tea

Fig. 4 Sample of data input to ANNs (women–adult—Formula 4)

Table 3 Customer contentment (gathered from only one expert in the field)

Contentment Women–teen (%) Women–adult (%) Men–teen (%) Men–adult (%)

Formula 1 5 75 5 20

Formula 2 80 10 10 5

Formula 3 5 5 10 5

Formula 4 5 5 70 10

Formula 5 5 5 5 60
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4 Result

4.1 Training Results

For training data in ANNs, the number of nodes in a hidden layer starting from 1 to
15 versus the MSE value is shown in Fig. 5. The result shows that 7 nodes in the
hidden layer have a minimum MSE value (1.54e−2) so we select the 7 nodes as the
best number of nodes in the hidden layer. Then, we used 4-7-5 ANN architecture to
classify the flavor notes based on customer contentment.

According to Fig. 5, first node has highest value of MSE (3.52e−2), then sud-
denly decreases to 1.77e−2 at 4th node, and rises again until 7th node that has
minimum MSE value (1.54e−2), and after that, it is slightly increased. The dash line
at 7 nodes shows the minimum of MSE value.

After the 4-7-5 ANN architecture was applied, the model was running again.
Figure 6 shows the MSE decreasing and convergence near to zero MSE. According
to Fig. 6, at the beginning, the values of MSE are highest 0.55, then suddenly
decrease to 0.054 at the second epochs, and slightly decreasing until the 5th epochs
where the program was terminated because the MSE value was convergence. The
MSE can be computed by Eq. (3).

4.2 Test of Performance

For the test of model performance, the data in the Table 3 are used to compare with
the prediction of the model shown in Table 4.

Fig. 5 MSE value versus number of nodes in hidden layer
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From Table 4, the total average of percentage difference between data and
prediction of trained model was 0.245 (24.5 %). The prediction of compounds that
has the most effect on customer contentment are:

Women–adult: Jasmine is the highest by 50.58 %, next are lemon, citrus, and
plain tea; and peach is the lowest.

Women–teen: Lemon is the highest by 51.18 %; next are jasmine, plain tea, and
peach; and citrus is the lowest.

Men-teen: Citrus is the highest by 48.73 %; next are jasmine, lemon, and peach;
and plain tea is the lowest.

Men–adult: Plain tea is the highest by 47.5 %; next are jasmine and citrus; and
lemon and peach are the lowest.

For Table 5, we forecast the unknown data or do not train directly where only
women, only men, only teen, only adult, and overall. The forecasted result showed
percent of each flavor notes that are suitable for each customer such as only

Fig. 6 MSE versus epochs

Table 4 Customer contentment (trained data)

Women–Teen Women–Adult Men–Teen Men–Adult

F.1 Predict %D F.2 Predict %D F.4 Predict %D F.5 Predict %D

0.1 0.1294 0.294 0.6 0.5058 0.157 0.1 0.1352 0.352 0.1 0.1347 0.347

0.6 0.5118 0.147 0.1 0.1362 0.362 0.1 0.1282 0.282 0.1 0.1278 0.278

0.1 0.1221 0.221 0.1 0.1072 0.072 0.1 0.1282 0.282 0.1 0.1278 0.278

0.1 0.1074 0.074 0.1 0.1362 0.362 0.6 0.4873 0.1878 0.1 0.1347 0.347

0.1 0.1294 0.294 0.1 0.1145 0.145 0.1 0.1211 0.211 0.6 0.475 0.2083

Average 0.206 0.2196 0.2629 0.2916

Total average = 0.245 from [(0.206 + 0.2196 + 0.2629 + 0.2916)/4]
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teen age. If we want to develop the RTD tea for only teen customers, we should
put the citrus flavor up to 53.11 % (from Table 5, only teen in 4th row); on the
other hand, we should not put the jasmine flavor in the formula.

5 Conclusions

The objective of this research is to assess which compound affects customer con-
tentment on flavor notes of RTD tea. In order to identify the hidden pattern of the
customer’s needs, the ANNs have been applied to classify the key volatile com-
pound of the flavors. The architecture of developed ANNs is multilayer feed-
forward network with 4-7-5 structure, by 4 nodes of customer group at the input
layer, 5 nodes of flavor compounds at the output layer, and 7 nodes of hidden layer
selected with minimum MSE by varying the number of nodes from 1 to 20. In the
training, we used BP training algorithm. The results of this structure show that the
MSE was 1.54e−2, and it could predict 75.5 % (24.5 % errors) of accuracy. The
compounds that most affect customer contentment are as follows: women–adult is
jasmine; women–teen is lemon; men–teen is citrus; and men–adult is plain tea.

The advantages of ANNs are high-accuracy prediction. The weaknesses of
ANNs are time-consuming to achieve the best structures, and the solution may be
local optimum; therefore, we should combine the optimization technique, for
example, genetic algorithm (GA) or particle swarm optimization (PSO), to solve
this problem.
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Particle Swarm Optimization
with Multiple Learning Terms for Storage
Location Assignment Problems
Considering Three-Axis Traveling
Distance

Warisa Wisittipanich and Pongsakorn Meesuk

Abstract This chapter presents an approach based on particle swarm optimization
(PSO) for minimizing total traveling distance in warehouse storage location
assignment problems (SLAP). The traveling distance in an order-picking process is
considered with three-axis traveling distance: two horizontal axes and one vertical
axis. A mathematical model is first presented, and LINGO optimization program is
used to find optimal solutions for a set of generated problems. As the problem size
increases, LINGO could not find solutions within reasonable time. Thus, particle
swarm optimization (PSO) is applied to solve SLAP. The proposed algorithm
employs multiple learning terms and utilizes the random key representation to
generate a solution. The numerical experiments show that the proposed PSO is able
to generate good solutions with relatively shorter computing time.

Keywords Particle swarm optimization � Warehouse storage � Storage location
assignment

1 Introduction

Typical operations in warehouse management are comprised of receiving, storing,
picking, and delivering. Warehouse management problem and, more specifically,
storage location assignment problem (SLAP) is a critical subject in warehouse
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operations because it is highly resource-consuming. Storage location assignment
problem (SLAP) is a problem of assigning products to storage locations that aim to
satisfy one or more objectives, i.e., space utilization, total transfer time, and total
transportation distance.

The storage management system can be classified into three main policies:
dedicated storage policy, random storage policy, and class-based storage policy. In
dedicated storage policy, all items of a given type are stored in a particular area. In
random storage policy, each stock-keeping unit (SKU) can be stored at any storage
location. In class-based storage policy, a group of storage location is allocated to a
class of SKUs and random storage is allowed within the group of storage locations.

Many researchers have proposed several solution techniques to solve SLAP. van
den Berg and Zijm (1999) presented the hierarchy of decision problem for storage
systems in the stage of designing, planning, and controlling. Roodbergen and
Koster (2001) proposed heuristic methods for solving order-picking routing prob-
lem in warehouses where two or more aisles exist and random storage is used.
Peterson and Aase (2004) applied simulation techniques to compare the principles
for picking, storage, and routing in manual order-picking system. Hsu et al. (2005)
presented a batching approach based on genetic algorithm (GA), which directly
minimizes the total travel distance. Chen and He (2008) presented a mathematical
model for warehouse assignment optimization with strategies for automatically
storage systems and implemented particle swarm optimization with Pareto concept
to overcome big-size warehouse assignment problems. Muppani and Adil (2008a)
studied the integer programing of a storage system with class-based storage policy
and developed the simulated annealing (SA) algorithm to solve storage assignment
and form the classes. Then, Muppani and Adil (2008b) proposed a nonlinear integer
programing for class-based storage system considering area decrease, handling
costs, and storage area cost and used the brand and bound (B&B) algorithm for
solving the developed nonlinear model. Sooksaksun et al. (2012) proposed a par-
ticle swarm optimization algorithm for class-based storage policy to determining
the aisle layout and dimension while simultaneously assigning shelf spaces for
storing the items based on item classes in order to minimize total distance in
warehouse.

This study extends the work of Kasemset and Meesuk (2014) in which the
mathematical model for storage location assignment for a particular warehouse
layout considering three-axis travel distance has been proposed. To solve large-
scale problem, this paper presents an implementation of particle swarm optimiza-
tion (PSO) with multiple learning term to solve storage location assignment
problems (SLAP). The remainder of this paper is organized as follows. The
problem description and model specification of SLAP are given in Sect. 2.
Section 3 describes the proposed PSO algorithm and its application to the problem.
Experimental results are reported in Sect. 4. Finally, conclusion and further research
are provided in Sect. 5.
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2 Problem Description

The problem of storage location assignment is to assign each product to be stored at
the appropriate storage location in order to obtain certain objectives subjected to the
constraints. In this paper, the objective of storage location assignment is to mini-
mize total traveling distance along three-axis traveling distance: two horizontal axes
and one vertical axis.

As mentioned earlier, the warehouse layout used in this study is based on the
work of Kasemset and Meesuk (2014). The assumptions of the layout are as fol-
lows: (1) Warehouse layout is assumed to be symmetric, (2) the input/output (I/O)
point is located at one corner of the warehouse, (3) the number of storage blocks is
limited, and (4) one storage block can be assigned for one product only. Figure 1
illustrates an example of a warehouse layout with four columns, two racks, three
levels, and two rows, seen from the top view and the side view of storage rack.

The notation and variable used in this model are listed as follows:

Dx Distance from I/O point to origin point along x-axis
Dy Distance from I/O point to origin point along y-axis
Wa Width of aisle
Wr Width of storage row (equal to two times of storage block width)
Dijkr Total traveling distance of three axes
X Total traveling distance along x-axis
Y Total traveling distance along y-axis
Z Total traveling distance along z-axis
Ls Length of storage block
H Height of storage block

Fig. 1 A warehouse layout with four columns, two racks, three levels, and two rows
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Tp Number of picking product p (p = 1, 2, 3,…, n)
Sp Number of storage block required for product p
I Order of storage block position i (i = 1, 2, 3, …, m)
J Order of storage rack j (j = 1, 2, 3, …, q)
K Order of level k (k = 1, 2, 3, …, k)
R Order of row r (r = 1, 2, 3, …, r)

Xpijkr ¼ 1; if product p is assigned to storage position i rack j level k row r
0; otherwise

�

The mathematical model of the problem is formulated as follows:
Minimization of total traveling distance:

f2 ¼
Xn
p¼1

Xm
i¼1

Xq

j¼1

Xk
k¼1

Xr

r¼1

ðTp
Sp

ÞXpijkrDijkr ð1Þ

Subjected to constraints:

Dijkr ¼ X þ Y þ Z ð2Þ

X ¼ Dx þ I � 0:5ð ÞLs ð3Þ

Y ¼ Dy þ 0:5J Wað Þ þ J � 1ð Þ Wr þ 0:5Wað Þ½ � þ Wr þWað ÞðR� 1Þ½ � ð4Þ

Z ¼ H K � 1ð Þ ð5Þ
Xn
p¼1

Xpijkr � 1 8i; j; k; r ð6Þ

Xm
i¼1

Xq

j¼1

Xk
k¼1

Xr

r¼1

Xpijkr ¼ Sp 8p ð7Þ

Equation (1) expresses the objective function of the model and minimization of
the total traveling distance. It is important to note that traveling distances are
measured along the aisle centerline and centerline of storage block, and horizontal
traveling distance considered by the picker moved along the aisle floor and vertical
distance considered by the height of rack shelf. Equations (2), (3), (4), and (5)
explain the calculation of three-axis total traveling distance. Equation (6) guarantees
that no more than one product is assigned to one storage unit. Equation (7) is to
assure that each product stored in the storage units as equal to the number of storage
needed.
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3 Implementation of PSO to SLAP

3.1 Standard PSO

Particle swarm optimization (PSO), originally proposed by Kennedy and Eberhart
in 1995, is a population-based random search approach that simulates the behavior
of bird flocking or fish schooling. In the original model, each individual particle in a
swarm learns and adapts its search behavior based on its own experience (cognitive
term) and global experience (social term) during the search.

The standard PSO is formulated as Eqs. (8) and (9).

xid t þ 1ð Þ ¼ xid tð Þ þ cpu wp
id � qid tð Þ� �þ cgu wg

id � qid tð Þ� � ð8Þ

qid t þ 1ð Þ ¼ qid tð Þ þ xid tð Þ ð9Þ

qid current position of dth dimension of ith particle
xid velocity of dth dimension of ith particle
wp
id personal best position of dth dimension of ith particle

wg
id global best position of dth dimension of ith particle

cp weight of personal best position term
cg weight of global best position term
u uniform random number in range [0, 1]

3.2 GLNPSO

One major drawback of the standard PSO is that the swarm tends to convergence
prematurely. A swarm is frequently trapped in a local optimization and can no
longer move. Several approaches have been proposed to deal with this problem.
One of the approaches, introduced by Pongchairerks and Kachitvichyanukul (2005,
2009), utilizes multiple social learning terms and extends the concept of the stan-
dard PSO in GLNPSO. Instead of using only global best particle as reference,
GLNPSO also incorporates the local best and near neighbor best as additional social
learning reference terms. In GLNPSO, position and velocity in the dth dimension of
particle i are updated by the following equations.

xid t þ 1ð Þ ¼ wxid tð Þ þ cpu wp
id � qid tð Þ� �þ cgu wg

id � qid tð Þ� �

þ clu wl
id � qid tð Þ� �þ cnu wu

id � qid tð Þ� � ð10Þ

qid t þ 1ð Þ ¼ qid tð Þ þ xid tð Þ ð11Þ
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In this formula, w, introduced by Shi and Eberhart (1998), represents inertia
weight to improve the search ability. The value of w is linearly decreasing so that
the swarm can search the whole space aggressively at the early stage and gradually
reduce the search space at the later stage. wq

d ;w
l
id ;w

n
id represent the dth dimension of

the personal best, the global best, the local best, and the near neighbor best,
respectively, and qidðtÞ is the current position of particle i at tth generation. The
local best position of particle i, Wl

i ¼ fwl
i0;w

l
i1; . . .;w

l
iDg, can be determined as the

best particle among K neighboring particles. It is equivalent to dividing the whole
swarm into multiple sub-swarms with population of size K, and the local best
particle is the best particle among the K neighbors, i.e., the particle gives the best
fitness value in the sub-swarms.

The near neighbor best position of particle i, Wn
i ¼ fwn

i0;w
n
i1; . . .;w

n
iDg, repre-

sents the interaction between particles to achieve a better value of the objective
function. The neighborhood is determined by the direct linear distance from the best
particle. Each element of wn

i is determined by Eq. (12).

FDR ¼ Fitness Hið Þ � FitnessðWiÞ
qid � wid

ð12Þ

The equations for updating position and inertia weight w in GLNPSO are the
same as standard PSO formulas. Other parameters and working procedures are also
similar to those in standard PSO.

3.3 Solution Representation

In this study, the number of particle dimension is set to be equal to the total number
of storage blocks. Consider an example of a warehouse with two columns (i = 1, 2),
two racks (j = 1, 2), two levels (k = 1, 2), and two rows (r = 1, 2). The warehouse
stores three product types; A, B, and C. The value of Tp and Sp value of each
product type are shown in Table 1.

The number of vector dimension is set to be equal to the number of storage units
which is 16. Figure 2 illustrates a random key representation encoding scheme
where each value in a vector dimension is initially generated with a uniform random
number in a range [0, 1].

Table 1 Data information for
product type A, B, and C

Tp Sp Tp/Sp

Product type A 15 5 3.00

Product type B 18 3 6.00

Product type C 20 4 5.00
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Next, the permutation of n-repetition of n jobs (Bierwirth 1995) with a sorting
list rule is used in this study to assign each product unit to a storage location.
In Table 1, product type B has the maximum value of movement ration (Tp/Sp),
followed by product type C and A, respectively. Therefore, all product units of type
B are first allocated to the dimension with sorted values, and then, product units of
type C and A are allocated correspondingly. It is important to note that since the
number of storage blocks is 16 and the number of total product units is 12, there are
four storage blocks that are not assigned to store any product. This procedure results
in completed storage location assignment as shown in Fig. 3.

4 Numerical Experiments

The experiments are implemented using the C# language of the Microsoft Visual
Studio 9.0. The program runs on the platform of Intel®CoreTM 2 Dou CPU
1.67 GHz with 3062 MRAM. The GLNPSO parameters used in this experiment are
shown in Table 2.

Fig. 2 Encoding scheme for SLAP

Fig. 3 Decoding scheme for SLAP

Table 2 GLNPSO
parameters

Parameter Value

Inertia weight Linearly decreases from 0.9 to 0.4

Constant acceleration cp; cg; cl; cn ¼ 1.

Swarm size 50 particles

Number of iterations 100
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The performance of GLNPSO is evaluated using a set of seven generated
instances. Each instance is generated randomly based on a real-case warehouse and
characterized by problem size: (number of product types) × (total number of
products) × (total number of storage locations). Table 3 shows the experimental
results of the traveling distance obtained by GLNPSO and those obtained by
LINGO. It is noted that the best solution obtained by GLNPSO for each instance is
obtained from five independent runs.

It can be easily seen from Table 3 that the GLNPSO shows its effectiveness in
solving SLAP especially in the large-size problems. In small-size problem,
GLNPSO is able to find optimal solutions equal to those obtained by LINGO.
While solutions from LINGO are guaranteed to be optimal, when the problem size
increases, computing time of LINGO increases rapidly, and eventually, the solution
could not be found when the problem size becomes very large. On the other hand,
for large-size problems, GLNPSO is able to provide good solution with relatively
faster computing time.

5 Conclusions

This paper presents an implementation of particle swarm optimization with multiple
learning terms, named as GLNPSO, for solving storage location assignment
problem (SLAP). To encode and decode solutions, random key representation and
permutation of n-job repetition are adopted to assign products to storage locations.
The performance of GLNPSO is evaluated on a set of generated instances and
compared with results obtained from LINGO optimization program. The experi-
mental results show that GLNPSO can be used as an efficient alternative approach
for solving SLAP as it yields optimal solutions in small-size problems and provides
competitive solution quality, especially in the large-size problems, with fast com-
puting time. The ongoing researches have been under investigation to improve
algorithm performance and robustness and extend its applications for a wider range
of combinatorial NP-hard problems.

Table 3 Comparison of total traveling distances on a set of generated instances

Instance Problem size LINGO Time (s) GLNPSO Time (s)

WH1 3 × 38 × 48 588.46 4 588.46 6.8

WH2 60 × 259 × 300 47,273.04 8 47,273.04 9.7

WH3 135 × 840 × 1000 112,705.19 240 112,705.19 16.0

WH4 270 × 1675 × 2000 204,283.57 1200 204,283.57 35.7

WH5 500 × 2825 × 3360 290,062.88 3600 290,062.88 70.4

WH6 500 × 2825 × 4992 – – 269,784.52 300.9

WH7 500 × 2825 × 6300 – – 260,944.12 590.6
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for Solar Cell Industry Multi-stage
Closed-Loop Supply Chain Model
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Abstract This chapter presents the study of an integrated forward and reverse
closed-loop supply chain (CLSC) network design problem with sustainable con-
cerns in the solar energy industry. The focuses are in the logistics flows, capacity
expansion, and technology investments of existing and potential facilities in the
multi-stage CLSC. A deterministic multi-objective mixed integer programming
model is formulated to capture the tradeoffs between the total cost and the carbon
dioxide (CO2) emission and to tackle the multi-stage CLSC design problem from
both economic and environmental perspectives. Due to the multi-objective nature
and the computational complexity, a multi-objective particle swarm optimization
(MOPSO) with novel flow assignment algorithms is designed to search for
non-dominated/Pareto CLSC design solutions. Finally, a case study of crystalline
solar energy industry is illustrated to verify the proposed multi-objective CLSC
design model and demonstrate the efficiency of the developed MOPSO algorithm in
terms of computational time and solution quality.
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1 Introduction

In past two decades, consumers are becoming more aware of the environmental and
social implications of their day-to-day consumer decisions and are therefore
beginning to make purchasing decisions related to their environmental and ethical
concerns. To achieve a sustainable supply chain with low carbon, 3E (Effective,
Efficient, Environmental; 3E), enterprises need to provide effective energy-saving
and carbon-reduction means to meet the policies of Carbon Right and Carbon
Trade, so that the waste reduction and recycling issues have been raised up. The
new concept of end-of-life (EOL) product recycling, disassembling, repairing, and
refurbishing is in vogue, which can be defined as a closed-loop supply chain
(CLSC) for sustainable enterprises. In this scenario, forward and reverse logistics
(FL/RL) have to be considered simultaneously in the network design of entire
supply chain. Özceylan and Paksoy (2013) proposed a new mixed integer mathe-
matical model for a CLSC network that includes FL/RL with multi-periods and
multi-parts. Wang et al. (2011) studied a supply chain network design problem with
environmental concerns. Fahimnia et al. (2009) found that variations in cost and
environmental impacts occur over ranges of carbon pricing and, furthermore, built
the foundation for optimization of carbon in CLSC environment.

This article particularly will build the CLSC model and solution suggestions
based on particle swarm optimization (PSO) algorithm, a heuristic global optimi-
zation method. PSO was proposed by Eberhart and Kennedy (1995), and they
claimed each particle movement is guided by their own best known position in the
search space as well as the entire swarm’s best known position. Many studies have
used PSO to solve the NP-hard linear programming problems.

2 Multi-stage Closed-Loop Supply Chain

2.1 Problem Statement

This investigation assumes manufacturers will recycle, reuse, and refurbish the
EOL products though the RC process. The EOL product collection includes product
recycling from customers or used product markets. Any EOL products which
cannot be used or recycled will leave the supply chain via disposal process. Thus, a
multi-stage and multi-factory closed-loop supply chain structure will be formed as
in Fig. 1.

Figure 1 includes the existing and potential components of forward logistics
(FL) and reverse logistics (RL). Decision-makers have to determine the potential
location and quantity of recycling units and, furthermore, design the capacity based
on recycle quantity from customers. The production unit capacities may expand or
shrink due to uncertain material supply, customer demand, and recycling. Reverse
logistics and capacity increasing result in more carbon emission in closed-loop
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supply chain than open-loop supply chain. Effective means such as eco-technologies
or lean management are necessary for manufacturers to reduce carbon emission at a
lower cost.

2.2 Multi-objective Closed-Loop Supply Chain Design
(MCSCD) Model

The economic objective, F1, is measured by the total CLSC cost, including total
material purchasing cost (PC), total installation cost (BC), total production cost
(MC), total capacity expansion cost (CEC), total transportation cost (TC), and total
disposal cost (DC). The environmental objective, F2, is measured by the total
carbon (CO2) emission, including total production carbon emission (PCOE), total
installation carbon emission (BCOE), and total transportation carbon emission
(TCOE) in all the CLSC. For a MCSCD problem, we also need to consider material
supply constraints, flow conservation constraints, capacity expansion and limitation
constraints, and transportation constraints. Consequently, the MCSCD problem
may be formulated as a multi-objective mixed integer programming model.

The assumptions used in this model are as follows: (1) The number of customers
and suppliers and their demand are known, (2) second market is unique, (3) the
demand of each customer must be satisfied, (4) the flow is only allowed to be
transferred between two consecutive stages, (5) the number of facilities that can be
opened and their capacities are both limited, and (6) the recovery and disposal

Fig. 1 The multi-stage and multi-factory structure of sustainable closed-loop supply chain
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percentages are given. The indices, input parameters, and decision variables of the
multi-objective CLSC design model are defined as follows:

Indices

s Material supplier index (s ¼ 1; . . .; S)

i; i0 Production stage index of FL (i; i0 ¼ 1; . . .; I)

UðiÞ Set of existing production units at stage i of FL (UðiÞ ¼ 1; . . .;NumðiÞf g)
ði; kÞði0; k0Þ Existing production unit k; ðk0Þ at stage iði0Þ of FL, where k 2 UðiÞ k0 2 Uði0Þ
c End customer index (c ¼ 1; . . .;C)

j; j0 Recycling stage index of RL (j; j0 ¼ 1; . . .; J)

WðjÞ Set of potential recycling units in each stage j of RL (WðjÞ ¼ 1; . . .;NumðjÞf g)
ðj; pÞðj0; p0Þ Potential recycling unit pðp0Þ at stage jðj0Þ of RL, where p 2 UðjÞp0 2 Uðj0Þ
L The index of capacity expansion level (l ¼ 1; . . .;L)

T The index of technology type (t ¼ 1; . . .;T)

Parameters

Cost-related parameters

pcrms ; pcsmj Purchasing cost from material supplier s in FL and
from secondary market stage j in RL

dcðj;pÞ Disposal cost of potential recycling unit p at stage j in
RL, which is denoted as RU(j, p)

scði;kÞði0 ;k0Þ Transportation cost from production unit k at stage i to
production unit k′ at stage i′ of FL, which is denoted as
PU(i, k) (scð0;sÞð1;kÞ represents the transportation cost
from material supplier s to production unit k at 1st stage)

scðj;pÞðj0 ;p0Þ Transportation cost from RU(j, p) to
RU(j′, p′) of RL (scðJþ1;cÞðJ;pÞ represents the
transportation cost from customer c to recycling unit
p at last stage J)

scðj;pÞði;kÞ Transportation cost from RU(j, p) to
PU(i, k)

mc i;kð Þt;mc i;pð Þt Production cost using technology type t at potential PU
(i, k) of FL and RU(j, p) of RL

bcði;kÞ; bcðj;pÞ Fixed installation cost of potential
PU(i, k) and RU(j, p)

ccði;kÞtl; ccðj;pÞtl Capacity expansion cost of capacity level l using
technology type t at existing
PU(i, k) and potential RU(j, p)

Capacity-related parameters

clði;kÞtl; clðj;pÞtl Expanded capacity amount of capacity level l using
technology type t at existing PU(i, k) and potential RU
(j, p)

Supply- and demand-related parameters

srms ; ssmj The upper limit of supply quantity of material supplier
s and secondary market stage j

(continued)
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dc; rc Demand and recycling quantity of customer c

Environment-related parameters

pceði;kÞt; pceðj;pÞt Fixed carbon emission quantity at
PU(i, k) and RU(j, p)

puceði;kÞt; puceði;pÞt Carbon emission quantity per unit of using technology
type t at PU(i, k) and RU(j, p)

tcesk; tceði;kÞði0 ;k0Þ; tcekc; tcecp;
tceðj;pÞðj0 ;p0Þ; tceðj;pÞði;kÞ

Carbon emission quantity per unit transporting from
PU(i, k) to PU(i′, k′), from RU(j, p) to RU(j′, p′), and
from RU(j, p) to PU(i, k)

Logistics-related parameters

tsk ; tði;kÞði0 ;k0Þ; tkc; tcp; tðj;pÞðj0 ;p0Þ; tðj;pÞði;kÞ Transportation batch quantity from PU(i, k) to PU(i′, k
′), from RU(j, p) to RU(j′, p′) and from RU(j, p) to PU
(i, k)

Ratio related parameters

kdisðj;pÞ Disposal percentage of potential RU(j, p)

cretji recovery percentage from stage j of RL to stage i of FL

Decision variables

TQsk;TQði;kÞði0 ;k0Þ;TQkc;TQcp;

TQðj;pÞðj0 ;p0Þ;TQðj;pÞði;kÞ
Transportation quantity from PU(i, k) to PU(i′, k′), from RU
(j, p) to RU(j′, p′), and from RU(j, p) to PU(i, k)

pðj;pÞ Purchasing quantity of potential
RU(j, p) from secondary market

Dðj;pÞ Disposal quantity of potential RU(j, p)

Xðj;pÞ binary variable, Xðj;pÞ ¼ 1, if potential is open;
Xðj;pÞ ¼ 0, otherwise

ACði;kÞtl binary variable, ACði;kÞtl ¼ 1; if existing PU(i,
k) expands capacity level l using technology type t;
ACði;kÞtl ¼ 0; otherwise (ACðj;pÞtl ¼ 0; is defined similarly)

TAði;kÞði0 ;k0Þ binary variable, TAði;kÞði0 ;k0Þ ¼ 1, if existing PU
(i, k) transport goods to PU(i′, k′); TAði;kÞði0 ;k0Þ ¼ 0,
otherwise. (TAðj;pÞðj0 ;p0Þ is defined similarly)

Objective Function

MinimizeF1 ¼ PCþ BCþMCþ CECþ TCþ DC

MinimizeF2 ¼ PCOE þ BCOEþ TCOE

Economic objective (F1):

X
s2S

X
k2Uð1Þ

pcrms � TQsk þ
X
j2J

X
p2WðjÞ

pcsmj � Pðj;pÞ ð1Þ

(continued)
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X
i2I

X
k2UðIÞ

bcði;kÞ � Xði;kÞ þ
X
j2J

X
p2WðJÞ

bcðj;pÞ � Xðj;pÞ ð2Þ

X
s2S

X
k2Uð1Þ

X
t2T

mcð1;kÞt � TQsk þ
XI

i¼2

X
k2Uði�1Þ

X
k02UðiÞ

X
t2T

mcði�1;kÞði;k0Þt � TQði�1;kÞði;k0Þ

ð3Þ

X
c2C

X
p2Wð1Þ

X
t2T

mcð1;pÞt � TQcp þ
XJ
j¼2

X
p2Wðj�1Þ

X
p02WðjÞ

X
tl2T

mcðj�1;pÞðj;p0Þt �TQðj�1;pÞðj;p0Þ

ð4Þ
X
j2J

X
p2WðjÞ

X
i2I

X
k2UðiÞ

X
t2T

mcðj;pÞði;kÞt � TQðj;pÞði;kÞ ð5Þ

X
i2I

X
k2UðjÞ

X
t2T

X
l2L

ccði;kÞtl � clði;kÞtl � ACði;kÞtl

þ
X
j2J

X
p2WðjÞ

X
t2T

X
l2L

ccðj;pÞtl � clðj;pÞtl � ACðj;pÞtl
ð6Þ

X
s2S

X
k2Uð1Þ

scsk � TQsk þ
Xl

i¼2

X
k2Uði�1Þ

X
k02UðiÞ

scði�1;kÞði;k0Þ

� TQði�1;kÞði;k0Þ þ
X

k2Uði�1Þ
scsk � TQkc

ð7Þ

X
c2C

X
p2Wð1Þ

sccp � TQcp þ
XJ
j¼2

X
p2Wðj�1Þ

X
p0WðjÞ

scðj�1;pÞðj;p0Þ � TQðj�1;pÞðj;p0Þ ð8Þ

X
j2J

X
p2WðjÞ

X
i2I

X
k2UðiÞ

scðj;pÞði;kÞ � TQðj;pÞði;kÞ ð9Þ

X
j2J

X
p2WðjÞ

dcðj;kÞ � Dðj;kÞ ð10Þ

Equation (1) is the total material purchasing cost (PC) acquiring material from all
suppliers in FL and recycling material from secondary market in RL. Equation (2) is
the total fixed installation cost (BC) of all potential recycling units of all stages in
RL. Equations (3)–(5) are the total production cost (MC) of FL and RL under
different technology levels. Equation (6) states that total capacity expansion cost

450 A. Wang et al.



(CEC) equals the sum of total capacity expansion costs in FL and RL. Equations (7)
and (8) are total transportation cost (TC) between different production units of
consecutive stages in FL and RL, respectively. Equation (9) is total transportation
cost from RUs to PUs. Equation (10) is total disposal cost (DC) in RL due to the
defect products generated from the recycling processes.

Environmental objective (F2):

X
s2S

X
k2Uð1Þ

X
t2T

puceð1;kÞt � TQsk

þ
XI

i¼2

X
k2Uði�1Þ

X
k02UðiÞ

X
t2T

puceði�1;kÞði;k0Þt � TQði�1;kÞði;k0Þ ð11Þ

X
c2C

X
p2Wð1Þ

X
t2T

puceð1;pÞt � TQcp þ
XJ
j¼2

X
p2Wðj�1Þ

X
p02WðjÞ

X
tl2T

puceðj�1;pÞðj;p0Þt

� TQðj�1;pÞðj;p0Þ

ð12Þ

X
j2J

X
p2WðjÞ

X
i2I

X
k2UðiÞ

X
t2T

puceðj;pÞði;kÞt �TQðj;pÞði;kÞ ð13Þ

X
i2I

X
k2UðIÞ

pceði;kÞ � Xði;kÞ þ
X
j2J

X
p2WðJÞ

pceðj;pÞ � Xðj;pÞ ð14Þ

X
s2S

X
k2Uð1Þ

tcesk � TQsk þ
XIþ1

i¼2

X
k2Uði�1Þ

X
k02UðiÞ

tceði�1;kÞði;k0Þ � TQ ði� 1; kÞði; k0sÞ

ð15Þ

X
c2C

X
p2Uð1Þ

tcecp � TQcp þ
XJ
j¼2

X
p2Uðj�1Þ

X
p02UðjÞ

tceðj�1;pÞðj;p0Þ � TQðj�1;pÞðj;p0Þ ð16Þ

X
j2J

X
p2WðjÞ

X
i2I

X
k2UðiÞ

tceðj;pÞði;kÞ � TQðj;pÞði;kÞ ð17Þ

Equations (11)–(13) are total production carbon emission (PCOE) caused by the
different capacity investment strategy (i.e., technology) in the closed-loop supply
chain. Equation (14) represents total installation carbon emission (BCOE) of all
PUs and RUs. Equations (15)–(17) are the total transportation carbon emission
(TCOE) of FL and RL.
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Constraints

• Material supply constraints

X
k2Uð1Þ

TQsk � srms ; 8 s 2 S ð18Þ

Pðj;pÞ � ssmj ; 8 j 2 J; 8 p 2 UðjÞ ð19Þ

Equation (18) shows the supply limitation purchasing from each material
supplier s. Equation (19) shows the supply upper limit of each RU(j, p) purchasing
from the secondary market in RL.

• Flow conservation constraints

X
k02U i�1ð Þ

TQ i�1;k0ð Þ i;kð Þ þ
X
j2J

X
p2U jð Þ

TQ j;pð Þ i;kð Þ ¼
X

k002U iþ1ð Þ
TQ i;kð Þ iþ1;k00ð Þ

8 i ¼ 1; 2; . . .; If g; 8 k 2 UðiÞ
ð20Þ

X
k2UðIÞ

TQkc ¼
XC
c¼1

dc; 8 c 2 C ð21Þ

X
p2UðJÞ

TQcp ¼
XC
c¼1

dc; 8 c 2 C ð22Þ

X
p02U j�1ð Þ

TQ j�1;p0ð Þ j;pð Þ þ P j;pð Þ ¼
X

p02U jþ1ð Þ
TQ j;pð Þ jþ1;p0ð Þ þ D j;pð Þþ

X
i2I

X
k2U ið Þ

TQ j;pð Þ i;kð Þ

8 j ¼ 1; 2; . . .; Jf g; 8 p 2 UðjÞ
ð23Þ

Dðj;pÞ ¼ kdisðj;pÞ �
X

p02Uðj�1Þ
TQðj�1;p0Þðj;pÞ þ P j;pð Þ

0
@

1
A

8 j ¼ 2; . . .; Jf g; 8 p 2 UðjÞ
ð24Þ

X
k2U ið Þ

TQ j;pð Þ i;kð Þ � cretji �
X

p02U j�1ð Þ
TQ j�1;p0ð Þ j;pð Þ þ P j;pð Þ � D j;pð Þ

0
@

1
A

8 i 2 I; 8 j ¼ 1; 2; . . .; Jf g; 8 p 2 UðjÞ
ð25Þ
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Equation (20) satisfies the law of the flow conservation by inflow equal to
outflow in each existing production unit of FL. It is to be noted that TQsk ¼
TQð0;sÞð1;kÞ when i = 1, k′ refers to supplier s, and TQkc ¼ TQðI;kÞðIþ1;cÞ when i = I, k′
refers to customer c. Equation (21) is to ensure that the customer demand may be
satisfied. Equation (22) represents the recycling quantities from EOL products of
customers in RL. Equation (23) satisfies the law of the flow conservation by inflow
equal to outflow in each potential recycling unit of RL. It is to be noted that
TQcp ¼ TQð0;cÞð1;pÞ when j = 1, p′ refers to customer c, and TQðj;pÞðjþ1;p0Þ ¼ 0 when
j = J.

Equation (24) calculates the disposal quantities of each potential recycling unit
in RL, and Eq. (25) is the transportation limitation from each potential RU to PU.

• Capacity expansion and limitation constraints
X

k02Uði�1Þ
TQði¼1;k0Þði;kÞ þ

X
j2J

X
p2UðjÞ

TQðj;pÞði;kÞ � caði;kÞ

þ
X
t2T

X
l¼L

ðclði;kÞtl � ACði;kÞtlÞ 8 i ¼ f1; 2; . . .; Ig; 8 k 2 UðiÞ
ð26Þ

X
t2T

X
l2L

AC i;kð Þtl � 1 8 i 2 I; 8 k 2 UðiÞ ð27Þ

X
p02Uðj�1Þ

TQðj�1;p0Þðj;pÞ þ Pðj;pÞ �
X
t2T

X
l2L

ðclðj;pÞtl � ACðj;pÞtlÞ

8 j ¼ f1; 2; . . .; Jg; 8 p 2 UðjÞ
ð28Þ

X
t2T

X
l2L

AC j;pð Þtl ¼ Xðj;pÞ; 8 j 2 J; 8 p 2 WðjÞ ð29Þ

Equation (26) represents the capacity limit of each PU, and Eq. (27) shows that
only one capacity level of a certain technology is chosen when needing to expand
capacity. Capacity expansion limit for RU can be obtained similarly in Eqs. (28)
and (29).

• Transportation constraints

tði�1;kÞði;k0Þ � TAði�1;kÞði;k0Þ �TQði�1;kÞði;k0Þ �TAði�1;kÞði;k0Þ �M

8 i ¼ f1; 2; . . .; Ig; 8 k 2 Uði� 1Þ; 8 k0 2 UðiÞ ð30Þ

tkc � TAkc �TQkc �TAkc �M; 8 k 2 UðIÞ; 8 c 2 C ð31Þ

tcp � TAcp �TQcp �TAcp �M; 8 c 2 C; 8 p 2 Wð1Þ ð32Þ
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t j�1;pð Þ j;p0ð Þ � TA j�1;pð Þ j;p0ð Þ �TQ j�1;pð Þ j;p0ð Þ �TA j�1;pð Þ j;p0ð Þ �M

8 j ¼ 2; . . .; Jf g; 8 p 2 Wðj� 1Þ; 8 p0 2 WðjÞ ð33Þ

t j;pð Þ i;kð Þ � TA j;pð Þ i;kð Þ �TQ j;pð Þ i;kð Þ �TA j;pð Þ i;kð Þ �M

8 j 2 J; 8 p 2 W jð Þ; 8 i 2 I; 8 k 2 UðiÞ ð34Þ

Equations (30) and (31) satisfy the minimum transportation quantities between
the different PUs. Similarly, Eqs. (32)–(34) are for RUs’ transportation capability
constraint.

• Domain constraints

TQsði;kÞ;TQði;kÞði0;k0Þ;TQði;kÞc;TQcðj;pÞ;TQðj;pÞðj0;p0Þ;TQðj;pÞði;kÞ;Pðj;pÞ;Dðj;pÞ;Nc � 0

8 s 2 S; 8 i 2 I; 8 k 2 UðiÞ; 8 c 2 C; 8 j 2 J; 8 P 2 WðjÞ
ð35Þ

Xðj;pÞ;ACði;kÞtl;ACðj;pÞtl;TAsði;kÞ;TAði;kÞði0;k0Þ;TAði;kÞc;TAcðj;pÞ;TAðj;pÞðj0p0Þ;TAðj;pÞði;kÞ 2 0; 1f g
8 s 2 S; 8 i 2 I; 8 k 2 UðiÞ; 8 c 2 C; 8 j 2 J; 8 P 2 WðjÞ

ð36Þ

3 Particle Swarm Optimization

In PSO algorithm evolution, Naka et al. (2003) introduced hybrid PSO (HPSO)
which owns critical factors ofW, R1, and R2, to converge the algorithm solutions for
a practical distribution state estimation. This study will replace the random variables
of R1 and R2 by using the value of Cr. Chuang et al. (2011) have declared that the
Cr with the formula of Cr(n + 1) = k × Cr(n) × (1 − Cr(n)) results in the better
convergence for PSO algorithm. This study will adopt the nonlinear function to
obtain the dynamic inertia weights which fit in with a high dimension of PSO
problems. The formula of nonlinear function is shown in Eq. (37), which concluded
that a reasonable selection of w should decrease gradually while the swarm search
progresses (Fig. 2).

wðtÞ ¼ ð2=tÞ0:3 ð37Þ

w(t) represents the inertia weight of t generations; t represents the t generation.
In this research, a novel multi-objective PSO with ideal-point non-dominated

sorting is designed to find the optimal solution of the proposed MCSCD model.
Figure 3 demonstrates the PSO algorithm and repair process for this MCSCD
model, four major steps, described as follows, are employed to search for a feasible
solution; then, a generic PSO process and a particle repair process are employed to
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update the parameters of PSO algorithm and repair the value of each particle
involved in step 2, respectively.

1. Initialize the particle and the supply chain design decision: The particle is
encoded as decision of open/close of a factory, capacity level, and technology
level for each level’s each factory in the forward and reverse logistics, as shown
in Fig. 4. Taking the second factory for example, factory 2 will be opened with
level 1 capacity level and level 2 technology level.

Fig. 2 PSO algorithm and repair process of MCSCD model

Fig. 3 The particle is encoded as the open/close decision, the capacity level, and the technology
level of each factory
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2. Repair mechanism is employed to first satisfy the aforementioned constraints
and then to adjust the decision made in Step (1) by considering the factors such
as the supply and demand balance.

3. Flow assignment mechanism is employed to determine the flow among all
decision units by satisfying the total demand with lowest carbon emission and
cost.

4. Fitness computation, evaluation, and optimization: (i) calculating the fitness of
every particle by MCSCD model and obtain the pBest; (ii) updating the gBest,
Cr, velocity, and position; (iii) optimization achievement.

To initialize a population is to randomly generate particles, the open/close
decision particle is a 0 or 1 binary variable, and the capacity investment and
technology level are continuous variables. The calculation of fitness value is divided
into two parts: the economic objective function, Fl, is first calculated, and then,
environmental objective function, F2, is calculated. The pBest is the best position of
each particle in its own searching process. During the iterations, the particle’s
fitness evaluation is compared with pBest. If the current value is better than pBest,
then set pBest value equal to the current value. Then, crowding distance
(CD) algorithm is employed to rank each particles’ pBest in the Pareto set for each
searching iteration in steps (2)–(4) in this multi-objective decision model, and the
population’s overall best, gBest, is updated based on the particle’s crowd.
Consequently, the velocity and position of the particles will be updated according to
Eq. (38):

Vid t þ 1ð Þ ¼ w� Vid tð Þ þ c1 � r1 � pbestid tð Þ � Xid tð Þð Þ
þ c2 � r2 � gbestd tð Þ � Xid tð Þð Þ ð38Þ

Fig. 4 Pareto track of 7 stages and 7 units
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4 Result and Analysis

4.1 Design of Experiment (DOE) and Analysis

This study used DOE to analyze the variable range and came out with the best
composition of variables. Since this model is dealing with multi-objectives, we
applied the ideal-point non-dominated sorting for non-dominated set to calculate F′
and the distance of d(F) between F0

1;F
0
2

� �
and zero, where F1F2ð Þxi is an element in

non-dominated set; Fmax
1 and Fmax

2 are the highest values of the first and second
objectives among experiments; and Fmin

1 and Fmin
2 are lowest values of the first and

second objectives among experiments. In the end, the distance will be sorted which
leads to the proposed PSO.

F0¼ F0
1;F

0
2

� � ¼ F1 � Fmin
1 þ q

Fmax
1 � Fmin

1 þ q
;
F2 � Fmin

2 þ q

Fmax
2 � Fmin

2 þ q

� �
ð39Þ

d Fð Þ ¼ d F0
1;F

0
2

� � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F0
1;F0

� �2þ F0
2;F0

� �2q
ð40Þ

Based on ANOVA, we obtained the best parameter set of C1 = 6/C2 = 6;
w = 0.75; Cr = varying parameters; MO method = ST; and particle number = 100.
The suggested parameters were used to apply into PSO and compare the result to
the optimal result of CPLEX based on the same parameter set. The algorithm
logistic of CPLEX adopted the branch-and-bound (B&B) method. Three indicators
are used in this study and validate the accuracy of PSO algorithm: (1) C-metric
(CM) Zitzler and Thiele (1999); (2) maximum spread metric (S-metric; S(A)) Tan
et al. (2006); and (3) maximum distance (Dmax). Results show that the PSO result is
better when CPLEX converge value is close to 1. The converge ability of CPLEX
and PSO for 2 stages and 2 units are 0.6 and 0 in CM indicator; furthermore, the
converge percentage of CPLEX and PSO are 1 and 0.3737 in S(A) indicator. The
higher S(A) value of PSO indicates the PSO solutions close to the optimal solutions.

In order to validate, this model can be converged in a complicated problem; this
study provides the convergence trend of Pareto optimal of 7 stages and 7 units in
Fig. 4. We observed that the Pareto optimal converged rapidly in the initial 4
generations. It also clearly shows the generations increased while the solution was
close to the lower cost and CO2 emission. The Pareto optimal and solution set
optimal were achieved after 278 and 119 generations. These results showed that
CLSC model can be optimal using PSO even though the problem is large and
complicated.
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4.2 Case Study

Since the solar cell can be recycled, refurbished, and reuse, it gave the potential to
create the RL in supply chain design and, moreover, to achieve the economic and
environmental benefits for solar enterprises. Solar cells will deliver to FL to
refurbish or to RL for quality examination. Some solar cells after quality exami-
nation can extract the silicon materials and be reduced to silicon raw materials by
silicon powder production factories, some solar cells that are of good quality will
deliver to FL for reproduction, and few which did not pass the quality examination
goes to disposal factories.

This experiment of applying MOPSO algorithm in solar cell industry case set up
500 iterations to obtain the optimal solution. Table 1 demonstrates the single
optimization results and Pareto optimization results in which the decreasing carbon
emission will cause the higher cost that can be observed. The Pareto results will
need more 0.52 % cost, and in addition, the environmental model will need more
2.16 % cost to obtain the economic optimal. Figure 5 shows the Pareto optimal

Table 1 The optimal solution of case study in different scenarios

Total cost Carbon
emission (ton)

Cost
differential (%)

CO2 emission
differential (%)

Economic optimal $788,341,600 635,378 – –

Pareto optimal $792,846,000 629,804 0.52 −0.63

Environmental
optimal

$805,367,600 620,492 2.16 −2.34

Fig. 5 Pareto optimal solution of 4 stages and 4 units
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solution of 4 stages and 4 units with compromise of economic and environmental
concerns. We observed that the solution contained all technologies which are 7
units for technology level 1, 6 units for technology level 2, and 7 units for tech-
nology level 3.

5 Conclusion

This paper studies an integrated CLSC network design problem with cost and
environmental concerns in the solar energy industry. We adjusted the factory
capacity based on selecting various manufacturing technology levels and, further-
more, diagnosed the economic and environmental impact based on various sce-
narios of FL/RL capacity and demand. While the scale of CLSC enlarging, more
operated factories in FL/RL and carbon pollution will occur, in addition, the Pareto
optimal solution which is provided by this investigation will give the suggestions of
capacity expansion, technology selection, supply chain design, factory location
options, and capacity allocation based on different local regulation for enterprises.
This investigation also compared the PSO solution to CPLEX and studied the
efficiency and performance. The application of MCSCD model in a solar cell
industry shows that the solar enterprises are able to select the appropriated factories,
technologies, and capacity to fulfill the economic and environmental concerns
based on the enterprises’ sustainable visions.

References

Chuang LY, Tsai SW, Yang CH (2011) Chaotic catfish particle swarm optimization for solving
global numerical optimization problems. Appl Math Comput 217(16):6900–6916

Eberhart RC, Kennedy J (1995, Oct) A new optimizer using particle swarm theory. In:
Proceedings of the sixth international symposium on micro machine and human science (vol 1,
pp 39–43)

Fahimnia B, Marian R, Motevallian B (2009) Analysing the hindrances to the reduction of
manufacturing lead-time and their associated environmental pollution. Int J Environ Technol
Manage 10(1):16–25

Naka S, Genji T, Yura T, Fukuyama Y (2003) A hybrid particle swarm optimization for
distribution state estimation. IEEE Trans Power Syst 18(1):60–68

Özceylan E, Paksoy T (2013) A mixed integer programming model for a closed-loop supply-chain
network. Int J Prod Res 51(3):718–734

Tan KC, Goh CK, Yang YJ, Lee TH (2006) Evolving better population distribution and
exploration in evolutionary multi-objective optimization. Eur J Oper Res 171(2):463–495

Wang F, Lai X, Shi N (2011) A multi-objective optimization for green supply chain network
design. Dec Support Syst 51(2):262–269

Zitzler E, Thiele L (1999) Multiobjective evolutionary algorithms a comparative case study and the
strength Pareto approach. IEEE Trans Evol Comput 3(4):257–271

A Particle Swarm Optimization Approach … 459



A Combined Grey System Theory
and Uncertainty Theory-Based Approach
for Supplier Selection in Supply Chain
Management

Muhammad Saad Memon, Young Hae Lee and Sonia Irshad Mari

Abstract The requirement of large sample size and the strong subject knowledge
to build suitable membership function restrict the applicability of probability and
fuzzy theories in supplier selection problem. Due to this fact, the combination of
grey system theory and uncertainty theory-based approach is applied for supplier
selection problem, which requires neither any exact probability distribution nor
membership function. The proposed approach is able to consider stochastic and
recognitive uncertainties associated with supplier selection decision in supply chain
management. This chapter develops framework for reducing the risks associated
with suppliers. The novelty of this research is to consider proper uncertainty
approaches in different stages of proposed framework instead of solving the whole
selection problem using the same uncertainty theory or grey system theory. The
proposed framework is based on three stages: identification of supplier selection
criteria, defining weights to goals and ratings to supplier attributes as grey linguistic
variables, and supplier selection and order allocation using uncertain-goal pro-
gramming considering uncertain demand and lead time. The proposed model will
help the practitioners to effectively evaluate and select suitable set of suppliers and
optimal order allocation.

Keywords Supplier selection � Grey system theory � Uncertainty theory � Supply
chain management

1 Introduction

Many researchers have investigated supplier evaluation criteria and selection
methods. Supplier selection is a multiple-attribute decision-making (MADM)
problem (Karimi et al. 2014). Among various methods, the widely adopted methods
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are multi-criteria decision models (Wang et al. 2007) and linear weighting models
(Sarkis et al. 2002), the analytic hierarchy process (Sipahi et al. 2010), and math-
ematical programming (MP) techniques (Talluri et al. 2003). These all
above-described methods give little insights for supplier selection issue, because
supplier selection is highly associated with uncertainties and depends on large
amount of domain knowledge where expert’s assessment plays an important role.
Supplier selection problem is associated with recognitive and stochastic uncer-
tainties. Therefore, it is necessary to develop a more effective supplier selection
method, which can handle recognitive and stochastic uncertainties simultaneously
(Deng et al. 2014). The involvement of decision maker’s (DM) subjective judgment
yields recognitive uncertainties, and therefore, traditional approaches may fail to
handle this type of uncertainty. Another uncertainty embed in supplier selection
decision is stochastic nature of various decision parameters. Various researchers
proposed supplier selection model deal with stochastic parameters (Hu et al. 2012).
These proposed stochastic models require large amount of data to handle the
assumption of certain probability distribution, and this yields another problem for
supplier selection decision as DMs have lack of knowledge or small availability of
information for different set of suppliers. ‘Probability and Statistics’ theories can
handle stochastic uncertainties, but it requires large amount of historical data to
produce reliable results, and this is only possible when suppliers have long back-
ground and large sample data can be accessible to DMs, which is difficult in real
situation. Recognitive uncertainty is largely due to lack of knowledge or incomplete
information (Deng 1985). Fuzzy mathematics is widely used to handle the recog-
nitive uncertainty. The problem with the fuzzy mathematics is that it requires strong
knowledge about the subject to make membership functions. Recently, various
researchers proposed fuzzy-based techniques to deal with supplier selection prob-
lem (Boran et al. 2009). The requirement of large sample size and the strong subject
knowledge to build suitable membership function restrict the applicability of
probability and fuzzy theories in supplier selection problem. Moreover, Liu (2012)
showed that it is inappropriate to model belief degree by using probability theory
because it may lead to counterintuitive results. Deng in 1982 developed the grey
system theory to handle the problem of ‘small sample size and poor information,’
which requires neither any probability distribution nor membership function (Deng
1989). This theory attempts to solve above-discussed issues related to supplier
selection problem.

The first model in supplier selection problem based on grey theory is proposed
by Li et al. (2007). Later on Li et al. (2008) and Cao et al. (2012) extended the
application of grey system theory in supplier selection problem. However, these
proposed models also have lacking in finding out the optimal purchase quantity
from each supplier in each period, which is the most important decision. This is due
to lack of belief degree as exact value of grey parameter is unknown and decision
makers have to choose the optimal purchase quantity from the given range, which is
not possible in practical scenario. Decision maker may not order material quantity
because he/she is usually not sure about belief degree of minimum and maximum
limits of grey parameter. Kahneman and Tversky (1979) showed that decision
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makers usually overweight unlikely events. This problem limits the use of grey
system theory in supplier selection problem. In this scenario, Liu (2007) proposed
uncertainty theory to deal with belief degree. In order to overcome this problem, we
proposed combined grey theory and uncertainty theory-based approach. Readers
may consult Liu (2015) for recent development in uncertainty theory.

This paper developed a framework for supplier evaluation and selection in order
to achieve both quantitative and qualitative objectives associated with suppliers
using combined grey system theory and uncertainty theory. The proposed frame-
work is based on three stages: (1) identification of supplier selection criteria,
(2) defining weights to goals and ratings to supplier attributes as grey linguistic
variables, and (3) supplier selection and order allocation using uncertain-goal
programming considering uncertain demand and lead time. Goal programming
technique is widely used by many researchers to handle the multi-attribute supplier
selection problem (Chai et al. 2013).

2 Preliminaries

2.1 Grey System Theory

A ‘grey number’ �G is such number whose exact value is unknown, but a range
within which the value lies is known. A grey number �G is defined as an interval
with known lower limit and known upper limit as �G G; �G½ �. Such a method
supplements the expression of system uncertainties whenever the probability den-
sity and membership functions cannot be fully identified (Cai et al. 2011; Chang
et al. 1996). A �G becomes a ‘deterministic number’ or ‘white number’ when
G ¼ �G. Suppose �G G1; �G1½ � and �G G2; �G2½ � are two different grey numbers, the
basic operations on these grey numbers are defined as follows (Li et al. 2007).

�G1 þ�G2 ¼ G1 þ G2;G1 þ G2
� �

�G1 ��G2 ¼ G1 � G2;G1 þ G2

� �

�G1 ��G2 ¼ min G1G2;G1
�G2; �G1G2; �G1 �G2ð Þ;max G1G2;G1

�G2; �G1G2; �G1 �G2ð Þ½ �

�G1 ��G2 ¼ G1;G1
� �� 1

G2
;
1
G2

� �

k:�G ¼ k:G; k:G
� �

Most of the real-world processes in decision problems are in the grey stage due
to lack of information and uncertainty (Mujumdar and Karmakar 2008). This is the
reason why grey optimization provides a useful tool for decision-making problem
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under such uncertainties (Karmakar et al. 2006). Supplier selection problem also
consists of uncertainties which may not be solved using probability or fuzzy theory.
Hence, the grey system theory provides sufficient basis to handle recognitive
uncertainty associated with supplier selection problem.

2.2 Uncertainty Theory

Let Γ be a nonempty set, and let A be a σ-algebra over Γ. Each element of A is
called an event. According to Liu (2007), a set function is called an uncertain
measure if and only if it satisfies the following four axioms:
Axiom 1 (Normality) M{Γ} = 1;
Axiom 2 (Monotonicity) M{A} ≤ M{B} whenever A � B;
Axiom 3 (Self-Duality) M{A} + M {Ac} = 1 for any event A;
Axiom 4 (Countable Subadditivity) M{[iAi} ≤

P1
i¼1 M{Ai} for any countable

sequence of events {Ai}.

Definition 2.2.1 Liu (2007) Let Γ be a nonempty set, and let A be a σ-algebra over
it. If M is an uncertain measure, then the triplet (Γ, A, M) is called an uncertainty
space.

Definition 2.2.2 Liu (2007) Uncertain variable ξ is defined as a measurable
function from an uncertainty space (Γ, A, M) to the set of real numbers ℜ. That is,
for any Borel set B, we have {γ 2 Γ | ξ (γ) 2 B} 2 A.

Definition 2.2.3 Liu (2007) Let ξ be an uncertain variable. Then, the expected
value of ξ is defined as below, provided that at least one of the two integrals is
finite:

E n½ � ¼
Zþ1

0

M n	 xf gdx�
Z0

�1
M n
 xf gdx

Definition 2.2.4 Liu (2007) Let ξ be an uncertain variable with regular uncertainty
distribution Φ and inverse uncertainty distribution Φ−1. Then, the expected value of
the uncertain variable ξ with regular uncertainty distribution Φ is

E n½ � ¼
Z1

0

U�1 að Þda:
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3 Supplier Evaluation and Selection Criteria

Efficient evaluation criteria can help the enterprises to reduce the risks associated
with suppliers. The key to success of manufacturing firms in today’s fast-changing
technology-based consumer market is to introduce innovative products, which is
not possible without considering suitable suppliers (Kanagaraj et al. 2014).
Evaluation criteria are also important to reduce the operational costs and increase
the profit continuously (Wang et al. 2009). Supplier selection decision changes the
global supply chain design problem in fundamental ways, because they are based
on broad criteria and selected according to the buyer’s perception (Yucenur et al.
2011). Based on extensive literature review related to supplier evaluation criteria
from past researches (e.g. Amindoust et al. 2012; Awasthi et al. 2010; Chen 2011;
Chou et al. 2008; Dickson 1966; Shaw et al. 2012; Weber et al. 1991), we develop
important supplier evaluation criteria and their measuring principles as shown in
Table 1.

4 The Proposed Supplier Selection Model

The combined grey system theory and uncertainty theory-based approach for
supplier selection is proposed to solve the multi-attribute supplier selection prob-
lem. The grey system theory is employed because the selection of supplier attributes

Table 1 Criteria for supplier evaluation

Evaluation
criteria

Description Measuring principle

Quality Poor-quality products are
found during incoming
inspection

Total number of rejected items are
arrived from supplier in each batch

Delivery The supplier capability to
timely meet the demand

This can be analyzed by the percentage
of demand meet in each period

Logistics
service

Logistics service used by
supplier and transportation
time

This can be analyzed by the number of
intermediate destinations from supplier
to buyer. Also by analyzing the total
number of rejected item due to poor
logistics handling

Sustainability
factor

The sustainability awareness of
supplier

This can be analyzed by supplier
awareness about sustainable performance
such as their manufacturing methods,
total embodied carbon footprints, waste
management, social laws, and others

Risk factor Vulnerability of suppliers due
to risks such as
natural/man-made disaster

This can be analyzed by the location of
suppliers or any past disruption history
of supplier
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and preference for each type of procuring material belongs to DM’s subjective
judgment and it deals with recognitive uncertainty. As stated earlier, supplier
selection problem also includes stochastic uncertainties which most of the time is
unfeasible to use any exact probability distribution. The advantage of the proposed
model over previous fuzzy and stochastic approaches is that it does not require any
robust membership function nor require any probability distribution.

Based on the framework of the proposed model, initially both qualitative and
quantitative data were collected based on experts’ analysis along with available set
of potential suppliers from procurement department. Then, the incomplete infor-
mation collected from experts will be expressed as grey numbers, and grey system
theory-based approach is used to obtain the weights and supplier’s ratings for each
attribute based on expert’s opinions. Finally, uncertain-goal programming-based
mathematical model is proposed to find the optimum set of suppliers and optimal
purchase quantities.

4.1 Defining Weight to Objectives as Grey Linguistic
Variables

In this research, the objective weights are considered as grey linguistic variables.
Table 2 shows grey linguistics variables on seven scale numbers.

The procedure of defining weight to objectives is as follows. Assume that w ¼
w1;w2; . . .;wnf g is the vector of n objectives weights. Suppose that experts group

consists of k persons, then attribute weight of Oj objective can be expressed
according to geometric mean as:

�wj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�w1

j ��w2
j � � � � � �wk

j
k
q

ð1Þ

where �wk
j is the subjective judgment of the kth decision maker over jth objective.

4.2 Defining Attribute Ratings as Grey Linguistic Variables

The rating value to each supplier is also defined as linguistic variables. The scale of
attribute ratings is shown in Table 3. Suppose that Si ¼ S1; S2; S3. . . Snf g is set of
potential suppliers. Then, the attribute rating of Oj objective can be expressed
according to geometric mean of grey numbers as:

Table 2 Objective weights scale ⨂w

Scale Very
low (VL)

Low (L) Medium
low (ML)

Medium
(M)

Medium
high (MH)

High (H) Very
high (VH)

�w [0.0, 0.1] [0.1, 0.3] [0.3, 0.4] [0.4, 0.5] [0.5, 0.6] [0.6, 0.9] [0.9, 1.0]
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�Gij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�G1

ij ��G2
ij � � � � � �Gk

ij
k
q

ð2Þ

where Gk
ij is the subjective judgment of the kth decision maker for ith supplier over

jth objective.
The proposed mathematical model is based on combination of grey system

theory and uncertainty theory. Therefore, we cannot use the grey parameter directly
into mathematical model. Grey system theory provides useful solution to overcome
this by applying equal-weight mean whitenization. Please refer to Liu et al. (2010)
for further reading on whitenization of grey numbers.

After applying equal-weight mean whitenization to grey numbers, Eqs. (1) and
(2) will be as follows, where ~� represents equal-weight mean whitenization value
of grey parameter.

~�wj ¼ 1
2

wj þ wj

� �
ð3Þ

~�Gij ¼ 1
2

Gij þ Gij

� �
: ð4Þ

4.3 Problem Formulation

Supplier selection problem concerns with how to choose the optimum supplier and
how much quantity of material should be purchased. In the proposed model, both
quantitative and qualitative attributes are included in the proposed model. The
quantitative attributes are considered as uncertain purchase cost and lead time. The
qualitative attributes are quality of material, delivery time, logistics service, sus-
tainability factor, and risk. The information loss of these attributes due to lack of
knowledge about suppliers and subjective judgment of DMs will be covered by
using grey system theory. Notations used in the proposed model are as follows:

Sets:
i Set of suppliers {i = 1, 2… n}

Table 3 Attribute rating scale ⨂G

Scale Very poor
(VP)

Poor
(P)

Medium poor
(MP)

Fair
(F)

Medium good
(MG)

Good
(G)

Very good
(VG)

⨂G [0, 1] [1, 3] [3, 4] [4, 5] [5, 6] [6, 9] [9, 10]
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Parameters:
fi fixed cost associated with utilizing supplier i
pi unit purchase cost from supplier i
ξ uncertain annual demand of material
ηi uncertain lead time for supplier i
Φξ uncertain distribution of uncertain variable ξ
Φηi uncertain distribution of uncertain variable ηi
csi capacity of supplier i
~�qli quality level at supplier i as a grey parameter
~�sli delivery service level of supplier i as a grey parameter
~�lsi quality of logistics service available at supplier i as a grey parameter
~�sfi level of sustainability awareness at supplier i as a grey parameter
~�rli risk level at supplier i as a grey parameter
TVTC Threshold value of total cost
TVlt Threshold value of lead time
~�TVql Threshold value of quality level as a grey parameter
~�TVsl Threshold value of delivery service level as a grey parameter
~�TVsl Threshold value of logistics service level as a grey parameter
~�TVsf Threshold value of sustainability factor level as a grey parameter
~�TVrl Threshold value of risk level as a grey parameter

Decision variables:

xi ¼ 1
0

	
If Supplier i is selected, then 1, otherwise 0

yi Proportion of demand fulfilled from supplier i

Total cost is the sum of annual purchase cost and fixed ordering cost. Where yiξ
represents quantity of material ordered to ith supplier.

Purchase cost ¼
Xn
i¼1

piyin ð5Þ

Fixed cost ¼
Xn
i¼1

fixi ð6Þ

Total cost ¼ c y; nð Þ ¼
Xn
i¼1

fixi þ
Xn
i¼1

piyin ð7Þ

Constraints of the model are estimated as follows.

Total lead time ¼ Tlt x; gð Þ ¼
Xn
i¼1

gixi ð8Þ
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Total quality level ¼ Tql ¼
Xn
i¼1

~�qlixi ð9Þ

Total quality level of logistics system ¼ Tls ¼
Xn
i¼1

~�lsixi ð10Þ

Total delivery service level ¼ Tsl ¼
Xn
i¼1

~�slixi ð11Þ

Total sustainability level ¼ Tsf ¼
Xn
i¼1

~�sfixi ð12Þ

Total risk ¼ Trl ¼
Xn
i¼1

~�rlixi ð13Þ

Capacity constraint ¼ yin
 csi ð14Þ

Constraints (15) and (16) show the minimization of goals for cost and lead time,
respectively. It is worthwhile mentioning here that both constraints are uncertain
variables since ξ and η are uncertain variable.

c y; nð Þ þ dþ1 ¼ TVtc ð15Þ

Tlt x; gð Þ þ dþ2 ¼ TVlt ð16Þ

Constraints (17)–(21) maximize the goals for all important evaluation criteria
(see Table 1) by minimizing the total deviation of the goals from their threshold
values.

Tqlþ dþ3 ¼ ~�TVql ð17Þ

Tlsþ dþ4 ¼ ~�TVls ð18Þ

Tslþ dþ5 ¼ ~�TVsl ð19Þ

Tsf þ dþ6 ¼ ~�TVsf ð20Þ

Trlþ dþ7 ¼ ~�TVrl: ð21Þ
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4.4 Mathematical Model

In order to obtain the compromise solution of formulated problem, the expected
value of goal programming model is developed as shown in Eq. (22). From
mathematical viewpoint, there is no difference between deterministic and uncertain
programming except uncertain programing contains uncertain variables.

min
Qm
j¼1

~�wjdþj

" #

subject to

E
Pn
i¼1

fixi þ
Pn
i¼1

piyin

� �
þ dþ1 ¼ TVtc

E
Pn
i¼1

gixi

� �
þ dþ2 ¼ TVlt

E yin½ � 
 csiPn
i¼1

E yin½ � 	E n½ �
Tqlþ dþ3 ¼ ~�TVql

Tlsþ dþ4 ¼ ~�TVls

Tslþ dþ5 ¼ ~�TVsl

Tsf þ dþ6 ¼ ~�TVsf

Trlþ dþ7 ¼ ~�TVrl

yi 	 0; xi 2 f0; 1g; dþi 	 0; i ¼ 1; 2; . . .; n

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

8>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð22Þ

4.5 Equivalent Crisp Model

In order to find the optimum solution, we have to estimate the expected value or
uncertain measure. Taking advantage of properties of uncertainty theory, the math-
ematical model (22) can be transformed into its crisp equivalent as shown in (23)
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min
Qm
j¼1

~�wjdþj

" #

subject to

Pn
i¼1

fixi þ
Pn
i¼1

piyi
R1
0
U�1

n að Þdaþ dþ1 ¼ TVtc

Pn
i¼1

xi
R 1
0 U

�1
gi
ðaÞdaþ dþ2 ¼ TVlt

yi
R 1
0 U�1

n ðaÞda
 csi
Tqlþ dþ3 ¼ TVql

Tlsþ dþ4 ¼ TVls

Tslþ dþ5 ¼ TVsl

Tsf þ dþ6 ¼ TVsf

Trlþ dþ7 ¼ TVrl

yi 	 0; xi 2 0; 1f g; dþi 	 0; i ¼ 1; 2; . . .; n

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

ð23Þ

5 Conclusion

This paper developed framework for reducing the risks associated with suppliers.
The proposed framework is based on three stages: (1) identification of supplier
selection criteria, (2) defining weights to goals and ratings to supplier attributes as a
grey linguistic variable, and (3) supplier selection and order allocation using
uncertain-goal programming. In real-world multi-criteria decision-making prob-
lems, the DM’s judgments are uncertain and cannot be estimated exactly. We take
advantage of grey system theory to tackle the stochastic and recognitive uncer-
tainties associated with discussed problem. The advantage of using combined grey
system theory and uncertainty theory over stochastic and fuzzy theory is that this
approach requires neither large set of data points nor robust membership function.
In this paper, various evaluation criteria are identified and described as grey lin-
guistic variables which help the managers to evaluate their supplier performance
more effectively. The uncertain-goal programming-based model is proposed to
optimally select the suitable set of suppliers along with optimal order allocations.
The proposed model will help the practitioners to understand the importance of
handling recognitive and stochastic uncertainties simultaneously and give practi-
tioners another tool to effectively evaluate and select suitable set of suppliers and
optimal order allocation. The proposed methodology leads to future research
directions such as the effectiveness of proposed model can be analyzed by applying
the model to real case study. The performance of proposed methodology can further
be compared with fuzzy-based techniques in order to provide significant effec-
tiveness of this methodology.
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A Fuzzy Multi-objective Model
with MFCA Approach for Selecting
Products Variety in a Textile Supply
Chain

Amin Amid, Saeed Zolfaghari and Maryam Siyahpoush

Abstract Offering product variety is one of the strategies for today’s competitive
advantage. In spite of the fact that greater product variety allows manufacturers to
meet a larger share of customer’s satisfaction, it increases the complexity of the
process and reduces efficiency of the operational performance in a supply chain.
Increasing product variety also creates more wastes and more losses, and reduces
efficiency of resources. In this chapter, a fuzzy multi-objective model is developed
in an imprecise environment by using Material Flow Cost Accounting (MFCA)
approach which concentrates on reducing resource consumption by reducing waste
and losses as well as active response to environmental requirements. The cost
objective function consists of waste management cost, system cost, material cost,
and energy cost. The model considers different weights for each of the cost items.
Due to uncertain seasonal market demand for textile productions, an imprecise
production preparation time and vagueness of input data, a fuzzy weighted max–
min multi-objective model is developed for this problem. In this model, the
achieved level of objective functions will match the relative importance of objective
functions. The model considers three objective functions: quality, product variety,
and cost of negative products which focus on the appropriate variety of the products
and help decision makers increase green productivity in a textile supply chain.
A numerical example is developed to show the application of the model.
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Keywords Material flow cost accounting (MFCA) � Product variety � Fuzzy
multi-objective decision making � Weighted max–min

1 Introduction

Nowadays, product variety is a strategy that not only helps to increase market share
and achieve customers’ satisfaction but also is one of strategies for today’s com-
petitive advantage. Studies on the effects of increasing product variety from the
aspects of marketing and operation indicate a trade-off relationship between the
goals of increasing product variety and operational objectives of the organization or
a supply chain (Ton and Raman 2010; Xia and Rajagopalan 2009; Thonemann and
Bradley 2002).

Although an increase in product variety can increase customer satisfaction and
improve the quality of social life, it makes the task of production managers more
difficult and it also increases the rate of inventories, wastes, and losses in society.
More product variety results in changing production strategies of mass production
to mass customization which could reduce inventory problem. Besides many
advantages of mass customization, implementation and planning is difficult and
balance between variety and complexity should be considered (Daaboul et al. 2011;
Berry and Cooper 1999).The other management practice is lean production. Lean
production concentrates on continuous elimination of all wastes and reduces losses
in the production process and can improve ability of a firm in high diversified range
of products, at the lowest cost, with high levels of productivity and optimum quality
(Arbós 2002).

On the other hand, the first impact of product variety would be lead to increase in
diversity of raw material and resource consumption. Moreover, problem in after and
during producing and disposal management should not be disregarded
(Jayachandran et al. 2006). Since the competition was globalized, supply chains
have been primarily focusing on design development as well as response expedition
and reducing operational costs. However, decreasing the level of primary resources
and increasing pollution have led to consideration of the environmental perfor-
mance in the supply chain as the third criterion. Considering environmental per-
formance in order to achieve a social, economic, and environmental balance as the
basis of sustainable development is important in supply chain (Dyllick and
Hockerts 2002). Therefore, another element which must be taken into account in
product variety strategies is environmental considerations.

Furthermore, producing various products with short life cycles and low quality
increases wastes and consumption of resources. Nonetheless, any effort in reducing
resource consumption should not lead to deteriorating product quality (Niinimäki
and Hassi 2011).

Taking these parameters into product and process design consideration needs
information not only about how resources are spent and how their wastes is
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managed but also about how much cost losses. One of the environmental man-
agement system tools is material flow cost accounting (MFCA) which hereinafter is
named (MFCA) and can avail this information. MFCA focuses on wastes and
material losses both in monetary and physical units and can avail detail information
which could not extract from other management systems. Under MFCA approach,
whole losses especially input material and products are considered so that these
items have not been considered in lean production (Tachikawa 2012). It means that
wider range of process and product will be covered by MFCA.

Regarding above discussion, it seems that in product variety strategy, environ-
mental impact and product quality should be taken into account. A key contribution
of this study is to consider environmental factors with MFCA approach for
choosing the optimal product variety by a fuzzy multi-objective model. Defined
material losses and wastes in MFCA which have been named negative products
(METI 2007) are regarded as environmental impact and are considered as an
objective, but due to these data are both in monetary and physical units, we have
considered different weight importance for each items costs in MFCA.

The model is developed in textile supply chain because textile supply chain is
characterized by high product variety, high pollution and material and energy
consumption, fashion trend, uncertainty in demand (Turker and Altuntas 2014;
Allwood et al. 2008; Thomassey 2010), so it can be a good case for developing
model. Accordingly, a weighted max–min fuzzy multi-objective model is repre-
sented in order to optimize the variety and quality of products with minimizing
negative products cost (material losses and wastes) based on MFCA.

This paper is organized as follows. A review of the literature on product variety,
product quality and MFCA, and textile supply chain are presented in Sect. 2.
Objective functions are formulated in Sect. 3. The proposed fuzzy multi-objective
model and weighted max–min method are developed in Sect. 4. A case study is
presented in Sect. 5, followed by the concluding remarks in Sect. 6.

2 Literature Review

2.1 Product Variety

Higher product variety can meet the needs of heterogeneous customers. However,
increasing variety of products increases the complexities particularly in the supply
chain. Frizelle and Woodcock (1995) defined complexity results from variety and
uncertainty in dynamical systems. Hu et al. (2008) presented a mix-model of
product variety including manufacturing complexity for assembly systems and
supply chain. Another area that is affected by product variety is in the resources
with limited capacity such as material and energy, human resource, and equipment.
Thus, product variety needs to be optimized. Susanto and Bhattacharya (2011)
proposed a fuzzy multi-objective linear programming to optimize profit and product
mix and considered the best feasible and optimal solution. Descending trend of
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performance can be balanced with reaching product variety to a high degree of
similarity where it accurately forecasts the demand (Wan et al. 2012).

On the other hand, with increasing product variety, there will be a need for more
changes in settings and processes, resulting in an escalated probability of creating
wastes and reducing efficiency of resources. Therefore, the objective of minimizing
consumption of resources and wastes in product variety in ecosystems must be
considered as well (Tang and Yam 1996). Thus by focusing on these aspects, the
importance of environmental considerations in selecting the optimized product
variety will be more apparent.

2.2 Material Flow Cost Accounting Approach

Assessment and reducing environmental impacts and performance evaluation in a
supply chain are issues which have received great deal of attention among
researchers (Sarkis 2003; Canito et al. 2012; Clark and Clegg 2000).

Many studies also have been conducted on environmental costing in an orga-
nization or a supply chain (Roy et al. 2009). As Nikolopoulou and Ierapetritou
(2012) have mentioned, there are many systematic methods which can be used as
environmental performance indicators of product and process such as product life
cycle assessment (LCA) and minimal environmental impact. Letmathe and Doost
(2000) proposed cause and effect analysis to assign environmental cost. De Beer
and Friend (2006) considered 5 types of costs including internal and external costs
and also regarded environmental revenues.

Mangers often are interested in reduced adverse environmental impacts whether
these activities lead to company profit. In order to meet these objectives, company
needs to have useful and clear information about environmental costs. EMAs are
calculation methods that connect environmental impacts to the economy (Higashida
et al. 2013).

With respect to some hidden costs in environmental cost accounting that often
are not considered, it seems that tracing flow of material could avail more infor-
mation. Jasch (2003) evaluated environmental costs by using the concept of product
life cycle and MFCA.

Nakano and Hirao (2011) used LCA and MFCA for data collection and pro-
posed a supply chain collaboration model (SCCM) to promote improvement
activity of product and environmental performance. Zhang and Huang (2013) have
provided a fuzzy multi-objective model which optimizes economic. Hung et al.
(2006) considered different qualitative and quantitative parameters and proposed a
multi-objective model and used fuzzy AHP.

One of new methods that are recently introduced as one of environmental
management tools is MFCA. MFCA method focuses on cost of material losses and
wastes. Reducing wastes can lead to resource consumption reduction followed by
adverse effects on its management. In fact, reducing adverse environmental impact
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throughout life cycle by environmental friendly and cost effective product could be
result of applying MFCA (Jasch 2009). Integrating MFCA and enterprise resource
planning (ERP) can provide useful information about quantity of wastes and other
loss cost (Fakoya and van der Poll 2013).

In this approach, wastes and other material losses are defined as negative
products. In MFCA analysis, at first, material flow in a quantity center is traced, the
amount of material losses and wastes is identified, and then, the costs are calculated
and allocated to losses (Kokubu and Kitada 2012). In MFCA, all cost items of
negative product which are not calculated in conventional cost accounting sepa-
rately are systemized and established (Nakajima 2010). Three types of costs,
including energy and material costs, system costs, and wastes management costs,
have been identified. Using an appropriate apportionment criteria based on mass
balance of input and output, materials will be allocated to product and material
losses and wastes (ISO 14051 2011; Kokubu and Kitada 2012). It provides pos-
sibility to detect other hidden and intangible costs in losses of material flow.

In order to reduce material losses and wastes besides improve resource pro-
ductivity, efficiency corporation among related enterprises in a supply chain is
needed (METI 2007; Nakajima 2010).

2.3 Product Quality

Quality is one of the distinction strategies that create prestige for manufacturers.
High focus on environmental consideration in design phase must not lead to dis-
regard customer expectation. Cristopher et al. (1996) developed Green QFD which
utilizes the integration of the product life cycle and environmental considerations.

There are factors for measuring the quality of each product. Some examples of
these features in the case of clothing and textiles are roughness and softness of
handle, wrinkle-taking, fitness, color and light fastness, durability, suspension, and
other related features. Kuo et al. (2009) integrated environmental considerations
and the QFD by using the fuzzy systems and provided ECO-QFD function which is
used in the product design. Yang et al. (2003) presented a QFD fuzzy system for
buildability evaluation in design phase, and Chen and Ko (2008) employed a
nonlinear fuzzy model of quality function by considering Kano concept. Taylan
(2011) implemented fuzzy linguistic terms to state product quality and product
grading for continuous quality assessment.

2.4 Textile Supply Chain

Textile supply chain includes suppliers, manufacturers, and customers.
Manufacturing sector involves subsectors such as producers of fiber and yarn,
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producers of fabric inclusive knitting andweaving sectors, dyeing, finishing, printing,
and clothing/sewing sectors (Seuring 2004; Allwood et al. 2008). Textile and
clothing supply chains are usually a long chain which have many complexities due to
the heterogeneous parts and the presence of small and medium enterprises (Salman
2006). In fact, efforts for searching lower production costs have led to chain moves
toward far east (Bonacich et al. 1994; Thomassey 2010) which have lower labor and
energy cost but instance consequent energy consumption for related transport has
been observed.

Clothing and textile supply chains because of importance of quick responsibility
and flexibility are called agile supply chains, and they represent a good example of
a buyer-driven chain. High product variety will follow problem in production
management, inventory, delivery time, responsively as well as increasing costs.
High flexible manufacturing also is needed (Salman 2006; Turker and Altuntas
2014), so that the most items in each season and every new collections are not
repeated (Thomassy 2010). Thus, unforeseen variation of season, fashion, and the
other customer requirement can make significant impact on variety. In addition, in
order to achieve high flexibility and responsibility, often environmental impact of
this changes in textile industry is being disregarded (Turker and Altuntas 2014).

Toxic chemical material, water and energy consumption, emission and pollution,
problem in disposal and solid wastes, distribution problem, etc., are some of neg-
ative environmental problems of textile industry (Allwook et al. 2000). Kalliala and
Talvenmaa (2000) and Seuring (2004) addressed some details on environmental
depiction of textile products in textile supply chain.

Producing low-quality textile products with short life cycles with the aim of
continuous replacement of production leads to increased wastes and adverse
environmental effects (Niinimäki and Hassi 2011).

Applying environmental management systems (EMSs) often put stress on con-
sequent environmental impacts that in textile and fashion industry are in primary
stages (Lo et al. 2012).

In this paper, a fuzzy multi-objective model which considers three objective
functions, quality, product variety and cost of negative product by using MFCA
approach, is developed. Next section will developed this issue.

3 Formulating the Model

In this paper, three different objective functions including product quality, cost, and
variety are considered. Here, the cost refers to the total cost, and it is assigned to
negative product by the definition in the MFCA approach. MFCA with monetary
and physical tracing makes visible negative products and their aspects.

In this section, we primarily provide each of the objective functions and cor-
respondingly the constraints. Then, we explain the solution methodology. The
variables that are used in the model have been presented in Table 1.
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3.1 Objective Function of Product Variety

Generally, product variety can be resulted from changes in models, design, size,
color, packaging, and distribution methods. Product variety is the number of dif-
ferent products which is provided to meet the explicit to inexplicit needs of the
customers by the firm. Variety is an indicator which is highly effective on the value
created for the customer, and the used variety indicator can be defined as follows
(Daaboul et al. 2011):

UVI ¼
Xn
i¼1

aiVi=NV ð1Þ

where αi stands for the average weight of importance of variant i for customers; Vi

represents a proposed variant 1 ≤ i ≤ n; i ∊ Z; and NV is the total number of all
possible variants.

In this paper, the variety function is considered as follows:

Z1 ¼
Xn
i¼1

Xm
j¼1

aijxij ð2Þ

where xij∊ {0,1}, it means that xij is a zero-one variable that is equal to 1 if model
i is assigned to design j, and equal to 0 otherwise.

Table 1 Description of variables

Variables Description Variables Description

xij Zero-one variable for model i to
be allocated to design j

L Minimum model constraints

aij Number of available variety for
model i design j

M, U Minimum and maximum limitation
for design

cij Negative product costs ratio
allocated to model i design j

Z1 Objective function of variety

qij Quality level Z2 Objective function of MFCA

w Importance weight from AHP
comparison

Z3 Objective function of quality

UVI Used variety indicator bijk Numerical value of comparison
items by kth decision maker

αi Average weight of importance of
variant i for customers

n Number of respondents

Vi Proposed variant Ct Total unit costs related to negative
products

NV Total number of all possible
variants

βi Weight importance of each cost
items

fi Each cost item in MFCA
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Weights of available variants are assumed to be equal as marketing expert
distinguished.

3.2 MFCA Objective Function (Negative Product Cost
Function)

In MFCA, after quantifying material losses and wastes (negative product), cost
items are allocated to the products and wasted materials with a suitable criterion
(METI 2007; ISO 14051 2011). Due to in MFCA, material losses and related costs
are traced simultaneously, and overlapping costs can make incorrect decision. For
example, high costs of materials compensate considerable wastes in energy, and the
total cost of negative products does not provide accurate information for compa-
rability of data especially where objectives are considered green. In green strategies,
main idea is concentrated on reduction adverse environmental impact and losses as
well as wastes rather than monetary impacts. Consequently, in practice, the
importance and weight of each of these costs are not the same for different systems.
In this paper, we consider different weights of importance for each of the cost items.
Moreover, to specify the weight of items, the pair-wise comparison in analytic
hierarchy process (AHP) is utilized.

Thus, primary function of the MFCA which is a cost function can be described
as follow:

Ct ¼
X4
i¼1

bifi ð3Þ

w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½n�

Yn
k¼1

bijk

s
w� 0 ð4Þ

Xn
i¼1

bi ¼ 1 bi � 0 ð5Þ

where f1 is designated as the unit cost of material wasted, f2 stands for the unit cost
of energy wasted, f3 represents unit system cost wasted, and f4 is assigned as the
unit wastes management cost (ISO 14051 2011).
Ct total unit costs of negative products,
βi weight importance of each cost items which is calculated from Eq. 4,
bijk numerical value of comparison items (ij) by kth decision maker (DM), and
n number of respondents.
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MFCA objective function which refers to cost of negative products is given as
follows:

Z2 ¼
Xn
i

Xm
j

cijxij ð6Þ

3.3 Quality Objective Function

This section provides the quality objective function. As mentioned above, quality is
an eligibility criterion of the product which is a key factor for product success in
supply chain and is influenced by the quality of the input materials of downstream
suppliers. Therefore, implementing strategies to reduce consumption of resources
should not lead to reduction in the quality of the final product.

The quality objective function can be written as follows:

Z3 ¼
Xn
i

Xm
j

qijxij ð7Þ

4 Constraints and Solution Approach

While the demand for variety is theoretically unlimited, product diversification is
commonly limited with supply side. Constraints in the supply side usually include
resource limitations. Most of these restrictions have nowadays been solved with
advances in technology (Tang and Yam 1996). Therefore, in the developed model,
it is assumed that all constraints are related to production technology and equipment
and they are crisp. In addition, it is possible to produce several products at the same
time.

Given the above, the following model is proposed here:

Max: Z1 ¼
Xn
i

Xm
j

aijxij ð8Þ

Min: Z2 ¼
Xn
i

Xm
j

cijxij ð9Þ

Max: Z3 ¼
Xn
i

Xm
j

qijxij ð10Þ
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Subject to:

Xm
j¼1

xij � L i ¼ 1; 2; . . .; n ð11Þ

M�
Xn
i¼1

xij �U j ¼ 1; 2; . . .;m ð12Þ

Practical decision making is sometimes different than theoretical decision
making. In practice, decision makers quite often choose the nearest solution to the
desired objective, or they may make a decision in the absence of complete and
accurate information on criteria and constraints. In such cases, fuzzy approaches are
more effective. This may be more apparent in the case of quality where customers
may use ambiguous terms which describe quality. For this reason, we use a fuzzy
approach with weighted max–min to solve the model.

Fuzzy logic systems have been used extensively in decision-making problems
especially supplier selection problems in a supply chain. Shaw et al. (2012) and Lee
(2009) applied fuzzy models for supplier selection.

In this paper, different importance weight for each objective was considered.
Weight of each objective can be achieved by using the method of AHP matrix of
paired comparisons (using Eq. 4). To solve the problem with weighted max–min
fuzzy method, we first need to set membership functions of fuzzy constraints and
goals. Then, the minimum and maximum of each membership function are obtained
under the constraints (Amid et al. 2006) (Table 2).

It is assumed that membership functions for minimization goal (zk) and maxi-
mization goals (zl) are expressed as follow:

lzk xð Þ ¼
1 for zk � z�k
ðzþk � zk xð ÞÞ=ðzþk � z�k Þ for z�k � zkðxÞ� zþk ðk ¼ 1; 2; . . .; pÞ

0 for zk � zþk

8<
:

ð13Þ

Table 2 Variables for the fuzzy model

Variables Description Variables Description

Z Objective function wj Importance of fuzzy objective function j

L Index of max objectives Zj
+ Upper bound of objective function j

K Index of min objectives Zj
− Lower bound of objective function j

µzj(x) Membership function λj Achievement level for objective function j
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lzl xð Þ ¼
1 for zl � zþl
ðzlðxÞ � z�l Þ=ðzþl � z�l Þ for z�l � zlðxÞ� zþl l ¼ pþ 1; pþ 2; . . .; qð Þ
0 for zl � z�l

8<
:

ð14Þ

In this model, the decision maker’s preferences are considered in terms of
weights in the model (Eq. 4). Therefore, the DM expects that achievement level of
membership function should be close to the ratio of objective weights. This pro-
portionality, however, may not always happen. If this proportionality is important
to the DM, the weighted max–min method can be used. This model is formulated as
follows (Amid et al. 2011; Dastkhan et al. 2011):

Max: k ð15Þ

Subject to:

wjk� flzj xð Þ; j ¼ 1; . . .; q ðfor all objective functions) ð16Þ

gr xð Þ� br; r ¼ 1; . . .;m ð17Þ

0� k� 1 ð18Þ
Pq
j¼1

wj ¼ 1; wj � 0

xi � 0; i ¼ 1; . . .; n
ð19Þ

New membership functions are defined as follows:

l0zk xð Þ ¼
1=wk for zk � z�k
flzk xð Þ
wk

for z�k � zk xð Þ� zþk ðk ¼ 1; 2; . . .; pÞ
0 for zk � zþk

8<
: ð20Þ

l0zl xð Þ ¼
1=wl for zl � zþl
flzl xð Þ
wl

for z�l � zl xð Þ� zþl ðl ¼ 1; 2; . . .; qÞ
0 for zl � z�l

8<
: ð21Þ

5 Case Study

In this section, we describe the model by using a numerical example in textile
industry. As mentioned above, textile industry mainly includes sub-units such as
spinning, knitting/weaving, and wet processing that have high consumption of
chemicals, energy, and especially water. The environmental impact of wastewater
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and wastes in this industry is significant. In this research, a textile firm is considered
with spinning, weaving, dyeing, printing, finishing, and sewing units. Every unit in
this firm has been considered as a quantity center and total cost of wastes, and
material losses along whole quantity centers related to product variety have been
calculated. Obtained data in quantity centers demonstrated that energy losses are
more than material wastes but due to material cost was higher so, wastes of energy
covered by material wastes. Negative product and associated cost have been
increasing by raising the number of variety of products in colors and design due to
changes in the setting as well as change in the final product type. In printing
quantity center, all waste material such as dyestuff, auxiliary and chemical material,
defects products, and other wastes have been calculated based on mass balance
between inputs and outputs. Other costs including material, energy, system cost,
and waste management cost (Dollars) are allocated by accountants and production
experts. For quantifying, data in each quantity center have been considered as
percent negative products cost ratio between 0 and 1. For example, 10 kg of
negative product from 100 kg input product represents 0.1 (for more detail refers to
METI 2007).

Quality level of a product can be taken into account by performance of a product
on different features or criteria. Selected features of quality for the textile products
in the case study are color fastness, light and washing fastness, strength, and
staining which are measured by different standards and criteria such as gray and
blue scales which are numbered from 1(low) to 5(high). Quality level of each
product has been stated in level between 0 and 1. In practice, however, it may not
be possible to select a precise value of each product in each criterion. In these cases,
based on experts’ opinion, the number between 1 and 5 is assigned to each product.
This ratio is calculated from summation or total performance of a product on all
criteria. For instance, quality ratio of a product with 20 out of 25 is 0.8.

The product family includes five different models. We assumed that in the set of
products Pi where i = 1, …, 5 by changing in design j where j = 1, 2, 3, different
products can be produced. The variety is increased by increasing the number of
design colors.

The data set for the values of quality level as well as the MFCA (Eq. 3) and
available variety of each product are presented in Table 3.

Table 3 Data set for the problem

P aij cij qij P aij cij qij P aij cij qij
P11 2 0.22 0.8 P12 4 0.35 0.6 P13 1 0.29 0.8

P21 1 0.16 0.7 P22 5 0.38 0.4 P23 1 0.20 0.6

P31 1 0.17 0.5 P32 6 0.24 0.4 P33 8 0.35 0.7

P41 5 0.22 0.4 P42 1 0.28 0.5 P43 3 0.20 0.7

P51 6 0.26 0.6 P52 1 0.20 0.65 P53 7 0.40 0.5
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We adopted linear programming to obtain the minimum and maximum of
membership functions, and we used LINGO software to solve the model. The
results are summarized in Table 4.

So the model will be provided as below:

Max: k ð22Þ

Subject to:

0:45k�ðZ1 xð Þ � 8Þ=38 ð23Þ

0:35k�ð2:31� Z2 xð ÞÞ=1:36 ð24Þ

0:2k�ðZ3 xð Þ � 3:35Þ=2:65 ð25Þ

X3
j¼1

xij � 1 i ¼ 1; . . .; 5 ð26Þ

1�
X5
i¼1

xij � 4 j ¼ 1; 2; 3 ð27Þ

xij 2 0; 1f g ð28Þ

0� k� 1 ð29Þ

After solving the model in the form of a single-objective model, the following
results are represented in Table 5.

Table 5 shows that Z2 and Z3 have been achieved simultaneously with product
variety 26 which are obtained from 7 chosen products. Results from Tables 4 and 5
indicate that by implementing of the developed multi-objective model, average
negative product decrease to 0.25 (Z2 = 1.69 divided by 7) if the variety objective
function is considered as a single objective under same constraints; 9 products will

Table 4 Max and min values for the objective functions under constraint in fuzzy environment

Objective function wj Zj
+ Zj

− Selected products

Z1 0.45 46.00 8.00 x11, x12, x22, x32, x33, x41, x43, x51, x53
Z2 0.35 2.31 0.95 x11, x21, x31, x43, x52
Z3 0.20 6.00 3.35 x11, x12, x13, x21, x33, x42, x43, x51, x52

Table 5 Solution of the numerical example

Method Z1 Z2 Z3 λ1 λ2 λ3 Selected products

Weighted max–min 26 1.69 4.2 0.58 0.45 0.26 (x11, x23, x32, x33, x41, x43, x51)

A Fuzzy Multi-objective Model with MFCA Approach … 487



be selected and average negative product costs will be increased to 0.3 (Z2
+ = 2.62

divided by 9). In other words, average negative product costs have been reduced
16.67 % that subsequently will affect the amount of negative products.

The average of quality for 7 products with 26 varieties is 0.6 (Z3 = 4.2 divided by
7). It represents that average quality level has been improved around 5.27 % rather
than single-objective model with 9 products (0.57 = 5.1/9).

On the other hand, concentration on cost minimization as a single objective will
lead to reduced variety to minimal mode (8 varieties) which is unexpected for
managers and cannot meet the customer satisfaction and market demand. The
results distinguish existent trade-off between objectives clearly and accentuate that
product variety goal should be considered as multi-objective model. In fact, the
model with optimization objectives under constraints has provided the best results
inclusive fewer costs, higher product variety and quality in which aligned with
decision maker’s preferences.

It should be noted that the results hardly depend on decision makers’ prefer-
ences. The obtained results represent that all managerial preferences have been met
in developed model.

The main objective in Z2 function is decreasing costs by MFCA approach which
by reducing consumption energy and material and wastes reduces environmental
impact.

6 Conclusion and Further Research

In any manufacturing firm, determining the firm’s desirable product variety is
among the most important management decisions. The product variety is affected
by many parameters in terms of both market and technology and operational costs.
With increasing attentions to sustainability in recent years, the amount of pollution
levels, wastes, and resources are part of environmental considerations in supply
chain. As such, selecting the optimal products that meet customers’ expectations in
terms of variety as well as managers’ satisfaction in terms of the operational and
environmental factors poses particular importance.

This paper presents a multi-objective model with choice of products that satisfies
the desirable business goals and simultaneously with decrease resource consump-
tion increases green productivity. What should be taken into consideration is des-
electing a product does not mean rejecting it. As a matter of fact, to increase variety,
decision makers can enter products into PDCA cycle in the MFCA and by reducing
negative product and subsequently cost in supply chain can cause to select products
and increase variety. Overviews of product design and process by choosing recy-
clable material as well as product strategy and supplier selection are effective in
achieving these goals in manufacturing of these products. The model focuses on the
appropriate variety of the products and helps decision makers to quantify how many
varieties could be apply if green productivity and profit increased in a textile supply
chain. Weight of the desired targets has a major role in selecting the products. In
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addition, since different products have different resource usages and wastes, con-
sidering the degree of differences is important in accounting negative product costs,
which provides more clarity for decision making. In the weighted max–min
method, the products selected can satisfy the objective functions with a higher level
of satisfaction and provide more acceptable results based on decision makers’
preference. However in this method, achievement levels for other objectives are
closer to desired targets that show how this model can help to achieve the strategic
objectives of a supply chain within reducing environmental negative impact of a
textile supply chain.

Generally, available information on material flows provided by MFCA along
upstream and downstream firms in a supply chain can ensure for reducing material
losses and help to supply chain managers that have an effective decision on resource
productivity as well as improvement in competitive strategies such as product
variety and quality, while cost reduction is happened.

In real world, however, it may not be possible to select a precise value of each
product in each criterion. For instance, the quality level of each product could be
considered as a fuzzy variable. Further research is required to provide new fuzzy
model and calculation.

MFCA objective function can be considered as an environmental impact index.
While environmental negative impact reduces, green productivity increases.
Designing of a measurement system that represents the relationships between green
productivity and MFCA initiatives could be new area for researching.
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Manpower Planning with Multiple Tasks
for a Call Center in Healthcare Service

Sarusakorn Booranadiloak, Udom Janjarassuk,
Kanokporn Rienkhemaniyom and Chumpol Yuangyai

Abstract Private hospitals offer an advanced appointment program that allows
patients to receive medical care services at their convenient time. While the amount
of callers has increased, many hospitals face difficulties to determine the number of
operators to promptly respond the calls. Long waiting time may cause some callers
to abandon their lines, which leads to the loss of opportunity. This chapter focuses
on how to determine the optimal number of operators and their assignment in a
service time horizon. An integrated framework is proposed using mixed-integer
nonlinear programming to solve the staff planning and allocation problem. The
result shows that the framework is viable.

Keywords Healthcare service � Mixed-integer nonlinear programming � Staff
planning and allocation

1 Introduction

A call center has been playing a vital role in hospital as it is an initial contact point
between customers and a hospital. The call center provides convenient services to
customers, such as delivering hospital’s service information and appointment
rearrangement. While the demand of incoming calls has rapidly increased, many
hospitals face a problem to determine the suitable number of operators to handle
those calls. Several hospitals have no systematic approach to verify whether or not
the current operators are capable of responding the calls (Nah and Kim 2013).
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Additionally, the hospital call center also suffered from the staff-arrangement
issues due to performing multiple tasks, e.g., returning calls, and administrative work
(Moore et al. 2001). The operators’ competencies rely on experiences and intuition to
prioritize when and which task has to be performed. The lack of these competencies
results in customer’s long waiting time and increased abandonment rate.

Much research focuses on considering only one type of inbound calls. In fact,
there are several types of customers’ needs leading to a variety of unpredictable
types of inbound calls. For instance, some customers may want to get information
and make an appointment, while other customers want to report and complain
regarding services of hospitals. Other types of task include dialing outbound calls
and other tedious jobs, such as collecting the complaints and comments from
customers or other administrative jobs. These extra tasks make the operators not
able to response customer calls effectively (Aksin et al. 2007; Atlason et al. 2008;
Cezik and L’Ecuyer 2008; Ernst et al. 2004; Gans et al. 2003; Mehrotra 1997).
To address the staff planning and allocation problem, several researchers focus on
call center problem.

Specially, Nah and Kim (2013) have proposed a mixed-integer nonlinear model
to determine the number of staffs and time slot allocation. Their objective function
is to minimize the labor cost and penalty cost (both waiting time and abandon rate).
However, in their study, a constant time is considered for each outbound calls,
which could not represent a real situation where each outbound call has different
characteristics, e.g, reminding customers of appointments regular of promotion
announcement, keep close relation with special customers (for example, greeting on
customer birthday), and respond to special requests or queries (Saltzman and
Mehrotra 2007). Therefore, in our study, we will consider the additional constraints
of different outbound characteristics as well as the administrative jobs.

The objective of this chapter is to develop a mathematical model to assist call
center staff planner to determine a set of number of staffs and how to assign task to
the staffs in each shift while observing labor cost, waiting time, and penalty.

The organization of this paper is as follows: We first present call center work
process, then in Sect. 3, our mathematical model formation is explained.
A numerical example is demonstrated in Sects. 4, and 5 provide conclusion.

2 Hospital Call Center Tasks

Figure 1 shows the hospital call center work process. When customers call, the
inbound type is classified into three types, namely information inquiry, rear-
rangement requests, and complaints.

In the case of information inquiry, if the operator is capable, he/she will respond
to the call immediately; otherwise, they will ask customer to wait in line until the
customer receives information asked. However, if the customers wait for a long
period of time, they may abandon calls and the operator will return call once he/she
contact to other department for more information.
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The second type of inbound call is rearranging an appointment. The operator
does an online check in hospital database to make appointment changes for the
customer. However, in some cases, the operator may require more time to contact
other department before making changes. In this case, the operator will call back the
customer once the issues have been resolved.

The last type of task is complaint/suggestion handling. If the operator is able to
handle these tasks, he/she will collect all commentaries; otherwise, he/she will
transfer the call to a responsible person.

3 Mathematical Programming Model Formulation

In this section, we present the mathematical model with all notations: indices,
parameters, decision variables, objective functions, and constraints as follows:

3.1 Indices, Parameter, Decision Variable Description

See Table 1.
Let T be the set of 1 h time period where the call center department is open, and

D denotes the set of working day. Then, t and d are the indices of the set T and
D. Let m stand for the total number of operating days per week. We use k as a
symbol for a shift in set K. Note that, there are several types of inbound call. Let
I denote the set of call category; then, i is the indices of the set I.

Inbound 
calls

Rearrange 
call

Information 
call

complaint 
call

can answer 
this question 

or not

Contact to other department 
for an answer.

Callback to 
the customer

Answer that 
question

Contact to other 
department for reschedule.

Callback to the 
customer

Collect the 
comentaries

operators get in 
charge on this 

or not

yes

no

Switch this lines to person 
who get in charged

yes

no

Fig. 1 Hospital call center work process
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We assume that there are three kinds of calls, thus i is rearranging, information
gathering, and complaints handling. Probability theory used in this research for
classifying the sort of inbound calls. Let Pi denote the probability of call type i. The
working time for administration is represented by Fi. Let Ei denote an operated time
of outbound call in each call type i. The volume of inbound calls is denoted by Btd.
We used wtd and αtd to denote observed mean waiting time per caller and observed
abandonment rate, respectively. The wtd is used for determining the predicted
waiting time (Wtd) by formulating the relation between observed waiting time and
inbound load. Similarly, predicted abandonment rate is denoted as Atd for the
relation between observed abandonment rate and inbound load (Nah and Kim
2013). Let f1(·) and f2(·) stand for the mentioned relations.

In general, there are numerous expenses in the entire operations. Let αk denote
the mean daily wage per operator working on shift k. Nah and Kim (2013) present
the method to evaluate the penalty cost due to waiting time and abandonment rate,
and β and μ denote the penalty cost due to waiting cost per caller per time unit and
the mean cost per lost call, respectively. The value of β can be estimated by the

Table 1 Notation for the model

T Set of 1 h time period, t 2 T

D Set of working day, d 2 D

K Set of shift, k = 1, 2, …, K

I Set of category of inbound call, i = 1, 2, …, I

Pi Probability of call type i

Fi Working time for administration of call type i

Ei Operated time for outbound call type i

Btd Volume of inbound call for (t, d)

αtd Observed mean abandonment rate for (t, d)

utd Maximum allowable abandonment rate for (t, d)

gd Hour required for outbound calls for d

α Mean daily wage per operator

β Cost due to waiting time

μ Cost due to abandonment line

ztdk Non-value-added period for (t, d, k)

ltd Inbound load for (t, d)

Wtd Predicted waiting time for (t, d)

wtd Observed mean waiting time (t, d)

Atd Predicted abandonment rate for (t, d)

f1(∙) Relation between observed waiting time and inbound load

f2(∙) Relation between observed abandonment rate and inbound load

xtdk Total man-hour for inbound call for (t, d, k)

ytdk Total man-hour for outbound call for (t, d, k)

vtdk Total man-hour for administration task for (t, d, k)

Nk Total number of operators on shift k
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value of time based on the living expenses and the average wage. The amount of μ
can be evaluated by comprehensively considering the effects of the lost calls, such
as the current and potential mean profits generated by a patient being served, the
percentage of inbound calls leading to appointments, and the percentage of lost
calls resulting in lost customers.

Let Nk denote the number of operators in set k (k = 1, 2… K). The total man-hour
of each tasks including, inbound call, outbound call, and administrations is indi-
cated by xtdk, ytdk, and vtdk, respectively. The non-value-added time is ztdk.

3.2 Mathematical Model

Here, we present a mixed-integer nonlinear mathematical model of the workforce
planning and allocation for a hospital call center. Note that, the successful opera-
tions can be defined as a low total costs but maintain high quality of services.
Therefore, the objective of the mathematical model can be stated as

Minimize

X ¼ am
XK
k¼1

Ni þ b
X
d

X
t

BtdWtd þ l
X
d

X
t

BtdAtd þ c
X
d

X
t

BtdCtd

Subject to

ltd ¼ BtdPK
k¼1 Xtdk

8t; d ð1Þ

Wtd ¼ f1ðltdÞ 8t; d ð2Þ

Atd ¼ f2ðltdÞ 8t; d ð3Þ

Atd � utd 8t; d ð4Þ
P

t BtdAtdP
t Btd

� utd 8d ð5Þ

P
d

P
t BtdAtdP

d

P
t Btd

� u ð6Þ

gd þ PiEi

X
t

Btd �
X
t

X
k

ytdk 8d ð7Þ

PiFi

X
t

Btd �
X
k

X
t

vtdk 8d ð8Þ
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Nk ¼ xtdk þ ytdk þ ztdk þ vtdk 8t; d ð9Þ

Nk � 0 and integer ð10Þ

xtdk � 0; ytdk � 0; vtdk � 0 ð11Þ

Our objective function is to minimize total cost which is composed of labor cost,
waiting cost, abandonment cost, and loss of opportunity cost. The problem is
subject to the following constraints.

The first constraint is an equation to determine workload which will be used to
predict abandon rate in Eq. 2 and waiting time in Eq. 3. The expected abandonment
rates should satisfy the hourly, daily, and weekly standard of the maximum
allowable abandonment rate in Eqs. 4–6. Equation 7 indicates each type of demand
of outbound calls. Equation 8 illustrates the calculation of man-hours for admin-
istration tasks.

The main purpose of this research is to find the optimal number of operators. We
assume that the entire staffs can work at the same constant man-hour level which is
1 h per person per period. The number of operators (Nk) can be interpreted as total
man-hours available during each one-hour period. Subsequently, as shown in Eq. 9,
the number of operator in each shift can be calculated by the summation of total
man-hour for inbound call, outbound call, administration tasks, and non-value
added activities.

In Eq. 10, Nk is a nonnegativity integer. Also, we require positive man-hours for
inbound call, outbound calls, and administrative hours as shown in Eq. 11.

4 A Numerical Example

To illustrate themathematicalmodel andprovide numberof results for theproblem,we
use a simple numerical example mainly based on the data represented in Nar and Kim
(2013) as well as some data by consultation with our case study hospital call center.

The observed call center is operated from 8:00 to 18:00, and each interval
represents a single hour. We consider only Monday through Friday. There are two
shifts of operator which operate from 8:00 to 17:00 and 9:00 to 18:00, respectively.
We also use the demand of inbound calls in each period as shown in Fig. 2.
Tables 2 and 3 display model input parameters and maximum allowable aban-
donment rate in each day, respectively.

From the above information, the mathematical model is shown below; however,
the loss of opportunity is not considered
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Minimize

X ¼ 80� 5
X2
1

Ni þ 7:2�
X10
t¼1

X5
d¼1

BtdWtd þ 8:7�
X10
t¼1

X5
d¼1

BtdAtd

08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

Monday 250 570 600 520 410 590 410 320 280 200

Tuesday 180 420 420 320 280 300 280 270 220 180

Wednesday 170 380 370 340 220 240 240 270 270 150

Thursday 150 310 310 280 220 230 240 270 210 120

Friday 130 310 310 280 220 240 210 210 200 100

0

100

200

300

400

500

600

700

C
al

l D
em

an
d

Fig. 2 Observing call demands each day

Table 2 Summary of input
data

Parameter Value

Probability of rearrangement call (Pre) 0.4

Probability of information call (Pin) 0.5

Probability of complaint call (Pco) 0.1

Operated contact time of rearrangement (Fre) 0.05 h

Operated contact time of information (Fin) 0.05 h

Outbound operated time of rearrangement (Ere) 0.05 h

Outbound operated time of information (Ein) 0.05 h

Wage (α) 80 $

Penalty cost due to waiting (β) 7.2 $

Penalty cost due to lost call (μ) 8.7 $

Mean outbound call (gd) 10 h
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Subject to

ltd ¼ BtdP2
k¼1 Xtdk

8t; d

Wtd ¼ 0:00249 ltdð Þ

Atd ¼ 0; if ltd\20

0:011457ltd � 0:02261; otherwise

�

Atd � utdP10
t¼1 BtdAtdP10
t¼1 Btd

� ud

P5
d¼1

P10
t¼1 BtdAtdP5

d¼1

P10
t¼1 Btd

� u

10þ 0:4� 0:05�
X10
t¼1

Btd þ 0:5� 0:05�
X10
t¼1

Btd þ 0:1� 0:05�
X10
t¼1

Btd �
X2
k¼1

X10
t¼1

ytdk

0:4� 0:05�
X10
t¼1

Btd þ 0:5� 0:05�
X10
t¼1

Btd þ 0:1� 0:05�
X10
t¼1

Btd �
X2
k¼1

X10
t¼1

ytdk

Nk ¼ xtdk þ ytdk þ ztdk þ vtdk
Nk � 0 and integer

xtdk � 0; ytdk � 0; vtdk � 0

The model is then solved using http://www.neos-server.org/. The results are
shown in Tables 4, 5 and 6. It indicates that the optimal number of operators for
shift 1 and shift 2 is 22 and 24, respectively.

Tables 4, 5 and 6 display the tasks that should be deployed in each time period.
To illustrate the result, for example, during 10:00–11:00 on Wednesday of shift 1,

Table 3 Maximum allowable abandonment rate

Time period Monday Tuesday Wednesday Thursday Friday

8:00 22.5 16.5 15.0 13.5 12.0

9:00 22.5 16.5 15.0 13.5 12.0

10:00 22.5 16.5 15.0 13.5 12.0

11:00 33.8 24.8 22.5 20.3 18.0

12:00 45.0 33.0 30.0 27.0 24.0

13:00 33.8 24.8 22.5 20.3 18.0

14:00 16.9 12.4 11.3 10.1 9.0

15:00 16.9 12.4 11.3 10.1 9.0

16:00 16.9 12.4 11.3 10.1 9.0

17:00 16.9 12.4 11.3 10.1 9.0

ud 22.5 16.5 15 13.5 12.0

u 15.0
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Table 4 Allocation of inbound tasks over weak

Time
period

Shift 1 Shift 2

Mon Tue Wed Thu Fri Mon Tue Wed Thu Fri

8:00 19.5 19.8 19.8 18.4 15.9 0.0 0.0 0.0 0.0 0.0

9:00 19.8 19.8 19.8 16.4 16.4 21.6 21.6 21.6 21.6 21.6

10:00 19.8 19.8 19.8 16.4 12.6 21.6 21.6 21.6 21.6 18.2

11:00 8.8 8.8 8.8 8.8 8.8 21.6 21.6 21.6 21.6 21.6

12:00 8.8 8.8 8.8 8.8 8.8 9.6 9.6 9.6 9.6 9.6

13:00 19.8 19.8 18.9 18.6 12.6 9.6 9.6 9.6 9.6 9.6

14:00 11.5 19.1 7.4 19.8 7.4 20.5 12.5 21.1 9.6 20.7

15:00 4.2 8.9 19.4 19.8 6.9 20.8 21.6 12.7 13.3 5.9

16:00 19.7 4.1 19.7 4.6 3.1 2.1 20.7 12.3 21.1 21.4

17:00 0.0 0.0 0.0 0.0 0.0 15.6 20.3 17.8 14.7 12.3

Table 5 Allocation of outbound task over weak

Time
period

Shift 1 Shift 2

Mon Tue Wed Thu Fri Mon Tue Wed Thu Fri

8:00 0.3 0.0 0.0 0.1 3.8 0.0 0.0 0.0 0.0 0.0

9:00 0.0 0.0 0.0 3.4 3.4 0.0 0.0 0.0 0.0 3.4

10:00 0.0 0.0 0.0 3.4 0.0 0.0 0.0 0.0 0.0 0.0

11:00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

12:00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

13:00 0.0 0.0 0.9 1.2 0.0 0.0 0.0 0.0 0.0 0.0

14:00 8.3 0.0 0.0 0.1 14.8 0.2 9.1 0.5 12.0 0.9

15:00 0.0 0.0 0.5 0.1 0.0 0.8 0.0 0.0 8.3 15.6

16:00 0.1 0.0 0.1 0.1 3.8 0.0 0.9 4.3 0.5 0.2

17:00 0.0 0.0 0.0 0.0 0.0 0.4 0.0 3.7 0.0 0.3

Table 6 Allocation of administration task over week

Time
period

Shift 1 Shift 2

Mon Tue Wed Thu Fri Mon Tue Wed Thu Fri

8:00 0.0 0.0 0.0 1.4 0.1 0.0 0.0 0.0 0.0 0.0

9:00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

10:00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

11:00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

12:00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

13:00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

14:00 0.0 0.7 12.4 0.0 0.1 0.9 0.0 0.1 0.1 0.0

15:00 15.6 10.9 0.0 0.0 0.0 0.0 0.0 8.9 0.0 0.1

16:00 0.0 15.7 0.0 15.1 13.0 19.5 0.1 5.0 0.0 0.0

17:00 0.0 0.0 0.0 0.0 0.0 5.5 1.3 0.1 6.9 9.0
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22 operators are required. According to Table 4, the man-hours for inbound call is
19.8 indicating that 19 operators should be assigned for handling inbound calls over
this period and another one operator should be assigned for additional of 48 min.
However, to assign for the whole shift during this period 2, operator will be idle as
no more jobs waiting for handling.

The advantage of this guideline obtained from the results is that the hospital has
systematic approach to determine the number of operators. In addition, those
operators have an idea how to decide when to perform their tasks in each period as
well they know which day they should take a leave for vocation or personal reason.

In contrast, this guideline may not be useful in some situations. For example, if
there is high fluctuation on the nature of each calls resulting in the operators may
not finish all tasks in time, e.g., on Thursday during 8:00–9:00, the result shows that
there are 6 min to make outbound calls. In fact, the length of operating time for
outbound call relies on the unpredicted behaviors of each customer rather than on
the operators’ skill. Thus, we may not guarantee that 6 min is sufficient to respond
those unmanageable calls.

5 Conclusion and Future Work

The workforce planning and allocation is important in the hospital call center. In
this paper, we present a mathematical model by using mixed-integer nonlinear
programming to incorporate with some real situations. Experimental results are
provided. Not only the number of operators required but also some insights for
planner as a guideline for further planning are provided. Since it is time-consuming
to solve the model, heuristic methods, genetic algorithm, particle swarm optimi-
zation, or differential evolution, will be used to help planning in practical way.

Furthermore, our model is not able to incorporate with the situation where the
behavior of each customer is uncertain. The stochastic programming with the
consideration of the planning results should be able to withstand the changes or
differences of customers’ behavior.
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Developing Control Charts for Monitoring
Time Interval Between Nonconforming
Items in High-Quality Processes

Huynh Trung Luong and Zin Maung Maung Phyo Htet

Abstract High-quality processes with very low rate of nonconforming items can
be found in many industries nowadays. For these processes, the traditional
Shewhart control charts such as p-chart, u-chart, and np-chart are not applicable.
Due to low fraction of nonconforming, it is better to establish the control chart to
monitor the time between successive defectives of the process. In fact, time between
successive defectives of high-quality processes usually follows exponential distri-
bution. Due to the fact that the exponential distribution is highly skewed, some
transformation techniques should be applied to help developing the control charts
with unbiased in-control average run length (ARL). In this chapter, two different
approaches have been applied using Weibull transformation and Cornish–Fisher
expansion to develop unbiased ARL control charts in such a way that the proba-
bility of false alarm is at acceptable value.

Keywords Quality control � Weibull transformation � Cornish–Fisher expansion

1 Introduction

During the last years, many industries have been encountering problems in pro-
duction management related to the distribution of goods through many networks to
the customers in global emerging market. From several empirical studies, the firms
can get greater benefits in terms of profitability and performance by focusing on
quality management (Powell 1995; Easton and Jarrell 1998; Das et al. 2000;
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Douglas and Judge 2001; Kaynak 2003; Yeung et al. 2006; Mesut 2009; Kull and
Narasimhan 2010).

Theoretically, quality assurance, a part of quality management to provide con-
fidence that a product or service will satisfy given needs, relies on statistical
analyses to deal with practices such as measuring, changing, and improving the
process through continuous monitoring. Among statistical tools used for quality
assurance, control charts are basically used for continuous monitoring and
improving functions.

The use of control chart can help to determine whether the process is under
control or out of the control. It also helps to determine the source of variation that
results in degraded process performance. Many specific control charts have been
developed for different practical implementations.

Nowadays, thanks to the technological advancement, many manufacturing
companies like electronic companies can produce high-quality products with a very
small amount of nonconforming (defective) fraction. The defective levels or count
rates in the processes of these companies are extremely small (under 1000 occur-
rences per million). These processes are remarked as high-quality processes (Xie
et al. 2002). In high-quality processes, most of the time, no defective items can be
observed in the inspected sample because the average value of defective proportion
is very low. This causes the range of the control limits to be narrowed down, and
hence, the use of traditional Shewart control charts such as p-chart, np-chart, and
u-chart is not appropriate to help detect the out of control situation quickly because
most of the sample points to be plotted in the control chart may show nearly zero.
Another possible problem is that the control chart in this situation can show sig-
nificantly excess false alarm. The risk of false alarm can increase the cost unnec-
essarily and discredit the machines used. For high-quality processes, there is a need
to develop improved control charts to replace the traditional ones. This is the aim of
the research presented in this paper.

2 Literature Review

The drawbacks of applying conventional Shewhart control charts in high-quality
processes motivated many research works toward establishing other alternatives
without using the number of nonconforming items in the sample taken as the basis
for the establishment of the control chart. Nelson (1994) introduced the chart based
on the non-defective items. In this research, if the fraction of nonconforming item is
very small, the number of defective items can be approximated by Poisson distri-
bution and the number of non-defective items between these defective items will
follow an exponential distribution.

A concept derived by Calvin (1983) and further studied by Goh (1987) is to use
the distribution of the number of non-defective items between successive defective
items. From this concept, a cumulative count of conforming control chart (CCC1) is
developed to detect out of control signal based on cumulative count of conforming
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items. However, for small proportion of “p”, it is better to use time-between-event
(TBE) charts (Liu et al. 2004) which continuously monitor the number of con-
forming items between consecutive nonconforming items.

Several research studies related to TBE chart have been conducted for dealing
with small “p” case. Yang et al. (2002) recognized that a geometric chart is quite
slow to detect mild deteriorations of the system. Only if the “p” value rises, it shows
out of control signals quickly. Also, rather than deciding the process should be
stopped or not depending on the single failure, it is better to make decision until “r”
failures have occurred.

Using negative binomial distribution, CCC-r chart, which uses the numbers of
inspected items until “r” consecutive nonconforming items are observed, was first
proposed by Bourke (1991). Besides, conforming run length (CRL) charts (Wu
et al. 2001) and cumulative count of conforming (CCC) charts (Ohta et al. 2001)
were also developed to deal with high-quality processes. Although there were
different approaches, the main focused variable was the number of successes
between failures. However, it should be noted that these charts are very sensitive,
and if a large value of “r” is used, the charts become ineffective in detecting large
upward shifts and need a relatively large number of items to be tracked down.

Tang and Cheong (2006) modified the existing cumulative count of conforming
chart with the group inspection, while Albers (2010) considered the optimal design
of negative binomial charts by choosing the value of “r” depending on the process.
Chen et al. (2011) constructed the CCC chart and focused on the variable sampling
intervals and control limits for high-quality process. All the charts mentioned above
require 100 % inspection to the products.

Bersimis et al. (2014) proposed a new control chart to monitor the high-quality
processes by using a compound rule based on the number of conforming units
observed between the (i − 1)th and the ith nonconforming unit and that observed
between the (i − 2)th and the ith nonconforming unit. Through comparison with the
performance of other charts, this chart showed better results in most cases.

It should be noted that the cumulative sum (CUSUM) and exponential weighted
moving average (EWMA) control charts have also been proposed for the use in
high-quality processes (Yeh et al. 2008; Szarka and Woodall 2012). However, in
some cases, they are very complex and complicated to understand for the
practitioners.

Recently, Joekes and Barbosa (2013) introduced advanced p-chart using the
Cornish–Fisher expansion. Cornish–Fisher expansion is a formula to approximate
the quantiles of random variable based on its cumulants. The main purpose is to
normalize the original value with one adjustment (adding the 3rd order cumulant to
the limit) and two adjustments (adding the 3rd and the 4th order cumulants to the
limit) to reduce the false alarm. As a result, the research presented a new rule for p-
chart. If the value np(1 − p) is less than 5, it is suitable to use one or two adjust-
ments. If the value np(1 − p) is between 0.08 and 0.25, only two adjustments should
be used; however, if np(1 − p) is less than 0.08, another approach is needed.
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3 Scope and Limitations of the Study

It is assumed that the fraction of defectives in high-quality process is very small and
these rare events occur continuously and independently at a constant rate. Hence,
the number of defective items in a fixed period of time will follow Poisson dis-
tribution, and therefore, the time between two consecutive defectives will follow
exponential distribution. It is also assumed that the process is monitored continu-
ously and 100 % inspection is applied so that the time at which a defective occurs
can be recorded precisely.

Taken into consideration the fact that many processes are using continuous
monitoring control system to check quality characteristics of the product, the
control chart in this paper will be constructed based on the observed time between
two consecutive defectives detected. Empirical analytical transformation technique
as well as the use of cumulants of exponential distribution will be taken into
consideration in the development of the control charts.

4 Control Charts for Exponential Distribution
Using Transformation Method

For the exponential distribution with mean h0 ¼ 1
k0
, (k0 ¼ poisson rate) which is

used to model the time between two consecutive defectives, the main difficulty in
constructing control chart is its high skewness. This skewness nature cannot be
changed upon whatever the value of the mean as shown in the Fig. 1. However, the
exponential distribution can be transformed into Weibull distribution which is less
skew. The Weibull distribution is a continuous distribution which can be approx-
imated by the normal distribution with appropriate shape parameter b. The effect of
the shape parameter on skewness of the Weibull distribution is shown in Fig. 2.

Fig. 1 Exponential
distribution
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Assume that t is exponentially distributed with density function

f ðtÞ ¼ 1
h0
� e�t=h0 ; t� 0, denote T ¼ t1=b and using the transformation formula

f Tð Þ ¼ f tð Þ � dt
dT, then the exponential distribution can be transformed into the

Weibull distribution with density function

f Tð Þ ¼ b

h
1=b
0

� T

h
1=b
0

0
@

1
A

b�1

�e
� T

h
1=b
0

0
@

1
A

b

The above expression is the probability density function of T which follows

Weibull distribution with shape parameter b and scale h� ¼ h
1=b
0 . From the research

conducted by Nelson (1994), this Weibull distribution can be well approximated by
a normal distribution using b ¼ 3:6 as illustrated in Fig. 3.

Fig. 2 Weibull distribution

Fig. 3 Normal
approximation to Weibull
distribution using shape
parameter 3.6
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4.1 Control Limits Using �3r

Firstly, the control chart will be constructed using the standard limits derived for
normal distribution because the exponential distribution has been approximated by
the normal distribution through Weibull transformation. The standard control limits
using �3r from the mean of the Weibull distribution are

LCL ¼ lT � 3rT ¼ h
1=3:6
0 � C 1þ 1

3:6

� �
� 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1þ 2

3:6

� �
� C 1þ 1

3:6

� �� �2s2
4

3
5

UCL ¼ lT þ 3rT ¼ h
1=3:6
0 � C 1þ 1

3:6

� �
þ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1þ 2

3:6

� �
� C 1þ 1

3:6

� �� �2s2
4

3
5

For normal distribution, �3r is restricted from the mean as the standardized
limits of allowing 0:27 % probability of false alarm. However, with the control
limits showed above using Weibull distribution, the probability of false alarm
a ¼ P T\LCLf g þ P T[UCLf g ¼ 0:000754573. This false alarm probability is
much less than the desired value of 0.0027. Also, the in-control average run length
value will be ARL0 ¼ 1

a ¼ 1325:25 which is much greater than the normal value of
370. This control chart is, hence, needed to be adjusted.

4.2 Control Limits Using Correction Factor

In this section, the control limits will be adjusted as follows:
LCL ¼ lT þ �3þ c1ð ÞrT ;UCL ¼ lT þ 3þ c2ð ÞrT , where c1 and c2 are correc-
tion factors to help get satisfactory results. Thus, the limits become

LCL ¼ h
1=3:6
0 � C 1þ 1

3:6

� �
þ ð�3þ c1Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1þ 2

3:6

� �
� C 1þ 1

3:6

� �� �2s2
4

3
5

UCL ¼ h
1=3:6
0 � C 1þ 1

3:6

� �
þ ð3þ c2Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1þ 2

3:6

� �
� C 1þ 1

3:6

� �� �2s2
4

3
5

The false alarm probability a ¼ P T\LCLf g þ P T [UCLf g can now be

computed using P T\LCLð Þ ¼ 1� e
� LCLð Þ3:6

h0 ;P T [UCLð Þ ¼ e
� UCLð Þ3:6

h0 . Setting a to
0.0027, we have:
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1� e� 0:067044822þ0:278020287c1ð Þ3:6 þ e� 1:735166544þ0:278020287c2ð Þ3:6 ¼ 0:027 ð1Þ

It is also noted that for a change in the process mean from h0 to h1; the
out of control average run length is ARL1 ¼ 1

1�b, in which

b ¼ P LCL� T �UCLnh ¼ h1ð Þ. The most desirable fact is that ARL1 should
be maximized at h0ðARL0 [ARL1Þ, because any shift in the mean should be
detected rapidly. Otherwise, the control chart will be unbiased and not be a better

one. The above requirement is equivalent to the fact that dARL1dh1 h1¼h0j ¼ 0, or

ð1:735166544þ 0:278020287c2Þ3:6 � e�ð1:7355166544þ0:278020287c2Þ3:6

� ð0:067044822þ 0:278020287c1Þ3:6e�ð0:067044822þ0:278020287c1Þ3:6 ¼ 0
ð2Þ

By solving Eqs. (1) and (2), we can find c1 ¼ 0:43271712 and c2 ¼ 0:19577971.

4.3 Comparison of �3r and Revised Control Charts

The two control charts can be compared by analyzing the operating characteristics
curves (OC curves) and ARL curves. The OC curve plots the probability of not
detecting the shift with respect to the shift of the mean. In Fig. 4, the OC curve of
�3r control chart shows better result, i.e., lower probability of not detecting the
shift, than that of the revised control chart using correction factor if the shifted mean
is more than 30 % of the original value. However, it should be noted that the cases
when the shifted mean is less than the in-control mean are the main focus of the
monitoring process. Taken this into consideration, it can be seen that the revised
control chart performs better.

Also, Fig. 5 shows that the OC curve of the revised control chart has maximum
value of ARL at the in-control mean value, while the OC curve of the �3r control

Fig. 4 Operating
characteristics curve
comparing two methods
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chart shows that when the shifted mean is less than the in-control mean, the value of
ARL will increase. The detection ability of the �3r control chart is, therefore, not
good.

5 Control Charts for Exponential Distribution Using
Cumulants

In this section, an alternative way to build control chart using cumulants of
exponential distribution is derived. At first, it is noted that if the exponential dis-
tribution is not transformed, the control chart constructed directly using l ¼ h ¼ 1

k

and r ¼ h ¼ 1
k will be

UCL ¼ 1
k
þ 3

1
k
¼ 4

k
LCL ¼ 1

k
� 3

1
k
¼ � 2

k
! 0:

With the above control limit, the probability of false alarm is 0:0183, which is
still much higher than 0.0027. Hence, the Cornish–Fisher expansion will be con-
sidered to help adjust the control limits.

5.1 Cornish–Fisher Expansion

The Cornish–Fisher expansion is a method to approximate the required quantiles of
a distribution of random variable based on its cumulants. Cumulant is an alternative
to provide the moment of the distribution. It determines the moment of the distri-
bution. In order to apply the Cornish–Fisher expansion, the cumulants and moments
of the exponential distribution are needed and can be found in the Appendix. The
Cornish–Fisher expansion is

Fig. 5 ARL curves of the revised and �3r control charts
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x0a ¼ za þ 1
6

z2a � 1
� ��K3 þ 1

24
z3a � 3za
� �

� K4 � 1
36

2z3a � 5za
� � � K2

3 �
1
24

z4a � 5z2a þ 2
� � � K3K4 þ � � �

where za denotes the ath percentile value, K3 is skewness, K4 is kurtosis, and x0a is
the standardized ath percentile of the standard normal distribution which can be
calculated as x0a ¼ xa�l

r .

5.2 Revised Control Limits Using Cornish–Fisher Expansion
(Using Skewness Only)

Let Ta be an exponential random variable with parameter mean l ¼ h ¼ 1
k and

variance r ¼ h ¼ 1
k. By considering the z-value associated with the ath percentile of

the exponential distribution presented in Table 1 (using K3 from Appendix), we can
see that the percentile value of the exponential distribution becomes zero if the
cumulative probability is not greater than 0.1587. This is because of the highly
positive skewness of exponential distribution that leads to the fact that the 50th
percentile of the normal distribution occurs at the z-value of zero while that per-
centile of the exponential distribution is at 0:6667=k.

So, by setting z ¼ �1 for lower control limit and z ¼ 3 for upper control limit,
the control limits can be derived as follows: UCL1 ¼ 6:6667

k , CL1 ¼ 0:6667
k , and

LCL1 ¼ 0. And, the in-control ARL of the control charts is ARL0 ¼ 1
a ¼

785:79ð�370:3Þ.
It can be seen that the average run length is nearly double the standard value;

therefore, the control limits need to be adjusted. To adjust the control limits, the
Cornish–Fisher expansion with only skewness component is considered.

control limit ¼ Ta ¼ 1
k
þ za � 1kþ

z2a � 1
� �

6
� K3 � 1k

Table 1 Required percentile value of exponential with each sigma limits

Cumulative probability z-value Percentile value of
exponential distribution

0.9987 +3 6.6667/λ

0.9772 +2 4/λ

0.8413 +1 2/λ

0.5 0 0.6667/λ

0.1587 −1 0

0.0228 −2 0

0.0013 −3 –
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In the above equation, za is the required percentile of the distribution and will be
considered as a variable for adjustment. In details, to set the lower control limit and
upper control limit, the pth percentile and the qth percentile are considered so as to
give the preset alpha value of 0.0027.

Denote zp ¼ �a and zq ¼ b, and substituting in Cornish–Fisher expansion, the
control limits can be derived as follows:

lower limit ¼ L ¼ 1
k
� a � 1

k
þ a2 � 1ð Þ

6
� K3 � 1k

Upper Limit ¼ U ¼ 1
k
þ b � 1

k
þ b2 � 1ð Þ

6
� K3 � 1k

Using the requirements that a value 0.0027 and ARL should be maximized when
the process is in the control, the following two equations can be derived:

a ¼ 1� e
� 1�aþ a2�1ð Þ

6 K3

	 

þ e

� 1þbþ b2�1ð Þ
6 K3

	 

ð3Þ

1þ bþ b2 � 1ð Þ
6

K3

� �
� e� 1þbþ b2�1ð Þ

6 K3

	 


¼ 1� aþ a2 � 1ð Þ
6

K3

� �
� e� 1�aþ a2�1ð Þ

6 K3

	 

ð4Þ

By solving Eqs. (3) and (4), we can find

a ¼ 0:99283

b ¼ 3:46290

And the revised control limits will be

L ¼ 1
k
� a � 1

k
þ a2 � 1ð Þ

6
� K3 � 1k ¼ 0:00241

k

U ¼ 1
k
þ b � 1

k
þ b2 � 1ð Þ

6
� K3 � 1k ¼ 8:12676

k

It is noted that the use of a and b above is equivalent to using the z-values of
3.463 and −0.993, respectively.

We also checked the application of Cornish–Fisher expansion with both skew-
ness and kurtosis components, but the results are exactly the same and hence will
not be presented here.
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6 Comparison Between the Two Revised Control Charts

Noted that by the use of Weibull transformation with correction factor, the control
limits of the revised control chart are

LCLA ¼ h
1=3:6
0 � 0:187349

UCLA ¼ h
1=3:6
0 � 1:78960

Also, by the use of Cornish–Fisher expansion, the control limits of the revised
control chart are as follows:

LCLC ¼ 0:00241
k

¼ 0:00241h0

UCLC ¼ 8:12676
k

¼ 8:12676h0

It is interesting to note that the detection powers of the two revised control charts
are exactly the same because the probability of not detecting the shift can be
computed using the same formula

b ¼ exp � h0
h1

� 0:00241
� �

� exp � h0
h1

� 8:12676
� �

The main difference between the two revised control charts is that the time
between two successive defectives t will be used for plotted point on the control

chart developed using Cornish–Fisher expansion, while the transformed value T ¼
t1=3:6 will be used for the control chart developed using Weibull approximation.

7 Conclusions and Recommendations

In this research, control chart for monitoring the time elapsed between two con-
secutive defectives in high-quality processes, which is assumed to follow expo-
nential distribution, is developed. To deal with skewness of the exponential
distribution, two approaches have been considered, the first one uses Weibull
transformation, and the second one uses cumulants by employing Cornish–Fisher
expansion. Correction factors are determined in order to ensure that the revised
control charts satisfy the basic requirements, i.e., the probability of false alarm is
about 0.0027 and the average run length is maximized when the process is in
control. It is interesting to note that the two revised control charts are equivalent.
They have the same detection power, and the main difference is in the value plotted
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on the charts. The approaches used in this research can be easily expanded to deal
with the cases when the in-control ARL value and/or false alarm rate are set at other
desired values in some specific industries.

Appendix

The moment generating the function of the exponential distribution is
/ tð Þ ¼ k

k�t k[ 0ð Þ, where k ¼ 1=h. So, the first four ordinary moments can be com-
puted as l01 ¼ E Xð Þ ¼ 1

k ; l
0
2 ¼ E X2ð Þ ¼ 2

k2
; l03 ¼ E X3ð Þ ¼ 6

k3
; l04 ¼ E X4ð Þ ¼ 24

k4
.

Also, the central moments of the exponential distribution can be calculated as
lh ¼ E X � lð Þh¼ R

Dx
x� lð Þh�f xð Þdx. And hence, l1 ¼ 0 l2 ¼ l02 � l2 ¼ r2x ¼

1
k2
; l3 ¼ l03 � 3ll02 þ 2l3 ¼ 2

k3
; l4 ¼ l04 � 4ll03 þ 6l2l02 � 3l4 ¼ 9

k4
:

The cumulants can then be obtained from the cumulants generating func-
tion (logarithm of the moments generating function) with the central moments
to be standardized. The results are K1 ¼ l

r ¼ 1;K2 ¼ l2
r2 ¼ 1;K3 ¼ l3

r3 ¼ 2;

K4 ¼ l4
r4 � 3 l2

r2
� �2¼ 6:
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Workforce Planning for Single Call Center
with Service-Level Agreement

Thanyawan Chanpanit and Apinanthana Udomsakdigool

Abstract Workforce planning could be a critical process in call center operations.
Due to arrival, calls are both time varying and uncertain, assigning the agents to the
call center operations which responses to all calls might be not an easy task. This
chapter demonstrates the workforce planning of a call center that services the
number of calls required and satisfies the expected service level. The historical data
are provided by a call center in a communication service company in Thailand. The
data are forecasted by decomposition technique for the planning period. The
queuing theory and the linear programming are used as the methodological tools.
The call center operation is simplified to the M/M/n model and the Erlang C for-
mulation is applied to solve for the number of agents required. In order to define
shifts and assign agents to meet the needs, the model of Aykin is adapted to
minimize the total of agents assigned. The results provide the number of agents to
be assigned in the daily operations. The monthly workforce planning model is then
formulated with the number of agents as decision variable and the objective is to
minimize the total number of agent assignment. This problem can be solved by
linear programming and the method could assist a manager to formulate monthly
workforce plan that can satisfy the expected service level.
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1 Introduction

The economic growth increased an importance of a call center in a service business.
It also made call center operations more complicated with the diversities of client
demands. Clients often had more expected to be served their calls as soon as
possible. The service level had become a critical issue of call center performances.
Actually, incoming calls might be not determined whenever they arrived. The
assigning operators to response all calls impossibly be made. Thus, workforce
planning had become an essential process of call center operations.

This paper aimed to examine workforce planning by setting the acceptable
service level and determining the number of agents to satisfy the expected service
level of a call center operation by the queuing theory. The linear programming was
applied to perform the experiment. The paper was constructed to five sections
including (i) introduction; (ii) literature review; (iii) methodology, model assump-
tion, the descriptions of the model, and data analysis; (iv) experimental results; and
(v) conclusions and recommendations. Eventually, the expected results could
demonstrate the workforce planning for a call center operation with maintaining of
the acceptable service level overtime.

2 Literature Review

A call center was a set of resources for communication between an organization and
its customers over the phone (Buist et al. 2008). Aksin et al. (2007) stated staffing
cost of call center was the main contribution by 60–80 % of the overall operation
cost. It was very labor-intensive service industry. In the modern call center oper-
ations, multi-skill call center had been more concerned in order to response various
customer’s problems which increasing of complexity (Avramidis et al. 2010). Pot
(2006) gave two reasons why a single call center can be inefficient. Firstly, it is very
time-consuming to training agents with a considerable amount of useful information
before starting work. Secondly, the gap between service time and productivity had
great extent when agents handle call with a diversity of subjects. Although
implementing multiple skills in a call center could reduce service handling time and
increase productivity, the system required an advance technology to manage routing
and staffing. This had brought an increasing of investment. Hence, to decide an
implementation of a single or multi-skill, call centers need more strategic decision
making with multi-criteria.

Typically, the core operation of a call center could be viewed by the concept of
queuing (Dano 2004). It might be described the concept as a system including (i) an
arrival process, (ii) a service process, (iii) a departure process, (iv) system capacity,
and (v) queuing discipline (Dombacher 2010). The simplest and most widely used
discipline of call center service was the M/M/n queue. The Kendall notation could
define the characteristics of queue as a single-type single call center by n agents.
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This also was known as Erlang C formula. The equation could be expressed by
C (λ, µ, n) (Koole and Mandelbaum 2001). Noted the incoming calls randomly
arrived at a constant rate λ, service process also follows an exponential distribution
with fixed rate µ and operated by staffing level n (Aktekin 2014).

In the real world, however, the operation was more complex. Inbound calls did
not arrive at fixed rate according to a stationary Poisson process; the call durations
also were not exponential random variables, and their distribution may depend on
the time of each day (Deslauriers et al. 2007). In case of the call center operation at
Qwest Communications, Dietz (2011) presented Markovian queuing theory, qua-
dratic programming, and variable-threshold rounding algorithms as a research tool
to develop agent scheduling. This study was also performed by three parameters:
(i) offered call volume, (ii) average handing time, and (iii) staff availability. It would
appear that staffing cost was reduced. Li et al. (2011) studied the design of call
center intelligent scheduling system in a large-scale call center. This research
demonstrated the method for improving the precision of predicting historical data
by neural network models. Then, the Erlang C formula was also applied to deter-
mine the number of agents assigned. The results gave productivity and standard of
service had increased.

In operational management of a call center, workforce management was princi-
pally concerned with forecasting the workload and creating a set of schedules for the
agents. There were three success factors in call center management: (i) improving
customer satisfaction, services, and quality; (ii) increasing revenue; and (iii) reduc-
ing cost of providing excellent services (COPC CSP Standard 2014). Nevertheless, it
was not easy to accomplish the success factors due to the allocating transactions in
call center had come with uncertainty. There were considerable constraints that
affected the operation such as workload, service level, and staff requirements (Liao
et al. 2013). In addition, the effective scheduling had also to meet the service-level
goals (Eveborn and Ronnqvis 2004). These factors were significant on overall cost.
In order to improve the operation efficiently, call center optimization was applied.
Goldberg et al. (2014), for example, demonstrated the prediction of the workload
process, both directly and based on prediction of the arrival counts using the best
linear unbiased predictor (BLUP). It was constructed for the continuation of a curve
and applied the proposed estimator to real-world call center data. Aykin (1996)
proposed the linear programming to determine the optimal number in every shift of
agents needed with breaks assignment (Aykin 1996). Herowati (2005) also proposed
the application of multi-shifts and break windows for helping shift manager to
develop recruitments and selecting hiring process.

3 Methodology

The methodology of the paper divided into 2 parts. Firstly, the optimum number of
agents could be computed by the concept of queuing model. To simplify the call
center operations, the Erlang C formulation was applied. Second, the optimum
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number of agents was defined as the target number of agents at any working period.
Then, the linear programming was used to determine the number of agents assigned
to working shifts. Finally, the total number of agents daily required was set as
constraints to schedule the monthly workforce. To simulate the models, the
Erlang C formula and the programming were constructed in Excel spread sheet. It
also has the availability of an optimization tool, Solver, to solve a mathematics
program.

3.1 Model Assumption

To determine the number of agent requirements in any working period, the
Erlang C formulation ðEc m; uð ÞÞ was applied. The queuing model of the call center
was assumed as single-type single call center by m agents. The inputs of the model
required an arrival rate (λ), service rate (µ), and the number of agents (m). An
industry standard for telephone services seems to be the 80/20 rule, under which at
least 80 % of the customers must wait no more than 20 s (Brezavscek and Baggia
2014; Koole 2007). The formulation could be expressed by W(m, u, Ts, t) as shown
in Eq. (1), and its components were detailed in Eqs. (2)–(5) (Hock 1996).

Wðm; u; TS; tÞ ¼ Pðwaiting time� tÞ ¼ 1� Ecðm; uÞ � e�ðm�uÞ t
Ts ð1Þ

where

Ecðm; uÞ ¼ Pða call has to waitÞ ¼
um
m!

um
m! þ ð1� qÞPm�1

k¼0
uk
k!

ð2Þ

u ¼ k
l

ð3Þ

q ¼ u
m

ð4Þ

l ¼ 1
Ts

ð5Þ

Parameters
λ Call arrival rate,
Ts Average handling time (AHT),
m The number of agents, and
t Target waiting time.
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3.2 Linear Programming

A linear programming problem could be defined as the problem of optimizing a
linear function subject to linear constraints. To optimize efficiency of workforce
planning, minimizing the total cost or the number of staff was often an objective
function (Gomar et al. 2002; Liao 2011; De Brueker et al. 2015). The set of
constraints could represent the number of agents required in any working period,
such as consecutive working time or day-off, type of skills, and tasks (Dano 2004;
Alfares 2003; Eun Nah and Kin 2013). At this state, there were two steps to
determine an optimum workforce scheduling. Firstly, the linear programming was
constructed to solve the shifting problem. The expect result could illustrate the
number of shifts with an optimum agents that satisfy the number of agents needed
daily. Secondly, another programming was built to figure out the feasible solution
of daily agents needed under monthly workforce planning.

• Shifting and staff assignment problem

Formulating the linear programming to determine the number of shifts associ-
ated with the optimum agents, the model of Aykin was adapted (Aykin 1996). It
could be described with the initial assumptions as follows: (i) the operation time
was less than 24 h, (ii) every single period was of equal length, (iii) all of the agents
had equally working periods and received a lunch break, and (iv) understaffing was
not allowed.

To optimize efficiency of the operation, minimizing the total of agents assigned
in any shift was an objective as shown in Eq. (6). The constraints (7) ensured that
sufficient number of agents was presented in all periods. Every agent had to take
exactly a lunch break by an hour and had of equal length of working hours. The
model assumed that every single agent who assigned in shift k would take a break in
period t as expressed in Eq. (8). The descriptions of the programming could be
defined as follows:

• xk was an integer decision variable. It represented the number of agents to be
assigned in shift k.

• ukt was the number of agents in shift k and started his/her lunch break in period t.
• mt was a set of constraints. It was the number of agents needed in working

period t.
• akt was a binary number where equal to 1 if period t was period for shift k and 0,

otherwise.
• K was the set of all shifts.
• T was the set of working periods.
• BUk was the set of working periods where agents in shift k could start his/her

lunch break.
• TUt was the set of shift where period t was a starting period for his/her lunch

break.
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Objective function

Min z ¼
X
k2K

xk ð6Þ

Subject to

X
k2K

aktxk �
X
k2TUt

ukt �
X

k2TUt�1

ukt�1 �mt ð7Þ

xk �
X
t2BUk

ukt ¼ 0 ð8Þ

Sign restricts

xk; ukt;mt � 0;Non-negative variables
xk; ukt;mt ¼ integer

• Workforce scheduling problem

To develop the model, the initial assumptions included the following: (i) work-
ing week had 7 days that number 1–7 was marked from Sunday to Saturday;
(ii) every single agent had 5 consecutive working days and 2 day-off equally; and
(iii) understaffing is not allowed.

The objective function (9) was to minimize the total of agents assigned in every
single day. Constraints (10)–(16) ensured that the number of agents assigned was at
least equal to the number required for each day of the week. The variables could be
described as follows:

• xij was an integer decision variable. It represented the number of agents assigned
to day j in week i and

• bij was the number of agents required to day j in week i.

Objective function

Min z
Xn
i¼1

Xn
j¼1

xij ð9Þ

Subject to

xi1 þ xði�1Þ4 þ xði�1Þ5 þ xði�1Þ6 þ xði�1Þ7 � bi1 ð10Þ

xi2 þ xði�1Þ5 þ xði�1Þ6 þ xði�1Þ7 þ xi1 � bi2 ð11Þ
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xi3 þ xði�1Þ6 þ xði�1Þ7 þ xi1 þ xi2 � bi3 ð12Þ

xi4 þ xði�1Þ7 þ xi1 þ xi2 þ xi3 � bi4 ð13Þ

xi5 þ xi1 þ xi2 þ xi3 þ xi4 � bi5 ð14Þ

xi6 þ xi2 þ xi3 þ xi4 þ xi5 � bi6 ð15Þ

xi7 þ xi3 þ xi4 þ xi5 þ xi6 � bi7 ð16Þ

Sign restricts

xij; bij � 0; Non-negative variables
xij; bij ¼ integer

i ¼ 1; 2; 3. . .; n week i
j ¼ 1; 2; 3; . . .; 7 day j

3.3 Data Collection

In order to perform the tests on monthly workforce planning of call center opera-
tions, the data were collected from a call center of a communication service
company in Thailand during November 2014. Call arrivals and average handling
time (AHT) were two main inputs used in the queuing model. The data had been
provided during 9.00 a.m. to 10.00 p.m. It was total of 13 working hours.

To analyze the data, the working hours were divided into 13 periods of equal
length by an hour. The first period started from 9.00 a.m. to 10.00 a.m., and the last
period started from 9.00 p.m. to 10.00 p.m. Figure 1 was depicted the number of
call arrivals in every single period every day in November 2014. The data could
demonstrate that the number of call arrivals possibly had the same pattern over the
same period on any day. Incoming calls dramatically increased and reached a peak
point in the 2nd or 3rd period of the day. Then, the calls had a declined trend with
slight fluctuation and went to the minimum point in the last period.

4 Experimental Results

4.1 The Number of Agents Required

In order to assign the workforce the next 4 weeks, decomposition of time series
technique was applied to forecast the number of call offers. The components of a
time series could be defined by trend, seasonality, cycles, and random variation
(Heizer and Render 2011). Figure 1 illustrated that the historical data composed of
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trend and seasonality. Firstly, the number of call offers in the next 4 weeks would
be determined by monthly trend projection. The regression line was determined by
function of a least-squares method following equation y ¼ axþ b. a was y-axis
intercept. b was a slope of the regression line that expressed byffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

xy� nxy=
P

x2 � n�x2
p

. y was the number of call offers to be projected, and
x was time period. The results could be found as y = 840.9000 − 0.2038x. Then, a
seasonal index would be computed to adjust the number of calls offers in daily
period and hourly period. The seasonal index was determined by a fraction of the
average number of call offers in each period and the total of call offers over the
period. Finally, multiply the trend projection with the seasonal indexes. The 4-week
forecasted number of call offered could be provided in Fig. 2. To predict the AHT
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Fig. 1 The pattern of call arrivals in November 2014
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Fig. 2 The forecasted of call offers in the next 4 weeks
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data, the forecasting technique was also applied. The linear regression could be
found that y = 761.8000 + 0.0079x. Denote that y was AHT trend projection and
x was hourly period. Additionally, a seasonal index would be computed to adjust
the number of AHT in daily period and hourly period.

According to the assumptions of the call center operations, it was limited to the
M/M/n model. The feasible number of required agents was determined by Erlang C
formula subject to the expected service level at least or equal to 80 % with waiting
time less than 20 s. The main inputs were arrival rate and service rate in every
single hour over 13-working period entire the month. To determine arrival rate in
period ijk, the hourly call arrivals were divided by 3600 s that equal to λijk calls per
second. In addition to the arrival rate, µijk calls per second in period ijk was the
fraction of AHT in the same period. Let j = 1, 2, 3… 13 represented to period 1–13,
i = 1, 2, 3 …, 7 marked from Sunday to Saturday, and k = 1, 2, 3 and 4 started from
Week 5 to Week 8.

The results could be found in every single period and an example solution was
shown in Table 1. The value illustrated the exact number of agents required that
satisfied the expected service level by the rule of 80/20 in Week 5. The pattern of
agent requirements performed in the same curve of the period j = 1, 2, 3, …, 13. On
Sunday, for example, it required 97 agents in the first period and sharply increased
to a peak of 158 agents in the third period. Eventually, it decreased to the minimum
value of 44 agents in the last period with slight fluctuation over time. As afore-
mentioned, this pattern also performed in the same shape over the period every
single day, but the requirement of agents was represented in the different numbers.

Table 1 The number of
agents required in week 5

Period j Day i

1 2 3 4 5 6 7

1 97 180 116 161 149 171 117

2 143 268 172 239 221 254 173

3 158 296 189 264 244 280 192

4 135 251 161 224 207 238 162

5 141 262 168 234 216 248 169

6 128 239 153 213 197 226 154

7 128 238 153 213 196 225 154

8 126 234 150 209 193 222 151

9 126 235 151 210 194 223 152

10 108 201 129 180 166 191 130

11 93 172 111 154 142 163 112

12 78 145 93 130 120 137 95

13 44 80 52 72 66 76 52
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4.2 Shifting and Staff Assignment

The total working period was considered by 13 h between 9.00 a.m. and 10.00 p.m.
It could be divided the daily operations into 13 periods equally and every shift had 9
working hours. Let shift k = 1 denoted the work shift that begins at 9.00 a.m. and
finishes at 6.00 p.m. The shift k = 2, 3, 4, … n started next to the previous shift with
equal length of 9 h until the last hour of the last shift finished at 10.00 p.m. All of
the agents would be allowed to have a break at the 5th hour. Thus, there were 5
nominal shifts over the 13-h working period including: (i) 9.00 a.m. to 6.00 p.m.,
(ii) 10.00 a.m. to 7.00 p.m., (iii) 11.00 a.m. to 8.00 p.m., (iv) 12.00 p.m. to 9.00 p.m.,
and (v) 01.00 p.m. to 10.00 p.m.

In order to solve shifting and staff assignment problem, the linear programming
as seen in Eqs. (6)–(8) was applied. The results in Sect. 4.1 gave the number of
agents required in all periods (mt) put in the program. The shifts could be made up
entire the month. On Sunday in Week 5, for example, there were 5 shifts as shown
in Table 2. The results suggested that the number of agents assigned to the shift
could satisfy all of constraints.

4.3 Workforce Planning

In this section, the optimal solution of workforce allocations could be determined
by using the linear programming as shown in Eqs. (9)–(16). The total daily agents
assigned in the previous section would be put in the model as the target agents
required (bij). The model assumptions could be described in Sect. 3.2 workforce
scheduling problem. The result could be shown as the number of agents assigned
each day over the month of planning periods in Table 3. This could also imply to
the monthly plan of workforce in the call center. Eventually, the feasible solution
might give the number of assigned agents that satisfied all of the requirements in
every single period entire the month of planning period.

5 Conclusions and Recommendations

5.1 Conclusions

To conclude, the client satisfaction could be a critical issue in any service provider
organizations. In case of a call center, the service level is also the considerable
issues. Actually, the modern call center operations possibly comprise of multi-tasks
in order to response to diversity of client needs. In addition to incoming calls
possibly arrive with uncertainty, it might not predict accurately. Managing
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workforce in a call center could not be easy tasks. It hardly balances workforce and
workload to satisfy the expected service level every working period.

The objective of this paper is to demonstrate the optimal solution of monthly
workforce planning to assign call center agents to meet the number of calls offers
which also satisfy the acceptable service level. The queuing model and the linear
programming were used as experimental tools. The data used in the experiment
were collected from a call center of a communication service company in Thailand.
The methodology was demonstrated in 4 steps. Firstly, the data were forecasted in
the next 4 weeks by decomposition of time series technique. Then, the call center
operations were simplified to the model of M/M/n and determined the number of
agents required by the Erlang C formulation. Next, the requirements of agents were
set up to the target value in the linear programming used to determine the optimal
shifts. The number of agents assigned in the shifts would meet the requirements in
every single period. The model was simulated entire the month of planning period.
Workforce scheduling problem was solved by the linear programming. The result,
finally, gave us the feasible number of the agents assigned in the monthly workforce
plan.

5.2 Recommendations

Even though the solution for workforce planning and deployment was obtained by
using the Erlang C formulation, the expect service level also was satisfied, but the
other system performances, for example, agent occupancy level, seem not to be
taken into account. Agent occupancy level, for example, was probably less than
50 % in some periods because this experiment might be quite restrictive with
steady-state environments. Therefore, the actual implementation probably adjusted
in the number of agents assigned based on the simulation results.

In the real world, a call center is more complicated with multi-tasks and the
diversity of client needs. The process also has become increasingly difficult since
internal and external variables are to be added. Thus, in order to improve call center
performances, the prospect research should more concern several aspects in call
center optimizations, forecasting method, for example, more complex of the
queuing model, routing problem, staff scheduling problems, multi-skill scheduling,
and real-time adherence.

Table 3 The number of
agents to be assigned each
day in the planning period

Sun Mon Tue Wed Thu Fri Sat

Week I 0 430 9 0 0 56 273

Week II 0 181 0 2 238 63 27

Week III 0 172 59 190 0 52 21

Week IV 0 414 0 0 0 47 269
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Image Analysis for High-Dimensional
Control Chart in Sausage Color
Consistency Detection

Piraya Kaewsuwan, Chen-Yang Cheng and Chumpol Yuangyai

Abstract A quality control activity is one of the key elements in a food logistic
system. It plays an important role to reduce cost and customer-claim due to
unsatisfactory food products. Typically, the food inspection is performed by
human, and this leads to inconsistent inspection results due to fatigue and
tediousness. Therefore, an automated quality inspection program is required to
ensure that the system is effective. This chapter presents an approach to improve
consistency of sausage color inspection after packaging using an integrated
framework of image processing techniques and high-dimensional control charts.
The results indicate that sausage color consistency can be improved resulting in a
more stable process.

Keywords Color inspection � Image processing � Multivariate control chart �
Sausage production

1 Introduction

A quality control activity is one of the key elements in a food logistic system (Soysal
et al. 2012). It plays an important role to reduce food product rejection rate and to
improve process for cost reduction as well as customer satisfaction (Essien 2003).
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Therefore, a capable automated quality control system is required to ensure that the
logistics system is effective.

One of the most important characteristics of quality perception and consumer
preferences is food appearance, for example, sausage product (Francis 1995).
Typically, the food appearance inspection is performed by human judgments. In the
sausage production, color is important quality parameters of sausage. Its color
characteristic depends on the natural color of components used and must be uniform
and homogeneous. It means that no unusual colors such as black or dark green are
allowed and overall perception in color must be similar (Essien 2003).

However, the sausage abnormality inspections by human are limited as the
natures of these jobs are tedious, laborious, costly, and time-consuming
(Gunasekarn 1996). This leads to the measurement system is incapable of distin-
guishing the food colors. Therefore, the inspection program requires an automate
system using image processing technique to improve the inspection effectiveness
(Du and Sun 2004; Brosnan and Sun 2004; Wu and Sun 2013).

Once the measurement system is complete, the use of available data is also
crucial for further process improvement. Much research has shown the effective use
of control charts for food inspection (Lim et al. 2014). For example, Yuangyai et al.
(2012) proposed using Hotelling T2 control chart associated with X-MR chart for
color sausage production control in L*a*b* system. The proposed control charts are
able to detect abnormalities that are noticeable between packages (consider as
between subgroup variation). However, they do not consider the color homogeneity
within each sausage package (considered as within subgroup variation).

The objective of the study is to improve a consistency of sausage color inspec-
tion after packaging. Typically, L*a*b* system is used to measure color; however,
it may not be sufficient to inspect all possible abnormalities. The integrated frame-
work of image processing techniques and high-dimensional/auto-correlated con-
trol charts is proposed. We will additionally use hue (h) and chroma (C*) (Girolami
et al. 2014) and use standard deviation of each value to detect color homogeneity
(within subgroup variation). Then, high-dimensional control chart, a Hotelling T2

control chart on L*, a*,b*, h, C*, SL*, Sa*, Sb*, Sh, and SC*, is constructed.
This paper is organized as follows: We will present image processing technique,

color measurement, statistical process control, and our proposed framework in
Sect. 2. Then, demonstration of our framework, results, and discussion is presented
in Sect. 3, followed by Sect. 4, conclusion.

2 Materials and Methods

In this section, we introduce image processing technique, color measurement,
statistical process control, and a proposed framework as the following subsections.
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2.1 Image Processing Technique

Image processing involves a construction of meaningful description of physical
objects, and then, the description is transformed to serve predefined proposes. There
are three steps of interest within image processing: (1) image acquisition, (2) image
preprocessing, and (3) object measurement. Image analysis has been commonly
used in food quality inspection (Du and Sun 2004; Brosnan and Sun 2004).

Our inspection equipment is constructed based on Pedreschi et al. (2006) and
Yuangyai et al. (2013) as shown in Fig. 1. The chamber consists of three main
elements: (1) Four florescence lamps are attached at square 30 cm. above the
sample and set at an angle of 45° to nugget location. (2) A Canon EOS 550D
camera is located vertically above the sample. The angle between the camera lens
axis and the lighting sources is at 45°; the image format is JPEG with resolution
3456 × 2304 and connected to a computer by the USB port. (3) Illuminators and the
CDC are placed inside a mat acrylic box to prevent light and reflection from outside
sources, and the box size is 50 × 50 × 50 cm. The frame is made of aluminum and is
located above the ground at 100 cm.

2.2 Color Measurement

For the sausage color inspection, the image processing algorithm is coded using
MATLAB. The color of sausage is measured in the L*a*b* system, as well as hue
and chroma. L*a*b* system is an international standard for color measurements,

Fig. 1 Image inspection
equipment
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adopted by the Commission Internationale d’Eclairage (CIE) in 1976. This color
model is a device-independent color space (Johnson 1996). L* is the luminance or
lightness component, which ranges from 0 to 100, and a* (from green to red) and b*

(from blue to yellow) are the two chromatic components, which range from −120 to
120 (Papadakis et al. 2000).

The hue is a color attribute associated with the dominant wavelength in a
mixture of light waves that represent the dominant color as perceived by an
observer; when an object is considered to be red, orange, or yellow, the hue is being
specified. The chroma defines the color’s strength. It is measured in numbered steps
starting at one with weak colors having low chroma values (Plataniotis and
Venetsanopoulos 2000).

The sausages images are acquired using a digital camera. In the pixel
pre-processing, the raw image is converted into L*a*b* system using MATLAB to

code all the pixels. hue ¼ tan�1 b�
a�

� �
and chroma ¼ ða�2 þ b�2Þ12 were calculated for

each pixel. Then, the calculated average and standard deviation of each L*, a*, b*, h,
and C* values were from all image pixel data by MATLAB.

2.3 Statistical Process Control

Importantly, there are two main assumptions underlying Shewhart’s chart family:
(1) Normality: Normal probability plot is constructed by MINITAB 17.
(2) Independency: The correlations among L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and
SC* are analyzed using matrix plots, a two-dimensional matrix of individual plots
and Pearson coefficient generated by MINITAB 17.

If dependency exists, Hotelling T2 control chart is commonly used procedure for
a multivariate process monitoring and controlling. For individual observations,
suppose that there are m samples, each of size n = 1, and p is the number of quality
characteristics observed in each sample. Let �x be the sample mean vector and S be
covariance matrix of these observations. The Hotelling T2 statistic is calculated as
T2 ¼ ðx� �xÞ0S�1ðx� �x). The phase I limits should be based on a beta distribution.

This would lead to phase I limit UCL given by UCL ¼ ðm�1Þ2
m ba;p=2;ðm�p�1Þ=2 and

LCL = 0, where ba;p=2;ðm�p�1Þ=2 is the upper α percentage point of a beta distribution
with parameters p/2 and (m – p − 1)/2 (Montgomery 2009).

2.4 The Proposed Framework

The framework of image processing techniques and high-dimensional control charts
is shown in Fig. 2. The food process control is begun by image processing and
analysis, and then, we study the characteristic of color whether or not the data are
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normally distributed and independent using normal probability plot and correlation
plot. Next, we design and investigate control charts for homogeneity of sausage
color. Finally, we analyze control chart signal by difference contribution of each
characteristic.

3 Results and Discussion

3.1 The Study of Data Characteristics

To investigate the characteristics of the data, the sausage 30 packs were selected
randomly from a local market, and we record the image individually overtime in
values L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC*. The image data collected are
investigated for their characteristics: normality and independency.

3.1.1 Normality

Normal probability plots of L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC* are shown in
Fig. 3. The normal probability plot of L* suggested that it is not normally dis-
tributed at 5 % significance level. We found that there was an abnormality and
decided to remove this value.

Fig. 2 Proposed framework
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3.1.2 Independency

The matrix plots and Pearson correlation are used to investigate independence
assumption. The matrix plots and Pearson correlation of L*, a*, b*, h, C*, SL*, Sa*,
Sb*, Sh, and SC* are shown in Fig. 4 and Table 1, respectively. They indicate that the
Sh and a*, SL* and h, Sa* and h, Sb* and h, Sh and h, and SC* and h have low

Fig. 3 Normal probability plot of L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC*

Fig. 4 Matrix plot of , L*a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC*

540 P. Kaewsuwan et al.



correlation, but the rest of other pairs are highly correlated. Therefore, univariate
shewhart’s charts are not appropriate to monitor abnormalities.

3.2 Test of Sensitivity of Proposed Control Chart

We then construct a Hotelling T2 control chart that compared Hotelling T2 control
chart of L*, a*, b* (based on Yuangyai et al. 2012) with Hotelling T2 control chart of
L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC*; to analyze the color homogeneity of
sausage color, 27 sausages are randomly selected from a local market which is
represented as products from in-control process.

Next, we assumed that there are three packages considered as bad product
(heterogeneity of color) as it is seen obviously by human inspection. Figure 5a–c
shows that the color sausage within pack is not homogenous as marked in circle.
The three packages are indicated as sample number 1, 3, and 17, respectively.

Figure 6 shows the Hotelling T2 control charts of L*a*b*. The upper control limit
is 8.1029 with α = 0.027. Notice that no points exceed this limit. The chart shows no
abnormality as expected. Figure 7 shows the Hotelling T2 control charts of L*, a*, b*,
h, C*, SL*, Sa*, Sb*, Sh, and SC*. The upper control limit is 16.1937 with α = 0.027.

Table 1 Pearson correlation

Variable L* a* b* h C* SL* Sa* Sb* Sh
a* −0.829

b* −0.914 0.932

h 0.409 −0.775 −0.493

C* −0.911 0.946 0.999 −0.529

SL* −0.72 0.504 0.598 −0.177 0.593

Sa* −0.785 0.633 0.745 −0.212 0.738 0.866

Sb* −0.672 0.382 0.502 −0.079 0.493 0.799 0.704

Sh −0.572 0.223 0.393 0.129 0.378 0.798 0.789 0.686

SC* −0.696 0.419 0.538 −0.101 0.529 0.819 0.745 0.998 0.692

(b) (c)(a)

Fig. 5 Sample sausage within pack is not homogenous obvious: a sample number 1, b sample
number 3, c sample number 17
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This control chart contributed to the identification of eight abnormalities, i.e., sample
1, 2, 3, 4, 5, 8, 17, 24. Sample 1, 3, and 17 (Fig. 5) suffered from color inhomogeneity
and thereby detected by the proposed control chart. Sample 2, 4, 5, 8, and 24 (Fig. 8)
undetected by the visual inspection but the control chart was capable of detecting the
color inhomogeneity. These show that Hotelling T2 control charts of L*, a*, b*, h, C*,
SL*, Sa*, Sb*, Sh, and SC* are more sensitive.

Fig. 6 The Hotelling T2 control chart of L*a*b*

2

3

5

8

17 24

4

1

Fig. 7 The Hotelling T2 control chart of L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC*
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The most important step of process control is to identify the special cause of the
abnormality. We then analyze control chart signal by using difference contribution
of each value in mean vector to explain causes of unusual and interpreted using
color attributes. The color difference between a sample (S) color with color values
L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC* and an average (A) color with average
color values L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC* (27 sausage from in process
control) is given by the corresponding difference contributions in Eq. (1).

DL� ¼ L�S � L�A;Da
� ¼ a�S � a�A;Db

� ¼ b�S � b�A;Dh ¼ hS � hA;DC
� ¼ C�

S � C�
A;

DSL� ¼ SL�;S � SL�;A;DSa� ¼ Sa�;S � Sa�;A;DSb� ¼ Sb�;S � Sb�;A;

DSh ¼ Sh;S � Sh;A and DSC� ¼ SC�;S � SC�;A

ð1Þ

Table 2 shows the estimated difference contribution of each sample that con-
tributed to the out-of-control signal. We consider the maximum contribution of each
sample as shown in Table 3. Maximum contribution was to identify the possible
causes of the out-of-control samples. From Table 2, the highest contribution of
samples 1, 2, 3, 4, 5, 8, 17, and 24 is 2.062, 0.726, −3.392, −0.981, 0.563, 4.499,
0.666, and −2.271, respectively.

Maximum contribution of sample 1, 2, 3, 4, 5, 8, and 24 comes from chroma C*.
The chroma of sample 1, 2, 5, and 8 is more than zero that means its color attribute is
more brilliant or clearer (Klein 2010). On the other hand, the chroma of sample 3, 4,
and 24 is less than zero. It means that color attribute is duller or less chromatic.
Maximum contribution of sample 17 is −0.488 from Sb* (standard deviation of b*).
The difference is more than zero, it means high variability in yellow color.

(b) (c)(a)

(d) (e)

Fig. 8 Sample sausage within pack is not homogenous unobvious: a sample number 2, b sample
number 4, c sample number 5, d sample number 8, e sample number 24
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When considering Fig. 5a–c, they show some of color skin sausages are not
homogeneous that can be detected by the visual inspection. Figure 8a–e shows some
of color skin sausages are not homogeneous and they are not obviously detected by
the visual inspection.

3.3 The Implication of Control Chart Signal for Sausage
Production

When control chart signals an out of control alarm (e.g., color inhomogeneity,
unusual colors such as black or dark green), it is difficult for process owners to
determine its root causes because the Hotelling T2 does not provide in-depth
information. Therefore, we recommend using the contribution of color values L*,
a*, b*, h, C*, SL*, Sa*, Sb*, Sh, and SC* and estimate maximum contribution of each
sample in mean vector.

When ΔC* value is more than zero, the color of the sausage is more brilliant or
clearer. While ΔC* value is less than zero, the color of the sausage is duller or less
chromatic (Klein 2010). This indicates that surface of sausage is not homogeneous.
It may be caused by smoking process. The most critical characteristic in smoke
color is determined by moisture (lack of moisture on the surface and color setting
immediately) after smoking to prevent the development of a mottled, streaky sur-
face appearance (Essien 2003; Hansen 2000). Also, placing sausage overlap may
cause surface of sausage is not homogeneous.

When ΔSb*: standard deviation of b* difference is more than zero, indicating the
inhomogeneity of the yellow color on the surface of sausage that may be caused by
insufficient mixing time (Essien 2003).

Table 3 Maximum contribution for sample sausage out of control

Sample Maximum
contribution

Maximum contribution
(Color values)

Possible causes in sausage
production

1 2.062 C* (Chroma) Smoking process (placing sausage
overlap, color setting)

2 0.726 C* (Chroma) Smoking process (color setting)

3 −3.392 C* (Chroma) Smoking process (placing sausage
overlap, color setting)

4 −0.981 C* (Chroma) Smoking process (color setting)

5 0.563 C* (Chroma) Smoking process (color setting)

8 4.499 C* (Chroma) Smoking process (color setting)

17 0.666 Sb* (Standard deviation
of b*)

Mixing process (insufficient mixing
time)

24 −2.271 C* (Chroma) Smoking process (color setting)
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4 Conclusions

In this study, we proposed a framework for using image analysis and high–dimen-
sional control chart for sausage production control. Image analysis includes color of
sausage for ten characteristics, namely L*, a*, b*, h, C*, SL*, Sa*, Sb*, Sh and SC*.
These values represent not only between subgroup variations (color different among
packages) but also within subgroup variation (color homogeneity within package).

Then, the data characteristics are found that they are not independent that lead to
the violation of the Shewhart’s chart family assumption. The Hotelling T2 control
chart was constructed to identify the out-of-control signals. Due to control chart
signals that is difficult for process owners to determine its root causes because the
Hotelling T2 does not provide in-depth information. Therefore, the Hotelling T2 is
associated with the analysis of maximum contribution of color values to identify
out-of-control root causes for process improvement.

In this study, we only focus on within-group variation (homogeneity within
package); however, in process control, not only within-group but also
between-group variation has to be considered to maintain the process stability. In
addition, the performance measure, e.g., average run length (ARL) of our control
charts will be studied.
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