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Preface

On behalf of the Program Committee, we welcome you to the International
Conference on Computer Science and Information Technology (CSAIT 2013) held
during September 21-23, 2013 in Kunming China. The main objective of CSAIT
2013 is to provide a platform for researchers, educators, engineers, and govern-
ment officials involved in the general areas of CSAIT to disseminate their latest
research results and exchange views on the future research directions of these
fields. The forum provides an opportunity to exchange computer science-related
activities and integrate its practice, application of the academic ideas, and improve
the academic depth of computer science and its application.

The mushrooming growth of the IT industry in the twenty-first century deter-
mines the pace of research and innovation across the globe. In a similar fashion,
Computer Science has acquired a pathbreaking trend by making a swift entry into
a number of cross-functional disciplines like Bio-Science, Health Science, Per-
formance Engineering, Applied Behavioral Science, and Intelligence. It seems like
the quest of the Homo Sapiens Community to integrate this world with a vision of
Exchange of Knowledge and Culture is coming to an end. Apparently the quo-
tation “Shrunken Earth, Shrinking Humanity” holds true as the connectivity and
the flux of information remains on a simple command over an Internet protocol
address. Still there remains a substantial relativity in both the disciplines which
underscores further extension of the existing literature to augment the socioeco-
nomic relevancy of these two fields of study. The IT tycoon Microsoft’s address at
the annual Worldwide Partner Conference in Los Angeles introduced Cloud
Enterprise Resource Planning (ERP), and updated Customer Relationship
Management (CRM) software which emphasizes the ongoing research on capacity
building of the Internal Business Process. It is worth mentioning here that Hewlett-
Packard has been coming up with flying colors with 4G touch pad removing
comfort ability barriers with 2G and 3G. If we progress, the discussion will never
limit because advancement is seamlessly flowing at the most efficient and state-of-
the-art universities and research labs like Laboratory for Advanced Systems
Research, University of California. Unquestionably, apex bodies like UNO, WTO
and IBRD include these two disciplines in their millennium development agenda,
realizing the aftermath of the various application projects like VSAT, POLNET,
EDUSAT, and many more. ‘IT” has magnified the influence of knowledge man-
agement and has congruently responded to the social and industrial revolution.



vi Preface

We have received 325 papers through “Call for Paper,” out of which 101
papers were accepted for publication in the conference proceedings through double
blind review process. The conference is designed to stimulate the young minds
including Research Scholars, Academicians, and Practitioners to contribute their
ideas, thoughts, and nobility in these two integrated disciplines. Even a fraction of
active participation deeply influences the magnanimity of this international event. I
along with Dr. Li must acknowledge your response to this conference. I ought to
convey that this conference is only a small step toward knowledge, network, and
relationship. The conference is the first of its kind and has been granted with a lot
of blessings. We wish all success to the paper presenters. I congratulate the par-
ticipants for getting selected at this conference. I extend my heartfelt thanks to
members of faculty from different institutions, research scholars, delegates,
members of the technical, and organizing committee.

Srikanta Patnaik
Xiaolong Li
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The PSF Measurement for
Motion-Blurred Image Based
on Analyzing the Frequency Spectrum

Fang Tang, Ke Zhang and Dian Shimei

Abstract As for restoration of motion-blurred images, whether the Point Spread
Function parameter of the blurred image can be accurately estimated directly
affects the image restoration results. From analyzing the frequency spectrum of the
motion-blurred image, we know that the direction and distance of the dark stripes
in the frequency spectrum are relevant with blurred direction and distance of the
corresponding blurred image. In this paper, we first detect the boundary of the
stripes in the blurred image spectrum using Snake method, combine the Hough
transform to compute the direction angle and relative distance of the stripes, and
then show the results in polar coordinates. With the computing results, we finally
implement the PSF parameter estimation accurately and effectively of motion-
blurred images.

Keywords Frequency spectrum - Motion-blurred image - Snake algorithm -
Hough transform

1 Introduction

There are many methods to estimate the Point Spread Function parameter of the
blurred image. As early as a few years ago, Wang and Zhao [1] proposed that the
blur direction estimation from spectrum, but they did not implement. Wan and Lu
[2] proposed to estimate the PSF parameter by Hough transform, but is only used
in estimating direction.

The Hough transform can connect the interrupt lines, some of the blurred
images can be processing, but it will not estimate the fuzzy parameter accurately,
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especially for the image with rich boundary information. In 1988, Kass [3] and his
partners, Witkin, Terzopoulos, first proposed the Snake model [4] to solve the
boundary problem effectively.

In this paper, we discuss the PSF measurement for motion-blurred image based
on analyzing the frequency spectrum. First, for the spectrum image binarization,
select center pixel as seed for regional growth. Then, use the Snake algorithm to
segment the edge of the center bright band that affects the blur parameter, reducing
the computation error. Next, we compute the direction angle and the distance of
target contour by Hough transform and show the results in polar coordinates. At
last, we provide several experiments on motion-blurred parameter estimation.

2 Theoretical Analysis

2.1 The Relationship Between the PSF and Blurred Image
Spectrum

Given an image f(x, y), which is in uniform motion [6], set xo(¢) is the movement
of x direction, set yo(#) is the movement of y direction, 7 is the time, ignoring other
factors, and the motion-blurred image is g(x, y):

T

g(x,y) = / £l — x0(),3 — yo(e)]de (1)

0
And the Fourier transform is

400 +o0

G(u,v) = / / g(x,y)e 2w gy dy

+oo +oo T (2>
= / / /f[x - X0(1)7y - yo(t)d[}e*jZn(ux+Vy>dxdy
-0 -0 0

T
/F u V —J27c [uxo (t)+vyo(t ]dl
0

T
= F(u’ v)/ efj2n[ux0(t)+vy0(t)]dt
0

T
Set H(u,v) /e’ﬂ”[”xﬂ )+vyo(0] g (4)
0
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So G(U,V) = H(u,v)F(u,v) (5)

If xo(#) and yo () were given, the degradation transfer function can get directly
by Eq. (4). We assumed that the image did uniform linear motion in the
x direction:

xo(t) = at/T
{}’083 = Ot/ (6)

If t = T, f(x,y) moves a, then plug Eq. (6) into the Eq. (4), we get H(u, v):

T T
H(u,v) = / e 12mxol gy = / e 2Ty — isin(nua)e_j”“a (7)
Tua
0 0

The Eq. (7) shows that H is zero while u = n/a, and n is integer. From the Eq.
(5), we know that H and G(u, v) were zero at the same time, H made the spectrum
of G(u, v) has some parallel dark strips that is perpendicular to the motion
direction; if u = 0, the bright band pass is the spectrum center of G(u, v). The
bright band width is inversely proportional to the blurred distance [7, 8].

Figure 1 shows that: Fig. 1a is the source image of Lena, Fig. 1b is spectrum
image, it has no dark stripe. Figure 1c is the blurred image of Lena with blurred
distance is 20 and blurred direction is 40°; Fig. 1d is spectrum image, with parallel
dark stripes. Figure le also has blurred image with blurred distance 10 and
direction 60°; Fig. 1f is its spectrum image, also with parallel dark stripes. And,
the distance of dark stripes of Fig. 1f is twice than Fig. 1d; the direction between
the parallel dark stripes is related to the blurred direction. Figure 1g is the blurred
image of cameraman with blurred distance 10 and blurred direction 60°; Fig. 1h is
its spectrum. We found that the distance and direction of dark stripes of Fig. 1h

Fig. 1 Blurred images and their spectrum. a Source image. b Spectrum image. ¢ Blurred with
(20, 40°). d Spectrum of (c). e Blurred with (10, 60°). f Spectrum of (e). g Blurred with (20, 40°).
h Spectrum of (g)
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is same as Fig. 1f. Thus, we can determine the Point Spread Function of motion-
blurred image by the direction and the distance of dark strips of its spectrum
image.

2.2 Snake Model

Kass et al. [3] presented the Snake model that is composed of some control points,
and those points were connected end-to-end.

As v(s) = [x(s),y(s)], s €[0,1], x(s) and y(s) are the coordinates of control
point, s is the variable of Fourier transform. We define the energy function is:

1 1

ESnak /ESnake dS‘_/[Eim(V(S))+E€X[(V(S))]ds (8)

0 0

Eiy 1s the internal energy function:

Ein(v(s)) = (2(s)|vs()[* + B(5)|vss(5)) /2 ©)

E. is the external energy function:

Eext(v(s)) = Eimg(V(S)) + Econslraim(v(s)) (10)

In the Eq. (9), vs(s) is the first derivative of v(s), vy(s) is the second derivative
of v(s), a(s) and B(s) are control parameters. Ejn, is the image energy, made the
Snake control point no longer left once it nears to boundary, and finish the posi-
tioning accurately. Econsine 1S the external energy.

From Fig. 1, we found that the bright band of spectrum image shows the
boundary information. If the blurred direction is larger, the distance of dark strips
is lesser, and the center bright band is narrower. If we want to compute the blurred
parameters, the boundary information of bright bands must be known.

2.3 Hough Transform in Polar Coordinate

Hough transform [5] is a kind of point-to-line mapping between image space and
the parameter space. If [ is a line, p is the normal distance, 0 is the angle from
x axis to normal, and then, the [ is:

p = xcos(0) + ysin(0) (11)

Equation (11) shows the Hough transform of (x,y) in polar coordinate, and the
(x,y) mapping into a curve in parameter space by Hough transform. After Hough
transform, all the curves intersect at (¢, p').
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As for motion-blurred image, we first get bright bands of spectrum image, then
segment the boundaries by Snake algorithm, and next perform the Hough trans-
form. The point in the two dark strips’ boundary is the most, it means the curves
intersect at (6, p) is the most, and the number of A(p, ) is also the most. The
maximum of A(p, 0) shows in polar coordinate, we can estimate the Point Spread
Function.

3 The Point Spread Function Measurement for Motion-
Blurred Image

3.1 The Steps for Solving Point Spread Function

Step 1: Compute the Fourier transform of motion-blurred image.

Step 2: Binarize and select seed for regional growth.

Step 3: Determine the initial contour for the result and get boundary of bright
band by Snake algorithm.

Step 4: After Hough transform, count points when normal distance is p and the
angle is 0, return the maximum.

Step 5: Show the result in polar coordinate; the distance of dark stripes and the
blurred distance are inverse. Combine the distance of dark stripes and
measure the Point Spread Function of motion-blurred image.

3.2 Analysis of Experimental Results

Experiment 1: Fig. 2a is the motion-blurred image, Fig. 2b is spectrum image,
Fig. 2c shows the region growth and the image center is seed, and the central
bright band is used to determine the initial contour. Figure 2d shows the initial
contour accurately by Snake algorithm. After Hough transform, we have known
the distance of the two central longer dark stripes in spectrum image which is
P — p, = 8, the angle is 0 = 45°, and Fig. 2e shows the polar plot. Therefore, the
PSF is (45°, 30); Fig. 2f shows the result after ten Lucy-Richardson [5].

Experiment 2: Fig. 3a is the motion-blurred image, Fig. 3b is spectrum image,
and Fig. 3¢ shows the region growth. Figure 3d shows the initial contour accu-
rately by Snake algorithm. After Hough transform, we have known the distance of
the two central longest dark stripes in spectrum image which is p; — p, = 17, the
angle is 0 = 60°, and Fig. 3e shows the polar plot. The PSF is (60°, 15), and
Fig. 3f shows the restoration result.
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Fig. 2 Motion-blurred image restoration. a Blurred image. b Spectrum image. ¢ The region
growth image. d Initial contour with Snake. e Polar plot. f Restoration image

Fig. 3 Motion-blurred scenery restoration. a Blurred image. b Spectrum image. ¢ The region
growth image. d Initial contour with Snake. e Polar plot. f Restoration image

The experimental results prove that the method is effective for motion-blurred
image restoration and measure Point Spread Function parameter of motion-blurred
image accurately.
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4 Conclusion

The Point Spread Function is very important for image restoration. In this paper,
we discuss the method to estimate the PSF parameter accurately, by selecting the
initial contour using Snake algorithm, reducing the influence of high-frequency
information and detecting the boundary accurately for bright band to reducing
errors. The experimental results prove that the method can compute Point Spread
Function parameter of motion-blurred image accurately and have better restoration
results.
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EBR Analysis of Digital Image
Watermarking

Fan Zhang and Xinhong Zhang

Abstract An error bit rate (EBR) analysis of digital image watermarking is
proposed based on information theory. This work researches how to embed a large
number of watermark information in the same time maintaining a low error
probability or researches the relationship between watermark payload capacity and
EBR. The EBR of watermarking will drop with the decrease in watermark payload
capacity. When payload capacity is less than channel capacity, the EBR will keep
in a lower level.

Keywords Information theory - Digital watermark - Error bit rate

1 Introduction

In visible watermarking, the information is visible in the picture or video. Typi-
cally, the information is text or a logo which identifies the owner of the media. The
image on the right has a visible watermark. When a television broadcaster adds its
logo to the corner of transmitted video, this is also a visible watermark. In invisible
watermarking, information is added as digital data to audio, picture, or video, but it
cannot be perceived as such (although it may be possible to detect that some
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amount of information is hidden). The watermark may be intended for widespread
use and is thus made easy to retrieve or it may be a form of Steganography, where
a party communicates a secret message embedded in the digital signal. In either
cases, as in visible watermarking, the objective is to attach ownership or other
descriptive information to the signal in a way that is difficult to remove. It is also
possible to use hidden embedded information as a means of coverting commu-
nication between individuals [1-3].

The watermarking capacity of digital image is the number of bits that can be
embedded in a given host image (original image) [4—6]. The detection perfor-
mance of watermarking is measured by the error bit rate (EBR) or the error
probability. The bit error rate or bit error ratio is the number of received bits that
have been altered due to noise, interference, and distortion, divided by the total
number of transferred bits during a studied time interval. EBR is a dimensionless
performance measure, often expressed as a percentage number. The detection
reliability of watermarking closely correlates with two other parameters, which are
the watermarking capacity and robustness.

2 Watermarking Communication Model

In the watermarking schemes, the process of watermarking can be considered as a
communication process. The image can be considered as the channel in which the
watermark messages are transmitted. The watermarking capacity corresponds to
the communication capacity of the “watermarking channel.” This model can give
a rational solution for the analysis of watermarking EBR and capacity. Otherwise,
the analysis of watermark EBR and capacity is very difficult without using
information theory.
In this paper, we use a simple additive watermark-embedding algorithm,

Yi=Xxi +w;+n;, (1)

where x; denotes the cover image (original image), w; denotes the watermark
information, n; denotes the noise, and y; denotes the stego image (watermarked
image). In addition, we use w'; denotes the extracted or recovered watermark.

If Pg denotes the watermark power constraint and Py denotes the noise power
constraint, then according to the well-known Shannon channel capacity formula,
the watermarking capacity is:

P
C:W10g2<1+—s), 2)
Py

where W is the bandwidth of channel. We assume that the size of an image is
N x N, the number of pixels is M = N x N. According to Nyquist sampling
theory, if we want to correctly express all the pixels, the number of sampling
points should be 2W at least. So, the bandwidth of this image is W = M/2.
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Channel capacity is a theoretical limit on the amount of error-free embeddable
information, or inversely, on the minimum probability of error attainable for a
given message (Shannon capacity). Therefore, capacity is the maximum possible
message length for errorless decoding. Greater input message lengths than capacity
can be used but a zero EBR will not be attainable.

3 Analysis of Watermarking Channel

In this section, we analyze the relationship between the watermark payload
capacity and the EBR. Before the further analysis, we introduce a concept: the
watermark payload capacity, Cp.

For a given watermarking algorithm, the payload capacity is the bit length of
the embedded watermark, taking no account of the potential redundancy provided
by forward error correcting codes for channel coding.

According to the analysis of above section, as the SNR increase, the water-
marking capacity will increase, and the watermark detection EBR Pp will
decrease. In other words, as the watermark capacity increase, the watermark
detection EBR Py will decrease. But according to Shannon’s second theorem, in a
discrete memoryless channel, when information transmission rate R is less than
capacity C, an error-free transmission is possible, or if we do not send information
at a rate greater than the channel capacity, we can transmit information safely in an
arbitrary small error rate. Thus, the information capacity defines a fundamental
limit on the rate of error-free transmission in the power-limited and band-limited
Gaussian channel. When the watermark information transmission rate R is greater
than C, an error-free transmission is impossible. Shannon’s second theorem is
obtained in the discrete channels, but it is also applicable in the continuous
channels.

When the information transmission rate R is less than the capacity C, we can
use channel coding method to reduce EBR. To enable robust transmission and to
against channel loss in digital communication, channel code is used to protect data
for storage or retrieval even in the presence of noise (errors). The role of channel
coding is to improve the error correction performance in information transmission
and to increase transmission reliability. We propose a new watermarking com-
munication model, as shown in Fig. 1.

Here, we have a discussion of watermark EBR according to the model in Fig. 1.

1. In above section, we have distinguished the channel transmission EBR Pz and
the detection EBR Pg. Pg only depends on the degree of channels interference
but has nothing to do with the probability of watermark itself and the water-
mark detection program.

2. In the case of channel coding is not used, watermarking channel error bit rate
depends on the watermark information EBR.
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I
Watermark —»[ Channel Encoding ]—r» Watermark Embedding
[

: v
Recovered Watermark 4—[ Channel Decoding J<—|f Watermark Extracting
\

Fig. 1 Watermarking channel model

3. Because the watermark communication SNR is usually small, if channel coding
is not used, it is very difficult to achieve an arbitrary small EBR.
4. In the case of channel coding is used, we can view the dashed box.

Figure 1 can be viewed as a black box, which denotes the watermark channel.
The EBR of black box channel is Pg. After channel encoding, the coded water-
mark enters the black box. When the coded watermark outputs from the black box,
the channel coding will recover watermark and reduce the final EBR. So, the total
error bit rate of this watermark channel depends on both the channel transmission
EBR Pg and the channel decoding EBR Pg.

When we use channel coding, the redundant bits are introduced, so we need a
higher transmission rates and have to reduce the normalized signal-to-noise ratio
E,/Ny. The performance improvement using channel coding is shown in Fig. 2.

As can be seen from Fig. 2, after channel coding, the system performance is
improved. In the condition of same normalized signal-to-noise ratio E,/N,, the
EBR in the coded system is smaller than it in the codeless system. It is shown as
the vertical dot line in Fig. 2. In the condition of same EBR, as shown as the
horizontal dot line in Fig. 2, the encoder side requires smaller E,/N; in the coded
system than in the codeless system.

The channel coding means that we need redundancy. But, adding redundant bits
needs a higher information transmission rate R and requires less energy per bit,
which means that we need more bandwidth. However, the bandwidth of watermark
channel is limited. The bandwidth of watermark channel only depends on the
image itself.

When watermark payload capacity Cpp is near to channel capacity limit,
enough redundancy bits cannot be provided, and we will unable using channel
coding to reduce the EBR. The only way is to reduce the watermark payload
capacity Cpr, and then to reduce EBR. However, if the watermark payload capacity
is too small, it is negative because almost no information can be transmitted. Our
goal is to embed as much as possible watermark information in images, at the same
time, ensure the safety and keep a low EBR. So, what is the suitable number of
watermark payload capacity? When the system has a better performance? Next, we
will analyze the relationship between the EBR and the payload capacity.
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Fig. 2 The performance of
channel coding

—
NN

Bit error rate
/

uncoded

4 Payload Capacity and EBR of Watermark Detection

In Fig. 1, we establish a simplified watermark communication model. In the case
of channel coding not used, we can be view the dashed box in Fig. 1 as a black
box. The black box denotes a watermark communication. This model can simplify
watermark communication model and the following calculations. We view this
black box as a binary symmetric channel (BSC). The cross-transmission proba-
bility of this BSC channel is Pp.

In order to enable robust transmission against channel loss, in this watermark
communication model, channel coding is introduced to transmit digital watermark
sequences over loss channels. There are two different types of channel codes in
common use, namely block codes and convolutional codes. The information
sequence, message m, is encoded into a sequence ¢, in which encoded sequence is
called code word. ¢ is transmitted over the loss channel, and at the receiver side,
sequence ¢ is received and decoded into message m’. Hopefully, we have
m' = m for successful decoding.

In the first case, we assume linear block code is used for the error control.
Linear code is an important block code in error correction and detection schemes.
Linear codes allow more efficient encoding and decoding algorithms than other
codes. Linear block code is encoded according to the linear law of the symbol,
which keeps a linear relationship between the constraints. The sum of any two
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code words is also a code word. The encoder of block code divides information
sequence into message blocks; each message block contains k information sym-
bols. Each message block is coded independently to a n-tuple code word (n > k),
and these code words form some binary code word groups. Then n — k redundant
bits are inserted in the information bits. This linear block code is called (n, k) block
code. The maximum errors bits can be detected in each code word are as follows;

-]

where d,,;, is the minimum distance between any two different code words.
In the watermarking communication model shown in Fig. 1, the bits’ error
probability that occur j bit error in an n-bit code word is as follows:

pn) = (7)Pha = pay. )

()= 9

where Py is the EBR of black box watermark channel.
The EBR in the decoder side can be expressed as follow:

P> oi( )b - oy )

t+1

In general digital communication channel, we can increase code word length to
reduce system EBR, and the increased information can be solved by expanding the
bandwidth or increasing transmission time. But in the watermarking channel, the
bandwidth is fixed, and there is no transmission time available. So, we cannot
increase the code word length indefinitely. This is a characteristic of watermarking
channel different from the general communication channel. To get the best EBR,
we assume that the maximum possible code word length should be used. This
maximum code word length will be decided by the watermarking capacity.

In the second case, we assume that BCH code is used for the error control.
Bose, Chaudhuri, Hocquenghem (BCH) code is a class of powerful block codes,
and it has the ability to correct multiple errors. Taking into account the capacity of
the channel, the available maximum code word length of BCH code is 15. We
chose three kinds of BCH codes to calculate EBR of channel coding; all of their
code word length is 15. The error correction ability of the three kinds of BCH
codes is one, two, and three bits.

According to experimental results, in the case of the Gaussian noise variance is
4, the watermark capacity of Fishing boat image is 89,214 bits, Pg is 0.0918. In
these conditions, we calculate the EBR of channel decoder. The experimental
results are shown in Table 1.
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Table 1 The error bit rate of n k P kin EBR
channel decoder
15 11 1 0.733 0.068
15 2 0.467 0.0342
15 5 3 0.333 0.012

In Table 1, n is code word length, k is the watermark bits contained in a n-bit
code word. ¢ is the maximum number of error bits that can be corrected in each
code word. Coding efficiency is defined as k/n, and its reciprocal denotes the code
redundancy, and it also determines the payload of watermark.

As can be seen from Table 1, in watermark communication, as the watermark
payload capacity Cpp, decreases, the EBR is improved. When the coding efficiency
is 1/3, the EBR dropped from 0.0918 to 0.012. On the contrary, as the watermark
payload capacity Cpy. increases, EBR will increase. We can use Eq. 6 to calculate
the EBR of watermarking system. In the condition of using channel coding, we can
calculate how many the EBR can be achieved, or in the condition of given a EBR,
we can select an optimal encoding method, and achieve the maximum watermark
payload capacity.

5 Conclusions

An EBR analysis of digital image watermarking is proposed based on information
theory. This work researches how to embed a large number of watermark infor-
mation in the same time maintaining a low error probability or researches the
relationship between watermark payload capacity and EBR. In the case of channel
coding is used, the EBR of watermarking depends on the channel decoding EBR
and the channel transmission EBR. The EBR of watermarking will drop with the
decrease in watermark payload capacity. When payload capacity is less than
channel capacity, the EBR will keep in a lower level.
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Image Descriptors Based on Statistical
Thermodynamics and Applications

Kunlun Li, Shangzong Luo, Qi Meng, Yuwei Gao and Hexin Li

Abstract This paper presents a series of new image descriptors based on statis-
tical thermodynamics and discusses their application in content-based image
retrieval and image clustering. The paper puts forward image descriptors which
represent macro-visual characteristics such as “image energy,” “image pressure,”
“image mass,” and “image temperature” according to the analysis-localized
sub-system within the statistical thermodynamic theory. We can find a lot of
mathematical laws by applying statistical thermodynamic theory in digital image
processing. The proposed method has the characteristics of the fast calculation.

Experiment verifies the rationality and effectiveness of the proposed method.

Keywords Image descriptor - Image pressure - Image energy - Image mass -
Image temperature - CBIR - Statistical thermodynamics

1 Introduction

With the development of network and multimedia technology, we have entered the
information age. As a content-rich, intuitive media information, image has caught
people’s attention gradually [1]. An image has a rich and various content which is
simple or complex. Due to the inadequate growth of image understanding and
computer at present, there is a semantic gap between users’ complex semantics and
visual features, and even different people have different understanding to the same
image [2]. It can be seen that the image description is one of the problems in the
field of computer vision.
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In the research of content-based image retrieval (CBIR), it is important to
describe the image of machine for image retrieval. The most common method for
comparing two images in content-based image retrieval is using an image distance
measure [3]. An image distance measure compares the similarity of two images in
various dimensions such as color, texture, shape, and others. For example, a
distance of O signifies an exact match with the query, with respect to the dimen-
sions that were considered. A value greater than O indicates various degrees of
similarities between the images. Search results then can be sorted based on their
distance to the queried image. However, choosing an appropriate representation
scheme is only a part of the task [4].

When we are interested in the image texture or color feature [5], we can choose
the selected features alternately; sometimes, a variety of means can be used to
solve the same problem. In either case, description of methods should be insen-
sitive to translation and rotation for the image [6]. To a large extent, the descriptors
proposed in this article can meet one or more of the properties.

Statistical thermodynamics is a branch of physics that applies probability
theory, which contains mathematical tools for dealing with large populations, to
study the thermodynamic behavior of systems composed of a large number of
particles [7]. Their common points are looking for the link between micro-states
and macro-states. This discipline has developed very mature. Since the digital
image description and statistical thermodynamics are both in solving the problem
of micro- and macro-linkages, why do we not apply this discipline method to solve
the problem of digital image description? There are many similarities in their
analysis method. The Table 1 is an example.

Physics uses energy function to describe macroscopic system level, which is
similar to digital image gray histogram analysis method. We can use the moments
of gray histogram to describe the texture. H(r) is the gray histogram [8]. And
n-order moments can be expressed as follows:

Un(r) = Z(r,»—m)"H(r,-) (1)

i=1

Wherein L represents the number of histogram of the dimensions; m represents
the mean value of the histogram. U,(r) can describe the relative smoothness of the
histogram. It is also possible to embody the degree of dispersion of the gray scale.

In this article, a series of image descriptor based on statistical thermodynamics
is proposed. Statistical thermodynamics is applied to solving image processing
problems. Experiments show that these methods are fast and easy to implement,
which can be used to describe the image content.

Table 1 The energy level of the system. ¢; is the independent variable

Energy level el L & e
Degeneracy ol L o
The number of particles nl n
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2 Research Ideas and the Main Content
2.1 Image Descriptor

The low-level feature extraction [9] of digital image is to extract the basic
information from pixels. You can find the link between low-level features and
image macro-visual characteristics. In statistical thermodynamics, the energy of
the system is defined as

If the system is composed of independent particles, the total energy of the system
is the sum of energy of each particle. That n; is the number of particles. It has
energy &;.

E= ns @)
i=1

2.2 Image Descriptor: Image Energy

We can conclude that the energy of the digital image is the product of corre-
sponding pixel value and the gray level.

N
e = na )
i=1

Wherein n; is the independent variable of the gray level; ¢; is corresponding to
the number of pixels in the gray scale. If the histogram mean is partial right, then
the value of the energy is small. If the histogram mean is partial left, then the value
of the energy is large.

2.3 Image Descriptor: Image Mass

Similarly, a digital image can correspond to a certain volume of an ideal gas. The
digital image pixel values correspond to the speed of the ideal gas molecules.
There is another representation of the energy by the law of conservation of e:

1< )
e = E;mvi (5)
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Table 2 The energy and mass of image A, B

A image pixel statistics

Grayscale 1 2 3 4
Pixel number 4 4 4 4

B image pixel statistics

Grayscale 1 2 3 4
Pixel number 8 0 0 8

The energy and quality of image A, B

Image energy A 40 Image energy B 40
Image mass A 0.625 Image mass B 0.3125

Where v; is the gray value of the pixel point. The mass of the ideal gas mol-
ecules is m. So combining (4) and (5) m can be obtained:

" ©

In fact, digital image does not have the mass. This parameter is a human-
defined. What the visual characteristics have reflected by the m? Suppose there are
two digital images, each image with four gray level (Table 2).

2.4 Image Descriptor: Image Pressure

For a digital image, we assume that is a volume of molecular gas; the pixel value is
the rate of movement which molecules may have. The image of pressure is

nmv2

— rms 7
P=" (7)

In the formula, V is the area of a region of the digital image. V,,, is the root
mean square of all the pixels in the region, and m is the image mass. The n is the
total number of pixels.

2.5 Image Descriptor: Image Temperature

According to the ideal gas equation (PV = NK,T), the expression of the temper-
ature can be obtained as follows:

an2 sz
PV = Ni,T = ——rms — 7 — "orms 8
b 3 3k, (8)
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In fact, the image contains a lot of content; the pixel values are not equal
everywhere. We just introduced the concept of image temperature to describe the
digital image of the “hot and cold” level that is equal to the degree of their “hot
and cold” when the temperature characteristics of the two images are equal.

Pl ViV i
£l _m Vé 2 _ P V; = Constant )
P2 my - v; -V P2 V3

The contents of the images in the image database have been determined when

(P, V, n, T) are fixed in the digital image. Similar image has a similar value of (P,
V,n, T).
In this paper, NIRFace Image Database is the data set in the experiment. We
selected three “Face Image Database” from the NIRFace Image Database. Each
“Face Image Database” contains about two hundred face images of the same
person. There are 470 pictures used in the experiment. The computer calculates
the pressure of face images per person. And we calculate the upper and lower parts
of the human face that is in order to make the pressure constant.

If the inference is established, the results should meet P1 and P2 linear. The
ratio A concentrated in a particular region. The result of the experiment are shown
in Figs. 1, 2, 3, 4, 5 and 6; Table 3.
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Fig. 1 The linear fitting of P1 and P2/l Image Database
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Table 3 The relationship between R and A

R A
I Image Database 0.8102 0.7035
II Image Database 0.7145 0.5425
IIT Image Database 0.8805 0.5897

Through the above experiment, we can conclude that mathematical laws underlie
image pressure characteristics. There was a significant linear correlation between

image pressure and image temperature.

3 Experiments and Analysis

The proposed image descriptors are based on statistical thermodynamics. The

correctness of theoretical analysis can be validated only by experiments.

3.1 Description of the Digital Image

Figure 7 and Table 4 show that the proposed descriptors can be described the

content o the images.
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Fig. 7 Different periods of pneumoconiosis X-ray pictures. (Encyclopedia of Respiratory
Medicine, 2006, Pages 191-201B. Wallaert)

Table 4 Statistical thermodynamic description of the right lung

Measure First Second Third
E*(e — 07) 5.27412 14.0781 10.5228
N*(e — 03) 112.35 110.25 124.95
m*(e + 02) 3.13 1.22 1.26
P*(e — 05) 1.0487 2.7992 2.0923
T*(e — 05) 2.7596 7.3662 5.5059
S 6.1028 6.7760 7.2858

3.2 Clustering Applications

Cluster analysis or clustering is the task of grouping a set of objects in such a way
that objects in the same group are more similar (in some sense or another) to each
other than to those in other groups (clusters) [10, 11]. It is a main task of
exploratory data mining and a common technique for statistical data analysis used
in many fields, including machine learning, pattern recognition, image analysis,
information retrieval, and so on (Fig. 8).

3.3 Content-Based Image Retrieval

CBIR, also known as query by image content (QBIC) and content-based visual
information retrieval (CBVIR), is the application of computer vision to the image
retrieval problem, that is, the problem of searching for digital images in large
databases [12, 13]. Content-based image retrieval is opposed to concept-based
approaches.

The proposed method is implemented in a CBIR system. In the Windows
environment, it has been developed by MATLAB. The image data are selected
from the UCI database. The test library has nine types of images, a total of 932
images. Each type of image is not less than 100.

In the experiment, for each test, calculate the similarity with all images in the
test library. If the returned images and test images belong to the same semantic
class, that is correct (Table 5).
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Fig. 8 Clustering examples
for image temperature and
image pressure

Table 5 The rotation of the image

Class No. 1 2 3 4 5 6 7 8 9
Class Dinosaur Building Stamp Tools Women Bird Flowers Seabed Mountain
Accuracy 0.9 0.6 0.7 0.8 0.6 0.7 09 0.7 0.8

Image distance of 0 signifies an exact match with the query, with respect to the
dimensions that were considered. The example shows the rationality and validity
of methods.

4 Conclusions

In this article, we present a series of new image descriptors based on statistical
thermodynamics and discuss them based on content-based image retrieval and
clustering applications. The paper puts forward image descriptors which represent
macro-visual characteristics such as “image energy,” “image pressure,” “image
mass,” and “image temperature” according to the analysis-localized sub-system
within the statistical thermodynamic theory. We can find a lot of mathematical
laws, by applying statistical thermodynamic theory in digital image processing.
The proposed method has the characteristics of the fast calculation. Experiments
verify the reasonableness and effectiveness of the proposed method.
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A Novel Image Retrieval Method Based
on Fractal Code and Fuzzy Set

Haipeng Li, Feng Li and Yafang Lou

Abstract In this paper, we adopt the advantage of fractal code and classify blocks
partitioned from images into four different categories and propose an improved
fractal image code as image index label. The method speeds up the course of
fractal image encoding without demolishing the perfection of reconstructed image.
In applying for image retrieval, with the help of fuzzy classifier, the time con-
sumed for image matching can be reduced obviously. Simulated experiment shows
that our proposed method can gain desirable results in image retrieval meantime
costing less time.

Keywords Image retrieval - Fractal code - Fuzzy set - Image compress

1 Introduction

Fractal code originates in the fact that our natural environment generally shows
self-similarity on a wide scale of some physical parameter. Therefore, the con-
siderable amount of redundancy in image can be reduced by executing fractal
encoding.

As per iterated function system (IFS) proposed by Barnsley and Sloan [1], there
is a contractive transformation for each image that has the fixed point identical to
the image itself. In other words, applying that transform iteratively on an arbitrary
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starting image will result converges to the original image. Thus, the image is
encoded by the transformation.

With the help of fractal code and IFS, many researchers previously pay more
attention on how to improve the performance of compressing ratio of image [2-4],
but there exists a problem about higher time consumption brought by complex
searching course that cumber this novel method applying in real practice.

In this paper, we proposed a classified method utilizing fuzzy set measure in
order to reduce the computational time when executing fractal coding process.
Through fuzzy classifier, the blocks in fractal coding process can be classified into
four different types; with the help of the classification, fractal coding be speeding
up apparently. Experimental results imply that fractal code and classification-
based fuzzy set can help improve the accuracy and efficiency of image retrieval.

2 Fractal Coding

Fractal image encoding is based on contractive transformations and a partitioned
iterated function system (PIFS) [5] in a two-dimensional metric space. The ori-
ginal input image is first partitioned into nonoverlapping range blocks R with size
of r x r and overlapping domain blocks D with size of 2r x 2r; we define R as
the denotation of each range block and D as the denotation of each domain block.
The gray-level transform can be defined by the below function:

W(D) = Si’El‘ADi + 0,'1 (1)

where s; denotes scaling factor, o; is an offset, A is the operator that shrinks the
domain block via pixel averaging to match the range block size, 7; is a permutation
that shuffles the pixel intensities in the domain block, and [ is a block of the same
size of spatially contracted domain block D, but with all elements equal to 1.

3 Fuzzy Set Measure
3.1 Fuzzy Classifier

In our proposed method, we cite fuzzy classifier [6] to decrease the search time for
matching of range blocks and domain blocks. Assume a block M in image I with
n x n pixels, let g(i, j) denote the pixel value in location (i, j) of the block.
Partition it into 9 n/3 x n/3 subblocks, M; (k =1, 2, ..., 9), the sum of pixel
value of each subblock M, is defined as:

Si= Y gli,j), k=1,...,9. (2)

(ijEMy)
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S

§= " (3)

e

We define the corresponding pixel value distributed fuzzy set measure stander:
1. Vertical distributed measure:

5,(M) = |(51+Sz+53);(57+53+59)| @)

2. Horizontal distributed measure:

|(S1 4+ Sa+S7) — (S3+ S + S9)|

on(M) = 3

3. Diagonal distributed measure:

5d(M) _ |(Sl + Sy +S6+SQ) - (52+S3 + 57 —|—Sg)|

S
4. Center measure:
Ss
5.(M) = =3 ™
o) =1-%2 (®)

5. Symmetry measure:

IS4 —S9| + ‘53 —S7] + 152 —Sg‘ + |S4 — S6|
(1) = : o)

According to the previous definition of the measure criterion, we can analyze
the meaning of each parameter in the fuzzy set measure criterion, epitomize the
following results: ¢, denotes the block has apparent edge between upper and lower
parts; 0, denotes the block has apparent edge between left and right parts;
denotes the block has apparent edge existence in diagonal line area; &, and &,
mean that the block has a more concentrated part in center; J; means the block has
symmetric feature around central subblock.

With the fuzzy set measuring criterion, we can classify the blocks gained from
the partitioned query image into four different classes with following steps:
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for each block M:
8(M)=min{3,(M),8,(M),5,(M),5,(M),8,(M),5 (M)}

if ( SM)=8,(M)ors, (M) ) M belong to
“central edge blocks ”;
if ( dM)=5,M) ) M belong to
“diagonal edge blocks ”;

if  ( d(M)=8.(M)orS (M) ) M belong to
“central blocks ”;

if  ( 3(M)=8,(M) ) M belong to

“symmetric blocks ” ;

3.2 Proposed Algorithm

With the help of fuzzy classifier offered in Sect. 3.1, we can improve the fractal
coding course and built image database with the following steps:

1. Partition image Q into a set of range blocks with the size of B x B and into
domain blocks with the size of 2B x 2B, which compose the domain pool;

2. Classify the range blocks with the measuring criterion offered in Sect. 3.1 into
four classifications and repeat the same process in domain pool;

3. Matching process: for each range block, search corresponding domain block to
finish fractal coding, but the search district is limited in domain blocks those
belonging to the same classification with the current range block;

4. Generate fractal code of each image and store the parameters into database as
index label of the image.

4 Similarity Measure

We assume that there are two same-sized image / and image J, defining frac(/) and
frac(J) as fractal code of image I and image J, respectively. According to Sects. 2
and 3, we can express frac(/) like this:

frac(l) = {Si, T, Oj, 5,‘; = 1, cey N} (10)
where N denotes the number of range blocks in image /. In order to measure the
similarity between two images, we define the fractal coding distance [7] of blocks
in image / and image J:

dis(i, /) = ||frac(1), — frac(7);|| = [lsi = sill + [[e = ]| + [los = oil] (1)

wherei =1, ..., N;j =1, ..., M; M denotes the number of range blocks in image J,
here M equates N.
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Because we have classified the corresponding image range blocks into four
different classifications in previous section, in current process period, we do not
have to compute the value of dis(i, j) by searching all range blocks, only do the
computational work for the range blocks with the same value of d that denotes the
shape character of range blocks. So, if we define distance between a range block in
image [ and image J as dis(i, J), we can generate the value of dis(i, J) like this:

for (j=0;3<M;Jj++)
{ if (8,-6,==0) compute
dis(i,3);
if (dis(i,J)> dis(i,3)) dis(i,J)=
dis(i,3); }

Furthermore, we define the distance between image I and image J like below:

dis(1, J) = i dis(i, J) (12)
i=1

So, when we get a minimum value of dis(Z, J), we could consider that image I and
image J have higher similarity. We utilize the distance between image / and image
J as the measuring standard when matching images.

5 Experiment

We firstly simulate experiments to compare the performance of our proposed
method with the other researchers in image-compressing ratio. Table 1 shows the
compared results from same test environment. From Table 1, we can see that our
proposed method can gain not-bad performance in compression ratio (CR) and
more desirable performance in reconstructed image measured by PSNR compared
with others method [8, 9].

In the course of image retrieval, we assume that there is a query image Q, we
have built image database D, where each image with an index label is generated by
the method offered in Sect. 3. The index label is presented by fractal image code
frac(D;), i =1, 2, ..., L, where L is the number of total images in database D. In
our experiment, image database D is composed by 200 images those belong to
different types, including buildings, people, animals, vehicle, etc. Figure 1 is the
matching result when we specify a query image. The image in up-left of Fig. 1 is
the query image. From results, we can see that for the images more similar, the
value of distance between two images is more small.

After completing the course of image retrieval, let us consider the time con-
sumption in image-matching course. Assume f,, as the costing time for calculating
frac(Q) of query image Q, and 74 as the time for calculating fractal coding
distance between two blocks, n denotes the number of range blocks in image Q,
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Table 1 Performance of compression and speed compared with other methods

Image Tong and Wong’s method No. search method Our proposed method
CR t(s) PSNR CR t(s) PSNR CR t(s) PSNR
Lena 0.13 5 34.6 012 0.12 342 0.12 1.2 352
Baboon  0.15 8 25.8 0.13 06 242 0.13 2.2 29.7
(a)

Fig. 1 a Query image. b—k Matching results sorted by similarity measure

m denotes the number of range blocks in image D;. So, the computational time
T that be cost to complete one query image-matching course in image database is
equated by 74;s X n X m x L. In our proposed approach, we have classified all the
range blocks in an image into four different classifications. Actually in the course
of classification, the distribution of the amount of blocks in each class can get
balanced, or we can arrive into such amount equilibrium by adding weight
parameters when executing classified process. So, in the course of image match-
ing, the value of m can be reduced to 0.25 x m, which means just range blocks
that belong to same classification need to be computed. Hence, the time consumed
during the image retrieval can be saved 75 %.

6 Conclusion

In this paper, we proposed an improved fractal coding method by introducing
fuzzy set measurement. By conducting the fuzzy classifier, we classify the range
blocks into different categories that characterize the shape feature of range blocks.
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Our experimental results indicate that it is an efficient approach to match
images in huge multimedia image database by fractal image coding as index label.
By classifying the corresponding blocks into different categories with fuzzy
classifier, the total time consumed in image matching can be decreased to 75 %
than without classification in blocks. Future works include finding more accurate
and efficient measuring criteria to test similarities between images.
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Velocity Evaluation in Traffic Accidents
Occurred at the Road Intersection Based
on Image Processing

Jie Zhang, Hongyun Chen and Hao Wang

Abstract In recent years, video surveillance equipments have been applied
widely and installed at all major transport nodes. These equipments record a large
volume of day-to-day traffic information, which allows measuring the velocity of
accident vehicle based on video. Since the early 1980s, researchers have developed
various algorithms to extract speed information from traffic image sequences. In
this paper, an algorithm is proposed to evaluate the velocity of turn-drive vehicle.
The characteristics of an accident scene including the information of lane marks
and accident vehicles are utilized to estimate the state of an accident vehicle. With
manual interaction, the state of the accident vehicle, including the vehicle tra-
jectory and its speed when it is turning, can be estimated more robustly and
accurately. Experimental results show that the proposed approach can capture the
accident vehicle’ state accurately and meet the precision demand.

Keywords Traffic accident - Road intersection - Velocity calculation - Image
processing

1 Introduction

In recent years, with China’s rapid economic and social development, the travel
needs of people and the private car quantity are sharply increasing. Construction of
basic facilities such as roads gradually speeds up the space. Different classes of
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highways cross each other, and then, varieties of intersections are formed. These
road intersections are the only ways of vehicles and pedestrians gathering, steer-
ing, and evacuation. These areas are not only the throat of traffic, but also the
accident-prone locations. These intersections not only bring the convenience to
people but also bring threat to people.

Various types of road intersections and the number of accidents resulting from
the loss of lives and property in China 2011 are shown in Table 1 [1].

With the development of video surveillance technology, video surveillance
equipments have been applied widely and installed at all major transport nodes,
such as important sections and intersections of roads. These equipments record a
large volume of day-to-day traffic information, which allows for measuring the
velocity of accident vehicle based on video.

Nowadays, there exist many measurement technologies of vehicle speed. Since
the early 1980s, researchers have developed numerous algorithms to extract speed
information from traffic image sequences. In general, existing algorithms are either
tracking-based or virtual-loop-based. Tracking-based algorithms model a vehicle
with a close curve or a group of features and track a vehicle within consecutive
frames [1-3]. Malik et al. [4] summarized four tracking approaches: 3D-model-
based tracking, region-based tracking, active contour-based tracking and feature-
based tracking, and they argued that the feature-based tracking approach performs
the best in vehicle-tracking applications. Feature-based approach tracks distin-
guishable points or edges on a vehicle instead of the vehicle itself. Hence, even in
presence of partial occlusion, some features of this vehicle remain visible. The
average accuracy of speed estimation with this type of approach is above 95 %. A
virtual-loop is composed of a few detection lines or a bounding box manually
defined [5] or automatically assigned [6]. Through emulating the functionality of
an inductive loop detector, the system can detect the optical changes in the loop
and generate a signal when a vehicle crosses it. The best performance of speed
estimation with such approaches is above 95 %.

Practically, the velocity of vehicles involved in an accident is a crucial evidence
for both the traffic police department and the court when dealing with traffic
accident cases. It helps identifying the vehicle(s) that causes the accident. How-
ever, existing vehicle speed estimation approaches are mainly used for traffic-flow
surveillance, which need less precision. Unfortunately, when traffic police

Table 1 Summary of the road intersection accidents (2011)

Number of Deaths Injuries Direct property

accidents damage (Yuan)
T intersection 15,636 3,623 17,793 52,503,174
Four-branch-intersection 20,849 4,881 23,306 75,732,934
Multiple-branch-intersection 2,137 618 2,402 26,502,782
Roundabout 494 94 563 2,312,361
Ramp 1,475 650 1,740 17,110,346

Total 40,591 9,866 45,804 174,161,597
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department or the court apportions makes a verdict on an accident, they need to
have exact evidence (data) on accident vehicles. So, many new approaches [7, 8]
are presented for traffic accident scene investigation, but these approaches all focus
on the velocity calculation of straight drive vehicle.

In this paper, a new approach with the help of manual interaction is presented
for the velocity calculation of turn-drive vehicle. In this approach, the character-
istics of turn-drive vehicle, including the information of accident vehicles, are
utilized to estimate the state of accident vehicle.

2 Algorithm Principle

In order to avoid the generation of additional resistance from road surfaces on
vehicles as well as excessive tire wear, the steering system of the car must make
sure that all wheels of the vehicle are in pure rolling state when the vehicle is
turning. Obviously, this can only be achieved when all wheel axis intersect at one
point. This intersection point O is called the steering center. The relationship of the
deflection angle when the car is turning is shown in Fig. 1.

According to Fig. 1, the turning radius of the four wheels and the centroid can
be calculated, which is shown in Table 2.

According to Table 2, the following results can be concluded:

1. When the car is turning left, the least turning radius is left rear wheel and the
maximum turning radius is right front wheel. The turning radius of the centroid
is between left rear wheel and right front wheel, so the range of the vehicle
velocity can be determined.

2. When the car is turning right, the least turning radius is right rear wheel and the
maximum turning radius is left front wheel. The turning radius of the centroid is
between right rear wheel and left front wheel, so the range of the vehicle
velocity can be determined.

Fig. 1 The relationship of L
the deflection angle when the
car is turning 1
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Table 2 The turning radius of the four wheels and the centroid

Value of turning radius

Turning radius of the left front wheel R, = #{i

Turning radius of the left rear wheel Ry =gl

Turning radius of the right front wheel

Turning radius of the right rear wheel Ry = ﬁ +B
Turning radius of the centroid 25
R=(k+0) +P

where L vehicle axle base, B wheel center distance, o deflection angle of the left front wheel, and
f deflection angle of the right front wheel

3 Main Steps of Algorithm
3.1 Obtain Frame Sequences

Through analyzing the video that contains the information of the whole process of
accident, we select parts of the video to process. First, we extract all frame
sequences from the video.

Then, the frame rate of this video and the size of all frames are known. In this
case, the frame rate is 25 f/s, and the size of frame is 288 x 352 pixel.

3.2 Accurate Velocity of the Vehicle Calculation

The vehicle’s state in surveillance video should be transformed to real-world
coordinates, which is a 2D-3D mapping and impossible without additional con-
strictions. Fortunately, in many cases, it can be assumed that the road is plane, and
the vehicle moved in this plane surface. The problem of coordinate transformation
is essentially a 2D-2D projective mapping formulation. Furthermore, in accident
scene, some parameters such as the distances relationship among these lane marks
can be measured manually, which help calculating the parameters of projective
transformation.
The formulation of projective transformation is shown as:

q=Hyp (1)
where H, is the projective mapping matrix. It can also be expressed as:
qx hitv hia hiz | [ pe

gy | = | ha hn hs||py (2)
q: hy1 hz hiz | | p:
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The matrix H, contains nine elements, but only has eight independent param-
eters. It can be solved by four pairs control points.

Through using the above two-dimensional geometric correction technology,
movement distance of the left front wheel s; and movement distance of the left
rear wheel s, can be calculated. Then, turning radius of the centroid R and angular
velocity of the centroid w can be obtained:

2
R=1\/(Ry+ Q) +P? = ( s_z%X_LS% + Q) +P?2 (3)

> 2 R
w_\/sl S2_\/S] szx

= = 4
LxT Lxn ! “)
Accurate velocity of the vehicle is as formula (5):
57— 55 so X L ’
=Y I =xfx P2 5
v Lxn f S% — S% + Q * ( )

where, n represents frame count, L represents vehicle axle base, B represents wheel
center distance, f represents frame rate.

3.3 Range Velocity of the Vehicle Calculation

The above algorithm is a little complex. In many cases, we only need the range
velocity of the vehicle. Through setting reference line, we can make sure the time
that the left rear wheel moves through the reference line. Then, we can calculate
the range velocity of the vehicle according to the vehicle axle base.

In this case, we extract 75 frame sequences from the video. We set one ref-
erence line at the 200th column. Through analyzing the frames which is processed,
we capture the moving state of the accident vehicle. At the 32th frame, the left
front wheel moves through the reference line. At the 45th frame, the left rear wheel
moves through the reference line. The length of vehicle axle base is 2.57 m.

v >

xfx3.6 (6)
ny —ny

4 Conclusion

This paper presented an approach for the velocity calculation of turn-drive vehicle.
The characteristics of an accident scene including the information of land marks
and accident vehicles are utilized to estimate the state of an accident vehicle.
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With manual interaction, the state of the accident vehicle, including the vehicle
trajectory and its speed when it is turning, can be estimated more robustly and
accurately. Experimental results show that the proposed approach can capture the
accident vehicle state accurately and meet the precision demand.
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A Hybrid Method for Extracting Liver
from 3D CT Image

Xiaolong Song, Qiao Wang and Zhengang Jiang

Abstract As a key technology of computer-aided medical application, medical
image segmentation has been a hot topic in image processing field. Computerized
tomography (CT) scan of liver is an indispensable technique for clinical diagnosis
and treatment of liver diseases. How to extract liver from CT image accurately is a
challenging problem to be solved. Because of the difference and complexity of
medical image, traditional segmentation methods are not suitable for them.
Therefore, this paper presents a method for extracting liver from CT images using
three-dimensional region-growing algorithm combined with image morphology.
The experimental results show that the proposed method has a high accuracy and
lays the foundation for the further accurate segmentation.

Keywords Medical image - Three-dimensional - Segmentation - Region grow -
Image morphology

1 Introduction

In the nineteenth century, German physicist Roentgen discovered X-ray and opened
the door to modern medical imaging technology. Along with the continuous
development of computer technology, physics, electronics, and other disciplines,
medical image imaging is becoming more diverse. These images include X-ray
imaging techniques, computerized tomography (CT), magnetic resonance imaging
(MRI), ultrasonic imaging, infrared thermal imaging (Thermal Imaging), endo-
scope imaging (Endoscope), micrograph imaging (Micrograph), positron emission
tomography (PET), digital subtraction angiography (DSA), and other images from
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medical imaging equipment. These images have been utilized in clinical applica-
tions widely [1].

Because the role of medical imaging in clinical diagnosis and treatment has
been more and more significant, medical image segmentation has been a focused
research topic in the field of medical image analysis. The task of image seg-
mentation is to extract useful diagnostic information about anatomical structure
from CT, MRI, PET, and other modes of medical images with the assistance of
computer [2]. Compared with the general image segmentation, it is more difficult
for medical image segmentation. As the patients’ individual differences, the targets
of the segmentation are different in space, spectrum, and intensity. Furthermore,
medical image is of complexity and diversity, because the scanning of it is sus-
ceptible to a variety of uncertainties. Therefore, accurate segmentation of medical
images becomes a challenging problem. In recent years, CT image of liver has
been widely applied in clinical applications. It has been an important way for liver
function, pathological, and anatomical studies [3]. To extract liver from CT has a
significant value for clinical treatment of liver disease.

2 Related Research

In the past years, varieties of image segmentation methods were reported and were
applied to the medical image segmentation. These methods can be classified into
region-based methods, edge detection methods, hybrid methods, fuzzy theory-
based methods, and other segmentation methods [4]. The region-based methods
basically utilize the similarity between images to extract object. These methods
include threshold segmentation method [5], region-growing segmentation method
[6], classifier-segmentation method [7], and clustering algorithms [8, 9]. Edge
detection methods use the change of pixel gray value around the edges to segment
the target region. These methods distinguish the boundary through edge detection.
In this case, parallel differential operators, such as Laplace operator, Prewitt
operator, and Gradient operator, are adopted to detect the edge. Region-based
segmentation methods often lead to over-segmentation. As the image may be
divided into too many regions, it is difficult to complete the segmentation task. The
hybrid method takes advantage of the above-two methods. In the specific case, it
can get good segmentation results.

Due to the ambiguity and complexity of the medical image, traditional seg-
mentation methods cannot complete the segmentation very well, and they even
cause the error segmentation. In particular, the soft tissue in human intra-abdominal
organ has the similar density and structure. The liver edges are not clear in some
CT-image sequences, which make it more difficult to accurately split. Therefore,
this paper presents a method of three-dimensional region-growing algorithm
combined with the image morphology. The aim of segmentation is to extract the
preliminary three-dimensional segmentation of liver.
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3 Proposed Method

In the work, a hybrid method is proposed to extract liver region from CT images.
First, an imaging slice that contains liver is chosen from the CT-image sequences,
and then a seed point is selected in the corresponding area of liver. According to
the growth standards, the three-dimensional region-growing algorithm is used to
obtain the initial three-dimensional edge of liver.

Then, opening and closing operations are adopted to optimize the segmentation
results. These two operations are combined with expansion and erosion of image
morphology.

3.1 Three-Dimensional Region-Growing Algorithm

For a two-dimensional region-growing method, one or more seed points in the target
region are selected firstly. Then, according to some growth rules, the seed points
grow to the neighborhood directions in the image. But in CT images of liver, target
region is a three-dimensional area. There are hundreds of image slices corresponding
to target region. For extracting the target region using a two-dimensional region-
growing algorithm, not only the seed points are needed by every slice image, but also
the spatial information cannot be utilized in the growing process.

In CT-image series, each slice image has a strong correlation, which contains a
large amount of structural information. Therefore, if it is supposed to use the
traditional 4-neighborhood of two-dimensional region-growing algorithm (Fig. 1),
it will cut off the link between the slices and ignore a lot of important information.
To solve this problem, this paper adopts 18-neighborhood of three-dimensional
region-growing algorithm (Fig. 1). The seed point will grow to 18-neighborhood

E
Y

Fig. 1 4-neighborhood and 18-neighborhood
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directions at the same time, so that the correlation between the slices can be fully
utilized.

After the region-growing procedure finishes, the initial three-dimensional
segmentation results of liver will be extracted.

3.2 Image Morphology

Traditional two-dimensional image morphology also cannot deal with the large
amounts of information contained in the CT-image slices. For this reason, this
work adopts the structure element of three dimension to scan the original image.
The third dimension of structure element is defined by the height information of
CT-image series of liver.

According to the respective function of opening and closing operation, the work
adopts closing operation and takes expansion operation first. The specific operation
of expansion and corrosion applies the structure element to scan every pixel of the
original image. It will obtain the corresponding pixel value in the output image.
Figure 2 shows some experimental results using different structure elements. In
Fig. 2a, the structure element adopted in the expansion operationis 7 x 7 x 7 and
7 x 7 x 7 in corrosion operation is. In Fig. 2b, the structure element adopted in
the expansion operationis 11 x 11 x 11and 9 x 9 x 9 in corrosion operation is.
In Fig. 2c, the structure element adopted in the expansion operation is
13 x 13 x 13 and7 x 7 x 7 in corrosion operation is. Experimental results show
that the structure selected in Fig. 2c works better.

4 Experimental Results

In order to verify the proposed method, some experiments were performed in this
work. The testing data are a group of clinical CT-image series. The purpose of
segmentation is to extract the contour of liver.

Fig. 2 a The structure element adopted in the expansion and corrosion operation is 7 x 7 x 7.
b The structure element adopted in the expansion operation is 11 x 11 x 11 and 9 x 9 x 9 in
corrosion operation is. ¢ The structure element adopted in the expansion operation is 13 x 13 x
13 and 7 x 7 x 7 in corrosion operation is
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First, the CT images are sharpened using a Laplace transform. In this procedure,
the area of pixel gray value changed hugely can be enhanced, and the area of pixel
gray value changed smoothly can be reduced. Figure 3 is the original abdominal
CT-image slices. Figure 4 shows the results after the Laplace transform. Figure 5a
(n = 136 slice) is the initial outline of the three-dimensional region-growing
algorithm. Because of the cavities in it, the image morphology has been used to
deal with the same slice. The result is shown in Fig. 5b. As shown in Fig. Sc, these
two images were superimposed. The red part of the picture (gray in binary image)
is the differences between the extracted results by the traditional method and the
proposed method.

/-

Fig. 3 Original abdominal CT-image series

Fig. 4 Images after Laplace transform

Fig. 5 a Result after the three-dimensional region-growing algorithm. b Result after the image
morphology. ¢ Result of the two pictures overlap
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Fig. 6 a and c are the results of three-dimensional visualization after the region-growing
algorithm. b and d are the results of three-dimensional visualization after the image morphology

As shown in Fig. 5b, the cavities in Fig. 5a have been filled, and the edge of
liver is clearer than before.

After all the sequence of images has been cut up, according to the theory of
three-dimensional reconstruction, a ray-casting volume rendering software has
been used for visualizing three-dimensional data. Figure 6a and c show the results
of three-dimensional region-growing algorithm. Figure 6b and d are the results of
the proposed method.

S Summary

This paper presents a hybrid method of three-dimensional region-growth algorithm
combined with image morphology. The initial three-dimensional segmentation of
liver has been extracted. Experimental results show that the proposed method can
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extract liver from 3D CT image accurately. It can be utilized to assist doctor to
complete the liver segmentation from 3D CT image. How to locate a seed point
automatically, to extract liver more accurately, and to reduce the human—computer
interaction are our future works.
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A New Image-Fusion Technique Based
on Blocked Sparse Representation

Yongping Zhang and Yaojia Chen

Abstract An image-fusion scheme based on blocked sparse representation is
presented in the paper. Firstly, the source images are segmented into patches and
then the patches are sparsely represented with learned redundant dictionary. Fol-
lowing that, a salient feature of each sparse coefficient vector is calculated by
integrating the sparsity and the /'-norm of the sparse coefficient vector. Next, the
sparse coefficient vectors are fused by adopting the weighted average rule in which
the weighted factors are proportional to the salient features of the sparse coefficient
vectors. Finally, the fusion image is constructed by the fused coefficient vector with
the learned redundant dictionary. Experiments show that the fusion algorithm is
effective and superior to the method-based wavelet decomposition.

Keywords Sparse representations « Multi-focus images - Sparsity - Fusion rules

1 Introduction

Image fusion is integrating two or more images to create a single image in which
all the objects are in focus, such that the new image can get better visibility with
high credibility. This has got a significant importance in the image-processing field
like segmentation, enhancement, and others.

The existing fusion methods can be divided into three categories, namely, pixel
level, feature level, and decision level. So far, most research gives priority to the
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pixel-level fusion, which can be grouped into two aspects, first the special domain-
based methods such as coping with image pixels using weighted average scheme,
false color-mapping scheme, nonlinear method, Bayesian optimization scheme,
artificial neural-network scheme [1] and methods based on transform such as
pyramid decomposition, wavelet transform [2], curvelet transform, contourlet
transform [3], empirical mode decomposition [4], independent component analysis
[5], nonnegative matrix factorization [6], and so on.

Image fusion via multi-resolution transform of the source images has been
concentrated as an effective fusion methodology. Firstly in the process, the source
images are transformed into another domain. Next the coefficients are fused. At
last, the fusion image can be obtained from the inverse transform. The transforms
mainly belong to multi-resolution transform in essence, which cannot represent the
image signal sparsely enough. On contrary, the sparse representation can
accomplish it well because the signal is represented with overcomplete dictionary,
namely, which is also deemed to be redundant dictionary. In recent years, the
sparse representation have been widely applied to the image processing and
analysis tasks including denoising [7], super-resolution [8], restoring and in-
painting [9], and face recognition [10], due to its strong ability of sparse
expansions.

An image-fusion approach based on sparse representation of each pixel
neighborhood has been proposed [11], which really obtained immensely improved
results. However, the algorithm brings about heavy computation.

In this paper, we present a new image-fusion scheme based on blocked sparse
representation. Firstly, the source images are divided into patches and then are
sparsely represented with learned dictionary. Secondly, the coefficient vectors are
fused using the weighted average rules in which the weighted factors are calcu-
lated by the sparsity in combination with /'-norm of the coefficient vector. Finally,
the fusion image is constructed by the fused coefficient vector with the learned
dictionary.

The rest of the paper is organized as follows. Section 2 gives a brief intro-
duction to the sparse representations, dictionary learning, and sparse coding.
Section 3 presents the proposed image-fusion framework and the fusion rules
adopted in the approach. The experimental results including the performance
evaluation are provided in Sect. 4 and the paper is concluded in Sect. 5.

2 Sparse-Coding Model

Recently, the increasing attention has been paid to the research of signal-sparse
representation. The aim of sparse representation is to find the sparsest linear
combination of the signal atoms in the redundant dictionary to represent the ori-
ginal signal under the condition that it can be compressed. If we view the image
signal b as the one-dimensional vector, its sparse representation is also regarded as
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the low-dimension projection of the signal. The sparse-representation vector could
be solved by figuring out the problem:

x = argmin ||x||, subject to Ax =5 (1)

where ||x||, denotes the number of nonzero components in x. x is the sparse
representation of the signal b with redundant dictionary A. Generally, the above
description is a NP problem, yet solving the problem amounts to finding the
solution of the following problem:

X = argmin ||x||, subject to||Ax — b|[;<e (2)

where ¢ is a positive constant with small value.

2.1 Selection of the Dictionary

Choosing an appropriate dictionary is a crucial step toward to the sparse repre-
sentation. There are two possible ways to construct the redundant dictionary. One
way is to choose a predefined function as the dictionary, which seems straight-
forward and undemanding to realize. Another way is to learn a dictionary by using
the original signals as the training data. The later can improve the sparseness of
signal representation, which is adopted in the present paper.

The most typical design method of overcomplete dictionaries is K-SVD method
[12]. It is an iterative method that alternates between sparse coding of the
examples based on current dictionary and an update process for the dictionary
atoms to better fit the signals. Furthermore, to make the dictionary much better fit
the signals and also accelerate the representation process, plenty of improved
training algorithms have been proposed [13].

2.2 Sparse Coding of Signals

Beside the choice of redundant dictionary, another key procedure of the sparse-
coding model is how to design an effective and fast decomposition algorithm. A
number of algorithms have been presented to find the sparse representation over
the given dictionary. Those algorithms can be roughly divided into three main
categories: greedy pursuit algorithms, /’-norm regularization-based algorithms,
and iterative shrinkage algorithms [14].

The orthogonal matching pursuit (OMP) algorithm is most representative of the
greedy class algorithms, in which the corresponding atom is chosen when the inner
product between it and the residual signal is the largest at each step. Finally, the
loop terminates when the residual is less than the preset or the number of optional
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atoms exceed the preset number. In the paper, we employ the OMP algorithm and
set the residual as the criterion of loop termination. For the sake of accuracy of
sparse coding, the parameter ¢ in the formula (2) should be set as small as possible.
Whereas, the smaller the value of ¢, the more computation it brings. As a
consequence, we should seek to a balance of two aspects.

3 Proposed Fusion Scheme

3.1 Fusion Framework Based on Sparse Coding

The natural images are capable of being represented with redundant dictionary via
sparse land model. In the paper, the sparse representation is introduced to the
multi-focus image fusion, and a new scheme is developed. Assuming that two
source images have been registered, the proposed fusion framework based on
sparse land model is shown in the Fig. 1, which includes the following main steps:

Step 1:

Step 2:

Step 3:

Step 4:

In order to apply sparse coding with redundant dictionary, the original
images are segmented into patches with the block size of 8 x 8, which is
appropriate for the sparse coding [14], maintaining the balance between
the sparse coding and the number of the patches. Then, the pixel values of
every patch are lexicographic ordered into a column vector (as Fig. 2).
The column vectors of two patches corresponding to the source images are
represented using OMP over the learned redundant dictionary, resulting in
two sparse coefficient vectors.

The sparse coefficient vectors are merged into a new sparse coefficient
vector as the sparse representation of the expected resultant image
according to suitable rules.

The final fusion image is reconstructed with the merged coefficient vector
and the redundant dictionary.

Fig. 1 Schematic diagram of Sparse coding

the fusion algorithm proposed Source »  Sparse

image coefficient

patch A vector
l reconstruction
Fused <

Redundant Weighted Fused

s —» coefficient .
dictionary average image
vector >
A

Source Sparse

image coefficient
N

patch B > vector

Sparse coding
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Fig. 2 Preprocess of
resource images. Here, the
pixel values of each 5 x 5
patch are lexicographic
ordered into a 25-dimensional |1 Image
column vector patch

Lexicographic
ordering vector

The fusion rule is of great importance to image fusion. The common rules include
average and max-abs rule. In case that we adopt the max-abs rule directly, some
blocking artifacts perhaps emerge in the fused image, which can influence image
quality. Consequently, we adopt the average rule instead. However, the fusion
image may lose part of edge details and the contrast of image may decrease in
some degree, while we only use average rules directly.

Taking the above factors into account, here, a weighted average scheme is
developed to fuse the two coefficient vectors. It is considered that the /'-norm of
the sparse coefficient vector reflect how much detail information they bring.
Meanwhile, the sparsity of the coefficient vector can give expression to its
concentration ratio of the detail information. In other words, the larger the /'-norm
and the smaller the sparsity of the coefficient vector, the better the visibility of
corresponding image patch. For the above reasons, the weighting factors to be used
in coefficients fusion are defined as follows:

wt = (e st) (el st + el /) (3)

wh=1—-wh, 4)

3.2 Fusion Rule

where C4 is the coefficient vector in the sparse representation of image A, C? is
the coefficient vector in the sparse representation of image B, s* represents the
sparsity of the coefficient vector C4 and s® represent the sparsity of the coefficient
vector CB, respectively. The coefficient vector for reconstructing the expected
image F' is calculated according to the following equation:

cF =wrct 4+ wBc? (5)
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Fig. 3 Original images.
a and ¢ Image focus on /eft.
b and d Image focus on right

4 Experimental Results

Two groups of registered images are tested in the experiment to check the
effectiveness of the proposed method. Simultaneously, the results of proposed
approach are compared with the wavelet-based fusion method and sparse-coding
method using the average fusion scheme (as shown in Fig. 3). The wavelet basis is
chosen with bior 2.4 in the wavelet-based method. In addition, we select maximal
absolute values while choosing high-frequency coefficients and employ average
scheme when choosing the low-frequency coefficients. In the dictionary, learning
process of sparse-coding-based approach, we choose 30,000 natural image patches
of 8 x 8 for training and the iterations are set to 80. In the sparse-coding process,
the residual is set to 10~ in advance. The results of three methods are shown in
Figs. 4 and 5. It can be seen that the quality of the fusion image using proposed
method is superior to the other two approaches.

Fig. 4 Fused results of Fig. 3a and b. a Wavelet-based method. b Sparse-coding-based method
using average rules. ¢ Proposed method
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Fig. 5 Fused results of Fig. 3c and d. a Wavelet-based method. b Sparse-coding-based method
using average rules. ¢ Proposed method

Table 1 Values of indicators to evaluate the fused image using different methods

Methods Figure 3a and b Figure 3c and d

M1 0 MI 0
Wavelet 6.4343 0.6900 5.9680 0.6986
SR-average 7.1420 0.6726 6.5751 0.6695
Proposed method 7.2354 0.7125 7.4426 0.7475

At the same time, we employ the objective assessments mutual information M1
[15] and edge information Q [16] to verify the proposed method. M1 value reflects
the information of the fusion image inherits from the source images. The higher
the MI value, the better results we get. The magnitude of Q displays the edge
information that the fused image retained from the source images. Similarly, the
higher the Q value, the better fusion quality the algorithm provides. Table 1 gives
the measures indexes MI and Q, which reveals that the proposed method emerges
better performance than other two approaches.

5 Conclusion

A novel multi-focus image-fusion scheme based on blocked sparse representation
is presented in the paper. Firstly, the original images are divided into patches and
then are sparsely represented with learned dictionaries. Secondly, the coefficients
are fused using the weighted average rules in which the weighted factors are
calculated with the sparsity in combination with the module of the sparse coeffi-
cient vector. Finally, the fusion image is constructed by the fused coefficients with
the learned dictionary. The experiments show that the fusion algorithm is effective
and superior to the traditional method-based wavelet decomposition.

Acknowledgments This research is supported by NSF of China (No. 61203360) and NSF of
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The Studying of the Restoration
of Defocused Images

Jinglin Wang

Abstract To get a better quality of defocused image restoration, the degradation
function for the defocused image is studied first in this paper, second, various
degradation functions were compared and analyzed, and last, a model that can
represent its degradation accurately is proposed.

Keywords Degradation function - Defocus - Restoration - Spread function

1 Introduction

With the rapid development of science and technology, the application of various
imaging sensors is growing rapidly. Digital image processing technology also
enters a new era with the application, such as image enhancement, restoration,
compression, and recognition and so on. Although many of the imaging system
can achieve auto-focusing, the defocus show still exists. For example, the defocus
is caused by the relative movement of the camera and the object. Different depths
of the objects within the imaging region will result in generating defocused pic-
ture. The degradation model is shown in Fig. 1. Image restoration is the inverse
process of image degradation [1].

Figure 1, d(x, y) is the degraded image; f(x, y) is the original image; h(x, y) is
the extended functions of the imaging system; and n(x, y) is the additive noise. The
added noise affect the original image, in some cases, it produces the degradation of
the image. If the imaging system is linear shift invariant, the degradation process
can be expressed as formula [2] (1):
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f(x,y) —— H (u,v) 2(x,y)

n(x,y)

Fig. 1 Degradation model

d(x,y) =f(x,y) x h(x,y) + n(x,y) (1
Expression of the corresponding frequency domain is as formula (1):
D(u,v) = F(u,v)H(u,v) + N(u,v) 2)

The key problem to make a defocused image restored is how to determinate the
function of the image degradation and its parameters. In this paper, some research
work of the degradation function is presented.

2 Disk Defocus Model

Disk defocus model was concluded from the research of geometrical optics on the
defocus image. And we can conclude from the geometrical optics that the point in
the object space can be an image point on the condition that it could be formed in
the image space after the ideal-imaging system. However, when the distance made
by surface, mirror, or imaging plane in the actual situation does not satisfy
Gaussian-imaging formula, the image point turned from the point in the object
space will be a small spot. The schematic diagram of Disk defocus model is
showed in Fig. 2 [3].

The disk from the point spread function of the naphthalene model can be
approximated as a disk function.

sy = { /PR = o)

In the formula (3), the blur radius r that needs to be solved is the only unknown
parameter. After radius is determined, the expression of the degradation function
can be got in the frequency domain. Then, the frequency-domain expression of the
original image can be derived through the corresponding filter, and image resto-
ration can be achieved through inverse Fourier change.

R calculation method will be given below:

From the Fourier transform of degradation model given by the formula [4] (3),
we get:
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Fig. 2 Schematic model of
disk defocus
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In the formula (4), J,[.] represents the first class of a first-order Bessel function,
M x Nis the size of the two-dimensional Fourier transform. According to the nature
of the first class of a first-order Bessel function, we can know that the H(u,
v) is located in the frequency domain of the first dark ring, the first zero track is

shown as formula (5)
2mryf (%)Z(%)Z —3.85 (5)

In the case of a relatively small noise, we can know by the formula [5] (5) that if
found the u, v that is corresponding to the first zero (dark ring) of defocus blurred
image Fourier transform, then the » can be obtained by formula (5).

4)

3 Gauss Defocus Model

Itis different between Gauss defocus model and Disk defocus model. It is not derived
from the knowledge of optics, while an approximation of the model is obtained by
consideration of various factors. The formula is expressed as follows [6]:

) = 5r-enp( ) ©)

2no 202
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In the formula (6), the blur radius ¢ that needs to be solved is the only unknown
parameter, which is determined according to the defocus blur image. And then, we
can achieve defocus recovery by the filtering. The method that determines the
parameters by defocus blurred image’s zero-crossing point is not suitable for the
Gaussian model. It can be determined by detecting the function of the curve edge
in the spatial domain.

First, from the formula (6) of integral formula, we can obtain the line spread
function that is still a Gaussian distribution, such as the formula (7) below:

() = ﬁlo_exp (— Zx—;) (7)

Then, from the formula (6) of integral formula, we can obtain the function of
the blade edge:

e(x) = ZOC I(x)dx = \/%Zo exp <— ;:—;)dx (8)

By the characteristics of the Gaussian integral, it can be seen that the
e(o) = 0.84, e(—o) = 0.16. Therefore, if the function of the curve blade ranges
from O to 1, then the x-axis interval is ¢ to (—o) = 20, when the value of E(x) is
0.84 or 0.16, the Gaussian parameter is obtained [7].

4 Improved Defocus Model

Improved defocus model has no fixed model, however, we can estimate the
defocus point spread function directly according to the circular symmetry of the
defocused image. In real life, the naked eye is sensitive to edge response than
points and lines, and the straight-edged object response in the imaging system is
very easy to be got. Therefore, the line spread function often is to be got by the
response of the straight-edge object.

However, in some normal circumstances, a line spread function can not reflect
the system characteristics completely, it needs to be measured in different direc-
tions. If the system is circularly symmetric, then the direction of the line spread
function can clear reflect the system characteristics. After inverse Abel transform
in the case of circularly symmetric, the point spread function can be determined by
the arbitrary direction of the line spread function.

The point spread function A(x, y) in the case of a circularly symmetric.

h(x,y) =h(r) r= 2+ )

Because the line spread function is regardless of the direction in the case of
circularly symmetric, so
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+00

szt/hmw (10)

—00

On the contrary, by the line spread function for the point spread function, we
define a new function:

+o00

q(x) = / I(rdy r=+/x2+y? (11)

—00

The point spread function:

h(r) = _%dz(rx) r=+/x+y? (12)

Merging Eqgs. (11) and (12), the result is obtained:

W= /Rf%L_M (13)

ndr

Formula (13) expresses the inverse Abel transform, and the Abel transform can
be obtained from formula (10) where the /(x) is derived by h(r):

oo

I(x) = 2/ h(r)(r* — xz)f% rdr (14)

X

In the calculation process, the upper limit of integration can be setted to the blur
radius R (because of its circular symmetry, h(x, y) can be nonzero only within a
limited circular area) [8].

In the assumptions system, from the point spread function of Gaussian distri-
bution, we can approximately estimate the blur radius R. By the striking of the
Gaussian model parameters, we can determine o, because the value is essentially
zero when |x| > 2¢. Make RO = 20 for the initial value of the blur radius, and find
the real R near RO by Fibonacci optimal search method. Then determine the point
spread function and carry on defocus restoration.

5 Conclusion

In fact, most of the light spreads in no line former, which will cause the diffraction
of light. Only when the defocus blur is really serious, the dispersion caused by the
phase difference is greater than that of diffraction, and the diffusion function of
disk model can play a good role. Although the Gaussian model is not derived
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through strict principles of optics, its zero points in frequency domain are
relatively less, the singularity of inverse filtering can be eliminated and to avoid
the error of the parameter. Though it is not the most close to actual model, the
advantages mentioned are applied widely. And because the improved defocus
model is closer to the degradation model, it will restore blurred images better and
is more accurate, it is suitable for most of the blurred image restoration.

References

1. Zhenyu, W.: Restoration and identification of defocus blurred image based on in-focus degree.
Infrared Laser Eng. 40, 772-776 (2011)

2. Qin, F.: Blind image restoration based on Wiener filtering and defocus point spread function
estimation. In: 5th International Congress on Image and Signal Processing, pp. 360-363, CISP
2012

3. Zhang, Y.J.: Image Processing and Analysis. Tsinghua University Press, Beijing (2005)

4. Cao, M., Sun, Y., Yu, D.: The clarity evaluation function of defocus blurred image. Instrument
22(3), 259-268 (2001)

5. Sun, H., Zhang, B., Liu, J.H., Li, S.: Defocus blurred image of the Wiener filter restoration.
Opt. Technol. 35(3), 295-298 (2009)

6. He, Z., Zhang, Z., Zhu, G.: Defocused image enhancement technology. Infrared Millimeter
Waves 120(6), 447-450 (2001)

7. Liu, C., Wang, L., He, HZ., Zhang, X.-F., Zhu, G.-X.: Velet-based decision of defocused
image clarity. Comput. Appl. Softw. 7, 239-240 (2008)

8. Chang, L., Ling, W.: Based on wavelet from focal blurred image clarity judgment. Comput.
Appl. Softw. 25(7), 239-240 (2008)



High-Order Total Variation-Based Image
Restoration with Spatially Adapted
Parameter Selection

Le Jiang, Jin Huang, Xiao-Guang Lv and Jun Liu

Abstract In this paper, we propose a high-order total variation model to restore
blurred and noisy images with spatially adapted regularization parameter selection.
The proposed model can substantially reduce the staircase effect, while preserving
sharp jump discontinuities (edges) in the restored images. We employ an alter-
nating direction minimization method for the proposed model. Some numerical
results are given to illustrate the effectiveness of the proposed method.

Keywords Image restoration - High-order total variation - Augmented
Lagrangian method - Staircase - Edge

1 Introduction

Image restoration plays an important part in various areas of applied sciences such
as medical imaging, microscopy, astronomy, and film restoration [1, 2]. Typically,
the image formation process can be modeled as

g=Hf +e, (1)

where f € R” represents the ideal n X n image, g € R" represents the observed

n X n image, e € R” represents the additive noise, and H is an n’-by-n> matrix.
The linear model (1) includes two classes of problem: image denoising, where H is
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the identity matrix and image deblurring, where H is typically ill-conditioned
matrix representing the blurring phenomena.

It is known that restoring f from g is a typical ill-conditioned inverse problem
and a direct solution to the linear system Hf = g often does not yield meaningful
solutions. A total variation (TV)-based regularization technique (ROF model),
proposed by Rudin et al. [3], is a very popular regularization method for stable and
accurate solutions. The main advantage of the ROF model is its capability to
recover sharp edges in the restored images. In this approach, we need to solve the
following minimization problem:

miny || Hf — g |13 + 211 Vf |l (2)

where 4 is the regularization parameter balancing the trade-off between the data-
fitting term || Hf — g ||3 and the regularization term || Vf ||;. The issue of the
discrete gradient Vf can be found in [4, 5]. It is well known that the major
difficulty of the ROF model is the high nonlinearity and non-differentiability of the
object function. To address the problem, many efficient and robust methods have
been proposed; see [6, 7] for more details.

Although the TV regularization is extremely popular in a variety of applica-
tions, it has been shown that the TV norm transforms smooth signal into piece-
wise constants, the so-called staircase effect. To attenuate the staircase effect, there
is a growing interest in the literature for replacing the TV norm by a high-order TV
norm. The motivation behind such attempt is to restore potentially a wider of
images, which comprise more than merely piece-wise constant regions. Second-
order regularization schemes have been considered so far in the literature mainly
for dealing with the staircase effect while preserving the edge information in the
restored image [8, 9].

2 Problem Formulation

Following a variational approach, we consider the hybrid model:

1
ming > || Hf =g |3 +2(0 [ Vf [ + (1= 0) [| Vi 1), (3)

where the parameter § € [0, 1] is used to control the balance between the edges
and the smooth surface, || V2f ||;= Zil V2| with V2f = (fix, fuv; fyxs fiy) and
V= o+ T

Clearly, the regularization Z is an important quantity that controls the properties
of the regularized solution and should be chosen with care. Throughout the years, a
variety of parameter choice strategies such as the discrepancy principle, the

L-curve, and generalized cross-validation (GCV) have been developed [10]. In
particular, the TV models with a spatially varying choice of parameters were
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considered in [11, 12]. Motivated by these works, Dong et al. [13] introduced a
spatially dependent regularization parameter selection scheme to enhance image
regions containing details while still sufficiently smoothing homogeneous features.
The fully automated adjustment strategy of the regularization parameter is based
on local variance estimators. In this work, we adopt a similar automated spatially
adapted parameter selection technique.

In addition, to emphasize the restoration properties for the second-order TV in
smooth regions, we want 0 < 0 < 1. In this work, we adopt the method for updating
0 as proposed in [9]. The updating procedure behaves better for our model than the
fixed 6. It is because, as the iteration proceeds, the edges and smoothing regions of
recovered image are closer to the original image, then the parameter 6 computed
by the updating scheme can be better suitable for restoration.

Before deriving the algorithm for solving (3), we describe how to choose the
spatially adapted regularization parameter. For the sake of simplicity, we consider
the continuous case. Similar to [13], we define a normalized filter:

o iy —xllg <5
w = |Q,v" ! 0o = 2
(x,) { 0, else

where x € Q is fixed, 7 is a local window centered at pixel x that is defined by
Q. ={y:|ly—x|lo < %} and r > 0 sufficiently small is the essential width of the
filter window. By F(u)(x), we denote the local expected value estimator, which is

F) = [ o) - 970y (@)

Q

Hence, we obtain the following TV-based minimization problem with local
constraints based on formula (4):

n;i(g)/(6|Vf| + (1= 0)|V*)dx st.Fu)<l+e ae. inQ  (5)
uec
Q

where “a.e.” stands for “almost everywhere.” The proof of the existence of a
solution in (5) can be obtained using a similar technique in [13].
In the discrete form, let Q7 , denote the set of pixel coordinates in a r-by-r window
centered at (7, j) with a symmetric extension at the boundary, which is
Qi ={(s+it+j):—r—1/2<s,t<r—1/2}.
Hence, we obtain the local expected value estimator:

S;‘j ::7 Z (gs,t - (Hf)s,t)z'

(s,1)€Q;;
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Therefore, we can propose the similar update scheme of A as follows:

1 1 ,
T ) + 5max<(Sk)ili—0'2,O), (6)
‘i L
1 1
T T 2 Z Zert? (7)
iy (s,1)€Q;

where 6 > 0 is a step size.

3 Implementation Details

In this section, we deduce the algorithm for the spatially adapted model (3) based
on the augmented Lagrangian (AL) method. Consider the following unconstrained
optimization problem:

mmu‘I’(u) + @1(D1u) + (152(D2u), (8)

whete V() = 3IHf — gl} @1(Dif) = 20 Vfl,, and  @y(Daf) = A(1 - 0)
|V?f]|,. Introducing new variables v; = D;ufori = 1, 2, we can rewrite (8) as a
constrained problem of the form:

min,, P (u) + @1(vi) + P2(v2), st. Du=v; fori=1,2. 9)

The associated AL function for this problem is defined as

2 2
n
L(u,v,b,n) = W(u) + > ®i(vi) + EZ | D —vi —b; |3, (10)
i=1 i=1

where 1 is related to the Lagrange multiplier for the constraint in (9). The idea of
the AL method is to find a saddle point of £, which is also the solution of the
original problem (8). We can use the alternating direction method to iteratively
solve the following subproblems:

2
uk+1 = argmlnu‘l’(u) + gz H Diu —Vi— bi ||%’

i=1
Vith = argmin, ®;(v;) + 1 || Dkt —v; = BF |3, fori=1,2 (11)

bl = pk Duk+l — ikt )

where D = Q g,l gl andv—<01).
For the fi proble %t is required y3élve the following normal equation:

(H"H + nD{Dy + nDiD>)f = Hg + yD] (v} + b%) + nD3 (V5 + b). (12)
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Under the periodic boundary condition, D, D, and H have block circulant with
circulant blocks (BCCB) structure that can be diagonalized by fast Fourier
transforms (FFTs); see [5] for more details. For the second subproblem, we need to
solve the following problem:

min,, &;(v;) + g | Dl — v — b5 |2, fori=1, 2. (13)

It is known that the problem can be solved using a shrinkage formula [7].
Above all, we have the following AL method for image restoration with spa-
tially adapted parameter selection.

Algorithm 1. (AL method for image restoration with spatially adapted parameter
selection.) Input: =0, 7% and k= 0.

1. If k = 0, employ the AL method with A = 4y to compute:

o 1
7= argmlanIIHf—gllg + 20IVFI + (1= 0)IVS]l),

else compute /¥ by Algorithm 1 with 2 = 2* and V% = g — Hf*:
N 1
f* = argming S{|Hf = H3 + 2OIVF] + (1= 0V,

2. Update f*+1 = fk 4 k.
3. Update J¥ based on (6) and (7).
4. Checking the stopping criteria.

4 Numerical Experiments

In this section, we give numerical results to illustrate the performance of the
proposed approach for image restoration by comparing the proposed algorithm
with the SATV algorithm presented in [13]. All computations were carried out in
Matlab 7.10 on a PC with an Intel(R) Core(TM) i3-2130 CPU 3.4 GHz and 4 GB
of RAM. The initial guess is chosen to be the zero matrix in all tests. In order to
have a fair comparison between SATV and our method, we concentrate on image
denoising and use the window size r= 11 as reported in [13], i.e., H is the identity
matrix. In addition, we choose n = 5 for our method.

The quality of the restoration results by different methods is compared quan-
titatively using the peak-signal-to-noise ratio (PSNR) and structural similarity
index (SSIM) that is developed by Wang et al. [14] and is a well known quality
metric used to measure the similarity between two images.
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Fig. 1 Results of the Barbara image. a Original image. b Degraded image. ¢ Restored image by
SATV (CPU time: 57.09 s, PSNR = 29.33). d Restored image by the proposed method (CPU
time: 15.38 s, PSNR = 30.00). e SSIM map by SATV (SSIM = 0.87). f SSIM map by the
proposed method (SSIM = 0.91). g Final value of 4 in SATV. h Final value of / in the proposed
method

Suppose f and f are the original image and the restored image, respectively.
The PSNR and SSIM are defined as follows:

PSNR = 201log,, (~7 , = ,
If=rl2 (u}.+u]%+cl)<a}+ag+cz)

where 10 and yi; are averages of f and f respectively. oy and o} are the variance of

f and f respectively. Off is the covariance of f and f The positive constants C; and

C, can be thought of as stabilizing constants for near-zero denominator values.

In the first test, we consider the “Barbara” image with size 256 x 256. We add
5% Gaussian noise to the original image to generate the degraded image. The
ideal image and the degraded image are shown in Fig. la, b. The restored images
by SATV and our method are shown in Figs. Ic and 2d, respectively. It is not
difficult to observe that the restored image by our method contains more details.
We observe that the CPU time of the proposed method is much less than that of
SATV. We show the SSIM maps and the plots of A in Fig. le-h. We see from
Fig. le, f that the SSIM map of the restored image by our method is whiter that by
the SATV algorithm, i.e., our method can get better restoration results.

In the second example, the 256 x 256 “Lena” image shown in Fig. 2a is
corrupted with the Gaussian white noise with 5%. The observed image is dis-
played in Fig. 2b. The restored images by SATV and the proposed method are
shown in Fig. 2¢, d, respectively. From the figures, compared with SATV, the
proposed method yields better results in the restored image. From Fig. 2e, f, we
know that the SSIM value of the restored image by the proposed method is higher
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(b

Fig. 2 Results of the Cameraman image. a Original image. b Degraded image. ¢ Restored image
by SATV (CPU time: 54.40 s, PSNR = 28.21). d Restored image by the proposed method (CPU
time: 14.92 s, PSNR = 31.88). e SSIM map by SATV (SSIM = 0.82). f SSIM map by the
proposed method (SSIM = 0.92). g Final value of Z in SATV. h Final value of 1 in the proposed
method

than the SATV method. With respect to the SSIM map, CPU time, and PSNR, we
obtain that the performance of the proposed method is superior to that of the
SATV method.
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Research of Vehicle Identification Based
on Adaptive Corner Detection

Wenju Yuan, Yuankun Jiang and Fang Cai

Abstract The importance of vehicle and type recognition is getting more and
more significant in highway toll system and surveillance of city road. Considering
the important factors of accuracy and steady performance cannot meet the
requirements simultaneously in current vehicle recognition, the article puts for-
ward a kind of method to identify models using adaptive Harris corner detection
operator. Compared with the traditional method of corner detection, it can reduce
the influence of the noise and angular point recognition error effectively. Through
this, we can deal with vehicle recognition problem better.

Keywords Vehicle type recognition - Harris corner - Hausdorff - Image matching

1 Introduction

With the rapid development of modern transportation, the types of models are
become more and more, the study of the vehicle quickly identify has become a
focus in intelligent transportation system (ITS). The existing vehicle type identi-
fication technology mainly uses the vehicle itself, such as the color, length, width,
height, contour, and license plate of the car. Due to the diversity of models and
influence of noise factors on identification, the vehicle recognition accuracy and
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real-time performance are difficult to meet the actual requirements. The literature
[1] used length and height of the car body to simplify the models for “work” type,
extracted characteristics of the car body length and higher, then executed neural
network analysis to identify. It can solve some simple models for identification,
but the identification effect of complex models is not beautiful. The literature [2]
extracted the models features using the method of single-scale Harris corner, but it
was difficult to accurately extract the full right corners, limiting the use in practice.

The corner contains important local features of recognition target, and it is able
to determine the shape of the target image accurately [3]. Though traditional Harris
corner detection suppresses the corner metric greatly, the single threshold setting
has great impact on the corner detection of the target image and results in a loss of
information corner, and thus, it cannot get the car corner profile accurately [4].

In this paper, body image corner is extracted using an adaptive Harris corner
method. In order to ensure the uniform and accurate corner extraction, this paper
use the method of blocking of target image and eliminating adjacent corner points
to avoid threshold setting. Vehicle recognition process roughly: Through corner
extraction of standard sample vehicles to get distribution of corner points, and then
calculate the Hausdorff distance between the test vehicles and several types of
standard sample corner, the same model has the smallest distance. Through
experimental analysis, the approach used in this article can be a good solution to
the identification of the types of models. The recognition accuracy is also
improved.

2 Adaptive Harris Corner Detection
2.1 Harris Corner Detection Principle

Harris C and Stephens MJ proposed Harris corner detection algorithm, it is
developed based on Moravec algorithm, and is a operator of point features
extraction based on signal. To determine the variations in the image signal based
on the local auto-correlation function of the signal is the main idea of the Harris
operator. By differential operation and auto-correlation matrix to detect the corner,
the operator is easier to calculate. The corner detected becomes more reasonable
and accurate [5]. The algorithm R is as follows:

R = det(C) — ktr*(C) (1)

where fu(y), Ivy), luv(,), are partial derivatives and second-order mixed partial
derivatives about the gray level of image point x in the direction of u# and v; The
experience of the k value is usually 0.4 [ 6].
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2.2 Adaptive Harris Corner Detection Algorithm

Traditional corner detection method is defined as follows: When a point Harris
operator R is greater than a fixed threshold value 7, then this point is corner point.
While testing the car body, however, the corner around the threshold would be
missed due to the fixed threshold 7 [7]. Thus, the corner location accuracy is not
high, which has a significant impact on the latter part of the identification process.
So this article adopted an adaptive Harris corner detection method to apply to the
car body corner detection. Specific method is as follows: First, calculate the
gradient of the image pixels in the horizontal and vertical directions, the product of
the two, and get the value of the four elements in the C.

2 La(x
o |15 5

where I =1, x I; I =1, x I,.
Then, partial correlation function obtained by Gaussian filtering is the new C.
Calculated the interest values of each pixel corresponding to the original image:

R={2x 12— (1)} - {2+ 12}, (3)

Thirdly, block the image and detect the present corner in subblock image. The
R value of H(i, j) (C(i,j) =1, i € M1, j € N1), where M, and N, are the width
and height of the image block, respectively) is stored in the array matrix [Sum],
where Sum is the size of the array and also represents the number of corner. So
there are k x Sum angular points in Sum, where k € (0, 1].

This article uses the loop iteration algorithm to solve the k value: Firstly, select
a smaller value as the initial value of k in (0, 1), k = k + step for loop iteration,
and judge the value of k, and if k = 1, the iteration is terminated. Otherwise, it is
determined whether there have the retainer corner point on each image block
containing the corner points. If it is there, the iteration is terminated and chooses
the k value at this time. Finally, use 3 x 3 operation template to cull adjacent
corners on the whole image.
Adaptive corner detection process is shown in Fig. 1; From the comparison chart
of initial detection on the body side corner and adaptive Harris corner detector can
be seen that the adaptive corner detection is good for eliminating redundant corner
points, and the corner point positioning is more accurate, as shown in Fig. 2:

3 Vehicle Classification and Recognition

The vehicle identification methods are divided into two categories: the method
based on pattern recognition and image-based matching method. This article
adopts the method of image matching. First of all, according to the CCD camera to
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warped patch estimated shape

Fig. 2 a Fixed threshold corner detection. b Adaptive corner detection

obtain the actual situation of image sequences, the vehicle can be divided into
three types of cars, buses, trucks, respectively select the standard Harris corner
images of the side of the three types of vehicle as the three types of standard
sample images. And then obtain target vehicle through background subtraction
method. Finally, calculate Harris corner points using Hausdorff distance between
target vehicle and standard sample to judge models. Flowchart of vehicle recog-
nition is shown in Fig. 3 [8].

3.1 Vehicle Matching Based on Hausdorff Distance

Hausdorft distance is used to describe a measure of similarity degree between the

two sets of point sets. In image recognition, the common Hausdorff distance

indicates the similarity degree of the target and template, and the smaller the

distance, the more similar the distance between the target and template [9].
Hausdorft distance between A and B is defined as follows:

H(A, B) = max(h(A, B), h(B, A)) 4)

A ={ai, ap,...} and B = {by, by,...} are finite number of two point sets.
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Fig. 3 Model identification flow chart

where, (A, B) and h(B, A) is referred to the distance between A and B, defined as:

h(A, B) = max,ca{min,cplla — b}
h(B, A) = max,cp{mingcalla — b||}

(5)

H(A, B) reflects the degree of not matching between sets A and B.

So we can calculate target vehicle Harris corner points and three kinds of target
vehicle Harris corner of Hausdorff distance to determine target models [10].
Comparative analysis of the Hausdorff distance, if the Hausdorff distance of two
points is minimum, the vehicles is same model. The distribution of corner points in
three kinds of standard sample are shown as follows (Fig. 4).
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Fig. 4 Distribution of corner
points in three kinds of
sample models

3.2 Experimental simulation and analysis

This paper uses the MATLAB simulation platform to simulate the vehicle model
identification process based on adaptive corner Hausdorff distance [11]. Experi-
ment 1 analyzes the relationship between the Hausdorff distance and models [12].
Experiment 2 analyzes models of 200 vehicles through the proposed method.
Process analysis is as follows:

Table 1 is the matching calculated value of Harris corner between the selected
three tested vehicles and three standard samples, we can directly determine rec-
ognition models through the Hausdorff distance size. Such as the test vehicle B, the
Hausdorff distance of its corners with the standard car corners is 5. Compared with
the standard passenger car and truck, its Hausdorff distance is minimum, so it is
determined that the vehicle to be tested for cars. Also other two samples of the
models are obtained. Table 2 is vehicle recognition results and process time-
consuming of the proposed method on 200 samples. Recognition success rate on
cars and trucks is higher, and buses recognition rate is relatively low, it has
achieved the overall requirements for three kinds of vehicle recognition. The
analysis confirmed the validity and accuracy of the method of the proposed corner
features extraction on vehicle identification.
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Table 1 Hausdorff distance of the vehicle under test and the standard sample

Standard models Vehicles to be identified Hausdorff (hi) Recognition results
Standard cars A 14

B 5 Car

C 11
Standard buses A 22

B 19

C 6 Bus
Standard truck A 7 Truck

B 28

C 17
Table 2 Test results and success rate
Model Car Truck Bus
Sum 78 55 67
Wrong numbers 3 1 5
Recognition rate (%) 96.15 98.18 92.54
Simulation time-consuming 0.258 0.276 0.286

4 Conclusion

In this paper, on the basis of existing problems of models recognition technology,
the adaptive Harris corner detection method is applied to vehicle identification
based on improving Harris corner algorithm. Compared with traditional methods,
the improved method can measure the more evenly distributed corners and more
effectively avoid inaccurate identification of vehicle recognition that are caused by
the inaccurate identification of corners, with advantages of small amount of
calculation and high recognition accuracy. But there were some errors on the
Hausdorff distance judgment, and the recognition process of Hausdorff algorithm
still needs to be improved.

References

1. Zhao, W., Zhang, Y.: Corner detection technology review. Appl. Res. Comput. 23(10), 17-19
(2006)

2. Du, Y., Gao, H.: Vehicle type recognition method based on contour matching positioning
vehicle. J Yangzhou Univ. Nat. Sci. Ed. 10(2), 62-65 (2007)

3. Li, J., Zhao, J.: A vehicle type recognition algorithm based on image processing. J. Xi’an
Univ. Technol. 29(3) (2009)

4. Du, H.: Matlab based on the vehicle recognition BP algorithm. Comput. Modernization
20(5), 03 (2012)



82

10.

11

12.

W. Yuan et al.

. Liu, Y., You, Z.: A neural network for image target recognition and vehicle recognition

applications. Comput. Eng. 29(4), 30-32 (2003)

. Lowe, D.: Distinctive image features from scale-invariant key-points. Int. J. Comput. Vis.

60(2), 91-110 (2004)

. Fu, Y., Huang, T.S.: Image classification using correlation tensor analysis. IEEE Trans.

Image Process. 17(2), 226-234 (2008)

. Murtagh, F., Starck, J.L.: Wavelet and curvelet moments for image classification: application

to aggregate mixture grading. Pattern Recogn. Lett. 29(10), 1557-1564 (2008)

. Lu, ZW., Ip, HH.S.: Image categorization with spatial mismatch kernels. In. IEEE

Conference on Computer Vision and Pattern Recognition, pp. 397-404 (2009)
Bishop, C.: Pattern Recognition and Machine Learning. Springer, New York (2006)

. Everingham, M., Gool, L.V., Williams, C., Winn, J., Zisserman, A: The PASCAL Visual

Object Classes Challenge 2010 Results (2010)
Khvedchenya, E.: Feature descriptor comparison report (2011)



Knowledge-Aided Bayesian Optimum
Radar Detector

Hongsen Xie, Jinbo Shi, Huaming Tian, Baokuan Luan
and Peng Zhou

Abstract In this paper, we consider the optimum detection in non-Gaussian
clutter characterized as spherically invariant random vector (SIRV). SIRV models
non-Gaussian vector as a complex Gaussian vector whose variance, the so-called
texture, is itself a positive random variable, and the texture describes the non-
Gaussianity of clutter. In this paper, using inverse Gamma distribution as the
distribution model of texture, the knowledge-aided (KA) Bayesian optimum radar
detector (BORD) is proposed. The performance of the KA-BORD is analyzed both
on simulated and on real radar data collected by the McMaster University IPIX
radar. The result shows that KA-BORD can outperform the other detectors, and its
detection performance is close to that of optimum detector.

Keywords Non-Gaussian - Signal detection - Knowledge-aided - Bayesian
detection

1 Introduction

In the field of radar signal processing, the signal detection under non-Gaussian
clutter is always a focus of research [1, 2]. In many situations, the statistical
property of non-Gaussian clutter can be approximated as a compound Gaussian
statistical process. The compound Gauss process c(f) can be expressed as the
product of Gaussian process g(#) and a non-negative random process m . The
random process +/7(t) is called the texture component, and the random process
g(?) is called speckle component. The decorrelation time of the texture is much
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greater than that of the speckle. In radar signal detection, usually the discrete
sample of the compound Gaussian process is considered. In a coherent processing
interval (CPI), the texture is considered to be completely related and thus indicated
with a non-negative random variable /7, and the speckle can be indicated with a
Gaussian distribution vector g; therefore, the clutter vector ¢ = /7 x g is the so-
called spherically invariant random vector (SIRV), that is to say, when this vector
is in the generalized spherical coordinates, the distribution of the angle coordinates
has nothing to do with the clutter scope distribution.

Knowledge-aided (KA) method is an inevitable choice for further improvement
in radar signal processing ability [3—6]. The KA radar can constantly sense the
surrounding environment during its operation or constantly readjusts its own
parameters in the changing environment, so as to realize the optimum operating
performance under a specific environment. The KA radar detector is required to
conduct statistical analysis on current clutter environment with certain priori
knowledge of the clutter in the signal detection process, so that the structure or
parameters of the current detector can be adjusted to improve the detecting per-
formance under specific clutter environment.

2 Bayesian Optimum Radar Detector

Considering detection of signals with unknown scopes in SIRV clutters:

Hy:z=c=gJt

1
Hi:z=s+c¢=ap+tgJ/ M)

where the bold-faced letters indicate vectors and the vector length is N, indicating
the number of pulses in the CPI. The vector p is the known signal homing vector,
and the complex scalar parameter a indicates the attenuation of the signal and its
propagation effect, and in this paper, it is supposed to be an unknown definitive
parameter. Suppose the Gaussian distribution vector g ~ N(0, M); then, the aver-
age value for the distribution is 0, and the covariance matrix is the multivariate
normal distribution of M. In this paper, the covariance matrix M is supposed to be
known, so the likelihood function can be obtained from the SIRV clutter model:

p(z|Ho) = /oo (;;Z;Nexp<—qoz—(:))p(r)dr
N )
p(z|H1)_0/(;n)Nexp<—q12—(:))p(r)dr
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where ¢o(z) = zM 'z, q,(z) = qo(z —s), with the superscript H indicating
conjugate transpose of the vector. When the signal scope parameter is an unknown
definitive parameter, its maximal likelihood estimation can be used in detection:

p’M~'z

= 3)
p"M'p

amL

From which we can obtain:

v

91(2) = aole) e )

With (2)—(4), we can obtain the likelihood ratio detection under SIRV clutters:

N

) I e (-4
p(z|Ho) I (;)VN exp(— q%—@)p(r)d‘c

Considering the Neyman—Pearson rule, the detection threshold is determined by
the false alarm rate. In radar signal detection, the distribution function of the
texture is usually unknown, so it can be estimated with the data of the K reference
units near the detecting distance unit:

A(z) (5)

pi(®) = 2> p(eln) (6)
k=1

If z; is statistically independent, so the estimated value is agonic, and
Klim pk(t) — p(t). With the Bayesian law, we can further obtain:
—00

pK(T):iZK _p(alrg(o) (7)
K= [ palr)s(e)d

where p(zi|t) ~N(0,7M) is known and g(t) is the priori distribution of the tex-
ture, which is usually unknown. It is quite difficult to choose the appropriate priori
distribution, and it is generally required to match the statistical model of the actual
distribution as far as possible and to be as simple as possible in mathematical
processing. Therefore, in this paper, the inverse gamma distribution (IGD) is taken
as the priori distribution of the texture, and in this case, posteriori distribution is
also IGD; therefore, the inverse Gamma distribution is also the conjugate prior

distribution.
o o+1
gup() 267 (1 B) = rﬁw (l) exp ( E) (8)
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where the IGD distribution parameters o, f5, respectively, indicate the scale
parameter and the shape parameter, and the selection of parameters represents the
amount of priori knowledge for the texture component. When a,f — 0,
g(1) = 1/, there is no information priori distribution, or Jeffrey prior. With (8)
and the Bayesian law, we can obtain the posteriori distribution of the texture:

plelm) =G (N -+, 224) ©
where Q(z) = z "M~!z,. Substituting formula (9) into (6), we can get
1 & K 1
pi(e) = =3 p(m) = Z (vemprzom) o
k=1 K
Substituting (10) into (2), we can get
K N-+o
ﬁ +5 7 Q(zkﬂ .
H)=C i=0,1 11
U = € w2+ 0 "

where C indicates a constant which has nothing to do with the supposition. From
this, we can obtain the likelihood ratio detection:

N+o

[B+i0(z)]
p(z|o, B, Hi) Zk IW

p(Z|O€, BvHO) [ﬂ+2Q(ZA>]
ke G2 G

/IKBfBORD(ZQ o, ﬁ) = (12)

The detection performance is closely related to understanding the parameters
o, B. If the texture component of SIRV can be indicated with the inverse Gamma
distribution, and the preciseness of the distribution parameter is known, the
optimum detection performance can be obtained using formula (12). Therefore, the
core for this detector is parameter o, § estimation.

3 Estimation Method for Detector Priori Distribution
Parameter

3.1 PDF Fit-Based Method

The most direct estimation for parameters o, 5 is the statistical analysis on the
texture component. Therefore, first the texture component of the clutter should be
separated from the speckle component. The extraction process of the texture
component is essentially estimation of the coherent length of the texture compo-
nent. Considering that in the compound Gaussian model, the coherent length of the



Knowledge-Aided Bayesian Optimum Radar Detector 87

texture component is much greater than that of the speckle component; therefore,
the clutter sequence can be approximated as follows:

c(n) ~+/t(k) x g(n);ne (k—L/2,k+L/2) (13)
Thus, the statistics can be constructed as follows:

~ real{c(n)}  real{g(n)}
X(k) = real{c(n+k)} ~ real{g(n+k)} )

Within the texture decorrelation time, the statistics satisfies the Cauchy distri-
bution, but the scale and position parameters for this distribution are all unknown,
so the texture coherent length [7] under a given confidence level with the gen-
eralized Kolmogorov—Smirnov test, so as to separate the texture component from
the clutter data. With the extracted texture component, we can get the frequency
histogram A(t) and then construct the following computation:

e ¢}

(&, [3) = min¢ = mlﬂn/ w(®)|G™ (t; 0, B) — h(x)[*de (15)

0

Obviously, ¢ indicates the mean error of the PDF estimated value, and w(7)
indicates the weight function. With the random searching algorithm, we can get
the parameter &, which makes the minimal o, /3.

3.2 Method of Fractional Moment

For a random process whose texture meets the inverse Gamma distribution and
whose speckle component meets compound Gaussian distribution, its scope dis-
tribution can be indicated as follows:

2epl(o+1)
(B + 1) T (3)

where I'(-) indicates the Gamma function. With this distribution, we can obtain the
n-order matrix for the clutter scope:

fiel(c) = (16)

1>k/2F(n/2 + 1) (a—n/2) a7)

e = (g )

But considering that m; can be restrained only when o > k/2; therefore, in this
paper, the parameters are only estimated with 1-order moment and 1/2-order
moment (namely, fractional moment), and with statistically independent clutter
scope data, the estimated values 7 for the 1-order moment and the 1/2-order
moment, k = 1,1/2. Thus, the following computation is constructed:
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(oc ﬁ) ;1 n;lﬁn (my (o, B) — ﬁ11)2+((m1/2(%ﬁ) - Vhl/z)z)} (18)

With the random searching algorithm, we can get the parameters o, , which
makes the minimal c.

3.3 Method Based on Maximal Likelihood Estimation

For the maximal likelihood estimation method, take the natural logarithm for
formula (16) and then take the derivative, respectively, for parameters o, 5, and let
it be zero. Considering L independently distributed clutter scope data, then we can
get

L
aln(f\ {i 2:: ﬂc —

i "
n(fiel C L c?
—=——(a+1 ——~———=0
op p ( ) ; ﬁcz(l) + 1
Thus, we can get the likelihood estimated value of parameters o, § [8]:
A~ 2
. LBy >0 ch)l P .
J’(ﬁML) = b ( =N — P Zln<:8MLC2(1) + 1) =0
L— BML Zz lﬁc )ES =1 (20)
. L
oML = —1

2 L (1
ﬁML Zl:l ﬁMIT((I))H

where the maximal likelihood estimated value for parameter f§ is the zero point of
function y(-).

4 KA-BORD Algorithm Performance Analysis

Before carrying out KA-BORD performance analysis, first several kinds of
detectors for SIRV are provided. The asymptotically optimum detector (AOD) is
got by substituting the maximal likelihood estimated value of the texture com-
ponent into the likelihood ratio detection [8, 9]:

M 2|

Faon(2) = (z"M"'z) (p"M'p)

(1)
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The detection performance of this detector is asymptotically optimum, i.e., only
when N is great enough, its detection performance can approach the optimum
detector. If the KA-BORD parameters («, /) — (0,0), we can get BORD [1]:

K N
[Q(z)]
,;1 lq1 (2)+Q(z0)*"
ZBoRD (2) = X (22)
3 [0(z)]"
& lao(2)+Q(z)™

That is, BORD is an exception of KA-BORD.

4.1 Algorithm Performance Analysis Based on Computer
Simulation Data

In computer simulation, we have considered the K distributes clutter, and the SIRV
model for K distribution clutter, whose Texture component is the Gamma distri-
bution, thus we can get the likelihood function:

vaJqui(z)(V*N)/z .
p(z|H;) = WKLN (b\/ Qi(z)> ;i=0,1 (23)

where parameters v, b, respectively, indicate the shape parameter and the scale
parameter of the K distribution, and K, (-) is Class II correction Bessel function.
From this, we can obtain the K distribution optimum detector (KOD):

o (0@ K v (Vi (7))
/xop(z) = (f]o(l)) K,y (b\/q0(2)) =

Since KOD is the signal detection under the condition that the clutter statistical
property is completely known, its detection performance is optimum. In the
simulation, different shape parameters for the K distribution are selected, and the
scale parameter b = 1/2v, so the mean square value for the texture component of
the clutter is equal to 1. The number of pulses in CPI is N = 4, and the reference
unit number is K = 8. we have examined the detection performance of the detector
under the false alarm rate pg = 1073.

Figure 1 presents the contrast between KA-BORD and KOD detection per-
formance analyses under the K distribution clutter and different shape parameters.
For K distribution, the shape parameter v demonstrates its deviation from the
Gaussian property; the smaller the v is, the more greatly the K distribution deviates
from the Gaussian property. As shown in Fig. 1a, when v = 0.5, the non-Gaussian
property of the K distribution is remarkable. When the KA-BORD detection
performance obtained with the PDF fit method is PD = 0.5, the detection per-
formance is closer to KOD, but the KA-BORD performance obtained with the



90 H. Xie et al.

(a) = (b) P
0.9 ——KOD |4 . /
0.8 —6— MOFM || —6—MOFM ||
. PDF Fit —+— PDF Fit
0.7 ML ML
0.6
[a)
8 05
0.4
0.3
0.2
0.1
G L
15 15 20
0.9 / ——KOoD | —— KOD
0.8 —6— MOFM || —6— MOFM
' —+— PDF Fit —+— PDF Fit
0.7 ' ML ML
a 0.6
o 05
0.4
0.3
0.2
0.1 .
0 booooorooos . . . 0 booossoosoranee® . .
-5 0 5 10 15 20 -5 0 5 10 15 20
SNR /dB SNR /dB

Fig. 1 KA-BORD and KOD detection performances with different parameter estimation
methods.av=05bv=1,¢cv=2dv=20

MOFM and maximal likelihood can obtain better performance under larger SNR,
and the performance curve is steeper along with the change in the signal-to-noise
ratio. Along with the increase in v, the clutter statistical property is closer to
Gaussian distribution, so a detection performance more identical to that of KOD
can be obtained with the above-mentioned methods, as shown in Fig. 1b, c.
However, when v is further increased, the detection performance obtained using
the PDF fit method is better, as shown in Fig. 1d, because of the smaller remainder
error of the PDF fit. Therefore, with different parameter estimation methods, under
different shape parameters, the detection performances obtained by KA-BORD are
different.

From computer simulation, we can see that under a condition with more
obvious non-Gaussian characteristics, the detection performance of KA-BORD is
quite close to that of KOD. This indicates that when N is smaller, its detection
performance is better than that of conventional detectors. For AOD, only when
N is large enough, its performance can be close to the detection performance of
KOD.
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Table 1 Measured data parameters

Data number 84 85 86

Central frequency 9.3 GHz

Pulse width (ns) 200 100 20

Pulse repetition frequency 1,000 Hz

Glancing angle 0.32°

Distance (m) 3,000-3,989 3,501-3,996 3,501-3,600
Distance resolution (m) 30 15 3

Radar beam width 0.9°

4.2 Algorithm Performance Analysis Based on Sea-Clutter-
Measured Data

The sea-clutter-measured data come from the IPIX radar data from McMaster
University in Canada. The data are collected in 1998 and the survey environment
in on the Ontario Lake in Canada. We choose the data of groups 84-86, which are
the same as those in literature [2]. These three groups of data, respectively, rep-
resent the clutter data measured under low, medium, and high resolutions. Refer to
literature [10] and other references for detailed description of the data. We choose
the transmitting and receiving data with the same polarization for analysis; for
example, HH indicates that transmitting and receiving are all horizontal polari-
zation, and VV indicates that transmitting and receiving are all vertical polariza-
tion. Refer to Table 1 for main parameters of the measured data. The algorithm
simulation parameters are the same as mentioned above.

Figure 2 provides detection performance contrasts among KA-BORD, BORD,
and AOD detectors. Generally speaking, the clutter data under different resolution
and different polarization modes, the KA-BORD performance obviously outper-
forms that of AOD and slightly outperforms that of BORD. But for low-resolution
data, for instance, the HH polarization mode, as shown in Fig. 2a, the KA-BORD
detection performance obtained with the PDF fit method and the maximal likeli-
hood estimation outperforms that of BORD, but the KA-BORD detection per-
formance obtained with the MOFM is equivalent to that of BORD, but they all
outperform that of AOD. With different parameter estimation methods, the
detection performances of the KA-BORD are different. But for VV polarization, as
shown in Fig. 2b, the KA-BORD detection performance with different kinds of
parameter estimation methods is basically the same as that of the BORD, and it
outperforms that of AOD. For medium-resolution clutter data, as shown in Fig. 2c,
d, the detection performances of KA-BORD and BORD are slightly different with
various parameter estimation methods, and under high signal-to-noise ratio con-
ditions, the KA-BORD performance is better. For high-resolution radar clutter
data, as shown in Fig. 2e, f, we can find that the advantage of KA-BORD algo-
rithm performance over the BORD detection performance with the PDF fitting
method is not obvious, and the KA-BORD detection performances with the
MOFM and the maximal likelihood estimation methods are a bit worse. The cause
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of this phenomenon is that for high-resolution radar clutter, it is doubted that the
compound Gaussian clutter model should be used, that is to say, the compound
Gaussian model should not be used for the statistical property of the clutter.

It can be seen from the above analysis that the performance of KA-BORD is
superior to that of AOD, and they are all superior to that of BORD. The effect of
different parameter estimation methods on the detection performance of the KA-
BORD is different under different clutter environments. This indicates that dif-
ferent parameter estimation algorithms can be selected under different clutter
environments, as long as the clutter statistical property satisfies the compound
Gaussian model.

5 Conclusion

Radar signal detection in non-Gaussian clutters is an important topic in current field
of radar signal processing. This paper, taking the compound Gaussian clutter sta-
tistical model as a foundation, presents the knowledge-aided Bayesian optimum
radar detector (BORD), provides several parameter estimation methods, and eval-
uates the effect of different parameter estimation methods on detection performance
of the KA-BORD. Based on computer-simulated K distributed clutter data, the
analysis result indicates that the KA-BORD detection performance is close to that of
KOD. The analysis result of the sea-clutter-measured data analysis indicates that
when the clutter statistical property complies with the compound Gaussian clutter
model, the KA-BORD detection performance is superior to that of the AOD.
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An Improvement of an Identity-Based
Key-insulated Signcryption

Guobin Zhu, Hu Xiong, Ruijin Wang and Zhiguang Qin

Abstract As one of the fundamental cryptographic primitives, signcryption can
achieve unforgeability and confidentiality simultaneously at the cost significantly
lower than the signature-then-encryption approach in terms of computational costs
and communication overheads. In view of the damage caused by the secret key
leakage, Chen et al. proposed an efficient identity-based key-insulated signcryption
(ID-KI-SC) scheme secure in the standard model recently. However, in this paper,
we show that their scheme does not achieve the indistinguishability against
adaptively chosen ciphertext attacks (IND-CCA2) and existential unforgeability
against adaptively chosen message attacks (EUF-CMA). Furthermore, we propose
an improved scheme that remedies the weakness of Chen et al.’s scheme.

Keywords Identity-based cryptography - Key-insulated - Signcryption - Standard

model

1 Introduction

Signcryption was first initialized by Zheng [1] in 1997 to implement the function
of digital signature and public key encryption simultaneously with better efficiency
than the signature-then-encryption approach. Since Zheng’s pioneering work,

G. Zhu (<)

School of Computer Science and Engineering, University of Electronic Science and
Technology of China, No. 2006, Xiyuan Avenue, West Hi-Tech Zone, Chengdu 611731
Sichuan, People’s Republic of China

e-mail: zhugb@uestc.edu.cn

H. Xiong - R. Wang - Z. Qin

School of Computer Science and Engineering, University of Electronic Science and
Technology of China, Chengdu 610054, People’s Republic of China

e-mail: xionghu@uestc.edu.cn

Z. Qin
e-mail: qinzg@uestc.edu.cn

S. Patnaik and X. Li (eds.), Proceedings of International Conference 97
on Computer Science and Information Technology, Advances in Intelligent

Systems and Computing 255, DOI: 10.1007/978-81-322-1759-6_12,

© Springer India 2014



98 G. Zhu et al.

dozens of signcryption schemes have been proposed to improve the efficiency and
security [2]. However, some issues have to be addressed before this primitive can
be applied in practice. Firstly, identity-based public key cryptography (ID-PKC)
has been suggested by Shamir [3] to simplify the heavy certificates management in
traditional public key cryptography (PKC). Different from conventional PKC, the
public key of the user can be obtained easily from its identity information, such as
email address or social insurance number, in ID-PKC. Therefore, the certificate
binding user’s identity and its public key in traditional PKC is no longer needed in
the ID-PKC. It is natural to integrate the notion of signcryption and ID-PKC to
enjoy their merits at the same time. Inspired by the idea of bilinear pairings, the
first identity-based signcryption (ID-SC) scheme has been proposed by Malone-
Lee in [4]. ID-SC has then received a lot of attention from the cryptography
community [5, 6]. Secondly, most ID-SC schemes are only proven secure in the
random oracle model [7]. Taking into account of the limitation and criticism on the
random oracle models [8], ID-SC scheme provably secure in the standard model
draws a great interest. Therefore, Jin et al. [9] suggested a provably secure ID-SC
scheme without random oracles recently. Unfortunately, this works has been
shown to offer neither IND-CCA?2 property nor EUF-CMA property by Li et al.
[10]. Thirdly, key exposure seems to be inevitable when the cryptographic
primitive is deployed in the insecure environment. To solve all of these problems,
Chen et al. [11] proposed the first identity-based key-insulated signcryption (ID-
KI-SC) by integrating the notion of key-insulated mechanism [12] and ID-SC [9]
recently. The security of their scheme is proved in the standard model. However,
in this paper, two attacks are proposed to show that Chen et al.’s scheme cannot
achieve the IND-CCA2 and EUF-CMA resilience. Furthermore, we propose an
improved scheme that remedies the weakness of Chen et al.’s scheme, and the
security of our improved scheme has been proved in the standard model.

The rest of this paper is organized as follows: In Sect. 2, we analyze the Chen
et al.’s scheme. The improved scheme is given in Sect. 3. Finally, the conclusions
are given in Sect. 4.

2 Analysis of the Chen et al.’s Scheme
2.1 Review of the Chen et al.’s Scheme

We describe Chen et al.’s ID-KI-SC scheme [11] as follows:

In order to create identities and messages of the desired length, two collision-
resistant hash functions H, : {0,1}" — {0,1}" and H, : {0,1}"" — {0,1}" are
chosen, where n,,n,,n, €g Z. Let F be a pseudorandom function (PRF) which
outputs a k-bit string F(x) with the input of a x-bit seed s and a k-bit argument x.

Setup: Select a pairing ¢ : G X G — G7 where the order of G and Gy is g of
size . Let g be a generator of G. Randomly select o +¢ Z,, compute g; = g%, and
pick g2 <r G. Also select randomly the following elements: u',m’ «x G,
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uj g G, and mj <, G for i=1,...,n, and j=1,...,n,, respectively. Then,
define U = (u;), M = (m;). Define V : I' — G to be a bijective function, where I’
is a subset of {0,1}"™*™ with p elements. Next, define V' as the inverse
mapping of V. The public parameters are (G, Gr, e, g, g1, &2, ¥ =¢&
(g1,82), v, U, m', M, H,, H,, V) and master secret is msk = g3.

Extract: Define u to be an identity in the form of a bit string of length n,, and
u[i] to be the i-th bit of u. Let Uy C {1,...,n,} be the set of indices i such that
u[i] = 1. Define w, ¢ to be the output of H,(u||0) and wyg[i] to be the i-th bit of
Whao. Let Wy C {1,...,n,} be the set of indices i such that wyo[i] = 1. Choose a
helper key HK, < {0,1}" and compute k,o = Fyg,(0). To generate the initial
secret key regarding to the user with identity u, the PKG randomly picks r, <5 Z,
and computes:

duo = (d<1> 42 d<3>)

u,0’ “u,0° “u,0
Ty ki
o / / ky, r,
=g« ]]u o ] w] geen
i€, i€EWuo

HelperUpt: Similar to the Extract algorithm, define w,, to be the output of
H,(ul|#) and wy [i] to be the i-th bit of w,,,, and let Wy, C {1, ..., n,} be the set of
indices i such that wy,[i] = 1. Besides, define w,, to be the output of H,(ul|¢') and
Wy [i] to be the ith bit of wy,, and let Wy, C {1,...,n,} be the set of indices
i such that w,,[i] = 1. Compute k,, = Fug,(t) and k,» = Fux,(?). The helper
generates the key-update information U, » , regarding the identity u from period ¢
to t as follows:

Uly, = (U11<11,t>’,tvUI|<12,t>’,t)
s Ky

=« ] = / o T ow) g

€Wy iew,
UserUpt: After receiving the temporary private key, dy, = (d<l> d? d<3>)

u,t Yt Far

regarding the identity u and period ‘ generated by the Extract algorithm, and the
key-update information Uly ., = (UI(1> ur?

Wt UJ'J) regarding the identity u from
period { to period ¢ generated by the algorithm HelperUpt, the user u computes
the temporary private key regarding to identity u and period ¢ as follows:
(40 n @ 43
dUJ - (du,t’ : UIu,t’,t’UIu,t’,t’du,t’)
Kus

=& (M’Hm) W [T w| etg

i€, €W,



100 G. Zhu et al.

Signerypt: Define m € {0,1}™ to be a bitstring representing a message.
Equipped with the temporary private key as dp; = (d;}),df},dg) in period t,
Alice signcrypt a message m to Bob as follows. First, Alice picks r,,, 7] «—r Z,
randomly, lets r, = r + k,,, and chooses r < {0, 1} satisfying a|m|jr € I'.
Define Mm C {1,...,n,} to be the set of indices j for which the j-th bit of H,(m)
is different from that of r, i.e., My ={j € Z: H,(m)[j] ® r[j] = 1}. After that,
Alice computes:

iEW,, €M,y
Ta Tt 'm
=g (u' u,-) A H u; ~<m’ ml>
€U, iEWay ieM,,
) 3
o0 =l gt =gt =g, o =df) =g

Finally, Alice sends the ciphertext (z, ¢) = (¢, (c{", ¢, ¢® ¥, ¢©)
', ¢7)) to Bob.

Unsignerypt: After receiving a ciphertext (¢, ¢) = (¢, (¢\V), ¢, ¢©¥,
¢ ¢ 1)), Bob decrypts it as follows.

1. Compute V! (o) - &(df}), 0 )e (a5, o) fe(d})), 0 ) ) — allm]lr.

2. Generate {j € Z: H, (m) [j]®r[j] =1} - Mp.
3. Accept the message if the following equation holds:

é(a<5>,g) = Y~é<a<7>,u'Hui>é o H u; é<0<2>,m’ H mi>.

i€el, iEWqs ieM,,

Note: The original scheme in [11] had typos in the Signerypt and Unsigncrypt
algorithms. Instead of writing ¢ = (' [Ticw,, i)™ in the Signerypt algorithm,

it was written as ¢ = (w [Tiew,, wi)™.  Instead  of  writing
V"<a<1> ~é(d|<f,> ,a<4>)é(d|<j,> ,0<3>)/é<dl<,f,> ,a<2>)) in the step 1 of Unsignerypt

algorithm, it was written as V~!(¢(!) - é(dlfz, 0<4>)é(d|<ft>, a<3>)/é(dl<)},>, a?))). These
typos have been corrected in our review to maintain the consistency.
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2.2 Analysis

Attack the IND-ID-KI-SC-CCA2 property. According to the IND-ID-KI-SC-
CCA2 property in [11], the adversary A generates two equal length plaintexts my,
m,, time period ¢ and two identities a and b on which it wants to be challenged. The
challenger B chooses a bit y €g {0,1} and generates the ciphertext
(t',6%) = (t*, (¢!V*, 62", g W 607 0% (%)) To guess which message
is signerypted in the ciphertext (¢, 6*), A chooses ' «g Z; randomly and computes

o) = g g = 5@ GO — GO @) = 5= () — G5 (u/ e, u) :
o0 = ) and ¢ = aM*g"”. A then makes an unsigncryption query on the
ciphertext (am’, O'<2>’, 0<3>,, 0'<4>’, a<5>,, 6<6>,, 6<7>I) regarding the period ¢ and iden-
tities a and b. If 3 responds my as the response to this query, .A wins the game by
returning y = 0. Otherwise,.4 wins the game by returning y = 1. Therefore, the
Chen et al’s ID-KI-SC scheme can not achieve IND-ID-KI-SC-CCA2.

Attack the EUF-ID-KI-SC-CMA property. According to the EUF-ID-KI-SC-
CMA property in [11], the adversary A chooses a message m € {0, 1}"" and two

identities a and b in time period . At first, .A makes a signcryption query on (m, a,
b, #) and a temporary private key on b. Upon receiving these queries, the chal-

lenger B returns (1,0) = (¢, (¢\V,0®, 6%, 6* 60 6 7)) and dp, =
(déff,dé?,dg ) to A. Secondly, A can be obtained r by computing

a|m|r=Vv"! (am ~é(dl<3t>,a<4>)é<dl<ft>, 0<3>>/é (déf?, G<2>)>. After decrypting
m and r, A then generates My = {j € Z: H,(m)[j] ®r[j] =1}. Thirdly, A
chooses a new message m’ and computes r’ satisfying My = M,, where
Mw ={je€Z:Hm)[j]®r]j=1}. Especially, from i=1 to i=n,, if
i & Mp, then r'[i] = H,(m')[i]; otherwise, r'[i] = H,(m’)[i]. At last, A computes
O'<1>/ = O-<1>V*1(a||m|| r)V(a”m/Hr/)’ g<2>, = O'<2>7 g<3>, = g<3>7 g<4>, = g<4>7 g<5>, =
o 6" =60 and ¢ =67, In this case, A forges a valid signature
(am,,am,,a<3>,,0<4>,,a<5>l,0<6>1,0<7>1) on message m’' regarding the identities

a and b in time period .

3 An Improved Scheme

To remedy the weakness in [11], we describe an improved ID-KI-SC scheme
based on [13] in this paper.

Setup, Extract, HelperUpt, UserUpt: These algorithms are the same as those
in Chen et al.’s scheme.
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Signcrypt: Define meG7 to be a bitstring representing a message. Equipped
with the temporary private key as d,; = (d2<,1,> , d;?},dg) in period ¢, Alice sign-
crypts a message m to Bob as follows. First, Alice picks 7, 7, «<—g Z, randomly,
and lets r, = r} + k,,. After that, Alice performs the following steps:

rm

rm
f— m f— .III f— / . — / .
1. Compute 6; =m-Y'" g, =g, 63 = (u [ |ieu,, u,) ,04 = (u | |iewb_, u,)

2 / M 3
Los=dy.g" =gt =g o =dy) =g~

2. Compute m = H(a1, 02, 03,04, 05, 06,a,b) where H : {0,1}" — {0,1}" is a

collision-resistant hash function, and let M,, C {1,---,n,} be the set of
indices i such that m[i] = 1;
3. Compute
n .
=) [ L) (o T )
i€Way ieM,,
i 4kay

Ta Tm
=g (u/ H u,-) A H u; ~<m/ H mi>
iU, iEWa, ieM,,
Ta T'm
(L/ H u,-) A H u; -(m’ H m,-)

ieEM,,
4. Output (t,0) = (t, (01,02, 03,04, 05,06,07)).

Unsignerypt: On input (f,0), this algorithm outputs m, or L (in case the
signcryptext is not valid) as follows:

1. Compute m = H(o,, 05,03, 04, 05, 06,a,b), and let M,, C {1,---,n,} be the
set of indices j such that m[j] = 1, where m|j] is the jth bit of m;
2. Output

¢ (d,ﬁ?} , 04) ¢ (dfjﬁ , ag)
e (dl<)lr>, 62)

m=aogj -

if

e(o7,8) = Y-é(%,u’Hu,-)é os,u' H u; é(az,m’ H m,~>

icu, i€EWay iEM,,

and | otherwise.
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It is obvious to observe that our improved scheme preserves the same com-
putation efficiency and signcryptext size of Chen et al.’s scheme [11].

3.1 Security Proof

Theorem 1 Our improved ID-KI-SC scheme achieves IND-ID-SC-KI-CCA2
under the DBDH assumption in the standard model. Specifically, if there is an
adversary A that is able to distinguish two valid ciphertexts during the game
defined in [11] with advantage at least ¢ when running in time at most t and asking
at most q, extract queries, q, temporary private key queries, qy Ssigncryption
queries and q,, unsigncryption queries, then there is a distinguisher B that solves
the DBDH problem in time t' <1 + 0((q€ + g5 + g + g )nutm+ (ge + g5 + g1t +

>
qutp) with advantate & > i (qﬁq#qs) EREy Iy where 1, t., and t, denote the

time for a multiplication, an exponentiation in G and a pairing computation,
respectively.

Theorem 2 Our ID-KI-SC scheme can achieve EUF-ID-KI-SC-CMA property in
the standard model, assuming that the computational Diffie-Hellman assumption
holds in groups G. Concretely, if there exists an EUF-ID-KI-SC-CMA adversary A
that is able to produce a forgery during the game defined in [11] with advantage at
least ¢ when running in time at most t and asking at most q, extract queries, q,
temporary private key queries, gy signcryption queries and q, unsigncryption
queries, there exists a challenger that can solve an instance of the CDH problem in
time t' <t + O((qe + g5+ g + qu)nutm + (ge + g1 + g5)te + qut,,) with advantage
g > where t,, t,, and 