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Preface

Welcome to the proceedings of the International Conference on Green Commu-
nications and Networks (GCN 2011), which was held in Chongqing, China, July
15–17, 2011.

GCN 2011 will be a venue for leading academic and industrial researchers to
exchange their views, ideas and research results on innovative technologies and
sustainable solutions leading to greener communications and networks. The con-
ference will feature keynote speakers, a panel discussion and paper presentations.

The objective of GCN 2011 is to facilitate an exchange of information on best
practices for the latest research advances in the area of green communications and
networks, which mainly include the intelligent control, or efficient management, or
optimal design of access network infrastructures, home networks, terminal
equipment, and etc. GCN 2011 will provide a forum for engineers and scientists in
academia, industry, and government to address the most innovative research and
development including technical challenges, social and economic issues, and to
present and discuss their ideas, results, work in progress and experience on all
aspects of advanced green communications and networks engineering.

The GCN 2011 conference provided a forum for engineers and scientists in
academia, industry, and government to address the most innovative research and
development including technical challenges and social, legal, political, and eco-
nomic issues, and to present and discuss their ideas, results, work in progress and
experience on all aspects of information computing and applications.

There were a very large number of paper submissions (956), representing 21
countries and regions, not only from Asia and the Pacific, but also from Europe,
and North and South America. All submissions were reviewed by at least three
Program or Technical Committee members or external reviewers. It was extremely
difficult to select the presentations for the conference because there were so many
excellent and interesting submissions. In order to allocate as many papers as
possible and keep the high quality of the conference, we finally decidedto accept
190 papers for presentations, reflecting a 19.9% acceptance rate. We believe that
all of these papers and topics not only provide novel ideas, new results, work in
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progress and state-of-the-art techniques in this field, but also stimulated the future
research activities in the area of information computing and applications.

The exciting program for this conference was the result of the hard and
excellent work of many others, such as Program and Technical Committee
members, external reviewers and Publication Chairs under a very tight schedule.
We are also grateful to the members of the Local Organizing Committee for
supporting us in handling so many organizational tasks, and to the keynote
speakers for accepting to come to the conference with enthusiasm. Last but not
least, we hope you will enjoy the conference program, and the beautiful attractions
of Chongqing, China.

China, June 2011 Maode Ma
Yuhang Yang
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Chapter 1
Model of Cyber-Physical Systems
for Underground Coal Mine

Yanjing Sun, Man Yu, Yanjun He and Xiaohui Ding

Abstract Aiming at problems in work safety and accident rescue occurred in
coal mine, cyber-physical systems (CPS) is introduced into underground coal
mine. According to environment parameters and considering special applications,
a model of CPS for coal mine, which has the ability of sensing surroundings,
auto warning, intelligent control and personnel location, is constructed. Based on
relative theoretical researches, three key technologies for CPS under complicated
environment are presented, which are information perceiving, computing and
collaborative control. The implementation of mine-oriented CPS could improve
the safety in production and accelerate the development of coal mine.

Keywords Coal mine � Cyber-physical systems � Information acquisition �
Collaborative control
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1.1 Introduction

In recent years, the industrial structure of coal mine has been optimized vigorously
to enhance safety assurance in China. Unfortunately, the overall level of coal
industry and mine safety is not high enough, so that the amount of accidents is still
great and grave accidents also happen from time to time, all what have seriously
threatened the miners’ life safety. Therefore, it is imperative to design and
establish an intelligent system, which is targeted for disaster prevention and
accident rescue, with advanced technologies such as monitoring, data communi-
cation, information processing and automatic control.

Cyber-physical systems (CPS) have the ability of communication and computa-
tion, which integrate computation and physical processes reliably and efficiently
in runtime by monitoring or controlling the physical world [1]. Communication,
computation and control are the cores of CPS, making such engineering systems
highly integrated and controllable. So, CPS achieve the inter-infiltration of virtual
(cyber) world and real (physical) world, what compared with traditional embedded
systems and wireless sensor networks (WSN) are more intelligent and complicated.
In [2], it is reported that CPS involve ubiquitous environment perception, embedded
computing, network communication and networked control in the future, all that
enable physical system possess five functions of computation, communication,
accuracy control, remote collaboration and autonomy management.

While, CPS for coal mine is created in mines underground, taking surroundings
as plants to monitor and control through wireless sensors and embedded devices,
by means of distributed information processing, data fusion and cooperative
control, etc. On one hand, this can obtain a lot of accurate and reliable information
at any time and any place, realizing a concept of computing anywhere indeed.
On the other hand, it makes computation processes interact with physical envi-
ronments precisely, dependably and rapidly. Above all, it can be anticipated that
setting up a CPS for coal mine will not only eliminate potential safety hazards
efficiently and reduce accident rate, but also provide guidance for accident rescue
scientifically and decrease casualties.

1.2 Background

The influence of CPS in economy and society is more than recognized before.
Developed countries leading with the US and EU have been aware of this potential
and devoted great resources into related fields research. In 2006, NSF took CPS as
a key point of scientific research and made great efforts to propel its development
and application. The EU invested 5.4 billion EUR in Artemis in order to become
the world leader of intelligent electronic till 2016.

In China, it is pointed out in The National Basic Research Program (973 Program)
that the program is seeking proposals that address research challenges in CPS themes
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of methodologies and models. Furthermore, the CPS program has been put forward
from gestation to practice study.

Currently, three main grand challenge problem areas were developed more fully:
distributed energy systems, transportation systems and healthcare systems [3–7].
Professor Edward A. Lee and his group in UC Berkeley presented a programing model
based on time-centric named PTIDES (Programming Temporally Integrated Distrib-
uted Embedded Systems) [8], which focus on the correlations of computers on a
network and how they interact with and through physical processes via sensors and
actuators. Besides, University of Pennsylvania has carried out research projects on
transportation systems and medical devices aiming at addressing real-time and con-
current computation problem. In China, T. John Koo commits to hybrid systems and
control systems related to CPS. While, researchers in Dalian University of Technology
mainly focus on QoS and network optimization of CPS combining WSN.

To our knowledge there has not been a study of CPS directing at coal mine
underground. There are two reasons for this: (1) CPS is a promising approach but still
in its infancy, and (2) the working environment of coal mine is so particular that people
rarely pay attention to this field. In our view, it is feasible and credible to design and set
up a CPS for coal mine. In addition, we can benefit from other application domain on
common problems which have been solved and consider parameter characteristic of
mines to construct a high efficient cooperative control system for coal mine.

1.3 Model of CPS for Coal Mine

Compared with traditional embedded systems, standard CPS are designed to be
networked, where the components cooperate with each other but not independently
[9]. As information science and engineering technology are developing, the rela-
tionship between computation and physical process will be improved, what is
more, the adaptation, independence, function, reliability, security and availability
of CPS will be promoted greatly.

Demands of coal mine are illustrated in Fig. 1.1, including environment
monitoring, auto warning and control, rescue guidance, transmission of wireless
multimedia, instrument reading, locomotive localization and navigation together
with personnel location and tracking, we put forward a model of CPS for coal mine
and analyze information perceiving and collaborative control technologies in
complicated environment.

Model-based design is the main method to develop CPS. The model of CPS for
coal mine can be divided into a lot of models that have been built by computing
science, but also need to establish some new models of subsystems to abstract
time, location, energy loss and potential sensing data. These models should define
physical systems exactly and then blend computation and physical process well.
In consideration of actual applicative requirements, designing such model for coal
mine involves control or computation algorithm and abstract of feedback loop.
Moreover, the model will be able to estimate and deal with boundary condition,
so as to operate on specified controller.
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Most of time, CPS are made up of series of network agents, like sensors, actuators,
controllers together with communication devices. Between cyber system and phys-
ical system, there is a feedback loop to keep the whole system stable and reliable. Data
from sensors could be sent to controller directly and then controllers give commands
and instructions to control or influence physical objects. In this way, the feedback
loop capable of self-organizing transmission and intelligent control is formed.

Considering the work environment of coal mine and application requirements,
a model of CPS for coal mine is proposed as shown in Fig. 1.2.

In fact, CPS is a hybrid system which consist of a large amount of components
that differ from each other on location and coverage. Theoretically, exchange and
feedback may occur in both cyber and physical world, when in physical world, the
feedback control model will change all plants’ states. To hybrid systems for now,
discrete-time models and continuous-time models do not work together, and so do
event-driven models and time-driven models, while which kind of models to
choose for designing CPS is significant. This is why the hybrid model suitable for
CPS needs to be developed.

In coal mine CPS, modeling should be carried on both cyber and physical
resources because states of plants including voltage and distance correspond to
elements in cyber field such as computer memory, CPU and communications
capability. Factors of sensing, wireless communication, noisy and mobility always
influence the abstraction of physical system and result in uncertainty. Other issues,
for example, error and packet loss also should be taken into account. The solution
satisfying robustness and real-time is significant because of the random, uncer-
tainty and delay attribute of physical process. Since the physical world is not
prescient, what leads CPS may run out of control, so it brings out the requirement
that CPS have to be robust enough to deal with unexpected situations and be
tolerant of fault in subsystems.
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and control Coal Mine CPS
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Fig. 1.1 Functional demands
of CPS for coal mine
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1.4 Key Technologies

Such domains as embedded system, hybrid system, dynamical system, distributed
system, wireless network, microcontroller, sensor and actuator are to be based via
control theory and stochastic process to implement CPS. However, present distrib-
uted control, sensing and computing technology yet cannot be used to real-time and
secure CPS. The main reason is that they are not able to collect enough information
and take precise measures in the distributed environment. Consequently, it is not
appropriate to apply traditional distributed model, sensing model and communica-
tion model to time accurate and high safety CPS, most important, the information
perceiving, computing and collaborative control technology are to be addressed.

1.4.1 Information Perceiving

1.4.1.1 The Shortage of Traditional Models

Traditional sensing, computing, decision-making and actuating models are based
on low-potential environment, where data is the latest and actuators also act
immediately. On the contrary, CPS are networked so that potential factors can

Node A

Node C

Node B

Sink1 Sink2

Actuator

WSN

Router

Data Base

Web 
Service

Gateway Gateway

Actuator

Physical plants

Fig. 1.2 A Model of CPS for coal mine
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initiate decision process uncertainty and lead to delay actuation that result in
serious problems of system.

1.4.1.2 Solutions

Firstly, the coordination pattern of reality and virtual should be addressed to fix on
the mapping relationship between physical process and cyber process. Secondly,
we need to describe sensors’ attribute in detail into perception approach, including
acquisition standard, context information and some other uncertain factors. After
that, the information have been gathered is fed back to the physical layer, in this
way, we can regulate sampling rate or change state of sensors to increase the
amount of information. Apart from this, there is a request to build new models for
the whole processing sectors which transform physical entity to data and then to
credible information.

1.4.1.3 Technology Challenge

Compared to static data, the acquisition of real-time data flow is different not only
on throughput but also in essence. In order to scan and look up data fleetly, we
need to save and dispose them preferably. In some case, information collected may
be alike to sample data, while others require to be abstracted. At the same time,
perceiving information and historical data memory area should be reserved to
recover and search important information. Beyond that, the adaptability of
acquisition techniques nowadays also has some defects because they face certain
but not all layers of system. If problems raised above not be solved well, the
opening feature of CPS for coal mine will be limited.

1.4.2 Computing

1.4.2.1 Semantic Integration

Sensing devices together with embedded control software make up a coal mine
CPS. This kind of complex system depends largely on fault tolerance, security and
distributed control, therefore it raises a higher requirement for computing power.
For that reason, CPS needs new abstract model and computation logic. Semantic
integration is the process of interrelating information from diverse sources, both on
cyber and physical side. A major way is that redefine computation method and
instruction to map actions of physical plant to computing processes through
detailed attribute of observed object. By semantic integration, operation on mas-
sive data and command execution can be prompt and veracious to ensure real-time
and trustworthy system. Crucially, semantic integration can solve the problem of
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modeling software or hardware elements in isolation, without ignoring important
interactions between them and thus risks are restricted and avoided to a certain
extent.

1.4.2.2 Software

Usually, it is the software that affects system complexity and even cost. Multi-core
and multi-thread have tremendously improved the performance and capability of
servers, leading the convergence of computing progresses to the server. And as a
result, middleware which can provide usability and high capacity of parallel
computing, together with OS and DBMS should be developed further. On the
other side, owing to networked property of CPS, we can develop production
software tools with only an appropriate framework, so open source is inevitable.
Meanwhile, cloud computing makes server cluster possess more powerful com-
putational ability at server side, yet it has a good application potential in CPS.
Apart from this, the development of software also needs to improve validation and
certification to assure functional and interconnected embedded system and prevent
system from unpredictable influence of external factors at runtime.

1.4.2.3 Hardware

Cooperation among embedded devices is implemented through high-speed data
flow in CPS. When they communicate via wireless connection, not only the energy
of individual nodes will consume fast, but also wide bandwidth is needed. To this
point, current infrastructure for CPS is deficient. The design and development of
embedded systems will be cared about more on its unpredictability and robustness,
but not high efficiency ever. To adapt the development of CPS, embedded systems
need to adopt multi-core architecture and expand various kinds of network com-
munication interfaces. Besides, with formidable hardware development kit and
software package, resource-constraint devices could accomplish complicated
business function reliably.

1.4.3 Collaborative Control

1.4.3.1 Theoretical Approaches

The development of CPS needs new theory to support, such as information inte-
gration, cascading failures and self-adaptation, because traditional uncertain
decision-making model is not fit for control loop of CPS. The research of
collaborative control refers to multi-layer collaboration, proprietary/share backup
path design, service fast recovery, fault-tolerant management and control of active
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networks, renewable networks model, survivability of any cast and multicast,
self-recovery technology, all what can make CPS available and dependable.

1.4.3.2 Modeling Analysis

Generally, discrete mathematics is used to describe computing model, instead,
differential equation and description of system behaviors are for cybernetic
model. Thus, how to combine scatter and continuation together is a key point
when building models for complicated system. From another point of view, a lot
of control theories are event-driven strategy, while most process function of
computing system are asynchronous. To these various kinds of models, we need to
fuse them respectively, otherwise, the physical devices may not able to compute
and communicate.

1.4.3.3 Technical Realization

Abstraction method can simplify information by removing redundant data so as to
improve the capability of message processing, and traditional computing
abstraction is based on data transfer structure and never interrelated to ever-
changing characteristics of physical object. Nonetheless, it cannot be applied
straight for CPS on account of time accuracy between cyber and physical
processes. Therefore, design of continuous dynamic feedback loop and manage-
ment of real-time control loop involve mode conversion, fault detection and real-
time interaction to put into practice. Meanwhile, factors, for example, stability,
transient response and parameter variation of system, remain to be taken into
consideration.

1.5 Conclusion

Safety in coal mine is very important which concerns people’s life safety and state
property. For the sake of decreasing accident rate and satisfying the demand of
emergent accident rescue to ensure production safety, we suggest applying CPS in
coal mine underground, establishing a Coal Mine CPS capable of hierarchical
control. On the basic of introducing the concept of CPS, we indicate three main
application fields and summarize researches of CPS at home and abroad. Subse-
quently, a model of CPS for underground coal mine is proposed, and problems
which should be paid attention to while building the model are also pointed out. At
last, we particularly analyze information perceiving and collaborative control as
key technique using coal mine CPS. This paper will enrich the models of CPS.
Furthermore, it can play a certain role in the development of next generation
network technology and speedup information construction of coal mine.
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Chapter 2
Design Signal Detection Project
of MIMO Communication Systems
Based on Improved Grover Algorithm

Lu Xin-Bo

Abstract The signal detection scheme of multiple inputs multiple output (MIMO)
communication system is introduced, and the existing problems of Grover algo-
rithm is analyzed and improved. The signal detection scheme of MIMO system
based on Grover algorithm and improved Grover algorithm is developed, and
Grover algorithm is applied to find the minimum value in order to decide the
sending sequence. In order to test the efficiency and reliability of this algorithm,
the analysis and comparison between Grover algorithm, improved Grover algo-
rithm and other traditional algorithms are made by MATLAB simulation.
Experimental results show that it can reduce the complexity, while achieving the
same performance of the traditional optimum detection algorithms.

Keywords Grover quantum search algorithm � Quantum parallel computation �
MIMO detection algorithm � Quantum register

Multiple-input multiple-output (MIMO) wireless communication systems refer to
transmitters and receivers that are equipped with multiple antenna units for data
transferring process in the wireless communication system. Compared with single-
input single-output (SISO) wireless communication systems, additional degrees of
freedom (space resource) can be created in MIMO system without increasing
neither the bandwidth nor transmit power, which can be exploited for significant
improvement of system capacity and enhancement of transmission reliability.
As the key technology of the fourth generation mobile communication system
(4G), MIMO signal detection has been extensively studied and put forward many
signal detection algorithm, such as zero-forcing (ZF) algorithm and minimum
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mean square error (MMSE) algorithm. However, these algorithms generally are
based on flat fading MIMO channel. For frequency selective broadband MIMO
communication system, its receiving signals exist serious inter-symbol interfer-
ence (ISI). MIMO detection algorithm cannot be overcome. We must use that can
confront the frequency selective decline of technology. It can not only overcome
the frequency channel choice function but also make further improvement on the
frequency utilization that OFDM technology is introduced into MIMO. Grover
algorithm which is based on the quantum parallel computation, can find the desired
value precisely with O

ffiffiffiffi

N
p� �

iterations in a large unsorted database which contains
N elements. However, to find the desired value in the database, any classical
algorithm would need at least OðNÞ steps. So quantum algorithm, for the system
signal detection, can slash algorithm complexity [1].

In this chapter a kind of signal detection scheme of communication systems
based on Grover algorithm is developed. It can not only effectively reduce the
algorithm complexity but also reach basically the same performance of classic best
receiving algorithm.

2.1 MIMO Communication System

The block diagram of MIMO system signal detection based on spatial multiplexing
without coding is shown in Fig. 2.1 [2].

Assume the sender has M root antenna, the receiver has N root antenna. The
channel, between the M (M = 1, 2 …) sender root antenna and the N (N = l, 2…)
receiving root antenna, is the multipath fading channel which obey Rayleigh
distribution. OFDM subcarrier number is K. In the sender, input bit data stream
converted into M parallel data stream after serial-to-parallel conversion, so as to
realize the multiple antennas output. For each path flow, we should first signal
mapping then IFFT transform. IFFT transform realize the OFDM modulation
function here. In other words, the function is that low-speed of multi-channel
parallel data flow are modulated to mutually orthogonal K sub-carrier at the same
time. In order to reduce ISI, protect interval that usually use circle prefix form is
joined in among symbols after IFFT transformation. At last, the data stream is
transmitted after parallel-to-serial conversion.

In the receiver, each antenna received signals that were sent by M transmitting
antennas and MIMO channel linear superposition. The system first desterilizes and
removes circulation prefix from every data stream then according to receiving
antenna FFT transform, from the time domain transform to frequency domain.
At last, parallel data flow is delivered to modem after detector processing and get
recovery information bit stream by serializer.

To MIMO system which have K sub-carriers, we can assume the receiver
completely know channel state information and channel characteristic is change-
less in a OFDM symbol duration and cyclic prefix is greater than channel delay
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spread and the system does not exist ISI. Therefore, the multipath channel between
any pair antennas can be expressed as k parallel frequency sub channels in a
OFDM symbol duration [3].

2.2 Grover Algorithm

Grover algorithm intent is increasing probability amplitude of target quantum
states by the unitary transformation of initial equal amplitude superposition state
while simultaneously reducing probability amplitude of other off-target quantum
states. In the end, the more probability amplitude of target quantum states the
bigger probability the right target is searched (namely measured).

Grover algorithm described as follows [4]:

(1) Initialization

1
ffiffiffiffi

N
p ;

1
ffiffiffiffi

N
p ; . . .;

1
ffiffiffiffi

N
p

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{

0

B

@

1

C

A

Hypotheses n are quantum bits, N ¼ 2n: In other words, all basic vectors have
initially equal amplitudes. This can be achieved by Walsh–Hadamard transform
acts on quantum states 0000. . .0j in: Total need O log Nð Þ steps.

Fig. 2.1 The block diagram of MIMO system signal detection. a The sending end. b The
receiving end
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(2) Grover iteration. Repeat step (a) and (b) O
ffiffiffiffi

N
p� �

times. According to the

Ref. [5], best iteration number is j � p=4
ffiffiffiffiffiffiffiffiffiffi

N=m
p

� �

; lowercase m letter is the
correct solution number, [] show integer.

(a) Selective rotation transformation Uf (corresponds to solution set marked).
Hypotheses S is a basic vector of input vectors. Vector S rotate 180� when
C(S) = 1, unchanged when C(S) = 0.

(b) D transforms matrix acts on every input component. D defined as follows:

D ¼

2
N
; i ¼ j

�1þ 2
N
; i ¼ j

D ¼ WRW

8

>

<

>

:

ð2:1Þ

W is W–H transform matrix, R is conditions transfer matrix. R matrix reverse
probability amplitudes of quantum state Sj iwhich content with C Sj ið Þ � 1

RN ¼ 0 ði 6¼ j and i 6¼ 0Þ
RN ¼ 1 ði ¼ 0Þ
RN ¼ �1 ði ¼ j and i 6¼ 0Þ

ð2:2Þ

(3) Measure input, observation is urj i; we can get results if C urj ið Þ ¼ 1; or we
should start algorithm again.

Grover algorithm can effectively search the database. But it is invalid under the
following circumstances:

(a) m ¼ N=2; h ¼ p=4; no matter how many times iteration occurs, the effect of
iteration and no iteration is same and at this time algorithm is invalid.

(b) m [ N=4; to ensure the algorithm has greater success probability, iteration

number does not meet O
ffiffiffiffiffiffiffiffiffiffi

N=m
p
� �

:

In order to solve the above problems, Grover algorithm was improved in Ref.
[6]. In the following, we will study and compare Grover algorithm and improved
algorithm effect on MIMO signal detection.

2.3 Signal Detection Project Based on Improved
Grover Algorithm

Firstly, design two databases. The first database which has 2ns registers save all
possible sending sequence. As necessary judgment information, the correlation
matrix RS and receiving signal stored in the computer. We can get 2ns decision
values by each may be sending sequence and correlation matrix and channel

matrix H are calculated according to y� Hxk k2: These judgment values put in the
second database. Message sending sequences in the first database and judgment
values in the second database constitute one-to-one relationships. Message
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sequences which correspond to minimum decision values are calculated according

to y� Hxk k2; and are the sending sequences which are detected by the best
detection scheme. Therefore, the following work is looking for the smallest
judgment value and judging sending sequence.

Grover Algorithm can solve this problem.
The basic thought: Hypothesis in the second database there is one group of

judgment value x1; x2; x3; . . .; xn; N ¼ 2nð Þ; which correspond to N quantum
ground-states ðu1;u2;u3; . . .uN ; NN�1 ¼ 2nÞ: N quantum ground-states placed

in a quantum register. So there is xi ¼ min
N�1

i¼0
ðxiÞ in the second database, and we need

to make its position in the database. The judgment value and quantum state is
corresponding, so we can think, once finding xi corresponding quantum state
position in quantum registers, also determined xi position in the second database
and then finding xi corresponding sending sequence, and then the sequence is
thought of as the message sequence by judgment. Solved classic problems by
quantum algorithms become possible.

Specific algorithm described as follows:

(1) Construct N ¼ 2 bit quantum registers, contains quantum ground-state
u1j i; u2j i. . . uNj ið Þ which correspond with decision value x1; x2; x3; . . .; xNð Þ:

They can be shown by T uij ið Þ ¼ xi ði ¼ 1; 2; . . .;NÞ:
(2) Initialization quantum registers by Walsh–Hadamard transform. At this time

the quantum states in quantum register is shown by

u kð0Þi ; lð0Þi

� 	









E

¼
X

N

k¼1

1
ffiffiffiffi

N
p u1j i kð0Þi ; lð0Þi ¼

1
ffiffiffiffi

N
p ð2:3Þ

(3) In quantum register random took a quantum ground-state, its corresponding
judgment value as a threshold. Here we used judgment value x1 which cor-
responds with the first quantum ground-state u1j iin quantum register quantum
as threshold. Then through Grover algorithm, in quantum register we find
quantum ground-state which correspond with judgment value which is less or
equal to xi Use rotation operation R to rotate its probability amplitude,
otherwise remain unchanged. R defines for:

1�m� N

3
Rpq ¼

0 p 6¼ q

1 p ¼ q; T up
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[ T u1j ið Þ
�1 p ¼ q; T up
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(4) Vector of quantum ground-state probability amplitude unitary transform by
matrix D, amplify the probability amplitude of quantum ground-state which is
searching. Matrix D defines for:

1�m� N

3
Dpq ¼

2
N

p 6¼ q

�1þ 2
N

p ¼ q

8

>

<

>

:

ð2:6Þ

m [
N

3
Dpq ¼

1
N
þ i

N
p 6¼ q

1
N
� i

N � 1
N

� 

p ¼ q

8

>

>

<

>

>

:

ð2:7Þ

(5) After iteration function of R operator and D operator, all the quantum ground-
state have been discovered which correspond judgment value less or equal to
x1 and are in quantum register, seeking scope of target quantum states dra-
matically narrow. We repeat (3) (4) operation for all searched quantum state
and search the quantum ground-state which correspond judgment value less
than or equal to threshold by Grover algorithm until the only quantum ground-
state remains.

(6) At that time, quantum state is u kð0Þi ; lð0Þi

� 	









E

: By measured quantum registers,

we can obtain petitions solution.

2.4 Simulation Results and Analysis

In order to analyze and compare performance of MIMO detection method based on
Grover algorithm, this chapter does following hypothesis: (1) K = 16, K is sub-
carrier number of OFDM, each carrier send symbols number is 128, (2) Channel
matrix H known and unchanged in 128 symbols cycle, then independently chan-
ged, (3) The receiver know the exact channel state information, the sender use no
coding QPSK modulation, sending power is 1, (4) Noise is white Gauss noise, (5)
4 9 4 single diameter MIMO-OFDM systems. On the basis of hypothesis, this
thesis gives Grover algorithm detection (GD) and improves Grover algorithm
detection (IGD) apply to MIMO-OFDM signal detection and compares with the
traditional maximum likelihood (ML) algorithm, ZF algorithm and MMSE algo-
rithm detection. If the difference of detected signals in receiver and the original
signals in sender is in a certain range, the receiver judges no error and correct
answer. This range defines for search errors.
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Simulation results analysis: It can be seen from the Fig. 2.2 that GD perfor-
mance is better in MMSE and ZF detection performance and close to ML detection
performance even the same when search error is 0.001. But the original GD search
error narrowed to 0.0001 even smaller, its detection effect is very poor and search
failure, this can be seen from the Fig. 2.3. However, when search error is 0.0001
IGD performance is better in MMSE and ZF detection performance and GD
performance in Fig. 2.2. This can be seen from Fig. 2.4. IGD effect is very good
when taking smaller search error, since the selection of threshold is random at the
beginning. The different selection of search error size not only relation compu-
tational complexity but also affects the algorithm’s accuracy.

IGD search results are more accurate and valid than the original GD, when GD
algorithm has many solutions its maximum iterating times appear indeterminacy.
However IGD can assure solutions with great probability by iteration when the
number of solutions is greater than N=3: All these show the improved Grover

Fig. 2.2 GD and the
traditional algorithm
performance comparison
when search error is 0.001

Fig. 2.3 GD and the
traditional algorithm
performance comparison
when search error is 0.0001
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algorithm can clearly improve performance of traditional MIMO detection algo-
rithm and achieve the performance which is very near to ML detection algorithm
during effectively reducing the algorithm complexity.

2.5 Conclusions

The complexity of ML detection algorithm is exponential relation with antenna
numbers. When antenna number and modulation order number is bigger, this all-
over search process is difficult to realize for real-time or cannot come true in actual
system for computing complexity, so it applies only to the theoretical analysis. ZF
and MMSE receiver greatly reduces the computing complexity, but the two
algorithms have to sacrifice property for complexity reduction because their per-
formance was decreased obviously in high signal-to-noise ratio. For Grover
algorithm, search steps reduce from classic N to

ffiffiffiffi

N
p

; its time complexity is
O

ffiffiffiffi

N
p� �

; thus showing quantum acceleration. Time complexity of IGD is

O
ffiffiffiffiffiffiffiffi

N=t
p
� �

that has been proved by Ref. [6] and the algorithm is more effective and
fast. The detection scheme that has been presented by this text can effectively
reduce the complexity of the algorithm, and its effect is consistent with classic
optimum detecting scheme in error code performance.
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Chapter 3
High-Performance Speed Control
of Induction Motor Using Combined
LSSVM Inverse System

Yi Zhang, Guohai Liu, Haifeng Wei and Wenxiang Zhao

Abstract In this paper, a new speed control method based on combined least squares
support vector machines (LSSVM) inverse system for induction motor is proposed. It
is characterized by that feedback of rotor flux and inverse model building are
combined through LSSVM training and fitting. Firstly, LSSVM is used to build the
inverse model of induction motor from the input–output data, and the inverse mode is
served as the basis for the inverse controller design. The combined LSSVM inverse is
composed of a LSSVM to approximate nonlinear mapping, an integrator and a
differentiator. Cascading the LSSVM inverse with induction motor, induction motor
system is transformed to a pseudo-linear system. Finally, simulation of the control
method is performed to validate its feasibility. The results show that presented
method has clear dynamic structure, which is effective for induction motor control.

Keywords Induction motor � Speed control � Rotor flux � Stator current � Least
squares support vector machines inverse

3.1 Introduction

Induction motor with simple structure, high reliability and low maintenance cost
advantages has been widely used in industry production [1]. Induction motor is a
nonlinear, multivariable, strong coupling of time-varying system. It is a
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challenging job to achieve high-performance speed control. By transforming the
physical current into a rotational vector using Clarke and Park transforms, vector
control allows induction motor control with conventional techniques, as with a DC
motor. Vector control is really approximate decoupling control under static state,
since torque and flux can be decoupled completely only when flux is invariable [2].
Nonlinear control strategies for induction motor such as differential geometry [3],
direct feedback linearization [4] and inverse system [5] are introduced to improve
the decoupling control performance. LSSVM inverse is a modified inverse system
control method for induction motor’s decoupling control [6]. It is necessary to
measure and feedback rotor flux accurately in the implementation of LSSVM
inverse control to decouple torque and flux dynamically. Numerous studies have
existed on rotor flux identification, including: (1) Direct calculation [7], this
method depends on lots of motor parameters and it is open loop without com-
pensation; (2) Method based on miscellaneous observers [8], when the system state
is estimated, the observer adopts different gain matrix at different speed for system
stability; (3) Integral method based on back electromotive force [9], the low-speed
estimation of this method is not accurate enough.

The objective of this paper is to propose a new LSSVM inverse control
method. Identification and feedback of rotor flux is implemented through a
function that consists of the flux-producing component of stator current and its
first-order derivative in the proposed control scheme. In Sect. 3.2, mathematical
model is presented for induction motor working in vector control mode, and its
invertibility is proved to confirm its feasibility. In Sect. 3.3, the relationship
between rotor flux and the flux-producing component of stator current is ana-
lyzed, and the combined LSSVM inverse system is built. In Sect. 3.4, simulation
results are presented to verify its effects of the proposed method. Last, conclu-
sions are drawn in Sect. 3.5.

3.2 Mathematical Model and its Invertibility

An induction motor can be described by the following state equations in a rotor
flux oriented reference frame:
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where wr is rotor flux; Rs is stator resistance; Rr is rotor resistance; Ls is stator self
inductance; Lr is rotor self inductance; Lm is mutual inductance; r ¼ 1� L2

m

�

LsLr

is flux leakage coefficient; xr is electrical angular velocity; x is synchronous

24 Y. Zhang et al.



angular velocity; np is number of pole-pairs; J is inertia moment of rotor; and TL is
load torque.

In vector control mode, an induction motor with inverter system can be sim-
plified as a single input–single output (SISO) system whose input is x and output
is xr. The induction motor system is shown in Fig. 3.1.

For the control system, state variable is x ¼ x1; x2; x3; x4½ �T¼ ism; ist;wr;xr½ �T ,
and control variable is u ¼ x1. The equations above are described as

_x ¼ f x; uð Þ
y ¼ x4

(

ð3:2Þ
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To analyze its invertibility, derivative of the output can be calculated firstly:

_y ¼ u� x4ð Þ
n2

p

JRr
x2

3 �
np

J
TL ð3:3Þ

Fig. 3.1 The induction
motor system in vector
control mode
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So Jacobin matrix is

A x; uð Þ ¼ o _y

ou

� �

¼
n2

p

JRr
x2

3

" #

ð3:4Þ

When x 2 X ¼ x 2 R4 : x2
3 6¼ 0

� �

, the Jacobin matrix A x; uð Þ is nonsingular.
Thus, invertibility of the motor working in vector control mode is existent. The
inverse system can be achieved as:

u ¼ �/ x1; x2; x3; x4; _yð Þ ¼ �/ x1; x2; x3; y; _yð Þ ð3:5Þ

3.3 Implementation of the Combined LSSVM
Inverse System

In the inverse system expressed as Eq. (3.5) , rotor flux wr is involved. For an
induction motor, the flux-producing component of stator current ism is easier to
measure compared with wr. Therefore, wr is considered to be expressed by the

function ~/ that consists of ism and its lower order derivatives.

It is essential to verify the existence of ~/. The corresponding Jacobin matrix is:
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As known, flux leakage coefficient r� 1, so w2
r

�

rLsLrð Þ[ i2
st. Therefore,

rank o x1; _x1½ �T
�

ox3
� �

¼ 1. The function ~/ is existent. The following equation

x3 ¼ ~/ x1; _x1ð Þ ð3:7Þ

holds according to the inverse system theory.
On the basis of the analysis above, a new combined inverse control system is

obtained by combining the function �/ and function ~/:

u ¼¼ �/ x1; x2; x3; y; _yð Þ ¼ �/ x1; x2; ~/ x1; _x1ð Þ; y; _y
� �

¼ / x1; _x1; x2; y; _yð Þ ð3:8Þ

Cascading the combined inverse system with the induction motor, a pseudo-
linear system is completed as shown in Fig. 3.2, where a LSSVM is used to
approximate the nonlinear function /. The motivation for choosing LSSVM as
approximation tool is its higher generalization capability, as well as the achieve-
ment of an almost global solution in a reasonably short period of training
time [10].
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PID controller can be designed based on the pseudo-linear system to get high
control performance. The combined LSSVM inverse control is implemented, and
the block diagram is shown in Fig. 3.3.

The new control method is implemented as the following steps:
A. Data Acquisition

The data set used in training is obtained from the induction motor operating
stably in vector control mode, when the system is excited by random square
supply. Sample field data which include ism, ist; xr and x. Meanwhile the first-
order derivative of ism are obtained by using 5-point numerical derivative method
to guarantee high accuracy.
B. LSSVM’s Training

The radial basis function (RBF) K x; xið Þ ¼ exp � x� xik k2
.

2r2
� �

is used as

kernel function of LSSVM, and then two key parameters of c and r are involved.
c is a regularization parameter which determines penalties to estimation errors, and
r represents the width of RBF kernel. In this paper, the tuning of c and r
parameters is performed via cross validation.
C. Control Implementation

Fig. 3.2 Structure of the
pseudo-linear system

Fig. 3.3 Block diagram of
the combined LSSVM
inverse control
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After training, LSSVM inverse model with rotor flux feedback is built. Cascading
the combined LSSVM inverse system with induction motor system, and designing
PID controller, the close-loop LSSVM inverse control is completed finally.

3.4 Simulation Results

In order to evaluate the performance of the proposed control method, simulation
model of the whole control system is set up through MATLAB. The induction motor
parameters; Pe ¼ 1:1 KW, Rs ¼ 5:9 X; Rr ¼ 5:6 X; Ls ¼ 0:574 H; Lr ¼ 0:58 H;
Lm ¼ 0:55 H; J ¼ 0:0021 kg � m2; rated load TL ¼ 7:5 N � m; rated speed
n ¼ 1400 r=min. Figure. 3.4 is fit error curve of the combined LSSVM inverse
system, which shows that the proposed method preserves important values such as
high accuracy.
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Figure. 3.5 is view of response speed when given speed shifts from 1400 r=min

to 1000 r=min. The response speed can track given speed well, with high dynamic
and static operation performances.

When the load of induction motor is changed from 0 to 50% rated load, the
speed response to given speed of 1200 r=min is shown in Fig. 3.6, which verifies
the proposed method has strong robustness to load torque disturbances.

3.5 Conclusion

In this paper, a new LSSVM inverse control method is proposed for induction
motor working in vector control mode. High-performance speed control is
achieved using a combined LSSVM inverse system, where the feedback of rotor
flux is implemented by a function that consists of the flux-producing component of
stator current and its first-order derivative. The proposed method needs only the
relative degree, which is independent on model and specific parameters of
induction motor. The simulation results show that the proposed method is feasible,
effective and suitable for speed control of induction motor.
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Chapter 4
Lightweight Main Memory DB
for Telecom Network Performance
Management System

Lina Lan

Abstract Today telecom network is a growing complex. Although the amount of
network performance data increased dramatically, telecom network operators
require better performance on network performance data collection and analysis.
Database is the important component in modern network management model.
Since main memory database (MMDB) stores data in main physical memory and
provides very high-speed access, MMDB can suffice the requirements on data
intensive and real time response in network performance management system.
This paper presents a novel lightweight design on MMDB for network perfor-
mance data persistence. This design improves data access performance in fol-
lowing aspects. The data persistence mechanism employs user mode memory map
provided by Unix OS. To reduce the cost of data copy and data interpretation, the
data storage format is designed as consistent with binary format in application
memory. The database is provided as program library and the application can
access data in shared memory to avoid the cost on inter-process communication.
Once data is updated in memory, query application can get updated data without
disk I/O cost. The data access methods adopt multi-level RB-Tree structure.
In best case, the algorithm complexity is O(N). In worst case, the algorithm
complexity is O(N*lgN). In real performance data distribution scenarios, the
complexity is nearly O(N).

Keywords Network management operation administration, maintenance,
provisioning (OAM&P) � Performance management (PM) � Main memory data-
base system (MMDB) � Disk-resident database system (DRDBS) � RB-Tree
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4.1 Introduction

The database is the core component in the modern network management model.
The performance of the database is important to support the large amount of data
and high real time access requirement. The disk database system cannot support
the performance management of network on the real time or nearly real time data
access [1].

The main memory is 105 times more quick than disk on data access. The price
of main memory is declining while the capability is increasing dramatically.
Main memory database system is a good approach to support the real time data
access of the application system [2].

The storage models of DRDBS (disk-resident database system) and main
memory database system (MMDB) management system is much different on the
data structure, algorithm, query, index etc. [3].

In this paper, based on investigation on the network performance data model, a
lightweight main memory DB system is designed to provide the data access with
high real time, large data set and low system consumption to support the network
performance management service.

4.2 The Data Model of Network Performance
Management

There are several entities in the network performance management service such
as Network, LogicNE (logic network equipment), NEInstance (physics equip-
ment), Group (Counter group) and Counter. The sample period can be assigned
different in the equipments. There are many LogicNEs in a network and
many NEInstances in a LogicNE. The performance data sampled from every
NEInstance can be grouped into many groups. The data sampled by every period of
every group is a Table. There are many Tuples in a Table. Each Tuple is mapped to a
resource Instance such as CPU-1, Port-1, etc. Each column is mapped to a Counter.

According to the above analysis of the data model of performance management,
the persistent class of the data is designed as the following Fig. 4.1.

In Fig. 4.1, the class persDataRoot is the root object of the physics file. Every
file contains the performance management data collected from multiple networks.
The network ID string is the key to index. The data from the same network can be
indexed by the sample period because the sample period can be assigned as
different values from different equipments. Likely, the LogicNE ID, NEInstance
ID and Group ID all can be keys to index the relevant objects. The Table object
is a two dimensionalities array as R 9 C. R is the resource number of Groups, and
is also the number of Tuples in the table. C is the Counter number in Groups.
There are two assistant map \ string,int [ using the name of Resource and
Counter to index the location in the Table as Table[r][c].
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4.3 Key Design of Main Memory DB

4.3.1 Persistence Design

Main memory DB puts the ‘‘work version’’ of DB into main memory. This paper
uses UNIX system procedure mmap() to map the DB storage file from disk to the
process address space. Mmap is the wrapper of the map function provided by the
file system where this file resides.

The first time we access a memory location within our segment, the page fault
handling routine is called. This fault handler recognizes our segment as a mapped
file and simply calls into the vnode’s file system to read in a page-sized chunk
from the file system. The subsequent access to memory that is now backed by
physical memory simply results in a normal memory access. It is not until a page is
stolen from behind the segment (the page scanner can do this) that a page fault will
occur again.

Writing to a mapped file is done by updating the contents of memory within the
mapped segment. The file is not updated instantly, since there is no software—or
hardware—initiated event to trigger any such write. Updates occur when the file
system flush daemon finds that the page of memory has been modified and then
pushes the page to the file system with the file systems putpage routine [4].

Because the database which is using is in the main memory, the disk
I/O operation will not influence the data access performance. Once the data is
written into memory, the data is available to query process immediately. Fig. 4.2

Persistent Class Hierarchy

class persDataRoot

aggregate member

class persNetwork

aggregate member

class persPeriod

aggregate member

class persNEInstance

aggregate member

class persGroup

aggregate member

Fig. 4.1 The data model
of network performance
management in main
memory DB
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Due to the employment of memory mapping on data storage file, the data
persistence work is completed by operating system.

4.3.2 Data Storage Format

The creation of intermediary objects should be avoided if possible in order to
optimize the utilization of CPU and memory. To that end, the data storage format
is designed as consistent with the object binary format in the virtual heap. Once
the data storage file is mapped into the virtual heap, the application can use the
persistent objects directly without data replication and data translation. Therefore,
the code execution path of the application is shortened, and the CPU and memory
cost of intermediary objects are saved.

The memory allocation of objects in MMDB differs from the memory alloca-
tion of normal objects in the application heap and stack, which employs standard
memory allocators. This memory of persistent objects is allocated by Memory
Map Allocator (MmapAllocator), which is specific for this MMDB design.

4.3.3 How to Create and use the Memory DB Objects

The application, which build with the MMDB shared library, can directly create
and use the objects in MMDB.

Fig. 4.2 Memory map theory
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The following example shows how to use the persistent objects [5].
For example, for class Counter,

1) Create the persistent object

Counter *pc = new Counter();
The above statement is to create a Counter object in heap. To create a Counter

object in virtual heap must use MmapAllocator for memory allocation. In-place
new is employed to construct the object at correct address in virtual heap.

For example:
Counter*pc = new(MmapAllocator::allocate(sizeof(Counter)))
Counter();

2) Create the persistent object in C ++ STL containers

Vector\Counter[VecCounter;
The above statement declares an object vector with Counters on stack.

The MmapAllocator is used to replace the Allocator function in standard library to
create the persistent object. For example:
Vector\Counter, MmapAllocator\Counter[[
The usage of the persistent objects created by MmapAllocator is as same as the

common object. The application is easy to use the persistent object.

4.3.4 Data access method design

B-tree and B+tree are the common index technology in disk DB [6]. The I/O is
reduced maximize, but the utilization ratio of space is only about 60% which is not
unfit to main memory DB. So the index of memory DB should be designed
specially. There are many index technologies such as Hash index and tree index.
Hash index provides quick query and modify, but the utilization ratio of space is
less than tree index. Traversing a deep tree in memory is much faster than in disk,
so the tree index cannot be shallow and thick as B-Tree.

The performance data of network is appending but not modifying. Hash index
has low utilization ratio of space. So tree index is much fitter to the memory DB of
network performance data.

Considering the engineering realization, the RB-Tree realization of C++ stan-
dard library is high efficiency and stabilization. It can cut down the cost of
development and maintenance and reduce the risk. So RB-Tree is used to be the
index of memory DB in this paper.

RB-Tree is a kind of many balance trees. The basic dynamic set operation time
is O(lgN). RB-Tree is a balance binary tree. The automatic compositor can achieve
good results. So the standard STL map and set all use RB-Tree. The operate
interface opened by map and set all have been provided by RB-Tree. The appli-
cation only need call RB-Tree operation functions. Therefore, STL container
(map,set) can be used for convenience to organize the store structure of DB with
the existed index structure.
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4.4 The Complexity Analysis of Data Access Algorithm

The data model constructed by map is a RB-Tree [7–9]. According to the data
model in Fig. 4.1, DB is constructed by multiple layers of RB-Tree. The last layer
node of RB-Tree is Pair \ groupName,persGroup [. The key is GroupName.
The value is persistent object persGroup. If there are N elements, the time com-
plexity of search T(N) = O(lgN).

4.4.1 The Time Complexity of Write in DB

The time complexity of write in DB is analyzed as following.
In case of the data is distributed equality. The size of map in each layer is

equality, the size of each Table is also same. N is the Counter number of sample
time duration.

N ¼ N1 � N2 � N3 � . . . � Nn ð4:1Þ

In formula (4.1),
N1: Size of map in the first layer;
N2: Size of map in the second layer;

…
Nn�1: size of map in the n-1 layer;Nn:size of Tuple (e.g. the size of the integer

array). The Counter values are stored in the array.

T Nð Þ ¼ N1 � ½lg N1 þ N2 � ½lg N2 þ N3 � ½lg N3 þ � � �Nn�1½lg Nn�1 þ Nn � � �� � � �
¼ N1 � lg N1 þ N1 � N2 � lgðN1 �N2Þ þ � � � þ ðN1 � N2 � � � � � Nn�1Þ
� lgðN1 � N2 � � � � � Nn�1Þ þ N1 �N2 � � � � �Nn�1 � Nn

¼ N1 � lgN1 þ N1 � N2 � lgðN1 � N2Þ þ � � � þ ½N=ðNn�1 � NnÞ
�

�lg½N=ðNn�1�Nn
Þ� þ ðN= NnÞ � lgðN= NnÞ þN ð4:2Þ

In best case, Nn is near to N, T(N) = O(N).In worst case, Nn is very small,
T(N) = O(NlgN).With data distribution from real network, the time complexity is
between O(N) and O(NlgN). In practice, it is always nearly as O(N).

4.4.2 The Time Complexity of Query in DB

The time complexity of query in DB is analyzed as following. The query condition
includes the key in every layer of RB-Tree [10, 11]
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T Nð Þ ¼ lg N1 þ lg N2 þ � � � þ lg Nn�1 þ lg Nn\ O lgNð Þ ð4:3Þ

In worst case, T(N) = O(lgN).
In practice, the time complexity is always much better than the worst condition.

4.5 Conclusion

The lightweight main memory DB has many advantages applying in some scenes,
e.g. real time network management data.

In this paper, a main memory DB is designed to support the application to
manage the real time data of network performance. The novel data storage format
design improves performance dramatically. The algorithm analysis shows perfect
scalability on large data sets. This lightweight main memory DB can provide
high performance in data intensive application with low cost under the limited
computing resource.

This approach is a general advanced solution to manage the performance
data from telecom management system. It has been applied in a real network
management system and achieved satisfied effects.
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Chapter 5
Multi-Stage TCAMs Architecture
for IP Lookup

Weidong Wu, Wei Zhang, Liangliang Quan, Tao Yu and Tong Wu

Abstract Ternary Content Addressable Memory (TCAM)-based forwarding
engines are widely used in core routers to achieve high throughput. To increase the
throughput and reduce the power consumption of TCAM we propose a pipeline
forwarding engine with multiple TCAMs, called Multi-stage TCAMs. Multi-stage
TCAMs can perform IP lookups in parallel. A stream of IP lookup requests can be
issued into multi-stage TCAMs, one every cycle, to achieve high throughput and
reduce the power consumption.
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5.1 Introduction

Because of the inherent parallelism of Ternary Content Addressable Memory
(TCAM), TCAM is a primary choice for many contemporary hardware architects
and system designers to design high performance forwarding engines. Each cell in
a TCAM can store don’t-care values in addition to 0s and 1s. ‘‘Don’t care’’ acts as
wildcards. The destination IP address of an incoming packet is compared with all
the prefixes in parallel. Several prefixes may match the destination IP address.
Priority encoder logic then selects the longest-matching prefix. The state of the art
18 Mb TCAM can operate at a speed of up to 266 MHz and performs 133 millions
lookup per second [1]. In contrast, conventional ASIC-based designs that use Trie
may require multiple memory accesses for a single IP lookup. Therefore, TCAM-
based solution is much faster than ASIC-based solutions for packet forwarding.

Despite these advantages, router vendors have been slow in adopting TCAM
devices in packet forwarding engines; one of main reasons is the high power
consumption. Current high-density TCAM devices consume as much as
12–15 Watts each when all the entries are enabled for search. Moreover, a single
linecard may require multiple TCAMs to handle IP lookup on large forwarding
tables. This high power consumption affects costs in two ways—first, it increases
power supply and cooling costs. Second, it reduces port density since higher power
consumption implies that fewer ports can be packed into the same space (e.g.,
router rack) due to cooling constraints. Therefore, it is important to minimize the
power budget for TCAM-based forwarding engines to make them economically
viable. Several strategies have been proposed to reduce TCAM power significantly
by capitalizing on a feature in contemporary TCAMs that permits one to select a
portion of the entire TCAM for search. There are some major concerns [2]:

(1) A partitioning method is needed here to split the entire routing table into
multiple sub-tables that could be stored in separate TCAMs. It should support
dynamic lookup requests distributions, efficient incremental updates, high-
memory utilization and economical power dissipation.

(2) A dynamic load balancing is required for the sake of higher and robust
throughput performance in parallel system because some prefixes in routing
table are accessed more than other prefixes.

The subject of this paper mainly focuses on the above two issues. We will
propose multi-stage TCAMs architecture for IP lookup. The main contributions of
this paper are as follows: At first, we give the definition of level in routing table,
and all prefixes are grouped by levels. Second, we propose a memory-balancing
scheme to divide the groups into K(= k*M) partitions with same size, where M is
the number of TCAM chip, k is an integer. Third, we propose a load-balancing
scheme to map partitions into TCAMs such that each TCAM has k partitions, and
is accessed evenly. At last, we give a pipeline lookup algorithm and an efficient
update algorithm. Multi-stage TCAMs is nonlinear pipeline with more entries and
more exit points.
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The rest of the chapter is organized as follows. In Sect. 5.2, we describe prior
works. In Sect. 5.3, we propose a level-based partitioning algorithm and describe
multi-stage TCAMs architecture. In Sect. 5.4, we propose the 2-step balancing
scheme to evenly distribute the prefixes in routing table and lookup traffic among
TCAMs. We present our performance evaluation in Sect. 5.5. Finally, we conclude
our work in Sect. 5.6.

5.2 Related Works

Recently, researchers have proposed few pipeline approaches using routing table
partitioning and multiple stages techniques.

Ravikumar et al. [3] proposed a two-level pipelined architecture that reduces
power consumption through the prefix compaction and the partitioning technique.
If there is the high-access frequency for the largest page, the power consumption
increases quickly. The architecture is not suitable for the bursty access pattern.
In Zheng et al. [4], exploited the parallelism among multiple TCAMs to increase the
lookup throughput. The proposed scheme with four TCAMs increase the lookup
throughput by a factor of 4 compared with single TCAM. In practice, all prefix are
more than 8 bits, if the ID bits is more than 8 bits, we must expand the shorter prefixes
so as to introduce few additional route entries, for example, the first 13 bit is selected
as ID bits, this results in 25% more memory space [2]. In Akhbarizadeh et al. [5],
proposed a prefix segregation scheme for a TCAM-based IP forwarding engine. In
practice, the disjoint prefixes are more than 92% of the entire routing table, instead
the enclosure prefixes is few. The size of TCAM1 is more than that of TCAM2.

In Lu et al. [6], developed an optimal algorithm, optSplit, for subtree splitting,
and proposed an two-level TCAMs with SRAMs to achieve a significant reduction
in power and TCAM size, but a IP lookup requires two TCAM searches and two
SRAM accesses.

In the state-of-the-art TCAM-based pipeline forwarding engines, the lookup
requests enter at the first stage, exit at last stage. In this paper, we propose a nonlinear
pipeline architecture based on multi-stage TCAMs such that the lookup request can
enter and exit at any stage while keeping the memory and lookup traffic balancing.

5.3 Multi-Stage TCAMs Architecture

5.3.1 Level of Prefix

Definition 1 If the prefixes in routing tables are represented as a Trie data
structure, each prefix has the corresponding node in the Trie. If there are i prefixes
in the path from root to the corresponding node of prefix P, we call the prefix P is
in Level i.
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To compute the level of prefixes in routing tables, at first, we sort the prefixes in
ascending order of IP address; all child prefixes follow its parent prefix. We
propose the level-partitioning algorithm. Let n be the number of prefixes in a
routing table, the complexity of the level-based partitioning algorithm is O(nlogn).
For the real routing tables from routeview project [7], the level distribution is
shown in Table 5.1. The maximum Level is 8. The number of prefixes in Level 1 is
about ten times that in Level 2; The number of prefixes in Level 2 is about ten
times that in Level 3; and so on. When we search IP address in routing table with
the longest-prefix-matching algorithm, the maximum searching depth is 8, and
about 98% of searching depths are no more than 2.

5.3.2 Partitioning Prefixes into Groups

We use Bit selection scheme to split the prefixes in Level 0. From the observation
of routing tables [8], all prefix are more than 8 bits length. We therefore use the
first 8-bits to divide the prefixes in Level 0 into 256(= 28) groups, that is to say, we
add 256 8-bit prefixes, each prefixes in Level 0 has a parent prefix with 8 bits
length. From Definition 1, each prefix in original routing table has the unique
parent prefix. We can split the entire routing table (R) as follows:

R = G1[G2[…[GN such that all prefixes in Gi (i = 1,2, …, N) have the same
parent prefix.

For R = G1[G2[…[GN, there are following properties:

(1) For any prefix Pi, Pj [ Gk, then Pi[Pj = [.
(2) For any IP address, there is no more than one match prefix in any group Gi.
(3) For an IP address D, if D [ P1 [ Gi, D [ P2 [ Gj, then P1 (P2) is the parent of

all prefixes in Gj(Gi).
(4) For the longest-match prefix, IP address match with all prefixes of a group in

Level 0, then in Level 1, and so on until there is no match.

The statistics of the prefixes in each group is shown in Table 5.2. The number
of groups is about 10% of the total number of prefixes. In the maximum group
there are about 1% of total prefixes. The average number of prefixes in groups is
about 11.

Table 5.1 The distribution of prefixes in levels

Routing table L0 L1 L2 L3 L4 L5 L6 L7

20060105 90813 85950 18510 3048 555 64 51 0
20070503 106602 100716 25623 3745 490 58 43 2
20080504 123500 108245 30580 4560 623 139 121 0
20090501 133284 117919 39157 8184 1300 198 0 0
20100101 144245 123934 39397 8294 1505 228 91 2
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5.3.3 Implementation of Forwarding Engine

Pipelining is an effective way to achieve high lookup rates. We introduce a
pipeline forwarding engine architecture, called multi-stage TCAMs, which con-
sists of Index Logic, prefix cache, and M TCAMs with Virtual Queue, shown in
Fig. 5.1.

The function of the Index Logic is to find out the group that contains the prefix
matching with the incoming IP address. Index Logic uses the first 8 bits of prefixes
as the ID bits to construct a direct index table containing 256(= 28) entries, each of
which points to a Virtual Queue. When a packet arrives, Index Logic extracts the
first 8 bits of its destination IP address, computes the group ID, and delivers the IP
address to the Virtual Queue with the same ID.

For each TCAM, we maintain a FIFO queue (called Virtual Queue) to store the
IP address from Index Logic. Each IP address in Virtual Queue has two fields:
Next_hop, Group_ID. The first field, Next_hop, stores the next hop by which the
packet maybe forwarded. The second field, Group_ID, is the identification of the
group that contains the match prefix.

Suppose there are M TCAMs, each TCAM is divided into blocks that can store
b prefixes. Each prefix group (Gi) is stored into a portion with size(Gi)/b contin-
uous blocks on a TCAM. An array TCAM_entry[i] with fields: Next_group and
Next_hop is used to store the pointer from ith entry(prefix) in TCAM to the next
group and the next hop of the entry(prefix).

Contemporary TCAMs have a feature that permit one to select a portion of the
entire TCAM for search. In a lookup cycle, the first IP address (D) in the Virtual
Queue enters TCAM and matches with all prefixes in the partition that stores the
group which ID is the same as D.Group_ID, other portions is inactivated. Because
any two prefixes in a group are disjoint, there is no more one match prefix for any
IP address. Therefore, prefixes in a group can be stored into a portion of TCAM in
disorder, and the priority encoder of TCAM can be removed. The lookup latency is
reduced 50% [9].

IP caching is an efficient way to exploit internet traffic locality for IP lookup
[10]. If an incoming IP address has cache hit, it will skip the complete lookup.
Otherwise, it is sent to a Virtual Queue by Index logic. For a new flow with the
same destination IP address, the first packet of the flow needs the complete lookup,

Table 5.2 The statistics of groups

Routing table No. groups No. prefixes in groups

Max Aver

20060105 16874 1944 11.8
20070503 19858 2027 11.9
20080504 23693 2018 11.3
20090501 27398 2739 11.0
20100101 29607 2679 10.7
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the rest of the packets of the flow are cut-through routed through cache entry
lookup.

The cache update is triggered, either when there is a route update that is related
to some cached entry, or after a packet that previously had a cache miss retrieves
its search result from the TCAM. Any replacement algorithm can be used to
update the cache. The Least Recently Used (LRU) algorithm is used as the default.

For an incoming packet, Index Logic uses the first 8 bits of its destination IP
address to compute the group ID. Then the IP address is sent to the Virtual Queue
with the same group ID. Each IP address is searched in the corresponding portion
of TCAM. If the search result is not null, then the fields: Next_hop and Group_ID
of the IP address are updated, and the IP address is sent to the corresponding
Virtual Queue, otherwise, the IP address is sent out the Virtual Queue, its next hop
is the search result.

For a new prefix (P0), we find its parent prefix (P1) and child prefix. If there is
no child prefix, P0 is inserted into the child group of the prefix P1. If there is a child
prefix, we apply a simple and widely used technique, leaf pushing [11], to expand
the prefix (P0), and the new produced prefixes are stored the child group of the
prefix (P0).

5.4 Two-Step Balancing Scheme

In multi-stage TCAMs, any group can be allocated into any TCAM. In practice,
each TCAM has the same size. The prefixes in routing table should be allocated
into each TCAM such that all TCAMs have the same number of prefixes. On the
other hand, the distribution of packets per prefix has a heavy, Pareto-like tail [12].

Fig. 5.1 Multi-stage
TCAMs architecture
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Some TCAMs are accessed highly than another, it is necessary to balance the
lookup traffic between TCAMs. Therefore, we propose a 2-step balancing scheme.
For M TCAMs, at the first step we divide all groups into K( = k*M) partitions with
the same size of prefixes, where k is an integer. At the second step, we map
k partitions into a TCAM based on the access frequency such that each TCAM is
accessed evenly.

5.4.1 Memory Balancing

To balance memory between M TCAMs, we divide all groups into K partitions
based on the size of groups. To formulate the memory-balancing problem, we use
the following notations:
N: denotes the number of prefix groups.
K: denotes the number of partitions, K ¼ k �M:
Size(.): denotes the size, i.e., the number of prefixes.
Si: ith partition which is the set of groups.

The memory-balancing problem can be formulated as following:

min max
1� i�K

SizeðSiÞ

Subject to

[
1� i�K

Si ¼ fGjjj ¼ 1; 2; � � � ;Ng; Si [ Sj ¼ [ 1� i; j�N

The above optimization problem is NP-complete. This can be shown by a
reduction from the partition problem [13]. We use an approximation algorithm to
solve it [14]. All groups {Gi} are sorted in decreasing order of the group size. From
G1 to GN, each group is allocated into the partition in which size is minimal. The
complex of the memory-balancing algorithm is O(N*K).

5.4.2 Traffic Balancing

After the memory balancing, we map the k partitions into a TCAM based on the
access frequency such that each TCAM is accessed evenly. To formulate the traffic
balancing problem, we use the following notations:

M the number of TCAM devices
f(�) denotes the access frequency
Ti the set of partitions that are mapped into ith TCAM
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The traffic balancing problem can be formulated as following:

min max
1� i�M

f ðTiÞ

Subject to [
1� i�M

Ti ¼ fSjjj ¼ 1; 2; � � � ;Kg; Ti [ Tj ¼ [ 1� i; j�N; jTij ¼ k

The problem is the same as the memory-balancing problem. All partitions {Si}
are sorted in decreasing order of access frequency. From S1 to SK, each partition is
allocated into the TCAM which access frequency is minimal and which size is less
than k. The complex of the traffic balancing algorithm is O(K*M).

5.5 Performance Evaluation

5.5.1 Experiments

We use the real routing tables from RouteViews Project [7] and FUNET traffic
trace from the Finish University [15]. The FUNET trace could be considered as
representative of Internet backbone traffic since it contains both university and
student dormitory traffic.

Suppose there are eight TCAMs, and the size of cache is 1024. The prefixes in
the real routing tables are partitioned into groups, shown in Table 5.2. In first step,
we divide the groups into 32(= 4*8) partitions based on the size of groups.
In second step, we select four partitions into a TCAM based on the access
frequency. The result of 2-step balancing scheme is shown in Table 5.3. The
difference of the number of prefixes between TCAMs is less than 5. The difference
of traffic load between TCAMs is \ 2%.

5.5.2 Overall Performance

Based on the above experiments, we estimate the overall performance of Multi-
stage TCAMs architecture with eight TCAMs. We add 256 8-bit prefixes to par-
tition the prefixes in Level 0 into 256 groups. The 8-bit prefixes are used by Index
logic, not stored into TCAM. Therefore, all prefixes stored in TCAMs are original
prefixes of the real routing table. The total memory needed is O(m), where m is the
number of prefixes in routing table.

For the longest-match prefix, it is possible for an incoming IP address to go
through more than TCAMs, that is to say, an IP address needs more than one
lookup. For the real routing tables in Table 5.1, the maximum number of lookups
is eight, the average number of lookups per IP address is 1.6. For FUNET trace, the
average number of lookups per IP address is \1.004, shown in Table 5.3. The
average throughput is 8/1.004 = 7.968 packets per cycle. Because the priority

46 W. Wu et al.



encoder of TCAM can be removed; the lookup latency is reduced 50% [9]. This
means the throughput of multi-stage TCAM architecture is 15.936(= 7.968*2)
times that of native TCAM.

For simplification, the power consumption is defined as the total number of
prefixes that match with an IP address. The ratio of the power consumption in our
experiments to that of native TCAM is shown in Table 5.3. The average power
consumption is\0.05% that of native TCAM. The maximum power consumption
is \10% that of native TCAM.

5.5.3 Comparison with the Existing Schemes

In Lu et al. [6], proposed 2-level TCAMs architecture with Index TCAM and Data
TCAM. The optSplit and PS2 algorithm is used to pack prefixes into a Data
TCAM bucket, and may generate more index prefixes. Multi-stage TCAMs
architecture does not generate any prefixes. In 2-level TCAMs architecture, a
lookup requires two TCAM searches and two SDRAM accesses. In multi-stage
TCAMs architecture, the maximum number of TCAM searches per lookup is
eight, the average number is about 1.004, and multi-stage TCAMs search latency
is 50% that of 2-level TCAMs because the priority encoder of TCAM is removed.
The power required by 2-level TCAMs is 1/12 the native TCAM, that is the same
as the maximum power of multi-stage TCAMs, and is 20 times the average power
of multi-stage TCAMs architecture.

5.6 Conclusions

TCAM-based forwarding engines are widely used in core routers to achieve high
throughput. To increase the throughput and reduce the power consumption of
TCAM we propose a pipeline forwarding engine with multiple TCAMs. We divide
the prefixes in the routing table into groups based on its parent prefix. We propose
a two-stage balancing scheme to map the groups into multiple TCAMs such that

Table 5.3 The result of 2-step balancing scheme

Routing table No. prefixes Traffic load Lookups per IP
address

Power consumption
(%)

Max Min Max (%) Min (%) Max Aver Max Aver

20060105 13524 13521 13.8 12.1 4 1.003 8.89 0.038
20070503 16336 16334 12.8 12.3 4 1.004 6.38 0.033
20080504 18035 18032 12.9 12.0 4 1.003 3.44 0.020
20090501 20846 20844 12.7 12.2 5 1.003 2.30 0.017
20100101 21683 21681 12.9 11.8 4 1.004 2.50 0.016
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memory utilization is balanced, the lookup traffic is evenly distributed between
TCAMs. Multiple TCAMs can perform IP lookups in parallel. An incoming IP
address enters a stage TCAM, exits another stage TCAM. A stream of IP lookup
requests can be issued into multi-stage TCAMs, one every cycle, to achieve high
throughput and reduce the power consumption.
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Chapter 6
Energy Savings in Cellular Network based
on Cluster Analysis of Traffic Loads

Hongzeng He, Jingbo Sun, Yue Wang, Qi Liu and Jian Yuan

Abstract Recently, increasing attention has been paid to green communications and
networks. Previous studies suggest that certain base stations could be switched offfor
energy saving during low traffic load periods while maintaining the service coverage.
In this Chapter, we proposed an energy saving approach based on cluster analysis.
The cluster analysis on original data from an operating cellular network in a big city
exploits different traffic patterns of base stations. In addition, specific methods are
applied to these different traffic patterns. Simulation results indicate a better energy
saving performance based on cluster analysis, compared to the existing approach.
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6.1 Introduction

Our earth has become more warm in the last century due to the rising emission of
CO2 and other greenhouse gases. Low-carbon economy and energy saving have
now become hot topics in our daily life. As the rapid development of information
and communication technology (ICT) infrastructure, the ICT energy consumption
cannot be neglected. According to some scientific findings recently, 3% of the
wordwide energy is consumed by the ICT industry, which causes about 2% of the
worldwide CO2 emissions. In addition, power consumption of ICT is currently
rising at 16–20% per year [1]. Since the ICT industry is growing more and more
rapidly, energy efficiency of ICT industry should be regarded as an important
issue. And recently, we are gratified to see that more and more telecommunication
service providers, infrastructure manufacturers and research institutes are engaged
in the development of green communications and networks (GCN) which focuses
on improving the energy efficiency of ICT industry. As we know, the temporal
traffic load varies violently by time during one day in each base station. But
nowadays most designs of the communication networks frequently have not
considered for the adaption to the variable traffic load, which means that base
stations work in full power mode all day long. There will be a great waste of
communication and energy resources.

In this chapter, we proposed an energy saving approach based on cluster
analysis. The cluster analysis on original data from an operating cellular network
in a big city exploits different traffic patterns of base stations. In addition,
specific methods are applied to these different traffic patterns. Simulation results
indicate a better energy saving performance based on cluster analysis, compared
to the existing approach. The outline of this Chapter is as follows: Section 6.2
introduces the implement of cluster analysis and characteristics of the original
data used in our work. In Sect. 6.3 we describe the details of our energy saving
scheme. Section 6.4 investigates the simulation results. The benefits and energy
saving effects is proposed in the present section. In Sect. 6.5, we proposed the
directions of the future work and end this Chapter with some concluding
discussions.

6.2 Background and Data

6.2.1 K-Means Cluster Analysis

Cluster Analysis is a conventional approach to classify a set of data into different
clusters so that the data in the same cluster would show some similar character-
istics in a manner. In this Chapter, we prefer the partitional clustering method
which uses a high speed algorithm and is suitable for large datasets. It could
determine all the clusters in less time. The k-means clustering algorithm is one
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of partitional methods which assigns each element to the cluster whose distance
is the nearest.

6.2.2 Original Data

The original data of this Chapter are from a flourishing district of a big city in
China, supported by one telecommunication operator. This region covers an area
about 470.8 Km2. It has a population of nearly 3.1 millions, which means an
average density of 6,500 Km-2.

The original data contains the traffic load statistics of each base station over
8 days in Erlang, including weekdays and weekends. The data is updated every
hour which means that there are traffic data of more than 190 h. The traffic sta-
tistics indicate a violent fluctuation on the temporal scale, which is shown in
Fig. 6.1a. We observe variations during 24 h in one day and differences of
amplitude between weekday period and weekend period. For example, the traffic
load of weekend period is always much lower than that of the weekday period.
Figure 6.1b is a distribution map of the base station deployments based on the
information provided by the original data. Each blue point represents one base
station location. The total number is about several hundreds. We can see a much
higher base station density in the urban space than in the rural area. As a matter of
fact, there will be more redundancy in the cellular coverage that makes room for
switching off some of the base stations in the low load period [2].

6.3 Energy Saving Scheme

6.3.1 Normalization

Data normalization is necessary for comparing the relative changes of the traffic
loads in different base stations in a more detailed way. Our normalization steps are
as follows [3]:

1. For each base station bi [ B (i = 1, 2, … N), we do averaging to the value of
8 days (192 h) that is represented by

M ¼ mean
bi2B

erlangðbi; sÞf g i ¼ 1; 2; . . .N ð6:1Þ

where bi is the base station in our datasets and s is the time period across 192 h.
2. We then calculate the variance of traffic load over time in each base station, as in

S ¼ std
bi2B

erlangðbi; sÞf g i ¼ 1; 2; . . .N: ð6:2Þ

3. We then normalize the data to the uniform margin over time of 192 h in (6.3).
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erlangnorm 192 ¼
erlangðbi; sÞ �mean

bi2B
erlangðbi; sÞf g

std
bi2B

erlangðbi; sÞf g i ¼ 1; 2; . . .N:
ð6:3Þ

4. The differences between weekday periods and weekend periods are quite vis-
ible in Fig. 6.1. So we consider the two cases separately. One is the traffic load
profile of weekday periods, and the other is of weekend periods.

5. Finally we normalize the data of the two groups to one day time separately,
which can be expressed as

erlangnorm 24 weekend ¼ erlangnorm 192ðbi; sjÞ=3; i ¼ 1; 2; . . .N ð6:4Þ

where sj [ [1 ? 24(j-1), 24 ? 24(j-1)] and j = 1, 2, 8, and

erlangnorm 24 weekday ¼ erlangnorm 192ðbi; sjÞ=5; i ¼ 1; 2; . . .N ð6:5Þ

where sj [ [1 ? 24(j-1), 24 ? 24(j-1)] and j = 3, 4…7.

As a result, we get two groups of normalized data, including temporal and
spatial traffic load status and base station locations’ information. We observe that
the traffic load during the nighttime is much lower than that in the daytime.

6.3.2 K-Means Cluster Analysis

We adopt the K-means clustering approach to the normalized data. We decide to
classify all the base stations into three clusters by two K-means clustering stages.

First, we randomly choose three base stations as the original center of each
cluster, designated by Zk, k = 1, 2, 3.
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Fig. 6.1 a Temporal traffic trace of ten base stations (8 days), b Base station deployments in
urban and rural space
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Second, for each base station bi, we calculate the distance to each Zk and add it
to the cluster X with the smallest distance by

x ¼ min k erlangnorm 24ðbi; sÞ � Zk k; i ¼ 1; 2; . . .N ð6:6Þ

Third, we recalculate the center of every cluster, Z0k as in

Z0k
1

Nx

X

bi2X

erlangnorm 24ðbi; sÞ
 !

ð6:7Þ

where NV represents the number of base stations in cluster X. We then repeat stage
2 and 3 until it matches the following equation (6.8):

Z0k ¼ Zk: ð6:8Þ

As a result of K-means cluster approach, we group all the base stations into
three types. Each type has its own changing law. The average variation traces can
be drawn in Fig. 6.2. Cluster 1, signified by the blue line, appears as a flatter
changing pattern during all the 24 h. It implies as a matter of fact, that base stations
in this cluster tackle a medium amount of traffic load with smaller variations.
Cluster 2, which is painted red, exhibits higher values during the working hours
from 10 pm to 17 pm except during the lunch break time. Additionally, the
average load of the base stations of Cluster 3 , in black, concentrates on the after
office hours from 19 pm to 23 pm. As a result, the varying patterns of the three
types show significant differences in operating features and working modes of the
different base stations. The traffic load information is related to the activity
intensity of mobile users under coverage of the base station.

We then conclude the geographical features of base stations with the statistics
we have got. Cluster 1 (blue) shows the evenness in contrast to Cluster 2 and
Cluster 3, suggesting that the base stations in Cluster 2 cover areas requiring a normal
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Fig. 6.2 a Three clusters of average traffic data on weekday period. b Three clusters of average
traffic data on weekend period
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level communication services throughout the day, including transport hubs and
other gathering places. Cluster 2 (red) which shows a high traffic level in the daytime
may be connected to the working places, such as companies and banks, where is busy
and bustling during business hours. Cluster 3 (black) shows a significant peak at
night, suggesting that base stations in Cluster 3 cover the utility areas, for example,
the residential districts, public houses and restaurants. On the weekdays, we observe
higher peaks for the rapid changing of position and intensive activities on work time.
On the weekends, there is a smaller slope and lower peaks by contrast. Naturally, we
examine two different traffic load patterns between weekdays and weekends, and the
same station appears with different patterns between weekdays and weekends. We
are aware of an initial impression by projecting these base stations into a map with
different colors, as in Fig. 6.3. There are some differences in the locations of each
cluster. Cluster 1 (blue) shows almost a homogeneous distribution over spatial scale,
consisting with its equitability on temporal scale. It is helpful to understand
the relations between temporal and spatial scale. Cluster 2 (red) concentrates on
the urban space of the city. In addition, there are more base stations in Cluster 2
on weekdays than that on weekends, which means a heavier load in Cluster 2 on
weekdays. For the analysis of the three clusters, we have seen the individual char-
acteristics of the three clusters that reflect the particular geographical locations.

6.3.3 Switching-Off Approach

We hope to apply the energy saving algorithm to the real networks according to
the patterns we have found. In this Chapter, we use the constant energy con-
sumption profile [4]

PðbiÞ ¼ P0c ¼ const: ð6:9Þ

The constant energy consumption profile assumes that the power consumption
of each base station is a constant quantity that is independent of the variation of the
traffic load. We assume that there are two power consumption states of base

Weekdays Weekdays

Fig. 6.3 Base stations
distribution of three
clusters
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station: 0 and P0c. An energy saving approach based on the average traffic pattern
is proposed in [5] as follows:

• Let f(t) be the average traffic pattern in one day, which is described as a function
of time t, with t [ [0, 24]. Normalize f(t) to the peak of 1, so that f(0) is the peak
hour with the value f(0) = 1.

• Assuming that a fraction x \ 1 of the base stations is in working mode while a
fraction 1-x of the base stations is switched off during a period when the traffic
load is below certain threshold.

• Let s1 and s2 be two time points of the switching-off period, with f(s1) = f(s2).
The optimization is given by (6.10)

min Cðs1; s2Þ ¼ P0c½T � ðs2 � s1Þ þ f ðt1Þðs2 � s1Þ�;
s:t: f ðs1Þ ¼ f ðs2Þ;

ð6:10Þ

where C(s1, s2) represents the average energy consumed per base station in a
day under this approach and T reflects the 24 h in one day .

We apply this approach to the different traffic patterns of the three clusters to
control the on–off states of the base stations separately. It provides us with more
precise calculations on the energy savings. We determine the best s1 and s2 with
the biggest energy saving ratio using the optimal method, as is in Table 6.1.

Then we calculate the total energy savings of the improved approach by (6.11)

Netsaving ¼ 1� Cðs1; s2Þ
P0cT

: ð6:11Þ

We have introduced some simplifying assumption about the network environ-
ment. For example, the covering radius of active base stations could be extended to
tackle the entire service requirement. However, some problems may emerge due to
the extension of base station coverage, such as same frequency interferences. As a
result, certain technologies should be employed to protect against these problems,
for example, smart antenna is a new technology that can reduce the interferences
of cellular networks by adjusting the antenna configurations. As a result, the
coverage areas of the base stations are reorganized to avoid interferences in the
overlapping coverage areas.

Table 6.1 Switching time
points

s1 s2

Weekdays scenario
Cluster1 1:27 8:10
Cluster2 20:45 9:00
Cluster3 00:48 8:18
Weekends scenario
Cluster1 0:34 8:30
Cluster2 23:08 8:25
Cluster3 0:50 8:22
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6.4 Simulation Results

We applied the energy saving method to the scene of real network and accessed
the energy saving ratios of our method on different conditions. Analysis results are
summarized in Table 6.2. We observe different energy saving levels of each
cluster. We then inspect the benefits of the approach based on cluster analysis
compared to those without clustering, which are shown in Fig. 6.4. Here we can
see that an additional part of about 3–4% is saved if we introduce the clustering
analysis to energy saving algorithm.

6.5 Conclusions

We proposed an energy saving approach based on cluster analysis. The cluster
analysis on original data from an operating cellular network in a big city exploits
different traffic patterns of base stations. In addition, specific methods are applied
to these different traffic patterns. Simulation results indicate a better energy saving
performance based on cluster analysis, compared to the existing approach.

Table 6.2 Average energy
saving ratios

Energy saving ratio
(%)

Proportion in number
(%)

Weekdays scenario
Cluster1 25.24 41.12
Cluster2 38.37 19.73
Cluster3 25.08 39.15
Total 27.77 100
Weekends scenario
Cluster1 23.68 38.95
Cluster2 31.13 15.85
Cluster3 24.52 45.20
Total 25.24 100

Fig. 6.4 Comparison of
performance of two approach
in energy saving
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Chapter 7
A New Intelligent Model for Short
Time Traffic Flow Prediction
via EMD and PSO–SVM

Gu Yue-sheng, Wei Ding and Zhao Ming-fu

Abstract Accurate and reliable short time traffic flow forecasting is one of the most
important issues in the traffic information management. Due to the nonlinear and
stochastic of the data, it is often difficult to predict the traffic flow precisely. Hence, a
new hybrid intelligent forecasting approach based on the integration of empirical
mode decomposition (EMD), particle swarm optimization (PSO) and support vector
machine (SVM) is proposed for the short time traffic flow prediction in this paper.
The advantages of the proposed method are that the combination of EMD and PSO–
SVM can deal with the nonlinear and stochastic characteristics of the original data
well. The forecasting rate may be enhanced using this new technique. Seven-hundred
and twenty samples of the practical traffic flow data were applied for the validation of
the proposed prediction model. The analysis results show that the proposed method
can extract the underlying rules of the testing data and improve the prediction
accuracy by 10% or better when compared to SVM approach. Thus, the new EMD–
PSO–SVM traffic flow forecasting model provides practical application.

Keywords Traffic flow � Short time prediction � EMD � PSO � SVM

7.1 Introduction

Traffic flow prediction has become a popular research topic in the field of intelligent
transport system. Accurate and real-time traffic flow prediction is the key fact for
traffic control and traffic flow guidance. Short-term traffic flow prediction can
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forecast about the traffic flow state of the next several minutes to provide real-time
effective information for travelers, realize the dynamic route guidance, save travel
time, relieve the traffic congestion, reduce pollution, save energy and other purposes
[1]. Therefore, it is imperative to implement short time traffic flow prediction.

Some mature prediction models have been applied to short time traffic flow
prediction since the 1960s. In general, they can be divided into four kinds of
prediction methods, i.e., traditional statistical theory based approach, neural
network-based method, nonlinear theory-based and emerging technologies-based
strategies. Due to the fact that the traffic system is a complex nonlinear system
with time-varying and high uncertainties, the prediction accuracy of existing
models can not be satisfactory. The forecasting accuracy needs to be improved for
real practice applications [1–7]. Since the integration of different analysis tech-
niques can provide better performance than independent use, a new hybrid
approach to short-term traffic flow prediction based on empirical mode decom-
position (EMD) and artificial intelligence is proposed in this work. This method
has been marked with the advantages of the good nonlinear signal process ability
of the EMD and the powerful learning ability of the support vector machine
(SVM). Meanwhile, to achieve the structural parameter optimization of the SVM,
the particle swarm optimization (PSO) is employed to obtain good generalization
ability of the prediction model. By using the practical dataset for experimental
analysis, the results show that the new method can predict short-term traffic flow
effectively and the prediction rate is higher than the independent use of the SVM.

This paper is organized as follows: in Sect. 7.2, the proposed method for short
time traffic flow forecasting based on the combination of EMD, PSO and SVM is
described. The application of the proposed method is presented for short time
traffic flow forecasting in Sect. 7.3. The performance of nonlinear signal process
using EMD is described. The effectiveness of the proposed method is valued by
analyzing the real traffic data. Conclusions are drawn in Sect. 7.4.

7.2 Hybrid Intelligent Model

Due to the interference of internal and external excitations, the short-term traffic flow
is a kind of typical non-stationary signal. The different signal components of short-
term traffic flow exhibit various characteristics, and produce different effects under
the influence of change trend of traffic flow. The general trend of traffic flow is
determined by deterministic signal, and the uncertain interference signals make the
actual traffic flow present fluctuations near the general trend. EMD is a new approach
to deal with nonstationary signal. According to different scales of fluctuation, non-
stationary signal is decomposed step by step into some (Intrinsic mode functions)
IMFs. Each IMF includes signals of different bands from high to low, and has its
unequal features. Moreover, the adaptive decomposition is presented by EMD based
on the inherent characteristics of the signal [8–11]. Therefore, these different modes
can reflect the essence and potential rule of the traffic flow more clearly.
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In the analysis of short-term traffic flow, the EMD is first used to decompose the
actual traffic flow to remove the disturbance signals. Then, the predicted mode for
each IMF is established using SVM, and the PSO is applied for the model opti-
mization. Finally, the traffic flow is obtained by adding up the predictive values of
each SVM models.

7.2.1 Empirical Mode Decomposition

EMD [10] is a useful advanced signal processing technique for the analysis of
nonlinear signals. EMD has the ability to decompose a signal into a number of
monocomponent signals, named as IMFs [10]. IMFs represent simple oscillatory
modes embedded in the signal [11]. An IMF is a function that satisfies the fol-
lowing definitions [11]:

(1) In the whole analysis dataset, the number of extrema and the number of zero-
crossings must either equal or differ at most by one.

(2) At any point, the mean value of the envelope defined by local maxima and the
envelope defined by the local minima is zero.

To extract IMFs from a signal x, all the local extrema are first identified. Then, a
cubic spline line connects all the local maxima as upper envelope and all the
minima as lower envelope. The mean of upper and lower envelope is subtracted
from x to obtain h1. Checking h1 for the IMF conditions, if it satisfies the con-
ditions it is an IMF, otherwise upper and lower envelopes are found for the h1 and
the process is repeated till the first IMF c1 is obtained. Subtracting c1 from x and
the result obtained is now treated as new original signal and the above process is
repeated to get the second IMF. The process is continued till no more IMF can be
extracted. Thus, at the end of the EMD decomposition we obtain

x ¼
X

N

i¼1

ci þ rN ; ð7:1Þ

where, rN is the final residue and ci (i = 1, 2, …, N) is the ith IMF.

7.2.2 PSO–SVM

Since there may be a certain correlation between the current state of the traffic data
and the future state, which may be difficult to describe using analytical methods,
the SVM [12] is applied to learn about this relationship. The SVM, which has the
ability to find the decision function from low training set sizes, has been widely
used as a learning algorithm in a wide variety of applications. The concept of the
kernel trick allows SVM to perform regression and prediction even for nonlinear
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cases. In this paper, the SVM with RBF kernel is used for the traffic condition
forecasting. Moreover, to improve the prediction model robust, the PSO [13]
algorithm is adopted to optimize the SVM boundary parameter C and kernel
parameter. The proposed forecasting processes are given as follows:

Step 1: pretreat traffic data to standardize the data format.
Step 2: extract nonlinear features from input data in the form of IMF by EMD.
Step 3: train SVM by each IMF, optimize SVM kernel parameters and bound-

ary parameter by PSO, and sum each SVM model output to obtain the prediction
result.

Step 4: test the performance of the SVM prediction model, and provide the test
result as the basis for a valid traffic management decision. The following indices
are selected for the evaluation performance of the prediction:

(1) Mean absolute error (MAE)

MAE ¼ 1
N

X

N

t¼1

yt � y
_

t

�

�

�

�; ð7:2Þ

(2) Mean square error (MSE)

MSE ¼ 1
N
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(3) Mean absolute percent error (MAPE)

MAPE ¼ 1
N
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(4) Mean square percent error (MSPE)

MSPE ¼ 1
N
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A flow chart of the proposed prediction method for short-term traffic flow is
illustrated in Fig. 7.1.

7.3 Experimental Analysis

In order to validate the performance of the proposed algorithm, the traffic infor-
mation is recorded for 5 days in real practice application in this paper. 720 data
sets are prepared for the traffic forecasting procedure. 576 sample data of the first
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4 days are used to train the prediction model, and the rest 144 samples are for test.
A portion of the traffic flow time series is shown in Fig. 7.2.

As mentioned above, the EMD–PSO–SVM is proposed to forecast the traffic
flow. The original data is first decomposed into 6 IMFs by EMD. The time spectra
of the IMFs are shown in Fig. 7.3. Then, the PSO–SVM is used to get the pre-
diction component of each IMF, and thus, their sum indicates the final short time
traffic flow prediction value. Figure 7.4 gives the performance of the proposed
method for traffic flow forecasting. We have compared the performance of the
proposed method with the independent use of SVM. One can note that the pro-
posed method has increased 10% of prediction accuracy compared with the SVM.

The prediction performances of the EMD–PSO–SVM and the PSO–SVM
models are compared in Table 7.1. The comparison results show that the proposed
method for short time traffic flow prediction is more effective than the PSO–SVM.
By the EMD processing, the nonlinear elements are depressed and thus the fore-
casting error is decreased by 0.71% or better. One can note that the EMD plays an
effective role in the improvement of short time traffic flow prediction.

The prediction performances of the EMD–PSO–SVM and the EMD–SVM
models are compared in Table 7.2. It can be seen from Table 7.2 that the PSO
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Table 7.1 The traffic flow prediction results of EMD–PSO–SVM and PSO–SVM

EMD–PSO–SVM model PSO–SVM model

MAE MSE MAPE MSPE MAE MSE MAPE MSPE

1.31% 2.02% 1.57% 1.66% 2.31% 2.73% 2.85% 2.61%

Table 7.2 The traffic flow prediction results of EMD–PSO–SVM and EMD–SVM

EMD–PSO–SVM model EMD–SVM model

MAE MSE MAPE MSPE MAE MSE MAPE MSPE

1.31% 2.02% 1.57% 1.66% 2.57% 3.11% 3.27% 3.09%
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optimization plays an important role in the improvement of the short time traffic
flow prediction. With the PSO processing, the forecasting error is decreased by
1.09% or better.

7.4 Conclusions

Intelligent Transportation management relies on precise traffic flow forecasting. It
is necessary to employ advanced data mining approaches to excavate the hidden
knowledge of the traffic data. This paper presents a new hybrid intelligent model
for the short time traffic flow forecasting. This new method combines the
advantages of the nonlinear analysis of EMD and supervised learning of SVM to
mine distinct and potential patterns of the traffic data. Moreover, the PSO algo-
rithm is applied to optimize the SVM parameters. The experimental test results
have proven that the presented prediction approach is feasible and efficient for
short time traffic flow forecasting. The prediction rate of the proposed EMD–PSO–
SVM is much better than the model with no EMD processing. Thus, the proposed
method has application importance.
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Chapter 8
Evolutionary Algorithm Based Power
Distribution Optimization for Visible
Light Communication

Zhitong Huang, Jupeng Ding and Yuefeng Ji

Abstract Visible Light Communications (VLC), which is expected to provide
wireless communications and illumination facilities together, is earning increasing
attention. However, it is hard to obtain satisfyingly uniform signal quality at the
receiving terminal even for locations within the same room by Komine et al. in
Asia-Pacific conference on communication (APCC 05), IEEE Press, Perth,
pp 294–298 (2005). In this letter, an evolutionary algorithm-based optimization
scheme is proposed as a candidate approach for VLC to reduce the variability of
the received power. The presented results based around the use of a commercially
available detector with a FOV = 458. show that the dynamic range of received
power can be reduced to 34% against the peak optical power from 52% while the
impact on illuminance function is negligible.

Keywords Visible light communication � Evolutionary algorithm � Illumination �
SNR optimization
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8.1 Introduction

Visible light communications (VLC) using illumination fixtures is earning
increasing attention and research which is inspired by multiple inducements [1].
Solid-state lighting (SSL) has made dramatical advances in heightening brightness,
improving electrical–optical power conversion efficiency etc. On the other side,
highly congested radio frequency spectrum and high energy consumption make it
almost impossible for the traditional radio frequency (RF) and 60 GHz commu-
nication systems to independently satisfy the constantly increasing demand for
wireless data transmission, such as Mobile TV and CMMB.

Although multiple contributions to VLC have been proposed, overcoming the
limitations imposed by multi-path transmission channel is still one of the most
challenging aspects in the design of a VLC system. The channel characteristics are
decided by the room size, the material properties of each surface the radiation is
incident upon and the indoor objects, such that a single VLC mobile terminal may
have obvious performance variation when implemented in different locations.

In our previous research [2], the quantitative analysis of dissatisfactory optical
power has been provided. As an extension of previous work, a tailored evolu-
tionary algorithm-based optimization scheme is proposed which controls the
relative optical power of each LED to obtain even power coverage at all locations
toward uniform system performance characteristics.

8.2 Indoor VLC System Model

8.2.1 Diffuse Conventional Model

In order to calculate the total power incident at the detector including the reflection
portion, all the surfaces of the indoor environment are divided into a number of
small reflecting surface elements, which are considered to have a pure Lambertian
reflection characteristic. Up to third order reflections are taken into account and
higher order reflections are ignored due to their small contribution. The system
environment deployed in this work consist of an empty room with dimensions
x = 4 m, y = 8 m, z = 3 m. (Fig. 8.1), the walls, ceiling and floor of the room
have a reflectivity of qwalls ¼ 0:8; qceiling ¼ 0:8 and qfloor ¼ 0:3:

8.2.2 Received Signal Power

In the adopted illumination configuration, I = 21 lighting lamps are evenly
distributed over the ceiling. Each of the lamp is filled with 49 (7 9 7) LEDs.
The space between LEDs is 4 cm. In this paper, it is assumed that an LED has a
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Lambertian radiation pattern [3], where the radiant intensity depends on the angle
of irradiance. The half-power angle (HPA) and the center luminous intensity of
an LED is U1=2 ¼ 54 �: and I (0) = 32.69 cd, respectively, measured in [3].
The analysis of received signal power is carried out with J = 1,568 receivers
uniformly placed on the communication floor (CF), 1 m above ground. Each
receiver orients vertically upwards, has a field of view (FOV) 45� and is with an
active detection area A ¼ 1 cm2:

Furthermore, the received power is given by the channel direct current (DC)
gain on directed pathHdð0Þ, reflected path Hrefð0Þ and transmitted optical
powerPt ¼ 174 mW:

PrðRjÞ ¼
X

I

i¼1

PtHdð0; Si;RjÞ þ
Z

Asur

PtHrefð0; Si;RjÞ
� �

: ð8:1Þ

where Si is the ith LED lamp, Rj is the jth receiver and Asur is the area sum of
reflection surfaces. Respectively, the channel DC gain on directed path between
Si and Rj can be obtained from

Fig. 8.1 Indoor VLC application scenario with 21 LED lighting lamps fixed on the ceiling
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Hdð0; Si;RjÞ ¼
ðmþ1ÞA

2pD2
d

cosmð/ÞTsðwÞgðwÞcosðwÞ; 0�w�Wc

0; w [ Wc

(

: ð8:2Þ

Where / is the angle of irradiance, w is the angle of incidence, m is the
Lambertian index ofSi, A is the physical area of a detector in a photo diode, Dd is
the distance betweenSi and Rj; TsðwÞ; is the gain of an optical filter and Wc rep-
resents the field of view (FOV) for each receiver. AndgðwÞ is the gain of optical
concentrator, wheregðwÞ ¼ n2= sin2ðWcÞ for 0�w�Wc and gðwÞ ¼ 0 otherwise.

In order to calculate the DC gain on reflected path, all the walls of the test room
are divided into a number of differential elements with area dA and reflection
coefficient q. The differential elements are viewed as generalized Lambertian
sources, which emit diffusely into different directions from their center with a
Lambertian pattern. In this paper, up to three order reflections are taken into
account, so the DC gain on reflected path can be given by:

Hrefð0; Si;RjÞ ¼
X

3

k¼1

 

X

N

l¼1

Hðk�1Þð0; Si; dlÞHð0Þð0; dl;RjÞ
!

: ð8:3Þ

where N is the amount of differential elements and k is the reflection order.
The specific expression Hð0Þð0; dl;RjÞcan be obtained according to Eq. 8.2 while
the counterpart of Hðk�1Þð0; Si; dlÞcan be given iteratively from

Hðk�1Þð0; Si; dlÞ ¼
X

N

m¼1

Hðk�2Þð0; Si; dlÞHð0Þð0; dl; dmÞ: ð8:4Þ

where dl and dm stands for two independent differential elements.

8.2.3 Illuminance Characteristics

Another measure of VLC system quality is the horizontal brightness on the
working surface. When no reflection is added, the horizontal illuminance is
derived as follows: Eh ¼ Ið0Þcosmð/ÞcosðwÞ=R2 where u is the angle of irradi-
ance, R is the angle of incidence and R is the distance between the source and the
receiver surface [3]. The m is the Lambertian index, which is decided by the HPA
of each LED as m = minus; ln2/ln (cosU1=2Þ.

For estimating the effects of reflection on the total brightness distribution,
the luminous flux of each reflective element has to be identified as a secondary
source. The total luminous illuminance flux of each element can be calculated by:
F ¼ qeEheAe where qeis the reflective index of the differential element, Ehe is
the surface illuminance of the differential element and Ae is the area of the
reflective differential element such that, the overall horizontal illuminance of
the CF can be given as:
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E ¼ Eh þ
X

N

i¼1

Ii cosð/iÞcosðwiÞ=r2
i : ð8:5Þ

where /i is the irradiance angle of the ith reflective differential element, wi is
the incidence angle from the ith reflective differential element, ri is the distance
from the ith reflective differential element to the illuminated surface and
Ii ¼ ðme þ 1ÞF=2p is the maximal luminous intensity of the reflective differential
element. In this paper, the overall reflective differential elements are viewed as
pure Lambertian diffusers with me ¼ 1.

8.3 Proposed Evolutionary Algorithm

8.3.1 Optimization Factors

Due to the limitation imposed by the complex VLC channel characteristics, it is
quite different for the performance of different receiver located on the CF, as
shown in Fig. 8.2. On the other side, the use of intelligent technique has proven to
be beneficial in mitigating some of these constraints. Assuming that all LEDs
lamps are individually scaled by a factor 0\ki� 1(called optimization factor), the
instantaneous signal optical power got at a given receiver can be rewritten as:

PrðRjÞ ¼
X

I

i¼1

kiPtHdð0; Si;RjÞ þ
Z

Asur

kiPtHrefð0; Si;RjÞ

8

<

:

9

=

;

: ð8:6Þ

Such that it is possible to find a set of factors k1k2 � � � kI , which will allow the J
receivers to obtain the same or very close optical power as: PrðR1Þ � PrðR2Þ
� PrðR3Þ � . . . � PrðRJÞ. The respective relationship between the optimization

Fig. 8.2 a Non-optimized
power distribution:
Min.184 lW, Max.386 lW,
Ave. 314 lW. b Optimized
power distribution:
Min.104 lW, Max.158 lW,
Ave. 133 lW
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factors and the LED lamps is shown in Fig. 8.3a. And it can be seen that
optimization factors k7 and k14; k8 and k15 are physically close to each other in
application, but far apart in the chromosome as in the top of Fig. 8.3b. Alterna-
tively, a modified structure, as in the bottom of Fig. 8.3b, is applied to alleviate
this issue. Specific modification is that optimization factors k8; k9; . . .; k14 are
placed in a descending order to construct the genotype structure.

8.3.2 Objective Function

While the chromosome structure sets the relationship between the optimization
factors and the genes, the objective function, or fitness function, is used to connect
the optimization aim and the phenotypic appearance. The objective function of the
proposed evolutionary algorithm is given by:
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OðanÞ ¼ 100� 100
max PrðRjÞ �min PrðRjÞ

max PrðRjÞ

� �� �

%: ð8:7Þ

where max PrðRjÞ and min PrðRjÞ are the maximum and minimum of the received
optical signal power on the CF after application of an individual, such that
the individuals of the population that provided the most uniform power coverage
are given the highest chance of selection for reproduction into the next generation.

8.3.3 Optimization Operators and Termination

For reducing the complexity, we adopt the mature operators, including the roulette
selection operators, the double point crossover operator and the mutation operator
to implement the algorithm [4, 5]. And to each gene, we maintain the crossover
rate qc ¼ 0:7 and the mutation rate qm ¼ 0:05 of a population of 200. Based on the
fast convergence characteristic of evolutionary algorithm, the optimization pro-
cession is allowed to run for 5,000 generations before the latest fittest individual is
decided.
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Fig. 8.4 a Non-optimized
illuminance distribution: Min.
713 l9. Max. 2087 l9 Ave.
1592 l9. b Optimized
illuminance distribution. Min.
365 l9. Max. 780 l9 Ave.
664 l9
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8.4 Performance Evaluation

Using our established environment and VLC system design, the performance of
the proposed algorithm is evaluated by simulation. Figure 8.2a shows the received
signal power at each receiver location, varying between 184 and 386 nW,
respectively, equating to 202 nW, or 52% power deviation from the peak.
The horizontal illuminance varies between 713 and 2087 l9, as shown in
Fig. 8.4a. Upon the application of the tailored evolutionary algorithm, the power
now ranges from 104 to 158 nW equating to a 44 nW, or 34% power deviation, as
seen in Fig. 8.2b. Under the influence of the optimization the horizontal illumi-
nance now varies between 365 and 780 l9, as shown in Fig. 8.4b. From this
figure, sufficient illuminance, 300-1500 l9 by ISO, is still obtained at all the
places of the CF.

8.5 Conclusion

In this work, a tailored evolutionary algorithm is proposed to control the trans-
mitters (i.e. LED lighting lamps) to optimize the received optical signal power
distribution. The simulation results presented show that this algorithm is capable
of reducing the dynamic range of the power distribution with the affect to the
illumination function of VLC system being negligible.
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Chapter 9
XMPP-Based Solution for Accessing
Server with Dynamic IP

Jianyi Wang, Zhiqiang Ma, Bo Li, Yiran Guan, Xianyi Liu
and Guifu Yang

Abstract This Chapter presents an XMPP-based solution for accessing a server of
which the IP is dynamic or private. Two XMPP clients, one that stays with the
server together inside the Intranet and another one is on Internet with the client that
is required to access the server, retrieve and provide the IP address of the server,
so that the client side can initiate a TCP communication channel using the server
IP as target address. This solution also supports the server has not public IP,
or creating VPN-like channel.
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9.1 Introduction

Along with the exhaustion of IPv4 address, Dynamic Host Configuration Protocol
(DHCP) and Network Address Translation (NAT) technique are using widely.
There methods relieve the pressure of lacking IP address by using IP address
rotating, but in the same time, they prevent computers from being servers natively
[1–3].

As a DHCP [4] client, the computer can retrieve a dynamic IP for every time it
asks when it needs to connect the Internet. Meanwhile, the address IP cannot be
kept always. After an expired duration or the computer is off-line, it should release
the IP. Another time when the computer asks an IP address, it can retrieve one, but
it can not be sure the same address. Without a static IP address, the server can not
be reached by any computer around the Internet to initialize a connection that
needs the server’s IP address.

Even worse, the computer after a NAT server has not a public IP. The service in
such computer maps to a public TCP/UDP port in the NAT server. When a guest
computer in Internet accesses the public port, the requirement is delivered to a port
on the inner IP of that computer inside a private network behind the NAT server.
If the NAT server itself has not a static IP, the situation turns to be more complex.
Such difficulty happens when a NAT is served for a small business in China
Communication network.

DDNS (Dynamic DNS) [5] helps to resolve this problem in wireless and
other scenarios [6, 7]. This solution needs the NAT server or the computers
behind it pay for registration on the supplier. As soon as the DDNS client
connects to the Internet and get an IP address, it ask the application program
installed on it to notify the supplier’s registration server its IP address cur-
rently. Then the registration server modifies the records on DNS server. Thus,
the new lookups requirements is mapping to current IP address. Once the IP
changing, the DDNS client sends another message to modify the DNS records.
This solution needs pay and it depends on installing a proprietary application
program.

In this paper, we present a free charge solution without installing proprietary to
permit a computer without static IP acting as a server. This solution is based on
XMPP protocol, a free Internet instant chatting protocol, so we introduce XMPP
briefly as a background before the method details is presented.

XMPP is a standard RFC3920 from IETF, as one of the most important four
instant message protocols [8]. It is free open public protocol, and there are many
clients running on the Internet. No center server is needed, so that the servers up to
the standard of XMPP can connected together with the XMPP protocol. Therefore
our solution has choices widely for XMPP clients.
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9.2 Method

We present the solution using an example network with an application server and a
XMPP client needed. The IP address of the application server can be exposed with
the XMPP client, therefore the application server can be accessed this IP address.

Structure of Network. Structure of Network is shown in Fig 9.1. A guest
computer (singed as XMPP Client A & Application Client) required to access the
application server is on the other side of Internet. A XMPP client is installed on it.
There are no more requirements about the XMPP client. It can be any one
downloadable on Internet, or it can be built-in the application discussed that needs
the application server IP address to initialize a connection.

A XMPP server is running on the Internet, not controlled by our solution. This
server provides normal XMPP service, such as registration, id verification, etc.

A computer or program acts as a XMPP client, signed as XMPP Client B. It is
in the same intranet cloud with the application server, in which way it is implied
that XMPP Client B can obtain the IP of Application Server. They can run in same
hardware machine, or XMPP Client B can consult an IP table that storing
Application Server has stored in. The ways are many which are not discussed in
details in this paper.

Internet

Jabber Server

Jabber Client A
& Application Client

Application Server
Jabber Client B

Fig. 9.1 Structure of network
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The Application Server is asked to be a server, but it has not a static IP address.
A dynamic IP has been arranged to the application server, and the IP may be
rearranged at any time. For discussing easily, we assume that the IP address is a
public one. Later, we will introduce the way to resolve the problem having not a
public IP.

Process of Communication. Before all of the processes are required, the
Application Server has obtained an IP address. Then the sequence to create the
connection of communication is shown in Fig 9.2.

Step 1, XMPP Client A, which is Application Client as well, registers itself to
XMPP Server with a certain ID. Any computer on Internet has the ability to access
a XMPP server even without a public IP.

Step 2, XMPP Client B, which is in the intranet, registers itself to XMPP Server
with another ID. The XMPP server that serves XMPP Client A and The one that
servers XMPP Client B are not necessary to be the same. The solution can work so
long as they are connected with XMPP protocol. It is neither necessary that XMPP
Client B has a public IP.

Step 3, XMPP Client A sends a message to XMPP Client B. In the message, a
protocol between XMPP Client A and XMPP Client B is defined to specify some
commands from XMPP Client A asking the opposite side to execute something. In
this situation, XMPP Client A asks XMPP Client B to retrieve the IP address of
Application Server and return it to XMPP Client A. The command can be binary if
it is encode with base64. In this context, it is ‘‘/IP’’ in plain text with a slash prefix.

Fig. 9.2 The sequence of communication
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Step 4, based on some kind of mechanism, XMPP Client B knows the IP of
Application Server, so that it can get the IP with a private function without com-
municating with Application Server. As an easy way, XMPP Client B can run in the
same machine with Application Server, therefore they have a same IP address. But it
is not necessary, and any method to retrieve the IP is acceptable for this solution.

Step 5, with the IP retrieved, Application Client, which is XMPP Client A as
well, can create the initial connection to Application Server.

After the process based on XMPP protocol, the program Application Client
knows the IP of Application Sever, therefore it can initiate the normal commu-
nication with Application Server.

9.3 Applying Cooperated with Other Technique

Additionally, some more complex scenario can be supported by this solution.
Application Server is behind a firewall. If Application Server is behind a

firewall, the private IP of Application Server can be mapped to a NAT server’s
public port. Once the public port and the public IP of NAT server for Application
Server is sent to XMPP Client A, which is Application Client, the communication
channel can be built by the knowledge of two sides of public ports and two side of
public IP addresses. What is need further more is a new command to retrieve the
public port. This command is no difference with retrieving public IP address in the
answering mechanism.

XMPP Clients act as a reverse proxy. XMPP Client B can cat as a reverse proxy
in the same machine with Application Server. In this way, any computer outside in
the Internet can access XMPP Client B instead of accessing Application Server
directly. XMPP Client A acts a proxy for Application Client, so that the com-
munication process can be create and kept automatically.

If the XMPP clients are wrapped with a LAN adapter driver program, the users
on Application Server and Application Client consider the communication channel
as VPN channel, just like no XMPP protocol exist, and it is not necessary of setting
XMPP ID.

9.4 Conclusions

Two XMPP clients help retrieving the IP of an application server to create a
communication channel between any computer on Internet and a server without
static IP.

This solution works when the server behind a NAT server has no public IP. It
also supports to create a VPN-like channel invisible to the final user.
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Chapter 10
Development of New Test Bench
for Vacuum Ejector and Vacuum
Regulator Based on ISO Standard

Chong Liu, Weiqing Xu and Maolin Cai

Abstract In this paper, we developed two new test benches for vacuum ejector
and vacuum regulator, which based on ISO standards, are suited for the current
status of the domestic production of vacuum components. These benches have a
simple structure, can be used easily and are designed with a more reasonable
circuit. The high-response flow transducer used in the circuit was designed on
pneumatic power to make the result more accurate. The bench, not only provides a
new platform for characteristic testing of vacuum components, but also greatly
facilitates the standardization of the production of vacuum components.

Keywords Vacuum ejector � Vacuum regulator � Test circuit � Lab windows/CVI

10.1 Introduction

With the development of modern industry, pneumatic products have developed
rapidly with their unique advantages. Today, in industrially technologically
developed countries in Europe and America, the ratio of using hydraulic and
pneumatic products has reached 6:4, while in Japan the ratio it reached 5:5 more.
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Meanwhile, SMC, FESTO, NORGREN and other large pneumatic product man-
ufacturers, and more than ten million kinds of R & D products [1] have emerged.

With the development and progress of technology in our country, a number of
inventions such as STNC, JELPC, ABC and other famous manufacturers have also
emerged. However, China’s air companies are currently stuck at the stage of
imitation of foreign products, and they have weak research and development,
lower innovation ability, and limited means of processing which resulted in poor
product quality, low prices and uncompetitiveness. Meanwhile the lack of
appropriate testing methods and test equipment is a critical factor that limits the
quality of products to improve to the higher level. For this, Beihang University
joined with the State Bureau of Quality and Technical Supervision to develop a
number of new test benches for pneumatic components.

The test benches for vacuum ejector and vacuum regulator are some of the
successful standard benches. The standard test platform that combined with the
new ISO 6358 standards revisions, are based on the basic characteristics, using the
most advanced sensor—the high-response flow transducer.

10.2 Test Objects and Their Properties

10.2.1 Vacuum Ejector and its Characteristics

The device used to complete the characteristic test of the vacuum ejector include
the exhaust characteristics and vacuum degree-inhalation flow characteristics.

The exhaust characteristic of the vacuum ejector, represents the relationship
among the maximum degree of vacuum, air consumption, maximum inspiration
flow and the supply pressure. Maximum vacuum degree is the vacuum degree
when the vacuum port is fully closed. Air consumption is the flow through
the supply of irrigation. (ANR). Maximum inspiration flow is the flow from the
vacuum suction port(ANR) when the vacuum port is open to the atmosphere.
Vacuum degree-inhalation flow characteristic is the relationship between the
vacuum degree and the inhalation flow, when the supply pressure is 0.45 MPa and
the vacuum port is under the status of changing and not closed [2].

10.2.2 Vacuum Regulator and its Characteristics

The device used to complete the characteristic test of the vacuum ejector include
the flow characteristic, pressure characteristic and vacuum pressure-input signal
characteristics.

The principles of flow characteristics are: the cut-off valve set on the upstream
of the mouth sets the pressure of the regulator, adjusts the pressure of the
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regulator to an initial setting pressure when the cut-off valve is closed; and flow
characteristic is the relationship between the inhalation flow and the setting vac-
uum degree.

The principle of pressure characteristic: from a set point, the output pressure of
electrical-pressure proportional valve of the vacuum side fluctuates within a cer-
tain range, the variation of setting side pressure caused by the pressure change of
vacuum side is the pressure characteristic of the regulator.

The principle of vacuum pressure—input signal characteristic: close the setting
side cut-off valve, control the vacuum regulator to open gradually from zero to
maximum, then close it in the same way; the relationship of the signal between the
vacuum pressure and the vacuum regulator’s input signal is the vacuum pressure-
input signal characteristic.

10.3 Structure of the Test System

10.3.1 Mechanical Structure

The performance test platform consists of two sections, stainless steel, sheet metal,
experimental table which is made of common structures. Electromagnetic valve,
electrical—flow proportional valve, electrical-pressure proportional valve, high-
response flow transducer developed according to pneumatic power and other com-
ponents form a standard test circuit connected by the hose.

In order to prevent noise, we designed the special back-cover, meanwhile
designed some dedicated quickly plug port, which make the connection among the
components conveniently, the test circuit picture same to the fact connection
support the test operator more convenient. The hardware of the test bench is IPC
supported by ADVANTECH. Together with the 22-inch display makes the test
curve clearly easy to read. The band of the test procedure’s introduction which is
below the LED display reminds the operator to test according to the steps.

These two test benches construct compactly, operate easily, with a cleaner
appearance, modern and strong, as shown in Fig. 10.1.

10.3.2 Test Circuit and Test Procedures

Test circuit and test procedures of Vacuum ejector [3]
The test circuit of vacuum ejector is as shown in Fig.10.2.
The test steps of the vacuum ejector’s exhaust characteristic are:

Control Solenoid valve (E) through the circuit, regulates the opening size of the
electrical-flow proportional valve (M), making the flow reach the settings.
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Set the output air pressure range of the electrical-pressure proportional valve (F).
Start to test, IPC (N) control the change of the electrical-pressure proportional
valve’s (F) pressure automatically, meanwhile, collects dates, displays, saves and
generates the reports automatically after the test.

The test steps of vacuum degree-inhalation flow characteristic are:

Control Solenoid valve (E) through the circuit, regulates the electrical-flow
proportional valve (F), setting the output pressure on 0.45 MPa.

Fig. 10.1 Test benches on characteristics of vacuum ejector and vacuum regulator
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Fig. 10.2 Test circuit of vacuum ejector. A-gas source; B-filter; C-regulator; D-cut-off valve;
E-solenoid valve; F-electrical-pressure valve; G- high-response flow transducer; H-pressure mea-
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Set the output flow range of the electrical-flow proportional valve (M).
Start to test, IPC (N) controls the change of the electrical-flow proportional
valve’s (M) flow automatically, meanwhile, collects dates, displays, saves and
generates the reports automatically after the test.

10.3.3 Test Circuit and Test Procedures of Vacuum Regulator

The test circuit of vacuum regulator is as shown in Fig. 10.3 [4].
The test steps of vacuum ejector’s exhaust characteristic are:

Control Solenoid valve (F) through the circuit, closes the electrical-flow propor-
tional valve (M), setting the output pressure by regulating the electrical-pressure
proportional valve (G).
Set the vacuum pressure of the vacuum regulator (K) and the opening size range
of the electrical-flow proportional valve (M).
Start to test, IPC (N) controls the change of the electrical-flow proportional
valve’s (M) flow automatically, meanwhile, collects dates, displays, saves and
generates the reports automatically after the test.

The test steps of vacuum regulator’s pressure characteristic are:

Control Solenoid valve (F) through the circuit, setting the output pressure by
regulating the electrical-pressure proportional valve (G).
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Fig. 10.3 Test circuit of vacuum regulator. A-vacuum pump; B-cylinder; C-filter; D-regulator;
E-switch; F- solenoid valve; F-electrical-pressure valve; G- high-response flow transducer;
H-pressure measuring tube; I-pressure gauge; J-pressure sensor; K-vacuum regulator; L- high-
response flow transducer; M-electrical-flow proportional valve; N-control center
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Regulate the electrical-flow proportional valve (M) and measured vacuum regu-
lator (K) to set the output of the vacuum pressure, setting the change, range of the
electrical-pressure’s(G) output pressure divided into three sections.
Start to test, IPC (N) control the change of the electrical-pressure proportional
valve’s (G) output pressure automatically, meanwhile, collects dates, displays,
saves and generates the reports automatically after the test.

The test steps of vacuum regulator’s vacuum pressure—input signal charac-
teristic are:

Control Solenoid valve (F) through the circuit, close the electrical-flow propor-
tional valve (M), setting the output pressure through regulating the electrical-
pressure proportional valve (G).
Set the opening size change range of the electrical-pressure proportional
valve (G).
Start to test, IPC (N) controls the change of the electrical-pressure proportional
valve’s (G) output pressure automatically, meanwhile, collects dates, displays, saves
and generates the reports automatically after the test.
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Fig. 10.4 Realization of the function of the test platform
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10.3.4 Signal Acquisition and function realization

Realization of the function of the test platform as shown in the process in
Fig. 10.4.

The test benches develop a series of standard modules based on the flexible
software-Lab Windows/CVI. The working platform and its operation is conve-
nient, humanistic and reliable, and it is easy to modify the program [5]. Software
designed can achieve the following requirements:

The test parameters set and interface controlled;
The data acquisition module parameters’ collected and filtered;
Calculate the performance parameters according to the collected data;
Monitor the test system parameter, judge the working conditions, abnormal
security alarm.
Record storage and real-time display;
The historical data query and search;
The test report’s generation and printing.

Achieve the above functions,which are the basic working interface as shown in
Fig.10.5.

10.4 Summary

This series of test platforms developed along the needs of the enterprise, according
to the latest ISO standards, and designed as the opening structure and test platform
in Lab Windows/CVI, can test the characteristics of the vacuum ejector and
vacuum regulator. The test platform supports a new convenient and effective way
of testing, which must promote the improvement of pneumatic components and
make the pneumatic industry develop better and better.

Fig. 10.5 Basic working function interface
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Chapter 11
Research and Implementation of Sensor
Network Gateway in Green Internet
of Things

Yongtao Meng, Yongjun Zhang, Kai Zhang and Wanyi Gu

Abstract With the development of Internet of Things, the Sensor Network
becomes more intelligent and practical for efficient and low-carbon green
communications, such as environment monitoring, intelligent building, etc. While
the problem that it is difficult to connect mutually between sensor network
and existing transmission network has affected its development. In this paper,
we propose the Sensor Network Gateway (SNGW) with multi-interface access to
adapt the various sensor networks. In order to explain the principle better, we take
Zigbee access as the example and analyze the structure according to the position of
the SNGW in the protocol architecture. And at the end of this paper, we perform
the implementation of SNGW with ARM9-based Embedded System.

Keywords IOT � Sensor network � Gateway � Zigbee

11.1 Introduction

With the proposal and application of the Internet of Things, the Government pays
more attention to promote the development of Internet of Things actively. A new
round of information technology will drive our society into an era of omniscient
IOT communication. With the development of the Internet of Things, we will
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manage production and living in a more meticulous and dynamical way, in order to
achieve the state of intelligence and improve the utilization of resource and quality
of life and the relationship between human and nature. It is consistent with our
development strategy of information technology to research and apply IOT tech-
nology at this stage.

The Internet of Things is a novel paradigm that is rapidly gaining ground in the
scenario of modern wireless telecommunications. The basic idea of this concept is
the pervasive presence around us of a variety of things or object, such as radio
frequency identification tags, sensors, actuators, mobile phones, etc. [1]. However,
with the rapid development of the IOT, the number of the sensors increases
geometrically and the types and interface of the sensors will be more complicated,
and the sensors form a large and widely distributed networks which is one part of
the IOT. And the transmission pressure of the integration information from the
sensors increase gradually. As a result, a bottleneck appears between millions of
the information from the sensors and the transmission network. So, in order to
resolve the problem, we have to use Sensor Network Gateway (SNGW) which is
able to solve this problem of the information transmission among different
networks.

As we all know, the traditional definition of the Internet Gateway (IGW) is to
selectively information relay from one sub-network to another and to perform
protocol conversion where necessary. The IGW performs the network intercon-
nection at the Transport Layer and is the most complex internet equipment, just
applying between two different higher layer protocols. The structure of the IGW is
similar to the router and can be both used for WAN and LAN. In the use of
different communication protocol, data format or language, or even completely
different architecture between two systems, the IGW seems like a translator. The
IGW re-packages the information after receiving to suit the terminal system.
Meanwhile, the IGW can also provide filtering and security features. Most IGW
run on the Application Layer which is on the top of OSI architecture.

11.2 Sensor Network Gateway

The Internet of Things is not entirely new network architecture. It should be a new
generation of integrated network based on the existing sensor and transmission
network and application of industry. At the same time it should appear as the
extended and supplementary of the nerve endings of the ubiquitous network.
The basic network architecture is composed of Application Layer, Transmission
Layer and Perception Layer [2]. If we introduce the deployment of Aggregation
Layer, the typical IOT application architecture can be divided into four layers
as shown in Fig. 11.1 and they are Application Layer, Transmission Layer,
Aggregation Layer and Perception Layer.

Application layer: according to the command of application, it computes and
analyses the millions of the information and then provides various services. That
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is, Data processing and services providing are two major purposes of the appli-
cation layer.

Transmission layer: the transmission channel is set up by the current commu-
nication network, such as Internet, 2G/3G, etc.The aim of this layer is to transfer
data between aggregation layer and application layer in a large area or long dis-
tance through the transmission network. Long-range wired and wireless commu-
nication technologies, network techniques are necessary in this layer.

Aggregation layer: in this layer, the information collected from the perception
layer will be pretreated. Before transferring the information to the upper layer, we
have to unite the transmission format because the transmission layer can only
identify the data with the standard format. In this paper, the SNGW device is in
this layer, and this part is most significant than others [3].

Perception layer: low-cost, reliability and easy to deploy are three important
factors of the perception layer. In this layer, it collects the data through data
acquisition device at first, and then the data is transferred to the next layer by wire
or wireless ways according to different devices. The intelligence of this layer
depend on the capability of computing and analysis of aggregation layer.

As a bridge to connect sensor networks with traditional communication net-
works, SNGW can provide the functionalities of protocol conversion and device
management to achieve the integration between various perceived access and core
network. Specifically, SNGW has the following characteristics:

Receiving various types of sensor data from front terminal and performing
unified management. As the perceptive module of front terminal, the Gateway
allows to input various types of data and communicate with different kinds of

Fig.11.1 Typical IOT application architecture
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interface. Not only the digital input, but also the collection of the analog can be
permitted. The Gateway is able to identify and specify the information at the same
time. There are several kinds of interface which accesses the Gateway, such as
serial port, Ethernet and USB, etc.

Intelligent processing and feedback control. The Gateway achieves storage,
management and control of various kinds of sensor information and provides basic
information management of database, fault, security, voice and video for the
background platform. And another aim is to judge and treat the feedback control
signal based on the intelligent analysis of the receiving information. Then
according to the command of the application, it sends control signals to the front
terminal. Finally, the mechanism is formed automatically and interactively.

Above all, the Gateway is the carrier of the aggregation layer and also the key
device with generality and standardization.

11.3 Design of Sensor Network Gateway Module

11.3.1 Module of the Gateway Requirements

According to the position of the gateway in the IOT application architecture,
it should support internal data collection and aggregation from the sensors and
transfer the data information to the transmission network, such as Internet, 2G/3G
networks, xDSL networks and other network interfaces and the requirements are
shown as follows:

Data collection: the first function of the SNGW system is to receive data from
sensor terminals or commands from transmission network. And then transfer data
to the other networks transparently and correctly.

Protocol conversion: RFID technology and Zigbee network communication
protocols are used in wireless sensor network, while the internet network is based
on TCP/IP protocol. As a result, the SNGW has to acquire the message packet
from the sensor nodes by short-distance wireless communication or by twisted pair
or coaxial cable directly. And then it uses the xDSL, 3G and other network
interfaces to send packets to telecommunication or Internet. Therefore, SNGW
should analyze and re-package the sensor data after receiving it, and then capsulate
and send the re-packaged data based on telecommunication protocols [4].

Management and control: as an independent system, the SNGW should also
support the capability of management and control. On one hand, the Gateway has
to manage the information from the sensor network, and store or forward the
information to the other sensor network. On the other hand, the gateway receives
the commands from the remote server; it should translate the commands and then
send them to the sensor nodes so that the devices in the sensor network can execute
the command correctly.
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11.3.2 Design of Sensor Network Gateway Module

The SNGW should contain all layers of the networks involved and converts
application information between appropriate formats. And the SNGW is imple-
mented according to the proper architectures to perform the interconnection
transition. These are several reasons why the gateway has to contain all layers of
the network. First the gateway converts frames with consistent addressing schemes
at the data-link layer and the router deals with packets at the network layer. While
sub-networks differ in their higher layer protocols, especially in the application
layer, or the communication functions of the bottom three layers are not sufficient
for coupling. This is the obvious difference between SNGW and usual getaway.

We give the module and analyze the protocol conversion of the SNGW in
this part. We divide the Gateway into five layers shown in Fig. 11.2 which are
composed of Physical Layer, Data Link Layer, Network Layer, Transport Layer
and Application Layer.

In perception layer, there are several kinds of way of communications, such as
Zigbee, RFID, USB, Wi-Fi, RJ-45, RS232/485, etc. because of the difference of
the communication between different devices, the gateway has to provide the
various access interfaces, and that is, the gateway can identify and analyze the data
from different interfaces of the sensors. In Fig. 11.2, the sensing devices are
classified according to their internal protocol structure.

In order to gain insight into the architecture of the Sensor Network Gateway, we
take Zigbee for example. In December 2000 IEEE IEEE802.15.4 set up a working
group to define a low complexity, low-cost and low-power consumption low-rate
wireless connectivity that would be used in suitable fixed, portable or mobile
devices. The wireless connectivity technology is ZigBee. Therefore, ZigBee
technology’s physical layer and link layer protocol used mainly IEEE802.15.4
standard [5]. IEEE 820.15.4/ZigBee protocol stack architecture is shown in
Fig. 11.3.

A SNGW is intended to provide an interface between ZigBee and IP devices
through an abstracted interface on the IP side. The IP device is isolated from the
ZigBee protocol by that interface, see Fig. 11.4. The Gateway translates both

Fig. 11.2 The SNGW layers
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addresses and commands between ZigBee and IP. The IP stack is terminated at the
Gateway as is the ZigBee Stack; the Gateway provides translation between the
respective stacks [6].

Simply, whether Zigbee, RFID or USB communication, we can divide the
application into several layers and the Gateway can analyze the data in every layer
by packaging and re-packaging the frames. And finally the SNGW can package the
information which can transfer on the transmission layer.

11.4 Implementations

This section presents some applications about the SNGW system.

11.4.1 Sensor Nodes

The hardware architecture of the sensor nodes are shown in Fig. 11.5. We take
Zigbee device, serial device and USB device as the terminal sensors. The Zigbee

Fig. 11.3 IEEE 820.15.4/
ZigBee protocol stack
architecture

Fig. 11.4 Sensor Network
Gateway architecture
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node uses CC2430 as the wireless communication module, integrated with tem-
perature data collection module.

We use IAR system Embedded Workbench to develop the CC2430. The sensor
nodes collect the data of temperature, and then the data can transfer after pack-
aging according to Zigbee protocol by built-in wireless channel. The receiver
receives the wireless data, and re-package until the data can transfer in physical
layer through serial port. So the data is reported to the gateway by the serial port
finally. Besides, the sensor with serial device can transfer the data by the serial port
directly. And the USB device uses its own protocol to exchange the information
with SNGW as the Zigbee device. In this application, we use USB Sound Card as
the Bidirectional voice channel.

11.4.2 Sensor Network Gateway

The hardware structure of SNGW is shown in Fig. 11.6. The Gateway uses
AT91RM9200 platform with 180 MHz CPU, 32 M DSRAM, 4 M NOR flash and
64 M NAND flash as the processor. The storage and memory are respectively and
we use ARM-Linux and GCC as the operating systems and programming
environment.

(1) CPU; (2) SDRAM; (3) NAND Flash; (4) NOR Flash;
The main function of the gateway is to read data from serial port, write data to

the serial port and forward sensed data. We communicate with SNGW system by
Hyper Terminal serial port. The data from the serial port and A/D conversion can
been seen in the screen shown in Fig. 11.7. As shown in Fig. 11.7a, the data
collected by the sensor devices is sent to gateway through serial port. In Fig. 11.7a,
1 the audio value; 2 control air-condition ON/OFF according the temperature; 3, 4
and 5 The voltage value from the AD chip; 6 alarm signal; 7 the data of

Fig. 11.5 The hardware architecture of the sensor nodes. a Serial devices and USB device;
b Zigbee device
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temperature, AD value and alarm. In Fig. 11.7b, the data collected by the Zigbee
node is sent to the gateway through the wireless channel and the receiving chip
connect to the Gateway by serial port. After turn on the Zigbee module, it shows
‘‘A temperature node has added to the net’’ and assigns the address and the
channel. We can obviously see the change of the temperature if the environment is
changing. After transplanting Linux operating system into the embedded ARM9
system, we need to implement the data transmission, protocol conversion and
command agent functions to meet the requirements mentioned above. After the

Fig. 11.6 The hardware
structure of Sensor Network
Gateway

Fig. 11.7 The data from the
SNGW platform with linux
operating system. a data from
sensors; b data from Zigbee
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system is turned on, the Linux operating system boots first, and then the main
program will initialize the applications and establish the socket connection by
setting IP address and MAC address. In this design we provide Ethernet with the
remote server.

11.4.3 Application Service

In this application, we take JAVA as the main technical, and the other auxiliary
programming technical contain JavaBean, JavaApplet, JavaScript, Ajax and Socket,
etc. The main modules deployed in the application server shown in Fig. 11.8.

Fig. 11.8 The structure of the application platform

Fig. 11.9 Application functions. a system management; b topology management; c data
collection; d warning management; e database management
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In TCP Server, we implement data receiving and processing functions which
supports Ethernet communication channels. The information is uploaded to the
server by Socket communication technology. The manager processes and
stores the information, and then transfers to the GUI. Finally, the information is
displayed on the browser.

The application platform provides the functions including system management,
topology management, data collection, fault monitoring, database management,
etc. as shown in Fig. 11.9.

11.5 Summary

The SNGW becomes more and more important to adapt to a various access methods.
Sensor networks/IOT will be the expansion of present network, eventually becoming
part of the next generation Internet to achieve global interoperability. In this paper,
we present the SNGW with multi-access, and analyze in detail with Zigbee access
system. Besides, in the implication we use several kinds of sensor devices in order to
perform the multi-access. According to different requirements, the SNGW can
widely use in various areas, such as smart home, industrial control, environment
monitoring, etc. While there is still much work waiting for research for the more
comfortable life in future.
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Chapter 12
LDPC Coding Proposal for Pulsed-OFDM
Modulation for WPAN Systems Using
UWB Communication in Indoor
Propagation Channels

C. T. Manimegalai, R. Kumar and S. B. Sumith Babu

Abstract In this chapter, we describe a combined approach where low
density parity check (LDPC) codes are used to reduce the complexity and power
consumption of pulsed orthogonal frequency-division multiplexing (pulsed-
OFDM) ultra-wideband (UWB) systems. The proposed system will use LDPC
codes to achieve higher code rates without using convolution encoding and
puncturing thereby reducing the complexity and power consumption of pulsed-
OFDM system. The LDPC-pulsed-OFDM system will achieve channel capacity
with different code rates and will have good performance in different channel
fading scenarios. The proposals from pulsed-OFDM system is used where pulsed
signals could spread the frequency spectrum of the OFDM signal. The perfor-
mance of LDPC-pulsed-OFDM system for wireless personal area networks
(WPAN) is analyzed for different UWB indoor propagation channels (CM3 and
CM4) provided by the IEEE 802.15.3a Standard activity committee. To establish
this, we present a design of LDPC-pulsed-OFDM system using the digital video
broadcasting-satellite-second generation (DVB-S2) standard and provide the
simulation results for the different code rates supported by LDPC codes.
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Keywords Low density parity check (LDPC) � Orthogonal frequency-division
multiplexing (OFDM) � Pulsed orthogonal frequency-division multiplexing
(pulsed-OFDM) � Ultrawideband (UWB) � Digital video broadcasting-satellite-
second generation (DVB-S2) �Wireless personal area networks (WPAN)

12.1 Introduction

The upsurge of wireless communication devices in our lives shows no sign of
languor. The growing demand for high quality media and high-speed content
delivery drives the pursuit for higher data rates in communication networks.
Wireless personal area networks (WPANs) are used to convey information over
relatively short distances of about 10 m among a relatively few participants.
Unlike WLANs, WPANs connections involve little infrastructure. This allows
small, power efficient, inexpensive solutions to be implemented for a wide range of
devices. LDPC codes have the advantage of achieving near-channel capacity for
different code rates. LDPC codes are the codes that offer error detection and
correction capabilities close to theoretical limit [2]. Higher code rates can be
achieved easily and hence reduce the complexity, power consumption and cost of
the system implemented using LDPC codes. Also, UWB technology is used for
short- and medium-range wireless communication networks with various
throughputs including very high data rate applications. UWB communication
systems use signals with a bandwidth that is larger than 25% of the center
frequency or more than 500 MHz. The main issue of spectrum scarcity is
overwhelmed by ultra-wideband technology. UWB communication systems have
advantages, including robustness to multipath interference and inherent support for
location-aware networking and multiuser access [3, 4]. UWB communications
transmit in a way that does not interfere largely with other more traditional
narrowband and continuous carrier wave which uses the same frequency band.

OFDM technique and its variations are widely used in several narrow-band
systems. Pulsed-OFDM is a major UWB system that uses OFDM modulation in
the UWB spectrum. The pulsation of the OFDM signal spreads its spectrum and
provides a processing gain that is equal to the inverse of the duty cycle (less than
one) of the pulsed subcarriers [1]. A pulsed-OFDM signal can easily be generated
by up-sampling the output of an inverse fast Fourier transform (IFFT) module in a
normal OFDM system. Also, a low-complexity receiver is achieved for the
pulsed-OFDM system that exploits the spreading gain provided by the pulsation
to enhance the performance of the system in multipath fading channels [1].
In this paper, we propose an enhancement to the pulsed-OFDM system where
the complexity of achieving higher data rates using convolution encoding and
puncturing technique is replaced by an LDPC encoder. The new approach is an
combined form of the benefits of LDPC codes, UWB and pulsed-OFDM
technology.
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Chapter 2 discusses about the pulsed-OFDM signal generation and its key
concepts that is used in the proposed system. Chapter 3 describes the proposed
system model and how it reduces the complexity and power consumption when
compared to Pulsed-OFDM system. Chapter 4 presents the simulation results of
the proposed system for channels CM3 and CM4 with different code rates.

12.2 Pulsed-OFDM-System

In the pulsed-OFDM scheme [1], the pulsed-OFDM signal can be generated by
up-sampling the digital baseband OFDM modulated signal before sending it to a
conventional DAC. The up-sampling is done by inserting K - 1 zeroes between
samples of the signal. The resulting pulsed-OFDM signal is then a pulse train
with a duty cycle of 1/K. The main difference between pulsed-OFDM and
normal OFDM is the up-sampling operation after the IFFT. The up-sampling
factor K needs to be smaller than or equal to an upper limit Kmax given by
(12.1), where x is the subband bandwidth, Bc is the coherence bandwidth of the
channel and Tspread is its maximum delay spread. Here, xb c denotes the largest
integer that is smaller than x. For a given channel, the optimum K is in the range
K = 1,…, Kmax.

Kmax ¼
x
Bc

� �

¼ xTspread

� �

: ð12:1Þ

In the multiband-OFDM (MB-OFDM) approach in [5], the available UWB
spectrum is divided into several subbands of smaller bandwidth. An OFDM
symbol is transmitted in each subband, and then, the system switches to another
sub-band. Quadrature phase-shift keying (QPSK) modulation is used for OFDM.
The transmitted signal in this scheme is given by

x tð Þ ¼
X

r

X

M�1

k¼0

br
k ej2pkf0t p t � rTp

� �

e�j2pc rð Þt
Ts : ð12:2Þ

where M is the number of subcarriers in each OFDM symbol, and p(t) is a
low-pass pulse with duration Tp. The QPSK symbol that is transmitted in the rth
time slot and over the kth subcarrier is denoted by br

k: The subcarrier spacing is
denoted by f0 and is equal to 1/Tp. Sequence c(r) controls frequency hopping
between subbands. The MB-pulsed-OFDM signal can be presented with a similar
formula as the MB-OFDM signal in (12.2). Here, p(t) is a train of pulses with duty
cycles less than one [1], i.e.,

p tð Þ ¼
X

N�1

n¼0

s t � nTð Þ: ð12:3Þ
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where s(t) is a monopulse with duration Ts, and T is the pulse separation time,
which is larger than Ts. The number of monopulses is denoted by N and is the same
as the number of subcarriers for the OFDM modulation. This number will be
chosen, such that the total bandwidth of the pulsed-OFDM signal becomes equal
to that of the non-pulsed-OFDM signal [1]. The selection of up-sampling factor K
in a given scenario can be done once a suitable design criterion is chosen. This is
explained in [7], using the concept of outage capacity [8, 9]of the pulsed-OFDM
system in fading channels. The advantage of this approach is that it leads to
results that can be applied, regardless of the choice of coding, interleaving and
modulation schemes [1].

12.3 LDPC-Pulsed-OFDM

LDPC codes are a class of linear block codes developed by Robert G. Gallager
in 1963. LDPC codes have easily parallelizable encoding and decoding
algorithms. The parallelizability is ‘adjustable’ providing the user an option
to choose between throughput and complexity. The function of the encoder is to
add extra redundant data for given uncoded data. This extra redundant data,
called as parity data is useful in detecting the errors that are introduced during
the data transmission through a channel. LDPC encoder along with BCH encoder
block is used for generating the parity data in DVB-S2 systems. In this approach,
the parity-check matrix of the LDPC code with code rate R is obtained from the
DVB-S.2 standard.

12.3.1 System Parameters

To transmit information, the Pulsed-OFDM system uses convolutional coding and
puncturing to achieve a rate of 2/3, followed by OFDM modulation with M = 32
subcarriers. In the LDPC-Pulsed-OFDM system we use LDPC codes to achieve a
specific code rate, followed by OFDM modulation. Figure 12.1 shows the new
system transmitter and receiver. The input signal is assumed to be scrambled and is
fed to the LDPC encoder. The encoder uses 100 iterations to encode the scrambled
input signal. QPSK mapping sets the constellation points for the encoded symbols.
This helps in error detection and correction. The signal is then passed through a
serial-to-parallel converter to separate the diversity branches. Each branch is
separately demodulated using FFT algorithm. A 32-point IFFT is used at the
transmitter followed by up-sampling with a processing gain of K = 5. Similar to
other OFDM systems, a cyclic prefix (CP) added after the IFFT at the transmitter
and discarded from the received signals before the FFT in each branch eliminates
inter-symbol interference and inter-channel interference in all branches. At the
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receiver, the diversity branches are combined using equal gain combining
followed by constellation de-mapping and LDPC decoding.

12.3.2 System Performance

To compare the performance of the LDPC-Pulsed-OFDM and Pulsed-OFDM
systems, a complete simulation of the system over the channel models described in
the IEEE 802.15.3a UWB channel modeling report [10]. Two channel models
(named CM3 and CM4) are presented to model the channels at 10 m. Here, the
simulation results of both channels at extreme fading conditions are presented.
Figure 12.2a–g shows the results over the CM3 and CM4 channel under log normal
fading conditions. In this figure, the bit error rate is plotted versus the signal-to-noise
ratio for both systems. The simulation results show that the LDPC-Pulsed-OFDM
system performance is stable for different code rates and achieves a BER nearly 10-5
for SNR up to 6 dB using QPSK. The performance of LDPC-Pulsed-OFDM is better
in additive white Gaussian noise (AWGN) channel and would achieve BER nearly
10-7 for SNR up to 16 dB using amplitude-phase-shift keying (APSK).

12.3.3 Power Consumption

The power consumption of a very-large-scale-integration (VLSI) chip is
determined by its clock rate and the supply voltage and capacitance of the circuit.
As the number of components is reduced, the power consumption of the VLSI
chips will be less. This system is implemented with lower complexity and power
consumption compared to the existing baseline system.

Fig.12.1 System Model for the proposed LDPC-Pulsed-OFDM System. a Transmitter. b Receiver
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Fig. 12.2 BER versus SNR in dB for the LDPC-Pulsed-OFDM system in CM3 and CM4
channels a CM3 and CM4 for code rate 2/5 b CM3 and CM4 for code rate � c CM3 and CM4
for code rate 2/3 d CM3 and CM4 for code rate 3/4 e CM3 and CM4 for code rate 5/6 f CM3 and
CM4 for code rate 8/9 g CM3 and CM4 for code rate 9/10
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12.3.4 Channel Parameters

The IEEE 802.15.3a UWB channel parameters that is used for the simulation is
given below in Table 12.1.

12.4 Simulation Results

The performance of LDPC codes is measured in terms of bit error probability
versus signal-to-noise ratio. The simulation results of LDPC-Pulsed-OFDM for
the different code rates supported by LDPC DVB-S.2 standard are presented.
The proposed system is analyzed for UWB indoor propagation channels CM3 and
CM4 under log normal fading with the code rates 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
and 9/10. The log normal fading characteristics incorporate the worst channel
conditions possible. The simulation results in Fig. 12.2a–g show that the LDPC-
Pulsed-OFDM system achieves a bit error rate nearly 10-5 for the above indoor
channels. The frame size of 300 and 256 bits per block is used for all of the above
code rates under extreme line of sight channel conditions. SNR of 6-8 dB is
achieved for CM3 and SNR of 4 dB for CM4 using QPSK. Higher values of SNR
can be achieved by using different modulation schemes.

12.5 Conclusion

LDPC-Pulsed-OFDM is a combination of the benefits of LDPC codes and pulsed-
OFDM, utilizing the ultra-wideband spectrum to efficiently achieve a comparable
performance under different code rates and achieves a bit error rate nearly 10-5.
The system provides frequency spreading and diversity in multipath fading
channels. By replacing the convolution encoder and puncture in the Pulsed-OFDM
system and using LDPC encoder, we designed a system for the WPAN utilizing
the UWB channel conditions with reduced complexity, reduced power consump-
tion. Since, QPSK is used; the maximum achievable SNR is 6–8 dB. To enhance

Table 12.1 IEEE 802.15.3a UWB channel parameters

Model parameters CM3 CM4

K [1/ns] (cluster arrival rate) 0.0667 0.0667
k [1/ns] (ray arrival rate) 2.1 2.1
C (cluster decay factor) 14.00 24.00
c (ray decay factor) 7.9 12
r1 [dB] (stand. dev. of cluster lognormal fading term in dB) 3.5 3.5
r2 [dB] (stand. dev. of ray lognormal fading term in dB) 3.4 3.4
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this system, amplitude-phase-shift keying (APSK) could be used, to achieve SNR
up to 16 dB for different code rates. Also, data rates of more than 1Gbps could be
achieved using MIMO.
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Chapter 13
Study of Voice Conversion Information
Systems

Xiaoning Li, Yingjuan Sun and Zhuo Zhang

Abstract Voice conversion is based on the combination of proposed independent
target speaker pitch between the sources of the transfer information systems.
Because, although the conversion is in the field by modifying the residual signal
oise time interval to achieve, it is not on cloud/unvoiced decisions need and make
the same silent treatment, which, in the expression part of the, IoSE equivalent
pitch information, and in the silent period.

Keywords Voice conversion � Information systems � Prosody transformation

13.1 Introduction

Advances in low-power components and system design have brought
general-purpose computation into watches, wireless telephones, PDAs and tablet
computers. Parameters in the speaker, in addition to personality characteristics
reflect channel spectral envelope information parameters [1], the rhythm of the
speech signal functions pack speaker of the status and wealth. Prosodic parameters
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include pitch contour, phoneme duration, energy and other parameters. Power
management of these systems has traditionally focused on sleep modes and device
power management. In a system we normally operate the CPU/SDRAM at 266/
133 MHz above 1.65 V and at 66/33 MHz above 0.9 V, typically providing a 13:1
SOC core power range over the 4:1 performance range [2].

In this study, consider the main speaker and target speaker pitch between the
source of the transfer because, although the conversion is in the field by modifying
the residual signal IoSE time interval to achieve, it is not on cloud/unvoiced
decisions need and make the same silent treatment, which, in the expression part of
the, IoSE equivalent pitch information, and in the silent period, IoSE reflected
signal suddenly development time. In the past, voice conversion algorithm, fre-
quent change of pace only part of the pitch period of voiced and voiceless,
including neglected prosodic information. Prosodic features as a parameter IoSE,
more fully into account useful information on the speech characteristics [3] of
speech signal conversion rhythm.

13.2 Information Systems

The CPU clock is generated by a clock divider outside of the PLL feedback path,
and the circuit design allows to divide ratios to be changed without glitches on the
output clock. This is because based on gaussian mixture model (GMM) [4]. The
spectrum for voice conversion algorithm is used to match the weighted average of
function, likely to cause conversion of the speech spectrum too smooth, formant
peaks weakened, and the bandwidth expansion.

Viterbi algorithm-based voice conversion for each frame spectral characteris-
tics of the GMM parameters to find the best components for conversion, a single
component of the transfer function, avoiding the transfer function of the weighted
treatment. In addition, the spectral distortion measure is a common way to measure
the spectrum distortion degree method. This paper Itakura spectral distance
measure is a statement in the four cases, after the traditional GMM-based Viterbi
search algorithm and the algorithm based on the Itakura spectral distance
converted.

The ratio of the control chart is found, it can be seen from the chart, in either
case. The base in the Viterbi search algorithm is better than conversion based on
GMM algorithm. But can also be seen that the opposite sex has a superior voice
conversion performance conversion between the voice in the performance of the
same sex. This is special because of the opposite sex sign from the larger
parameter space, the relative ratio of energy conversion in the past will be larger,
and the effect will be more evident in some ways. Compared with the Fourier
transform, wavelet transform is a space (time) and frequency of the local trans-
formation, which can effectively extract information from the signal. By dilation
and translation functions such as operations on the function or signal can be multi-
scale refinement analysis; Fourier transform solves many difficult problems that
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can not be solved. Contact the application of wavelet mathematics, physics,
computer science, signal and information processing, image processing, seismic
exploration, and other disciplines. Mathematicians believe that wavelet analysis is
a new branch of mathematics, it is a functional analysis, Fourier, like coherence
analysis, numerical analysis of the perfect crystal; signal and information pro-
cessing experts believe that wavelet analysis is the time-scale analysis and multi-
resolution analysis is a new technique, which signal analysis, speech synthesis,
image recognition, computer vision, data compression, seismic exploration,
atmospheric and ocean wave analysis and other aspects of studies have meaning
and application of scientific results.

Figure in the case of a voice (voice script ‘‘Variable capacitor’’) of the spectral
envelope of the comparison chart. It can be seen from the chart, GMM algorithm
based on the conversion results are poor, badly flat speech spectrum slip, peak
decreased, while the Viterbi algorithm based on the performance of a good
conversion. Performance and voice format have been strengthened.

Experiment was divided into four sub-tasks, namely the transformation from
male to male (W1-W4), male to female conversion (W1-W2), female to
female’s turn for (W2-W3), female to male conversion (W3-W4). Figure 13.1 is
W1-W4 case, source statement ‘‘socialism’’ before the conversion and the target
language after the spectrum in terms of voice control chart.

As can be seen from the graph out, based on the GMM algorithm and Viterbi
search algorithm based on voice conversion has obvious effects, converted spec-
trogram are more recent the target voice spectrogram. But Viterbi search algorithm
based on the language spectrum trend on the chart in GMM-based algorithm is
better than spectrogram that is lower the inter-frame GMM algorithm dynamic
distortion of speech spectrum, and achieved good results.

Y. Meyer constructed a real chance of wavelets, and established cooperation
with S. Mallet unified method of wavelet construction—multi-scale analysis,
wavelet analysis began to develop, including Belgium, written by female mathe-
maticians I. Dubieties, ‘‘Ten Lectures on Wavelets’’ the popularity of wavelet
played an important role in promoting. Fourier transform, the window fourier
transform (Gabor transform), compared with a good time–frequency localization
properties, which can effectively extract information from the signal through
dilation and translation functions such as computing functions or signals on the

Fig. 13.1 Ways conversion
system
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detailed analysis of multi-scale (multistage analysis), to solve the Fourier trans-
form cannot solve the many difficult problems, which wavelet transform known as
the ‘‘mathematical microscope’’, which is a milestone in the history of harmonic
analysis of the development progress.

Six high-tech electronics and information technology is an important area in
which important aspects of image and signal processing. Today, signal processing
has been the work of contemporary science and technology, an important part of
the purpose of signal processing is: accurate analysis, diagnosis, coding and
quantization, fast delivery or storage and precision to reconstruct (or recover).
From the mathematical point of view to signal and image processing can be unified
as a signal processing (image can be seen as two-dimensional signal), the wavelet
analysis to many of the many applications, can be attributed to signal processing
problems. Now, for the nature of change over time, the signal is stable (stationary
random process), is still the ideal tool for dealing with Fourier analysis. But in
practice the vast majority of the signal non-stable (non-stationary random process),
and especially for non-stable signal wavelet analysis tools can be applied.

Proposed a voice conversion based on Viterbi search operator France, through
the establishment of the target speech frames to describe the voice transition
probability matrix signal frame timing information, then use Viterbi search algo-
rithm to find the characteristic parameters of speech signal frames the best GMM
components to complete the spectral characteristics of speech signal parameters of
the conversion, in the rhythm conversion is too strong on the residual signal in the
statistical analysis of the excitation pulse sequence match so as to achieve a change
of pitch information. Experimental results show the proposed.

This allows CPU frequency scaling over a wide range with low latencies.
B. System Clocking The 405LP [5] CPU clock is further divided down to generate
clocks for the internal and external busses: the high-speed processor local bus
(PLB) in a CPU-intensive application like media decoding we find that lowering
bus frequencies from their maximum performance points can result in system-wide
energy savings without impacting real-time performance. However, power man-
agement policies are typically defined to only scale the CPU and PLB (memory)
frequencies, leaving the lower speed busses at fixed frequencies. This avoids the
need to reprogram bus controller parameters and IP cores that have some sensi-
tivity to peripheral bus frequencies. In the 405LP design changing the CPU
and bus clocking scheme requires updating anywhere from one to three control
registers and may also require reprograming the SDRAM controller and other bus
controllers.

13.3 Voice Conversions

The voice conversion algorithm, to overcome the traditional GMM based voice
conversion operator law of the spectrum caused by the dynamic distortion of the
shortcomings of frame, but also improved the weighted average of the speech
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spectrum caused by the problem of too smooth, so that the converted voice
formants have been strengthened.

But code word vector quantization (VQ) codebook based on the form of
matching limited, limited to set parameters, resulting in discontinuous parameters,
greatly reducing the voice quality. Stygian, who proposed based on GMM of the
matching function of the continuous, the minimum mean square error criterion to
estimate the parameters of the matching parameters to maintain the continuity of
space and improve the quality of synthetic speech, and demonstrates how the
matching function VQ is based on a special form. The discrete form of matching
function has been through a continuous process [6], the matching function is based
on early VQ’s code of this, is a discrete form. It will be a source and target feature
space quantization of the feature space, respectively, from the histogram, each
code word between the two codes match probability matrix formation, thus
completing the source to the target feature space mapping feature space.

T ¼
X

n

i¼1

wi�qi: ð13:1Þ

Formula 13.1 is a source of voice conversion before and after the target voice
pitch frequency trajectory comparison chart, the converted language sound track in
the pitch frequency of apparently close to the target speech. Sensory testing is a
subjective listening test of a speech signal. In the voice conversion system per-
formance tests, ABX test method is a commonly used test method, which is used to
distinguish between different words A and B, respectively, the source and target
speaker voice, X said converted voice. In the experimental test, subjects
were asked to judge if X is closer to A or B. In this ’closer to’ experiment, where
10 subjects of the converted voice were asked to do ABX test. Results are shown
in Table 13.1. From the test results, based on voice conversion algorithm Viterbi
search GMM is superior to the voice conversion algorithm based on the same time,
and objective evaluation consistent results is that the transition between the
opposite sex is better than the same between the conversion [7].

In recent years, with the development of electronic technology, smart mobile
devices in the actual raw living is more widely used in practical applications, the
urgent need for faster McNair, convenient and small man–machine interface, and
the traditional keypad or touch panel equipment in this regard does not give
satisfactory answers. At the same time, automatic speech understanding Do
technologies; Automatic Speech Recognition (ASR) technology has been rapidly
the development of some simple speech recognition system can be applied to the
embedded level has been Stage, such as telephone voice dialing, smart toys and
robot control. Because of the language Itself is the most commonly used form of
communication humans, therefore, embedded speech recognition technology, Will
become the future for smart mobile devices, human–computer interaction is an
important choice. In order to address the high recognition rate, complex models
with limited hardware resources, the conflict between shields, we use a secondary
search algorithm. Using this method, because the model in a phase of low
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complexity, saving hardware resources, improves the recognition speeds. In the
second stage, be recognized very few number of entries, which can be highly
accurate model of knowledge triphone does not perform. English pronunciation in
the process, due to changes in tone between the situation of phonemes are more a
result of the use of triphone model to more accurately reflect the synergy between
the english phonemes pronunciation, better recognition effect. However, due to the
large number of triphone models of in the n phonemes, need a triphone model to
describe such a complex model in practice, cannot afford, so methods using a
certain state of poly class is required. In this article, use the decision tree (DT)
clustering and data-driven (DD) state the method of combining clustering, design
triphone model structure for the 3-state output probability density function for the
8 mixture of the GMM. Clustering obtained using decision tree clustering 1635
model and then use data-driven method for the 674 together to form the second-
order segment recognition model. In the data-driven clustering, we define two
triphone models and divergence from the model are as follows

DPM policies are data structures registered with and interpreted by the DPM
implementation in the kernel. Policy activation is controlled by an application-
specific, executable policy manager, also provided by the system designer. The
policy manager is optional, as some systems may be effectively power managed by
a single policy installed at system initialization.

Figure 13.2 shows the different components and their interactions in a
DPM-enabled system. Several researchers have arrived at the conclusion that an
optimal power management policy will require the active participation of power-
aware tasks in an operating system capable of task-/event-specific power and
performance management [8]. However, we believe that in many systems only a
small number of application programs will ever be modified to be power-aware.
Therefore, the system must be effectively able to handle mixed workloads of
power-aware and conventional tasks. We also do not believe that a single task
running on a general purpose system should be able to unilaterally set the system
operating point, unless that task also has the authority to act as a complete power-
policy manager for the system.

The DPM task state mechanism for task specific power management was
arrived at as a compromise between competing concerns for simplicity, flexibility,
performance and optimum power efficiency. Under DPM, the various task states
are recognized as separate operating states of the system. The task state index of
each task is stored in the task structure, and is not interpreted by the core OS.

Voice conversion system

405LP Kernel

Voice UtilitiesVoice Matching

Fig. 13.2 Voice conversion
system
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Instead, DPM policies map operating points to the various task states, and whenever a
task is scheduled the context switch invokes the DPM layer to actuate the operating
point associated with the task’s DPM task state. The task state mechanism allows
privileged, power-aware tasks to indirectly set their own operating point or the
operating points of other tasks by changing task state assignments [9].

Only the policy manager determines the task state to operating point assign-
ment, however, by choosing to activate an appropriate DPM policy. IV. DPM
STRATEGIES we argue that DPM is a useful abstraction because of its ability to
easily implement a wide variety of effective power management strategies. In the
following we describe several strategies that we have implemented and tested on
experimental platforms based on the 405LP. Single-policy strategies the simplest
DPM strategies require only a single policy and no run time policy manager.
An example is the idle scaling (IS) strategy. We are particularly interested in
strategies that combine load scaling, which has proved to be ‘‘good enough’’ for
general-purpose applications without real-time constraints, and task specific
requirements. We refer to these hybrid systems as application scaling (AS) strat-
egies. Video decoding is commonly used as an example of an important workload
that is difficult to power manage without application participation, so we devel-
oped an AS strategy for an experimental [10], multi-threaded MPEG4 video/audio
decoder for Linux.

13.4 Conclusions

This power-aware video decoding approach [11] does not require extensive
analysis and prediction of processing requirements or the implementation of new
scheduling mechanisms, but still achieves good results. We present this AS
example to illustrate an interesting use of DPM’s policy mechanisms without
which the application would need significant additional complexity to make it
power-aware. We made two simple changes to the video decoding threads to make
it easier to power manage this application with our LS policy manager. We
modified the video decoder to begin processing the next frame immediately upon
completion of the current frame, rather than idling.

This paper presents a fixed-point DSP-based voice commands embedded
knowledge of english other system that uses two-stage CDHMM model identifi-
cation, the first phase of a 20 state triphone model, quickly identify the second
phase of the state with 674 tri accurately identify the phone model. Share and
model by model number of the state the author of innovation: And other methods
improve the recognition rate.

Spectrum of normal human speech signal is composed by a number of
frequency groups, each spectrum signals of spectrum groups showed convex
envelope shape, the amplitude at its center frequency at the largest of its neigh-
boring frequency signal amplitude is gradually reduced.
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The envelope signal by the network processing, while maintaining its central
location at the same frequency spectrum, can reduce the packet the width of the
network, thus increasing the distance between groups of different frequencies to
help in speech recognition to extract feature signals. The following speech to a real
spectrum as the net input, display the network. Network voices translate to the
perception of the model function.

In the white noise environment, the Chinese ‘‘North’’ spectrum. The signal
input to the network, the network processing, and the output signal. The results
show that the network model in addition to filtering noise, but also identify the
main frequency section of the signal, making the spectrum of the signal more
clearly.
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Chapter 14
Necessity and Programs in Student
Information Management System

Ning Li, Quanrui Wang, Guohong Gao and Hui Ye

Abstract With the further expansion of college enrollment, and the growing size
of schools, the management of students becomes more complex and onerous.
School development based on the student information management is becoming
higher and higher, to facilitate the school management to ensure that student
information is secure, accurate, and should rely on advanced information tech-
nology to solve various problems encountered in the management proposed for
centralized management of university student information management system
design ideas.

Keywords Student information management system � Necessity � System design
goals � Needs analysis � System development strategy

14.1 Introduction

With the further expansion of college enrollment, more and more students have
access to institutions of higher learning with the growing size of the school,
making the student management more complex and onerous. With an enormous
amount of information, we need to have student information management system
to enhance the efficiency of student management. High-efficiency and accurate
management system for students’ information is a necessity for the improvement
of the quality of teaching methods in high schools with the enlargement of
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information and the aggravation of assignments on students’ management [1].
In view of such problems as few business and dispersed management existed
in students’ management in high schools, management system for high school
students’ information should be established for the improvement of students’
management and information’s security as well as the lessening of duplicate task.
Therefore, the systematic management of student information, standardization,
and automation is an inevitable requirement.

14.2 The Necessity of System Development

14.2.1 From the Student Perspective

Student information is on behalf of the students’ identity such as students’ basic
information, academic achievement, enrollment changes, glory, rewards and
punishments, and student fees and other informations [2]. The data reflect a sit-
uation of the students’ performance at school, so that a student should have only
relevant information to their counterparts, whose accuracy, uniqueness and safety
are essential. This requires that the management of information must be central-
ized, rigorous and timely. However, the traditional and man-made managing ways
have been used for long time, which lies in many defects with low efficiency and
poor confidentiality. Moreover, plentiful files and data may arise with time
lengthening out. As a result, this brings about much difficulty in searching,
updating and maintenance. Coping students’ information with computer shows an
incomparable advantage, compared with artificial management, such as swift
index, convenient search, high credibility, great storage volume, excellent confi-
dentiality, long validity, low cost and so forth. Such advantages can greatly
improve the managing efficiency and they are as well the main ways of the
realization of scientization and normalization in information management.

14.2.2 From the Perspective of Student Information
Management

Student information management includes student record management, integrity
management, performance management, rewards and punishments management,
funding management, student fees case management, employment management
and so on. This information is primarily employed by the Admissions Office,
Office of Academic Affairs, Student Affairs Office, the Treasury, the Communist
Youth League and other departments, but Counselor of the Department is mainly
responsible for the information analysis and consolidation [3]. If we use a manual
way to collate above data every time,which will lead to waste of human and
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material resources and is not conducive to the late management. So, for conve-
nient, fast and accurate grasp of the situation of students, it is very much necessary
to develop a systematic and integrative student management. This system is pri-
marily based on computer as a tool to disengage administers from the tedious
computing by gathering, confirmating, processing, operating, analysing, managing
and maintaining the information needed for students management, ensuring it
more energy to engage in researching implication on students managing policy, in
researching improvement on managing method and in supervision checking on the
efficiency of management, and then achieving a desired effect overall [4]. In the
current information age, each school needs a practical management system to
standardize the management rules about the school, students, data statistics and
analysis, which will greatly boost the managing level, optimize the resources,
reduce the cost by a wide margin and make efficiencies as many as possible.

14.3 The Development of System Design

14.3.1 System Design Goals

System development is to achieve the overall objective of the systematic man-
agement of student information, standardization and automation [5]

1. Easy to set professional
2. Easy to class management
3. Easy to curriculum
4. Easy to complete new enrollment information, registration, older students,

enrollment information query, report printing
5. When students need to query results, they have an easy acess to print infor-

mation required from the database

14.3.2 Needs Analysis

(1) The system function
Student performance management system is mainly to facilitate the efficient

management and online information access platform. Students can access infor-
mation through the system, and administrators can manage all information. The
main functions of this system are the following:

1. Student management: In order to facilitate student to add, delete, modify and
query information

2. Course Management: Administrators can modify curriculum and other relevant
information by filling out the form
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3. Performance management: Administrator can add and modify student perfor-
mance information in the database.

4. Class management: Administrators can use this function to add, delete, modify
and query the class information.

5. User management: Users can add, delete, edit and view the landing of the
program user, and the super administrator can set user permissions.

6. Information Sharing Function: make individual information for each student
shared to other department where necessary.

(2) The database needs analysis
In order to achieve the objectives and functional requirements of student

management information system, as shown below, we designed data items and
data structures:

1. The student basic information: student number, name, sex, date of birth, the
class, department, date of admission, telephone number, home address, etc.;

2. Class of information: class number, department, head teacher, classrooms, etc.;
3. Department of the Ministry of Information: Department name, phone, basic

information, course number, course name, course type, course description, etc.
4. The student achievement information: student number, name, course of study,

results and so on.

14.3.3 Choice of Development Tools

(1) Microsoft Visual Studio 2008
Visual Studio is a complete set of development tools, used to build ASP.NET

Web applications, XML Web Services, desktop applications and mobile applica-
tions. Visual Basic, Visual C + + , Visual C # and Visual J # all use the same
integrated development environment (IDE). With this IDE we can share tools and
help to create mixed-language solutions. In addition, these languages use. NET
Framework features. With this framework, we can use the simplified version of
ASP Web applications and XML Web Services development of key technologies.
(2) Microsoft SQL Server 2005

SQL Server 2005 is a comprehensive database platform, with integrated busi-
ness intelligence (BI) tools, providing enterprise-class data management. SQL
Server 2005 database engine provides a more secure and reliable storage for
relational data and structured data, so you can build and manage high availability
and high performance for business data applications. Overview SQL Server 2005
features.

SQL Server 2005 data engine is the core of the enterprise data management
solutions. Furthermore, SQL Server 2005 combines the analysis, reporting, inte-
gration, and notifications. This allows your business to build and deploy cost-
effective BI solutions and helps your team through the scorecard, Dashboard,
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Web services and mobile devices push data applications to all areas of business. The
close integration with Microsoft Visual Studio, Microsoft Office System and the new
development kit (including the Business Intelligence Development Studio) makes
SQL Server 2005 different. Whether you are a developer, database administrator,
information worker or decision maker, SQL Server 2005 can provide you with
innovative solutions to help you benefit more from the data.
(3) Database objects

Table is not the only object of SQL Server 2000 database. Specific stored datas
or entities operated can be referred to as objects. For example, the key, constraint,
index and so on.

The main ones are the following:

1. Table: the most common and most frequently used for organizing and storing
data objects, like the ranks of arrangement.

2. The virtual table defined by the View and logic: exported by one or a few basic
tables.

3. Stored procedure Trans-act-SQL code packages: executed in SQL Server 2000
S-side, callable and reusable.

4. Triggers: a special stored procedure, associate forms, the implementation of
data integrity.

14.3.4 System Development Strategy

(1) The use of advanced B/S structure, (Browser/Server) B/S structure, i.e, the
browser and the server architecture, it is with the rise of Internet technology
a structure for the change or improvement of the C/S structure. In this
structure, the user work interface is achieved through the WWW browser,
very small part of business logic is achieved in the front (Browser), but the
main business logic is implemented on the server side, thus formating the
so-called three-tier 3-tier structure. This greatly simplifies the client com-
puter load, reducing the cost and effort to maintain and upgrade system,
reducing the overall cost of the user (TCO). Look at the current technology,
local area network set up network application of the B/S structure; and
through Internet/Intranet mode, database applications, it is relatively easy to
grasp and the cost is lower. It is the one place in the development and can
enable different people, from different locations, in different access methods
(such as LAN, WAN, Internet/Intranet, etc.) to access and manipulate a
common database; it can effectively protect and manage access to data
platform, the server database is also very safe. B/S architecture management
software is convenient, fast and efficient.

(2) Net advantages and the breakthrough improvements in the. Net environment
are the following: it uses a unified Internet standards (e.g XML) to a different
system and docking; This is the Internet’s first large-scale highly distributed
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applications framework; using a management process called ‘‘coalition’’,
which can manage service programs running on the platform comprehensively
and provide them with strong security background;

Major breakthrough for ASP.NET to Asp:

(1) Because of different operating mechanism, asp is an interpreted programming
framework, whose core is vbs and js,whose restrictions on the two scripting
languages decide deficiencies of the asp and which cannot do the underlying
operating like a traditional programming language. So if you need some
operations, such as socket, file, etc., and have to resort to using other tradi-
tional programming languages, such as C++, VB, JAVA and other compo-
nents of the preparation, and because interpreted, so it is greatly reduced in the
operating efficiency as for The ASP.NET, it is a compiled programming
framework, whose core is NGWS runtime, in addition to that it can be used as
a programming language like asp vbs and js, you can also use VB and C # to
write, which determines its powerful features, that is, low-level operations can
be carried out without the help of many other programming languages.

(2) Efficient data processing, ASP.NET not only brings about ADO.NET, but also
the SQL Managed Provider in ASP.NET; we have two ways to connect
database: ADO.NET Managed Provider and the SQL Managed Provider,
among them, the first way can connect any ODBC or OLEDB data center,
while the second way can connect MS SQL Server.

14.3.5 Security Policy

Security of the system is the issue designers must consider, so they should make
full use of the operating system and database system security in order to combine it
with the security of the applications system, while also taking some special
measures to improve system security.

1. Login authentication. In addition to ensure the user’s normal access to the login
page of the system, but also it can prevent users from trying to bypass the login
page to access the system of non-normal.

2. Access control. In addition to that the system users must set the password, it has
special requirements for the permissions assigned. System uses the functional
module, roles and the user three-tier distribution rights.
Firstly set information of modules permission, which define what module
functions can be provided by the user, and define permissions code. Secondly,
according to business needs, set different roles, each role is relatively inde-
pendent on sub-modules permissions. Finally, set the role the user belongs to,
that is, provide the user the ultimate authority. This setting can improve the
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flexibility of distribution of competences to modify the permissions of a class,
users only need to modify permissions to their respective roles, and it can
ensure that different users have different functions.

3. Log management. The system provides complete logging operation, used for
fault diagnosis, finding the problem, operating log to record the user’s major
operating commands, the operator, IP address, operating hours and so on.

14.3.6 System Test

Analysis of test results:
(1) The different roles landing test

Login process the user’s login name, password and verify the role of the
normal landing.
Passing user login information normal landing, access control is normal.

(2) The system management module test
Users can add the information of role and the user name normally, information
inputted into validation module also works.

(3) Profession, class, students, curriculum and module test results
Information can be properly entered and displayed in the browser window, the
basic filter can achieve the desired effect, delete and modify functions nor-
mally, but not perfectly, the basic functions can be properly realized.

14.4 Conclusions

This Web service-based student information management system has the follow-
ing characteristics: It uses Browser/Server three-tier architecture, so that the sys-
tem has good maintainability and reusability. In the process of developing this
system, ASP ? IIS ? SQL Server mode is used, this mode will clear the display
and the logic of separation, making the code easier to manage, suitable for large-
scale development projects. The middle layer uses a database connection pool
technology to speed up data processing speed with database server, but also to
speed up the response speed of the client. Background database use the SQL,
which is more powerful feature, in addition to that it can handle a variety of
platforms included in the database management system kernel, but also including
data replication, database system management, Internet gateway support, online
analytical processing, multimedia support and a variety of parallel processing
capabilities.
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Chapter 15
The Establishment of Student
Management Application Platform
with ASP Technology

Wenlong Wan, Peixi Deng, Wenxian Xiao and Yulan Li

Abstract The original students’ management system generates many problems
such as low efficiency, poor security and produces a large number of redundant
files and data which are difficult to find update and maintain. The article aims to
design and develop college students management application system, which is
based on Web with ActiveX Server Pages (ASP) program to explore the
approaches to constructing the student management system in the college campus
network, to provide a theoretical basis for the realization of network management
of student information, and eventually realize efficient, remote and interactive
management for college students through the campus network.

Keywords ASP � Student management � Networking � College

Student Management is an important part of college management. Management of
students has been using the manual method for a long time, which leads to many
shortcomings such as low efficiency, poor security, and producing a large number
of redundant files and data which are difficult to find, update and maintain. As the
process of social information continues to advance, computer networks increas-
ingly penetrate deeply into the group of college students, so the college student
management faces new challenges and opportunities, and the traditional man-
agement methods cannot meet the new situation. How to apply information
technology into the management of university students is an issue needed to be
solved quickly. Using ASP technology combined with VbScript, JavaScript
scripting language, HTML hypertext language and ActiveX components for to
create dynamic, interactive and efficient Web server application programs for
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college students management information, that is to say, ASP student management
system, will enable students management information resources to be fully shared,
improve efficiency, achieve information interaction and remote management.

15.1 About ASP

ActiveX Server Pages (ASP) is the server-side scripting environment developed by
Microsoft, which can be combined with HTML pages, ASP commands and ActiveX
components to create dynamic, interactive and efficient WEB server application
programs [1]. The establishment of multi-user mode enables ASP system to achieve
the sub-level management, and to solve database structure and the scientific
distribution of permissions is the key to establish a multi-user mode [2]. The
commonly used multi-user mode at present is:

Mode 1: the users are divided into several fixed levels; the permissions distribution
of the same level is consistent.
Mode 2: all users are managed regardless of level; the permissions of all users can
be different.

Using the ActiveX Data Objects (ADO) component in the database access
components, ASP can be connected to the database and Web pages to achieve data
transmission. ADO component can access relation-based, text-based hierarchy-
based or other types of databases. The operation of the database can be achieved
by means of calling ADO object in ASP. For example, the establishment of
Conn.asp files to complete the connection with databases:

SET Conn=Server.CreateObject (‘‘ADODB.Connection’’)
Connstr=‘‘Provider=Microsoft.Jet.oledb.4.0; data source=’’
& Server.MapPath
Conn.Open Connstr

Database is composed of a number of tables, whose creation must be set based
on the model of multi-user. The table established for the mode I only needs to
simply set three fields such as the user name, password, and permission, in which
the data type of the user name and password field is set as String sub-type, while
the data type of permissions field is set as the Integer subtypes.

The setting of users and the assignment of user permissions are operated by the
administrators who own user management permissions through the Web page [3].
For mode I, it can be completed with the following source:

\!--#include file=‘‘conn.asp’’--[
\% if request.form.count\[0 then
Sql=‘‘Select * From Managing Users ’’
Set Rs=Server.Createobject(‘‘Adodb.Recordset’’)
Rs.Open Sql, Conn,3,2
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Rs.Addnew
Rs (‘‘User Name’’)=request.form (‘‘user’’)
Rs (‘‘password’’)=request.form (‘‘pwd’’)
Rs (‘‘permission’’)=request. form (‘‘Purview’’)
Rs.Update
Rs.Close
End if
%[

For mode II, source code (assuming permission entries is 10) is available

For i=1 to 10
Rs (‘‘permissions’’&i) = request. form (‘‘purview’’&i) = 1
Next

In place of Rs (‘‘permission’’) = request. form (‘‘Purview’’)
statement in the source mode I to complete.

ASP achieved the identification of the user by means of WEB pages, for
example: the Login. asp can be regarded as the login to screen user identification,
and a text box can be used to transmit the data on the user name and password to
the current page in the way of the Post method to carry out the user authentica-
tion[4???]. the source code is as follows:

\!--#include file=‘‘Conn.asp’’--[
\%
If request.form.count\[0 then
Sql=‘‘Select * From administrative user where username = ’’’&

Trim (Request.Form (‘‘User’’)) &‘‘ ’ ’’
Set Rs = Server.Createobject(‘‘Adodb.Recordset’’)
RS.Open Sql,Conn,1,1
Here test whether it is the empty set is saved
If Rs (‘‘password ’’) = Request. Form (‘‘Pwd’’) then

Session (‘‘User’’) = Request. Form (‘‘User’’)
Session (‘‘Purview’’) =Rs (‘‘permissions ’’)
Response. Redirect ‘‘index.asp’’
else
response. redirect ‘‘Error.asp’’
end if

end if
%[

This is the source code of user identification corresponding to the model I.
‘‘Permission’’ fields value recorded by a user is assigned to Session object.
WEB pages determine the user’s level by the identification of Session
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(‘‘purview’’); for model II, the following code is needed to replace the
Session (‘‘purview’’) = rs (‘‘permissions’’) statement

for i = 1 to n
session (‘‘purview’’ & i) = rs (‘‘permissions’’ & i)
next

where the value of n is the number of all permissions items, this source code
assigns the value of each permissions item of some user to Session object, and then
WEB pages determine whether the user has an administrative rights by means of
the recognition of Session (‘‘purview?’’)

The user accesses the corresponding operation page after the screen of the
identification, that is to say, users with different permissions will enter a different
user interface; it is also possible to set a unified interface, in the operation of each
task, to first identify the user rights, and only users with the permission can operate
accordingly. Either way, the source code which is used for user identification is
necessary to add in the front of user operation pages [5].

For mode I the following source code can be used: (assuming the authority code
to operate the current page is ‘‘1’’)

\% if Session (‘‘User’’) =‘‘ ’’ then Response. Redirect
‘‘Login. asp’’

If Session (‘‘purview’’)\[‘‘1’’ then Response.Redi-
recr ‘‘Error.asp’’ %[

For mode II the following source code can be used: (assuming the permission
item of current page operation is ‘‘permission 1’’)

\% if Session (‘‘User‘‘) =‘‘ ‘‘ then Response.Redirect
‘‘Login.asp‘‘

If Session (‘‘purview1‘‘) =false then Response. Redi-
rect ‘‘Error. asp‘‘%[

Here is to determine whether the user has this authority by means of identifi-
cation of the object of the session, and redirect the users who do not have the
authority to operate the current page with the Response object’s Redirect method.
If the authentication process does not validate user permissions, the data record
opening the current user in the process of user identification is needed to identify
in WEB pages.

\% if Session (‘‘User’’) = ‘‘’’ then Response. Redirect
‘‘Login. asp’’

If Session (‘‘purview’’)\[‘‘1’’ then Response.Redirecr
‘‘Error. asp’’ %[
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15.2 A Student Information Database

The establishment of student management system needs a strong database support.
ASP using ADO components (ActiveX Data Objects) enables network system
developers to easily connect databases with the Web page and to achieve data
transmission between Web pages and databases. The common database is gener-
ally Microsoft Access or SQL Server.

15.2.1 Create Database (Take Microsoft Access for Example)

First, establish the database structure. Subtotal student information in the form of a
data table, and build a separate tabulation for information in common, such as
name, gender, class and ethnicity. Tables should be built, respectively, for non-
common information, in which table records must be distinguished by a unique
index, such as ID, Student ID and so on [6].

Second, define the data format. According to the data requirements in the data
table define data formats for each field, such as ‘‘Name’’ is defined as ‘‘text’’
format, ‘‘Student Number’’ is defined as ‘‘digital’’ format and ‘‘birth date’’ is
defined as ‘‘Date/Time’’ format.

Third, establish the linking between tables. Table needing to establish a con-
nection must have one or more fields in the table corresponding with the con-
nection object field or multiple fields.

15.2.2 Database Management and Maintenance

Take regular backups of the database data; download the database from the server
to the local computer for restoring the system when it is necessary; important data
can be stored in permanent storage medium.

Database maintenance can be completed by one or more users with different
administrative privileges, the data entry, modification and deletion can be remotely
operated, also in the local computer remote operation consistent with the char-
acteristics of ASP can be used, which can ensure the integrity of data. But if
scripting vulnerability exists, garbage data will be caused easily, and the local
operation will easily disrupt the connections between data tables.

15.2.3 Data Security Measures

(1) Use the implicit script, so that the browser cannot display its operation on the
database.
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(2) Hide the database address, conduct encryption on the convert format of the
database, so that visitors cannot find or properly download and open the
database.

(3) Verify and resolve the problem of scripting vulnerability.
(4) Add secure authentication script for the management page using the built-in

ASP Objects ‘‘Session’’, forcing the operation of the data to pass secure
authentication.

15.3 The Database Processing of Web Page

The management of remote database needs to realize in the form of WEB pages,
using ASP host script VbScirpt with ASP objects, methods, processes, etc., the
database can be created, added, modified, deleted, searched and other operations
[7].

15.3.1 Database Link

ASP can use ActiveX Data Objects (ADO) components for the preparation of a
compact simple script to link to databases Open Database Connectivity (ODBC)-
compliant and data sources Object Linking Embedding (OLE) DB-compatible.

Create a linked object: SET Conn = Server.CreateObject
(‘‘ADODB.Connection’’)
Create a data engine: Connstr = ‘‘Provider = Microsoft.
Jet.oledb.4.0; data source = ’’ & Server.MapPath (data
source)
Open Data Link: Conn.Open Connstr

15.3.2 Data Retrieval, Adding, Modification and Deletion

As to data retrieval, you can use the ASP Connection object’s Execute method to
obtain records set, as follows: SQL = ‘‘Select [*] From [sheetname]’’

Set RS = Conn.Execute (SQL)

Or by creating a RecordSet object to get recorded set, the object RecordSet of
ActiveX Data Objects (ADO) components is the data collection to save the
database search results [8], the code is as follows:

SQL = ‘‘Select [*] From [sheetname] [where condition]’’
SET RS = Server.Createobject (‘‘ADODB.Recordset’’)
RS.Open SQL, Conn, [a], [b]
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Standard SQL statements determine the operation content of the data, so the
designer may set the appropriate SQL according to the need, but SQL statements
must be written before the data retrieval for reference while retrieving data
records. The above SQL statement [*] indicates the section name to open, [sheet
name] as the data table will be retrieved, [where condition] as the conditions of
retrieval, which is optional. All records will be stored into the RS set if there is no
retrieval condition, such as:

SQL =‘‘Select name, student number, gender, from student information where
gender = ‘M’ ’’

When data records need to add, modify and delete, the change of SQL state-
ments is only necessary. If to retrieve the data records by the method of creating
the RecordSet object, you can set the parameters [a] and [b] to define the reading
ways and permissions to open the data table, to use RS.addnew, RS.update, etc. in
the data processing to realize the adding, modification and other operations of data
record.

15.4 The Mode of Classification Management

ASP student management system can be divided into three levels of management,
namely: super administrator, general manager and student users.

1. Super Admin administrative privileges: set general manager, assigning
administrative rights; set management mode, management structure; review the
information the general manager add or modify; check management reports
submitted by the general manager and so on.

2. General Manager administrative privileges: add, delete, modify, grade, class
and student information; more access conditions, summary, statistics, retrieval
of student information; output student information statements; browse, review
and respond to feedback submitted by students; submit management reports to
the Super Management Members.

3. The student user’s browsing permissions: check their own basic information on
grades, scholarships, incentive records; export all the information report;
information transmission between student users; feedback information to the
administrator.

15.5 The Interaction of Data and Network Interaction

Students management systems built using ASP can easily achieve the interaction
of data and network interaction, the share of student management data not only
provides the convenience of managers, but also creates a good platform for
information exchange among students, and between students and administrators.
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The system can set a few of general managers, each responsible for updating the
data and management within their own permissions, which reduces the work
pressure of student management staff, and its operating records can be recorded
into the database by ASP and submitted to the super administrator, as the
assessment basis for super administrator to assess the general administrator;
general manager will allocate the student management resources to student users,
so that students can easily visit the related information, general manager can
collect information on student user feedback and make appropriate responses or
feedback to the super administrator to take full advantage of position of the
information network; student user can use this system to view the system resources
general manager allocated to their own, promoting the smooth flow of student
management information, student users can achieve horizontal communication
among students and transfer of information via the ASP page embedded within by
means of message boards, BBS and other student management system. It can also
be feedback problems in the management of students and situations to the
administrator through this system, so as to make ASP student management system
become the contact and bridge between students and administrators.
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Chapter 16
Development and Implementation
of Enterprise Management
System Based on J2EE

Jia Xiaoyun and Zhao Xiao

Abstract Based on the practical design of enterprise management system, this
paper illustrates the design idea of enterprise management system, such as design
procedure, logical division of layer and function, system efficiency enhancement,
and code quality improvement and puts forward how to establish a high-efficient,
safe and scalable enterprise management system.

Keywords J2EE (Java 2.0 Enterprise Edit) � JDBC (Java Database Connectivity)
� Application server

16.1 Introduction

With rapid development of e-commerce, each branch of the commercial society
needs to apply enterprise application program to jointly accomplish its work, for
example, enterprises conduct online transaction, enterprise e-commerce web site
makes online payment and settlement of accounts used in banking system,
enterprise conducts allocation and purchase online, government makes bidding and
tendering of urban planning on the web site [1]. In the near future, enterprise
application program will have a strong influence on the development of social
economy.
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The key to develop enterprise application program is not only timeliness but
also convenient deployment, flexible migration, easy upgrading and renewal of
procedure, etc. Therefore, application developers face two basic requirements:
rapidity and high efficiency. What is the key to rapidly develop and deploy a
high-quality application program? It is ‘‘Architecture’’ or programming model.
In the computer field, ‘‘Model’’and ‘‘Architecture’’occupy important positions [2].
A good model can always get twice the result with half the effort, and a good
architecture can not only improve development efficiency through logical layer
division but also supply convenience for upgrading and migration. Enterprise
Management System based on J2EE can solve the problem very well.

16.2 Implementation Scheme Based on J2EE

16.2.1 Architecture and Hierarchical Structure

No more talking about the disadvantage of traditional C/S Architecture, let us discuss
the well-known application program of three layer or multilayer. The three-layer
application program had a more early origin than the Web, but Web greatly promoted
the development of three-layer application program. In the beginning, people used
ASP, JSP, PHP script programs and to implement the interaction between browser
and server. The structure encapsulates script program of simple transaction logic, so
that the program may run in the Web server and accomplish the tasks, such as
database access, security certificate, numerical analysis and so on and then return the
result in HTML format to the browser [2]. The Web server acting as the middle layer
accomplishes business logic analysis. But the three-layer application program has
the following disadvantages: First, the script program containing lots of business
logic analysis has low execution efficiency. Second, script code is embedded to
HTML label, although many new technologies supply simplified programming, the
development debugging efficiency is still not acceptable. Third, the code could not be
reused or migrated. Fourth, the program in the form of script code supplied to users is
against copyright protection. In addition, with rapid development of e-commerce,
people have high requirements for application program, such as RPC; load balanc-
ing, concentrated and high-efficient affairs and safety disposal, existing system of
integrated enterprise, the most important software reuse and distributed computa-
tion, all the new requirements need a more complex architecture, a more subdivid-
able layer and service middle layer with stronger function to support [5]. Server
component architecture based on J2EE is the best option for enterprise application.

Both three-layer and multi-layer architecture need a strong interface, where
server components run and the Middleware accomplish most of enterprise calcu-
lating work. Application server is the running environment for server component.
Application server can make much group work, such as transaction processing,
safety, thread scheduling, database connection pooling, communication among
components etc. Architecture of server component is as seen in Fig. 16.1).
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Because the application server accomplishes much group work, enterprise
application developers may concentrate on design and application of business
logic, nothing to worry about ‘‘pipe work’’ required by running critical commercial
application. This is a guarantee to be rapid and efficient.

Hence, the architecture adopts multilayer of J2EE composed by client layer,
WEB layer, EJB layer and data layer [3]. It has many advantages, such as definite
roles and responsibilities, convenient operational maintenance, strong indepen-
dence, high safety, easy programming, cross-platform etc.

First layer: Client layer
This is a browser layer in charge of the interaction between system and client,

for example, to show query result and collect the information input by client in
HTML language.

Second layer: WEB layer
This is composed of WEB components like JSP, SERVIET, JavaBean and run

by WEB container. It mainly takes charge of invocation of EJB layer and simple
logic of some other client. It should be taken into consideration that WEB
application layer should only comprise simple client logic, like effective simple
judgment input,and not application logic [2].

Third layer: EJB enterprise component layer
Enterprise component layer is run by EJB container to support EJB, JMS, JTA

services and technologies. It is the core layer of the whole system, where the
enterprise application logic is implemented. On one hand, it transforms object for
database record to analyze and design the data by object-oriented method, but on
the other hand, it supplies invocation interface of application logic to WEB
layer. Fortunately, we do not need many low-level programmers owing to EJB
container [4]. In order to ensure the high-efficiency and independence of the
system, the layer actually is divided into several sublayers, and then we will

   

 

 

 

 

 

 

 

 

 

 

 

Fig. 16.1 Architecture
of server component
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discuss it more in the subsequent chapters. We choose Web Logic for the appli-
cation server of this layer and then we shall describe Web Logic of EBA in detail.

Fourth layer: data layer
It stores physical data, and provides relation data model to EJB layer or WEB

layer. This layer is the lowest layer and realized by mature relational database
system. Oracle 8i is used in practice [5].

16.2.2 Function Module

This system is developed based on daily management of one Power Supply
Bureau Design Division. We understand that the main function of the system is
composed by management of blueprint, receiving and dispatch of files and
information through the investigation in our own company. Because system
client is WEB browser, it is necessary to have a consideration for safety.
Except the three management functions, additional function of account man-
agement is required. Each management function is divided into log-in, query,
modification etc.

16.3 Related J2EE Technology

J2EE comprises of various technologies which supplement each other and
implement different functions. Here we introduce several technologies used in
management system design.

16.3.1 JavaServlets Technology

It is doable to compile HTTP Servlet in use of JavaServlets which extends server
function and responds to user request, and it is similar to traditional EGI.

16.3.2 JavaServerPages Technology

JSP is similar to an ASP page. User can embed short Java code into HTML label.
Application program dynamically generates HTML, WML or XML by these
codes. JSP also supplies user-defined label library which can separate Java code
from TIML label very well for debugging , division and cooperation [6]. At last
JSP is transformed to Servlet for implementation and the purpose of JSP is to make
script code of server in a more visual way.
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16.3.3 EnterpriseJavaBean Technology

Enterprise Bean comprises of the methods of implemented business logic which
run in J2EE server and the client accomplishes enterprise analysis by these
methods. EJB 2.0 normatively defines three Enterprise Bean:Session Bean, Entity
Bean and Message-driven Bean,these three EnterpriseBean execute their functions
respectively, for example, EntityBean can directly access database without
compiling any SQL language, which will be introduced in the back. It is notable
that EnterpriseJavaBean and JavaBean are completely two different concepts,
JavaBean is one class, but a EJB maybe comprising of several interfaces, class files
and some files describing component properties [7].

16.3.4 JDBC API

JDBC API is a technology of database access of Java, by which user can make
database operations in EJB or JSP/Servlets, and he can access those databases
connected with ODBC in use of JDBC-ODBC also.

16.3.5 Java Naming and Directory Interface

Any Java application program can use Java Naming and Directory Interface
(JNDI) to access user information (user status, telephone, email etc.), machine
information (network address, machine setup etc.) and various services. JNDI
names those objects such as Web component, EJB component, database resource,
files, system, machine and so on. These names are bound to a complete object
through name and directory service supplied by J2EE server, and then application
program can position these objects by those names.

16.4 Implementation Example

Take direct database access of WEB layer for example:
In the design management system of one Power Supply Bureau Design

Division, when a user looks through drawing sheets or material contents, whether
screen matches database or not that is not of vital importance, on the contrary,
quick display and re-getting information is very important. In order to query lots of
data items from database, we do not use EJB but JDBC directly, thus eliminate
current payments of EJB (such as JavaRMI, affairs management, data serialization
and so on). If we update data, we should use EJB, because many people might
update the same record. If we store data by JDBC directly, it is not ensured of
integrality, consistency and reproducibility of data[6].
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We make a utility class mydb2 for JDBC database access, and the program is as
follows:

Utility class mydb2.java
package mybean;
import java.sql.*;
public class mydb2 {

String sDBDriver = ‘‘sun.jdbc.odbc.JdbcOdbcDriver’’;
String sConnStr = ‘‘jdbc:odbc:xzy’’;
private Connection conn = null;
private Statement stmt = null;
ResultSet rs = null;

public mydb2() {
try { Class.forName(sDBDriver); }
catch(java.lang.ClassNotFoundException e) {

System.err.println(‘‘mydb(): ‘‘ ? e.getMessage()); } }
public ResultSet executeQuery(String sql) throws SQLException{

rs = null;
conn = DriverManager.getConnection(sConnStr‘‘sa’’,‘‘xzy’’);

stmt = conn.createStatement();
rs = stmt.executeQuery(sql);
return rs; }

public void executeUpdate(String sql) {
stmt = null;
rs = null;
try {conn = DriverManager.getConnection(sConnStr);
stmt = conn.createStatement();
stmt.executeQuery(sql);
stmt.close();
conn.close(); }
catch(SQLException ex)
{ System.err.println(‘‘aq.executeQuery: ‘‘ ? ex.getMessage());
} }

public void closeStmt(){
try{ stmt.close(); }
catch(SQLException e){ e.printStackTrace(); } }

public void closeConn(){
try{ conn.close(); }
catch(SQLException e){ e.printStackTrace(); }

} }
BookData.jsp calls JDBC method of mydb2.java to accomplish the query

function of technical information [7]. No more discussion about the details here.
The above example explains how to adopt JDBC to directly read database on

the condition that high-efficient access data is more important than obtaining the
up-to-date data, consequently, eliminating the current payments of EJB and meet
speed requirement.
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16.5 Conclusion

In the society with rapid development of e-commerce and information technology,
application developer must cost less money and resource to develop enterprise
application program faster, based on J2EE. With the use of its good design,
systemic control database, application server and operation system, it is convenient
to migrate to other database, and achieve the lowest cost and highest efficiency of
the whole system to meet the requirements of all enterprises.
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Chapter 17
Dilution of Position Calculation for MS
Location Accuracy Improvement

Szu-Lin Su, Yi-Wen Su, Chien-Sheng Chen and Chyan-Tay Hwang

Abstract Geometric dilution of precision (GDOP) represents the geometric
contribution of observation errors to the positioning accuracy. GDOP is defined
under the assumption of equal measurement variances. GDOP was originally used
as a criterion for selecting the optimal geometric configuration of satellites in
global positioning systems, which presents that the smaller the value the more
precise the location. In this paper, we apply GDOP concepts to select appropriate
base stations (BSs) in cellular communication systems. The proposed BS selection
criterion performs better than the random subsets of four BSs chosen from all
seven BSs. After BS selection, the proposed geometrical methods provide high
accuracy of mobile station (MS) location estimation for time of difference arrival
schemes. The results show that the poor geometry problem can be eliminated and
the location accuracy can be significantly improved. From simulation results,
the performances of MS location strongly depend on the relative position of the
MS and BSs. Therefore, it is very important to select a subset with the most
appropriate BSs rapidly and reasonably before positioning.

Keywords Geometric dilution of precision (GDOP) � Time of difference arrival
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17.1 Introduction

Geometric dilution of precision (GDOP) is widely employed as the criteria to select
the right geometric configuration of the measurement units. The smaller GDOP
value means the better geometric configuration which brings the more accurate
location estimation. If more measurements are available, the optimal measurements
selected with the minimum GDOP can prevent the poor geometry effects and have
the potential of obtaining greater. GDOP computation assumes that the pseudo-
range errors are mutually independent and identically distributed [1]. GDOP can be
approximately inversely proportional to the volume of the tetrahedron formed by
the ends of unit user-to-satellite vectors [2, 3]. The maximum volume method only
requires low computing time which selects a subset with maximum volume of
tetrahedron. However, it is not universally acceptable to use this method because
there is no guarantee that the optimal subset of the four visible satellites will be
found. The conventional matrix inversion method can guarantee the optimal subset
but presents a computational burden.

The various schemes to determine the mobile station (MS) location in wireless
communication systems include angle of arrival (AOA) [4], time of arrival (TOA)
[5] and time difference of arrival (TDOA) [6] techniques. The accuracy of MS
location can be strongly affected by the relative geometric configuration of base
stations (BSs). To determine the optimal set of BSs, which can yield superior MS
location estimation accuracy, GDOP effect must be taken into account. If the
geometric relationship of the BSs relative to the MS is poor, the location esti-
mation of MS performs much worse.

For TDOA schemes, we use the subset with the minimum GDOP to estimate
the MS location in cellular communications system. The most commonly used
approach for calculating GDOP value is to use matrix inversion and only a subset
with minimum GDOP is chosen for positioning. By using the BS selection cri-
terion, the results imply that an improvement in MS location accuracy is very
obvious. Simulation results show that the proposed BS selection criterion always
produces more accurate location estimates than the random subsets of four BSs.
It is enough for selecting four BSs for the compromise between completeness of
data and simplification of computation.

17.2 Proposed Geometrical Methods for TDOA Schemes

We have proposed the geometrical positioning methods utilizing the intersection
of TOA circles and AOA lines to estimate MS location [7, 8]. In this paper, we
also expanded the proposed methods to locate MS for TDOA schemes. After using
the proposed BS selection criterion, MS location can be estimated by these
geometrical methods.

The TDOA technique is based on the measurement of the time difference
of arrival of the travel signal sent by the MS and received by the multiple BSs.
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From the viewpoint of geometric approach, TDOA value can be used to form a
hyperbola. The constant time difference between two BSs defines a hyperbola,
with foci at the BSs, on which the MS must lie. At the intersections of these
hyperbolas can be given the position of the MS. The range difference between the
ith and the serving BS (BS1) can be expressed as

ri1 ¼ ri � r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� XiÞ2 þ ðy� YiÞ2
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� X1Þ2 þ ðy� Y1Þ2
q

ð17:1Þ

where ri is the distances between BSi and the MS, ðx; yÞ is the MS location and
ðXi;YiÞ is the ith BS location.

In order to achieve high accuracy with less effort, the proposed positioning
methods in [7, 8] can be applied to determine MS.

17.2.1 Distance-Weighted Method

Step 1. Find all the intersections of these hyperbolas.
Step 2. The MS location ð�xN ; �yNÞ is estimated by averaging these intersections,

where

�xN ¼
1
N

X

N

i¼1

xi and �yN ¼
1
N

X

N

i¼1

yi: ð17:2Þ

Step 3. Calculate the distance di between each intersection ðxi; yiÞ and the average
location ð�xN ; �yNÞ.

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi � �xNÞ2 þ ðyi � �yNÞ2;
q

1� i�N ð17:3Þ

Step 4. Set the weight for the ith intersection to ðd2
i Þ
�1. Then the MS location

ðxd; ydÞ is determined by

xd ¼
PN

i¼1 d2
i

� ��1
xi

PN
i¼1 d2

ið Þ
�1 and yd ¼

PN
i¼1 d2

i

� ��1
yi

PN
i¼1 d2

ið Þ
�1 ð17:4Þ

17.2.2 Threshold Method

Step 1. Find all the intersections of these hyperbolas.
Step 2. Calculate the distance dmn; 1�m; n�N; between any pair of intersections.
Step 3. Select a threshold value Dthr as the average of all the distances dmn.
Step 4. Set the initial weight, Ik; 1� k�N; to be zero for all intersections.
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If dmn � Dthr; then Im ¼ Im þ 1 and In ¼ In þ 1 for 1�m; n�N.

Step 5. The MS location xt; ytð Þ is estimated by

xt ¼
PN

i¼1 Ii � xi
PN

i¼1 Ii

and yt ¼
PN

i¼1 Ii � yi
PN

i¼1 Ii

ð17:5Þ

17.2.3 Sort Averaging Method

Steps 1–3 are the same as those of the distance-weighted method.
Step 4. Rank the distances di in increasing order and re-label the intersections in
this order.
Step 5. The MS location �xM; �yMð Þ is estimated by the mean of the first
M intersections.

�xM ¼
1
M

X

M

i¼1

xi; �yM ¼
1
M

X

M

i¼1

yi M ¼ 0:8� Nð Þ ð17:6Þ

17.2.4 Sort-Weighted Method

Steps 1–4 are the same as those of the sort averaging method.
Step 5. The MS location is estimated by a weighted average of the first M inter-

sections with weight = d2
i

� ��1
:

x ¼
PM

i¼1 d2
i

� ��1 � xi
PM

i¼1 d2
ið Þ
�1 y ¼

PM
i¼1 d2

i

� ��1 � yi
PM

i¼1 d2
ið Þ
�1 M ¼ 0:8 � Nð Þ ð17:7Þ

17.3 Calculation of GDOP for TDOA Schemes

Originally, GDOP concept has been widely used to indicate the geometric effect of
GPS satellite configurations. GDOP is addressed as a quality measure in satellite
positioning. The purpose of the BS selection algorithm is to minimize the GDOP
to improve the MS position accuracy. In the TDOA measurements, the accuracy
varies with the error, as well as the relative positions of the MS and BSs. If the
measurement errors are uncorrelated and have equal variances, GDOP for TDOA
schemes can be defined as [9]
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GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

traceðHTHÞ�1
q

: ð17:8Þ

The geometry matrix H for TDOA schemes is H ¼

ori1=ox ori1=oy
ori2=ox ori2=oy

..

. ..
.

orij

�

ox orij

�

oy

2

6

6

6

4

3

7

7

7

5

.

17.4 Proposed BS Selection Criterion

With the increasing in the number of BSs, the computation complexity will
increase. The redundant measurements increase the computational overhead and
are not able to improve the location accuracy. To further reduce the computational
complexity and enhance the performance of location estimation, GDOP concept is
a good idea to reduce the number of measurements. The measurements are divided
into several subsets and location solution of the minimum GDOP subset can be
found. Only a subset of the four measurements selected from among seven for
location process in cellular communication systems, as shown in Fig. 17.1. Those
BSs are the ones with the minimum GDOP.

The detail of the proposed BS selection criterion is as follows: choose n mea-
surements taken from seven BSs to generate different subset in cellular commu-
nication systems, which are divided into Cð7; nÞ possible subsets. GDOP is
computed for all subsets of n measurement units and the BSs belonging to the
subset with minimum GDOP are the selected BSs at every instant. According to

Fig. 17.1 Seven-cell system layout
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minimum GDOP, n measurement units of this subset are used to find out the MS
location solution.

17.5 Simulation Results

Computer simulations were performed to investigate the accuracy improvement
through selections of the four BSs. We attempt to improve the performance of the
MS location estimate in cellular communication systems. We consider a center
hexagonal cell (where the serving BS resides) with six adjacent hexagonal cells of
the same size, as shown in Fig. 17.1. Each cell has a radius of 1 km and the MS
location is uniformly distributed in the center cell [10]. The serving BS, that is,
BS1, is located at (0, 0). The dominant error for wireless location systems is
usually due to the NLOS propagation effect.

The NLOS propagation model is based on the uniformly distributed noise
model [11], in which the TOA measurement error is assumed to be uniformly
distributed over ð0;UiÞ, where Ui is the upper bound. Based on the above BS
selection criterion, the most straightforward location method employs the BSs with
minimum GDOP to estimate the MS location. Different methods based on GDOP
to select the best subset of four BSs to estimate the MS location. The most
commonly used measure of the positioning accuracy is the root mean square
(RMS) error. Figure 17.2 was performed to examine how the proposed BS
selection criterion compares with the subset selecting four BSs randomly when the
upper bounds are varied. Four randomly selected BSs with poor geometry perform
extremely worse location estimation and the accuracy of MS location can be
strongly affected by the relative geometry between BSs and MS. Four randomly
selected BSs with bad geometry yield poor location estimation and the proposed
BSs criterion provides precise MS location estimation even in severe NLOS
conditions.

The second NLOS propagation model is based on a biased uniform random
variable [12], in which the measured error of TOA between the MS and BSi is
assumed to be gi ¼ pi þ ui � qi; where pi and qi are constants and ui is a uniform
random variable over [0, 1]. The error variables for all BSs are chosen as follows:
pi ¼ 150 m, qi = 200 m. Figure 17.3 shows cumulative distribution functions
(CDFs) of average location error for different subsets. The subset with minimum
GDOP always provides much better location estimation than the other subsets with
four BSs taken from seven BSs randomly regardless of the different methods. In
order to improve the positioning accuracy, the BS selection with minimum GDOP
criterion can be used and optimal geometric configuration is obtained.

The final NLOS propagation model is based on the circular disk of scatterers
model (CDSM) [11]. Figure 17.4 shows the CDF of the average location error of
the minimum GDOP subset and using all seven BSs method. The radius of the
scatters of CDSM is assumed to be 100 m. The positioning precision of using all
seven BSs slightly overmatched that of the minimum GDOP subset with four BSs.
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17.6 Summary

GDOP is a scalar, dimensionless expression and can be relatively simple under the
assumption of equal measurement error variances. In order to enhance the perfor-
mance of location estimation, the selection of BSs with minimum GDOP criterion
can be employed to determine the MS location in cellular communication networks.
In our simulations, only four BSs with best geometry among seven BSs are chosen to
determine the MS location. By selecting the minimum GDOP subset of four BSs, the
accuracy of MS location estimation can be improved. It can also be seen that the
subset with minimum GDOP can obtain the huge decrease of the positioning errors.
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Chapter 18
Research on Application of Data
Warehouse to Port Cross-Border
Transportation

Xu Qi and Jin Zhihong

Abstract As the gateway for a nation to perform international business, the good
development of the cross-border transportation has a great impact on the sustainable
economic improvement of a port city and its hinterlands. In that process, the in-
formationization plays a significant role. This paper chose the 20 national ports in
the Yunnan Province in China and its adjacent ports in the GMS (Greater Mekong
Subregion) as the investigation object, and made an analysis of multi-dimensional
data requirement according to the related management departments. Based on that,
the paper designed a systematic structure of decision support system for port cross-
border transportation under multimodal circumstances using the data warehouse
technology. Then, the author realized that the OLAP and multi-dimensional analysis
report formed by establishing the DW made decisions on location for international
logistics hub by using the model libraries, and supplied the related departments with
decision support by the data mining technology. The system revealed the feasibility
and effectiveness of the application of the technology in practice.

Keywords Port cross-border transportation � Decision support � Data warehouse
(DW) � On-line analytical processing (OLAP) � Data mining (DM)

18.1 Introduction

As the gateway for a nation to perform international business and hub for inter-
national transportation, port is an important international logistics node. The
positive development of port cross-border transportation (named PCBT below) is
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an engine to promote the foreign trade of a port city and its economic hinterland.
As China’s ‘big province of ports’, Yunnan Province has greatly improved its port
infrastructure conditions. The port informationization construction has also
revealed rapid development. However, the information that the existing systems
supply for PCBT managers is only for data query and statistics, but powerless to
perform a deeper level of service such as DM and intelligent-aided decision. The
related departments of PCBT need a new-typed data processing system that can
support data analysis and decision. This system can at least perform functions such
as: (1) integrating massive port logistics data that are separated in different
departments; (2) providing decision support of business intelligence for related
management departments. All that mentioned above are the advantages of DW and
DM.

Lei [1] applied the DW management system to the actual operational man-
agement of great highway transportation enterprises; Liu and Dongyuon [2]
proposed a space–time model which is suitable for analyzing data of highway
management; Wang et al. [3] constructed a logistics decision support system based
on DW; Liu [4] made analysis of requirements for the construction of DW and
proposed the corresponding logic model by the example of rail sales system; Meng
et al. [5] constructed a multi-dimensional analysis model for a certain port, and
discussed the role, constructing mode and application prospect of the DW tech-
nology in port logistics analysis. Hugh et al. [6] constructed a DW system based on
the company of BCBSNC in North Carolina, whose structure and processing
procedure provides the best practice example for other companies to develop DW.

As we can see from the research fruits mentioned above, there have been some
successful applications of DW in transportation. However, most of these are based
on one company or port, under one mode of transportation. The application of DW
to PCBT which combines the specialty of cross-border transportation, compre-
hensiveness of multimodal and advantages of DW is still vacant. Thus this paper
chose the 20 national ports in the Yunnan Province and the corresponding ports in
the neighborhood as the investigation object analyzed the characteristics of cross-
border transportation, and made the DW requirements analysis according to dif-
ferent management departments. Based on that, a PCBT decision support system
structure which is suitable for all those related management departments under
many transportation modes was then designed. At last, the function of OLAP and
multi-dimensional reports was realized by DW, the decision of logistics node
location was made by model library, and the aided decision support for the related
departments was reached by DM technology.

18.2 Analysis of Cross-Border Data Requirements

Long transportation distance and duration are the characteristics of cross-border
transportation. During the process, it is inevitable to experience port inspection,
quarantine, customs, border identity identification and other links. This to some
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degree increased the transportation costs [7]. The contents of data that the related
departments focus are different. Thus, it is necessary to consider their data
requirements, respectively.

18.2.1 Transportation Management Department

As to the transportation management department which is represented by the
Yunnan Communications Department, what they need include:

• Understand the actual situation of difference between the actual service ability
and demand of port infrastructure; identify what are the bottlenecks among the
infrastructure channels that restrict the cross-border transportation development.

• As to a certain transportation channel, know the proportion of cross-border
transportation amount that it entails, and when there is traffic congestion there.

• By forecasting the cross-border transportation amount, judge the traffic devel-
opment situation between Yunnan and its adjacent countries.

18.2.2 Foreign Trade Supervision Department

As to the foreign trade supervision department which is represented by the
Department of Commerce of Yunnan Province, what they need include:

• By forecasting the cross-border transportation amount, judge the traffic devel-
opment situation between Yunnan and its adjacent countries.

• Understand the general situation of cross-border trade in Yunnan, so as to
provide decision support for foreign regulators when judging cross-border trade
development trend of Yunnan.

• Through the advantage of DM in the cross-border transportation DW, accurately
predict the prospective new economic growth point.

18.2.3 Customs and Inspection Departments

As to these departments, how to implement more effective supervision on staff,
goods and vehicles that are involved in the foreign trade will be a main topic for
them. Thus what they need include:

• Implement data tracking and monitoring on the moving, releasing and other
disposal about goods, personnel and vehicles.

• Based on the analysis of the data in the DW, consider how one can increase the
convenience of customs clearance, and reduce the proportion that the clearance
process time takes up in the whole cross-border transportation.
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• Through the DW, analyze the influence of existing tax mechanism on foreign
trade, so that customs can adjust accordingly to promote foreign trade business.

18.2.4 Port

As to a port organization, how to improve its efficiency is the main thesis. Thus,
what they need include:

• Analyze the average customs clearance duration in a specific time period (e.g., a
quarter, one day), duration, efficiency of each operation in all operation points.

• By the historical data in the DW analyze the operational process in each
operation points; optimize them using the function of decision support that the
DW has.

18.3 The Systematic Structure of Decision Support System
for Port Cross-Border Transportation

According to the requirements that were mentioned in the previous section, the
structure of port cross-border decision support system for Yunnan was designed as
shown in Fig. 18.1. The structure includes three levels: source data level, data
processing level and application level.

18.3.1 Source Data

In the source data level, integrate all the data that are scattered in different
departments, including customs clearance data, trade data from department of
commerce, transportation data from the communications department, all depart-
ments of inspection and quarantine of specific business data and other relevant
data. By the data collection platform, these data are interrelated, integrated and
stored in the database system. These data are used as the data source for the
warehouse extraction.

18.3.2 DW System

The data collected from the data source level will experience the process of
‘extraction-transformation–loading’ (ETL). Meta-data are simultaneously gener-
ated and stored into the DW system. The DW system is the core of decision
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support system. With the OLAP analysis and DM tools, the role of ‘decision
support’ can be easily realized.

As PCBT involves two kinds of data, which are ‘passenger transportation’ and
‘goods carriage’, we adopt the structure of the constellation as the multi-dimen-
sional data organization means for Yunnan port cross-border DW. The structure is
shown in Fig. 18.2. There are two fact sheets: freight fact sheets and passenger fact
sheets. Dimension sheets of port, time, transportation mode, vehicle, freight
information and customs broker information are connected to these two fact sheets
by foreign keys.

18.3.3 Model Library and Knowledge Library

The model library in the PCBT decision support system has three basic functional
models, which are statistical model, predictive model and simulation model.
Among them, the main function of statistical model is finishing statistical his-
torical passenger traffic volume and OD flow, customs clearance data. The main
function of the prediction model is forecasting the future development trend of
cross-border transportation business based on historical data in the statistical
module. The simulation model is the simulation to the actual situation of ports,
such as the visualization of the comprehensive transportation network and
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Fig. 18.1 The architecture of cross-border transportation DW decision support system
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historical OD flow. From the perspective of application, model libraries mainly
include network model, transport model, location model and inventory model.

Knowledge library is an intelligent tool to offer solutions for dynamic and
complex cross-border transportation problems for policy makers. During the
decision-making process, knowledge library interacts with the model in model
library and data in the DW, so as to realize the combination of qualitative and
quantitative analysis, and help policy makers to clarify decision objects, establish
and modify decision model. This knowledge and rules provided in the system
mainly include empirical knowledge rules, such as customs clearance knowledge,
goods knowledge, port knowledge and some rules in the process of model building
and choosing. Besides, they also include knowledge and rules obtained in the
process of OLAP.

18.3.4 OLAP Multi-Dimensional Analysis and DM

According to specific cross-border transportation problem, OLAP multi-dimen-
sional analysis can analyze data sets after cutting from different angles. Its basic
action includes slice, dice, roll up and drill down, pivot, etc. Through the com-
bination with the model and means in model library, the OLAP analytical
capability can be greatly increased.

The emphasis of OLAP is to provide multi-dimensional views of relevant data,
so as to analyze historical data. DM is inclined to automatically search for mode
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Fig. 18.2 Illustration of different perspectives from related departments of cross-border
transportation system
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and useful information hidden in historical data, to mine knowledge from the DW
and put them into knowledge library. The results of OLAP multi-dimensional
analysis can be used as the basis of DM, and the DM is a deeper level of
knowledge discovery based on the multi-dimensional analysis [8].

18.4 The Realization of Decision Support System for Port
Cross–Cross Transportation

This paper will establish multi-dimensional set using MS SQL Server 2005,
construct the corresponding data source for the multi-dimensional set using ODBC
meta-data administrator, conduct OLAP and DM on the interface of Visual Studio
2005. Based on that, the decision support system for PCBT can be realized.

18.4.1 Application Show of OLAP and Multi-Dimensional
Analysis Reports

For example, in order to inquire the transportation data of ports in GMS from the
perspective of category and transportation mode, one just need to edit the fields
required, and then the results will show up in the form of Fig. 18.3. As shown in
Fig. 18.3, once ‘country of port’ is unfolded, you can see that the weight and value
of goods of Yunnan’s 20 ports are displayed. The effect that Fig. 18.3 shows must
have the technical support of a DW system, as traditional database cannot reach
the purpose of multi-dimensional analysis well. By folding and unfolding the field
selected, one can easily realize the operation of slice, dice, roll up and drill down,
pivot, so that the target of specific data query is achieved.

18.4.2 Application Show of System Model

For example, to choose a port in Yunnan to establish international logistics hub.
We use the rate-of-flow method location model in the model library. The basic
process is as follows: (1) establish transport flow network and collect transport
amount data; (2) establish the impedance function; (3) construct the traffic volume
distribution model; (4) compute the node transfer amount; (5) construct the
location model; (6) compute the location result.

During the process, the system is connected to the MapInfo software, and then
the cross-border transportation network model of ports in Yunnan is constructed as
shown in Fig. 18.4. Data including transportation speed, cost, distance and
capacity between each port of different transportation mode are included in this
model.
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The impedance function is as Eq. (18.1) shows.

ciðxÞ ¼ cd ki þ op � Lið Þ þ ctti 1þ ai
xi

Ci

� �bi

" #

vot ð18:1Þ

In the equation, ci(x) is the generalized cost for section i of a channel; cd is the
weight of distance cost; ct is the weight of time cost; ki means the fixed cost for
section i; op stands for the operational cost of a unit length of channel; Li is the
distance of section i; ti means the free transportation time on section i; Ci is the
capacity of section i; vot is the constant for time value; ai, bi are the coefficients of
the impedance function.

The traffic volume distribution model is shown in (18.2)–(18.5).

min
X
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0
ciðxÞdx ð18:2Þ
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Fig. 18.3 Illustration of the OLAP multi-dimensional analysis
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In the traffic volume distribution model, xi means the traffic volume on section i;
ci(x) is the generalized cost for section i; f rs

k means the traffic volume on the kth
route where the origin is r and destination is s; Crs

k is the generalized cost on the kth
route where the origin is r and destination is s; drs

i;k is a binary variable, when
section i is on the kth route where the origin is r and destination is s, drs

i;k equals 1,
otherwise drs

i;k equals 0.
Last, we use the rate-of-flow method location model, as in (18.6)–(18.8).

max
X

i

X

j

Qijxi ð18:6Þ

s.t.
X

i

xi ¼ 1 ð18:7Þ

Qij ¼ qijo ð18:8Þ

Therein, Qij stands for the traffic flow of the ith candidate node on the jth
channel; xi is a binary variable, if the ith node is chosen as the hub, xi equals 1,
otherwise, it equals 0; qijo is the quantity of shipments that is assigned to the ith
node on the jth channel.

We choose Kunming, Ruili, Hekou and Mohan as the candidate port for the
international logistics hub. Using the model we proposed before, the annual

Fig. 18.4 The network model of the cross-port transportation for Yunnan
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transfer amount and the location result are illustrated in Table 18.1. Therein, 1
means chosen for hub, 0 means not.

By using the rate-of-flow method location model, we propose choosing Kun-
ming as the international logistics hub.

18.4.3 Application Show of DM

For example, we use the decision-tree algorithm to do the DM on the historical
freight data in the GMS, so as to see whether there is any undiscovered infor-
mation. We choose ‘weight of goods’ as the analysis object, and include trans-
portation mode, category of goods etc. as possibly related columns. After
processing, the dependency network is shown in Fig. 18.5.

In Fig. 18.5a shows, all of the relevant columns point to ‘weight of goods’. That
is to say, they will affect the ‘weight of goods’ to a certain extent. Then we drag
the slider to the bottom, namely the strongest link, we get Fig. 18.5b. At this time,
only the ‘transportation mode ID’ points to ‘weight of goods’. This means that
transportation mode has the greatest influence on traffic volume. This is quite
consistent with our inspiration from the fact that the highway traffic volume takes
up a great proportion of the total volume.

Table 18.1 The annual amount of transfer for each candidate nodes and the location results

Candidate node Kunming Ruili Hekou Mohan

Transfer amount (10,000 tons) 16,278 11,352 13,682 9,204
xi 1 0 0 0

Fig. 18.5 Illustration of DM using the decision-tree algorithm
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On the other hand, we also need to analyze the accuracy of DM by electronic
interface. Thus, we need to use DM accuracy charts. There are two kinds of
accuracy charts, one is lift chart, and the other one is classification matrix.
Figure 18.6 is the display of lift chart for the DM accuracy analysis.

As shown in Fig. 18.6a, the diagonal line represents results that an ideal model
can be produced, with exactly perfect predictions; the curve line is the result for
the DM. The closer the two lines are, the closer the effect of DM to the ideal
model. Figure 18.6b shows the relationship of the two lines, and provides the
degree of satisfactory for the mining results. In the illustration, the mining results
obtain 99 points, which is a very high score.

18.5 Conclusion

As an emerging data processing technology, DW has its special advantages. Its
OLAP and the DM tool can greatly raise the ability for processing and application
of data information. Based on Yunnan’s participation in the GMS, this paper made
a data requirement analysis on cross-border transportation and designed a structure
for cross-border transportation decision support system based on DW. The
structure integrates technology such as DW system, OLAP and DM, so as to
strengthen the system intelligence. Through the application of the DW system,
more reliable and comprehensive decision support information can be provided.
The application show proves the feasibility and effectiveness of the technology in
the practice. However, the DW technology in China is still in the stage of research
and preliminary application. Building a more perfect PCBT decision support
system needs more theoretical support and practical experience.
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Fig. 18.6 The mining accuracy chart for testing the data mining results-lift chart
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Chapter 19
Database of City Sound Spaces
and its Intelligent Applications

Ji Qing

Abstract Limitation of traditional computer tools about city sound-planning is
obvious. Some of them depend on a geographic information system to represent
sound environment. Some of them have been designed to evaluate the propagation
of traffic noise. Both cannot provide practical sound-planning references for the
real projects. For improvement, a new database seems necessary first. Benefitting
from the researches about how neighboring sound spaces interact on each other,
we designed two kinds of data forms to integrate all useful data into this database.
Sound event form is considered as the basic unit to compose a sound space. Sound
space form is used to represent each sound space. With the help of this database,
complicated sound spaces can be represented effectively. Furthermore, many
intelligent applications about city sound-planning can be realized. For example,
users can diagnose the sound-planning of their own project by making inquiry in
this database.

Keywords Database � Sound space � Intelligent application

19.1 Data Resources

In the field of city sound environment, by the knowledge gained from the previous
research projects, we can find out emerging conditions and internal social
dynamics of most of the sound phenomena that happen in a single sound space

J. Qing (&)
State Key Laboratory of Subtropical Architecture Science,
South China University of Technology, Guangzhou 510640,
Guangdong, China
e-mail: sboxi@163.com

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_19,
� Springer Science+Business Media B.V. 2012

163



easily, but researchers still know little about the mechanism of interaction between
two neighboring sound spaces. This shortcoming limits our capacity to solve those
complicated sound-planning problems [1]. Before developing all kinds of intelli-
gent applications of city sound-planning, to create a new database, which can
simulate the organization ways of our city sound spaces, seems inevitable [2].

In order to reflect our city sound reality, all the data needed by this database has
been acquired by some investigations and some physical measurements in site.
Specifically, in Canton Tian-He-Nan residential area, 15 cases have been selected
as research objects (Fig. 19.1). This residential area was developed from 1980s to
1990s [3]. All social living patterns in this area have been stable. These cases
reflect typical organizations of sound spaces nowadays in Canton city. Working on
site, four kinds of data had been acquired, including investigation of local resi-
dents, acoustic measurement, Observation of sound behaviors and two-minutes’
sound recording. These data has been collected every hour in a normal day.

Fig. 19.1 Aerial view of the Tian-He-Nan residential area and the organization way of sound
spaces (take case 1 as example)
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So each case will have 24 suites of data to represent the evolution of its whole
sound environment in a day with high quality.

Remark 1 For example, case 1 concerns the organization of four kinds of sound
spaces, public garden, residential building, restaurant and garbage disposal.

By analyzing all raw data indoors, all the useful data concerning the interaction
between neighboring sound spaces can be integrated into the database by two
kinds of data forms, sound event form and sound space form.

19.2 Sound Event Form

In this new database, all notable sound events have been considered as the basic
units to construct a sound space. Currently, there are 33 types of notable sound
events in the database, including nine sound requirement/contribution events,
19 sound contribution events and five sound requirement events.

Besides text details, six values belong to three interaction channels from sound
requirement and sound contribution, and have been recorded in the database to
describe these notable sound events. These three interaction channels of neigh-
boring sound spaces are degree of permeation, degree of public and degree of
nature. All the values for degree of permeation are presented by dB(A) [4]. Among
them, the values that belong to sound contribution are obtained by acoustic
measurement (Leq) in site. The values that belong to sound requirement are
determined by specialists on considering the requirement of the national norms.
All the values for the degree of public and the degree of nature are obtained by the
sound-reaction test technique, since these two interaction channels can only be
represented by qualitative data. After listening to the sound record of a sound
event, the testers must judge to which level the degree of public and the degree of
nature are belonging to (Five reference values –2, –1, 0, 1, 2 had been set at first to
represent the level from low to high). The judgment from the people who carry out
this sound events will used as the reference value of sound requirement. The
judgment from the people who experience this sound events frequently will be
used as the reference value of sound contribution. To those sound events in which
human behavior is not included, only the reference value of sound contribution can
be obtained. Taking the sound event ‘‘pedestrian’’ as example, six reference values
of this sound event are shown in Table 19.1. In database, the abbreviations (I_R,
P_R, N_R, I_C, P_C, N_C) have been used to symbolize these reference values.

19.3 Sound Space Form

In this database, each sound space will has its own data form. In this form, the sound
event dominating sound requirement and the sound event dominating sound con-
tribution in every hour of a day will be recorded. These sound events will determine
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the values of three interaction channels from sound requirement and from sound
contribution (all the values can be transferred from the sound event forms). In order to
improve the applicable ability, these sound space forms are adjustable. Users can
regulate the appearance time and appearance type of the sound events following the
reality of their own projects. Table 19.2 is an example of sound space form.

19.4 Diagnose the Sound-planning of a Project

To diagnose the sound-planning of a project by the help of this database is a kind
of intelligent application. It can be realized in the database directly.

An example can be used to explain this application of diagnosis. This example
is based on a supposed project of urban sound-planning. Now, we are going to deal

Table 19.1 Sound event form (take ‘‘pedestrian’’ as example)

Sound requirement Degree of permeation I_R Leq = 55 dB(A)
Degree of public P_R 0.53
Degree of nature N_R -0.70

Sound Contribution Degree of permeation I_C Leq = 51 dB(A)
Degree of public P_C 1.07
Degree of nature N_C 0.60

Table 19.2 Sound space form (take ‘‘garden with pavilion’’ as example)

Hour Sound event Sound requirement Sound contribution

I_R P_R N_R I_C P_C N_C

0–7 Insect voice 43 –2 2
7–8 Insect voice/Morning exercise 55 0.47 1.53 43 –2 2
8–9 Play mah-jong/Pedestrian 55 0.53 0.73 54 -1.33 –1.1
9–10 Play mah-jong/Pedestrian 55 0.53 0.73 54 1.33 –1.1
10–11 Play mah-jong 55 0.53 0.73 54 1.33 –1.1
11–12 Pedestrian 55 0.53 -0.7 51 1.07 0.60
12–13 Pedestrian 55 0.53 -0.7 51 1.07 0.60
13–14 Play mah-jong 55 0.53 0.73 54 1.33 –1.1
14–15 Play mah-jong 55 0.53 0.73 54 1.33 –1.1
15–16 Play mah-jong 55 0.53 0.73 54 1.33 –1.1
16–17 Pedestrian 55 0.53 –0.7 51 1.07 0.60
17–18 Pedestrian 55 0.53 –0.7 51 1.07 0.60
18–19 Rest/Insect voice 40 –0.6 1.47 43 –2 2
19–20 Rest/Insect voice 40 –0.6 1.47 43 –2 2
20–21 Rest/Insect voice 40 –0.6 1.47 43 –2 2
21–22 Rest/Insect voice 40 –0.6 1.47 43 –2 2
22–23 Insect voice 43 –2 2
23–24 Insect voice 43 –2 2

Note: ‘‘–2’’ to ‘‘2’’ means the level from the lowest to the highest
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with a vacancy, which is circled by four different sound spaces like in Fig. 19.2,
a traffic road at the north, a parking outside at the east, a primary school at the
south and a mall at the west. The proprietor of this vacancy wants to build some
residential buildings here, but the designer finds out that the sound situation here is
not optimistic. So they want some advice from the specialist of sound environ-
ment. They want to make sure whether it is reasonable to build the residential
building in this vacancy? If they insist to do so, how can they prevent all the
potential sound conflicts?

In order to realize this purpose of diagnosis, we can use the sound space forms
that this project concerns in the database. By matching these forms following the
neighboring relations existing, we can get the diagnostic result. In detail:

First, we consider all the sound space forms to which this project is concerned
in the database. In this example, five sound spaces forms ought to be cited:
residential building (2), mall entrance (12), parking outside (16), primary school
(23) and city highway (24). The numbers following are codes of these sound space
in the database. In the real project, before using them, we ought to regulate the
appearance time and appearance type of the sound event following the real situ-
ation in these forms. Since this example is supposed, so they need not be regulated.

Second, we demand the computer to match these forms following the existing
neighboring situation. For each neighboring situation, there exists two times’

Fig. 19.2 A supposed project of sound-planning
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matching. For example, a neighboring situation concerns the sound space ‘‘A’’ and
the sound space ‘‘B’’ (Fig. 19.3). For the first time, we match the sound require-
ment of the sound space ‘‘A’’ and the sound contribution of the sound space ‘‘A’’,
and obtain three values of difference from three interaction channels. For the
second time, we match the sound contribution of the sound space ‘‘A’’ and the
sound requirement of the sound space ‘‘A’’, and obtain the other three values of
difference from three interaction channels also. After two times’ matching, we will
have six values of difference for each hour. The smaller the value of difference
means the higher the matching level. On contrary, the bigger the value of differ-
ence means the lower the matching level.

This process seems less complicated, but the computer can finish it easily.
In detail, since the database we used is created by Microsoft Access, we can use
the calculation function (consulting form) provided in Access to realize it. This
example concerns four neighboring relations: residential building/mall entrance,
residential building/parking outside, residential building/primary school and resi-
dential building/city highway.

Finally, a diagnosis report can be issued. The substance of this report is to list all
the potential sound conflicts happened in each pair of neighboring sound spaces,
which can be found easily on considering their values of difference. The bigger the
value of difference is, more serious the sound conflicts may exist. From these big
values of difference, we can easily know what time a potential sound conflict appears
and which interaction channel it comes from. The user can determine the sifting
standard. Generally speaking, for degree of public and degree of nature, the conflict
situation that has a value of difference bigger than 2, ought to be pointed out. For
degree of permeation, the conflict situation that has a value of difference over 15dBA

Fig. 19.3 To evaluate the matching level of two neighboring sound spaces by comparing their
sound space forms
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ought to be pointed out. Table 19.3 is a part of the diagnosis report of this example, it
shows the matching result between ‘‘residential building/mall entrance’’. By this
diagnosis report, specialist of sound environment can provide a very precise sound-
planning reference to the designer of the project. From this report, the designer can
know which neighboring relations are optimistic and which neighboring relations
will cause big sound problems. Further more, the designer can locate all the potential
sound conflicts easily and accurately, since the report can point out at what time and
which interaction channel they are concerned. Following these indications, the
designer can eliminate or weaken these potential sound conflicts by using the tra-
ditional methods, such as adding some acoustic construction, installing a new sound
space as transition, applying some sound effects, planting some vegetables or having
the aid of topography. After all, this diagnosis report can make the process of sound-
planning more reasonable and more regular, so that a specialist of sound environ-
ment can join an urban planning project more effectively.

19.5 More Intelligent Applications in Near Future

To optimize the organization ways of sound spaces is another intelligent appli-
cation in sound-planning, which can be realized with the help of this database.
In near future, some best organization ways of sound spaces about user’s own
urban-planning project can be provided by the computer automatically. Frankly

Table 19.3 A part of the diagnosis report (shows the matching result between one pair of sound
spaces, residential building and mall entrance)

Potential sound conflicts between residential building (2) and mall entrance (12)

Hour Sound events concerned Requirement/
Contribution (Belong to which sound space)

Interaction
channel concerned

Value of
difference

7–8 Eat a meal (2)/Calm (12) Degree of permeation 15 dBA
11–12 Pedestrian chatting/calm (2) Degree of public 3.27
13–14 Sleep (2)/crowd chatting (12) Degree of public 3.54
13–14 Crowd chatting (12)/calm (2) Degree of public 3.80
13–14 Crowd chatting(12)/calm (2) Degree of nature 2.63
14–15 Sleep (2)/single car parking (12) Degree of nature 2.86
14–15 Sleep (2)/single car parking (12) Degree of public 2.74
19–21 Crowd chatting (12)/calm (2) Degree of public 3.80
20–21 Rest (2)/crowd chatting (12) Degree of permeation 19 dBA
21–22 Rest (2)/single car parking (12) Degree of permeation 18 dBA
21–23 Pedestrian chatting/calm (2) Degree of public 3.27
23–24 Sleep (2)/discharge goods (12) Degree of nature 3.13
23–24 Sleep (2)/discharge goods (12) Degree of permeation 16 dBA

Note: when ‘‘residential building’’ and ‘‘mall entrance’’ are in neighborhood, there exist two
kinds of potential sound conflicts mainly: 1, sleep and rest of the residents are disturbed easily by
sound events of mall at noon and in the evening. 2, Since the residential building is calm in some
hours, some sound events of the clients may be restrained
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speaking, this intelligent application is an extension of the diagnosis function that
we mentioned above. But it cannot be realized in database directly, we must use a
series of calculations to finish the optimization steps in a computer program. In this
program, a data channel must be established to connect the database, because the
process of optimization must use sound space forms also. Basing on some systems’
engineering knowledge such as matrix of relation and linear optimization equation,
the program can calculate all possible organizations’ way of the sound spaces
concerned in user’s project and find out the best ones.

More and more intelligent applications will be developed to improve our ability
to deal with the complicated sound problems in our city. Most of them cannot
leave the effective data support, that is the value of this database.
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Chapter 20
Fast Processing in Support Vector
Machine for Large-Scaled Data Set

Xilong Qu, Linfeng Bai and Hong You

Abstract Support vector machines (SVMs) are a set of related supervised learning
methods that analyze data and recognize patterns, used for classification and
regression analysis. The original SVM algorithm was invented by Vladimir Vapnik
and the current standard incarnation (soft margin) was proposed by Corinna Cortes
and Vladimir Vapnik. A new reduction strategy is proposed for training support
vector machines with large-scale data set based on the analysis of the nature and
difficulties in training SVM.

Keywords Support vector machines � Fast processing � Large-scale data

20.1 Introduction

Vapnik and others invented support vector machines (SVM) [1] which is a new
pattern classification method. SVM is based on the principle of structure risk
minimization (SRM) and can effectively avoid the curse of dimensionality and
local minimum problems in classical learning methods. The parameters of the
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maximum-margin hyperplane are derived by solving the optimization. There exist
several specialized algorithms for quickly solving the QP problem that arises from
SVM, mostly reliant on heuristics for breaking the problem down into smaller,
more manageable chunks. A common method for solving the QP problem is Platt’s
Sequential Minimal Optimization (SMO) algorithm, which breaks the problem
into two-dimensional subproblems that may be solved analytically, eliminating the
need for a numerical optimization algorithm.

It still has good generalization ability under small sample conditions. SVM has
got very good results in the area of solving the classification, regression and
density estimation problems in machine learning, and has been successfully
applied to practical problems of text recognition and speech classification [2], but
the training time being very long is a big drawback [3].

20.2 Data Processing Strategy of Support Vector Machine

Since the 1960s, scholars began to study the problem of machine learning based on
the data. During the 1990s, Vapnik and his colleagues created a statistical learning
theory (SLT), making data-based machine learning to become a more complete
theory, and on this basis, finally created a class of effective generic machine
learning algorithms—Support vector machines [1]. The application of kernel as a
universal technology, can extended to other learning systems. Currently, the main
kernel machine algorithm including support vector machine algorithm [2], kernel
Fisher classifier [4], kernel principal component analysis [5], kernel independent
component analysis [6] tec. Among them, typical algorithm is SVM.

When using SVM to solve practical problems, selecting the appropriate kernel
is a key factor [3]. Currently there are a number of ways for the construction of
kernel functions. Ling Zhang [7] proved that for a given sample, kernel function
must exists. There are still no uniform guidelines yet on the kernel function and
parameter selection [8]. Though selected still by experiment, cross-validation
method [8] and leave-one method [9] in a limited data set for parameter optimi-
zation are commonly used. Literature [10] made a useful discussion on selecting
parameters of kernel function, but principally used are the cross-validation method
[11] and leave-one method [12] in a limited data set for parameter optimization.
In this chapter, using the principle of structural risk minimization [2] and pro-
jection analysis to make a quantitative analysis on the kernel function to decision
function’s influence and to guide the kernel’s option, has some innovative. This
paper focuses on Vapnik proposed standard support vector machine, but after a
few changes also applicable to various support vector machines.

The introduction of the concept of rigid body in mechanics, with the radius of
positive and negative samples in N-dimensional space respectively were fþ and f�

within the super balls, and the distribution was independent and identical, then the
set of positive and negative samples were manifested as two rigid bodies, the type
of centroids, respectively were Mþ and M�. According to statistical theory, when
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the sample set is larger, can use sample set centroid to approximate rigid body
centroid. Positive and negative sample set centroid Mþ and M� are calculated by:

Mþ ¼
X

i2Sþ
UðxiÞ=lþ; M� ¼

X

i2S�
UðxiÞ=l� ð20:1Þ

where lþ and l� and are positive and negative samples, Sþ and S� were positive
and negative sample sets.

If two sample sets after mapping to the Hilbert space can be separated, then the
optimal separating hyperplane is located between two centroids (Fig. 20.1),
namely, the two centroids lying on both sides of the optimal hyperplane, and
various types of support vector distribute between the class centroid and the
optimal hyperplane.

From the view of clustering point, types of rigid body centroid can be regarded as
types of cluster center. Suppose two centroid were on the side of optimal separating
hyperplane, from the sample distribution, which will occur only when overlapping
regions of positive and negative set samples are more, leading to two sample sets
cannot be separated. Similarly, according to samples distribution also, one can obtain
that the support vector is between the optimal hyperplane and the centroid.

20.3 Processing Algorithms

Call the matrix composed of Kijði; j ¼ 1; 2; . . .; lÞ as kernel matrix K, directly
through formula to calculate cos hi needed to traverse all Kij: The dimension of the
nuclear matrix is l2; and its computation time complexity is Oðl2Þ. If the training

Fig. 20.1 Sample class
centroid
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algorithm uses the classical convex quadratic programming algorithm (such as
Newton method, quasi-Newton method, etc.), its computational complexity is
Oðl3Þ; and the optimization process also needs to traverse the nuclear matrix, the
time on support vector preselected will not exceed the training time. However,
with the current SVM fast training algorithm (such as SMO), because such an
optimization process of algorithm does not necessarily traverse the nuclear matrix,
in the case the training set is large, it even appears that the time-consuming status
of preselected support vector is longer than time-consuming of training.

cos hi ¼

pðe� 1
l1

a1i þ
1
l3

b1i � f Þ=ðhi �
2
l1

a1i þ eÞ1=2; i 2 S1

pðe� 1
l1

a2i þ
1
l3

b2i � f Þ=ðhi �
2
l1

a2i þ eÞ1=2; i 2 S2

pðg� 1
l3

c1i þ
1
l1

d1i � f Þ=ðhi �
2
l3

c1i þ gÞ1=2; i 2 S3

pðg� 1
l3

c2i þ
1
l1

d2i � f Þ=ðhi �
2
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Among

e ¼
X

j2S1

a1j=l2
1; f ¼

X

j2S1

b1j=l1l3; g ¼
X

j2S3

c1j=l23; p ¼ 1=ðg� 2f þ eÞ1=2

ð20:3Þ

use formula 20.2 and 20.3 to calculate the cosine of the samples, not only avoid
time cost in repeat counting Kij, but also avoid storage in the nuclear matrix.
Set the time to calculate a nuclear function as a unit, then fast algorithm time
complexity is Oððl1 þ l3ÞlÞ, it ensures the feasibility of preselection strategy in
large-scale data set.

20.4 Experiment Simulations

The simulation of the UCI data proves the effectiveness of this method. Since
classical SVM training speed is slow, experimental Libsvm based SMO algorithm
is used with hardware environment CPU-AMD2600, memory-512 M, program-
ming environment using MS VC ++6. The following results with the average to do
five times, the time units as milliseconds are obtained.

Adult data set classification experiment, to verify the effectiveness of presen-
tation set of sample centroid.

For sample set, select Adult data set of UCI [7], Adult data set has been widely
used to test the classification algorithm. Adult data sets totally divided into nine
groups, we use the a5a, a6a data sets to do the experiment, the sample is 123-
dimensional vector. Kernel function select RBF kernel, Kðxi; xjÞ ¼ exp
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ð�jxi � xjj2=ð2r2ÞÞ, the parameters r ¼ 0:05; C ¼ 1; e ¼ �0:1: Experimental
setting rþ ¼ r� ¼ r:

The training set sizes of 5a and a6a respectively were 6414 and 11220 even in
the case r ¼ 0:05; the results of the training also includes most of the support
vector, the classification accuracy rate of test set also has no change, while time-
consuming of sample pre-selection is only 1/20 of when r = 1. This fully shows
use part of sample to approximate calculate the centroid of sample can essentially
shorten the time of sample pre-selection in the basic premise of not lose gener-
alization ability of SVM. From the experimental data when r = 1, also shows that
if do not reduce the number of elements which need to calculate in the nuclear
matrix, the sample pre-selection method will be not worth the candle. When the
order of magnitude of data sets between 103–105, we generally take r ¼ 0:1 for
the experience value, for the data set which the order of magnitude greater than
105, can reduce the values of r.

20.5 Conclusion

Seen from these two experiments, set the empirical value r ¼ 0:1and e ¼ �0:1, the
scale of sample set after preselected is about 60% of the original scale. Total
training time (including preselection time-consuming) is \70% of direct training
time-consuming, its ability to promote basically unchanged, shows the method of
preselection support vector in this paper is effective.
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Chapter 21
Research and Design of Web Management
System for Data Manipulation Base
on the Internet of Things

Qiyao Xiang, Yongjun Zhang, Wanyi Gu and Jiarui Kou

Abstract Internet of Things (IOT) has been called as the third wave of the world’s
information industry following the computer and the Internet. Its essence is inter-
connecting and sharing information,i.e.,the automatic identification of things
through the Internet with RF automatic identification technology. Although without
human intervention, it still needs to provide a management platform to realize the
artificial management, check and fault handling, etc. This paper mainly puts forward
a model of web-based management system with the technology of IOT, in order to
improve the operation, management and maintenance ability, and ensure the normal
operation of the monitoring, and improve environmental safety and reliability.

Keywords IOT � Management system � Web-based � UDP � Data process

21.1 Introduction

Internet of things (IOT) is also known as sensor networks, the concept of which
was made in 1999. The definition of IOT is, in accordance with the agreed pro-
tocol, connecting anything with Internet through RF automatic identification
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technology (RFID), infrared sensors, global positioning system, laser scanner and
other information sensing device, to exchange and share the information, in order
to achieve a network with the function of intelligent identification and manage-
ment. In this network, the goods can communication with each other without
people. The essence is to realize the automatic identification of items and infor-
mation interconnection and sharing through RFID and computer network [1].

In the exchange of things and things without human intervention, there must be
an interface that can be provided for human to manage and check the objects.
On the other hand, the automation management needs a strong management sys-
tem to handle. If there is a abnormal situation happening, it can also send anomaly
information automatically to solve the malfunction in time.

IOT should have three support platforms, namely the perception platform, the
transmission platform and the processing platform. RFID and sensor networks
solve the problem of the identification of object and information perception. More
problems such as address assignment, information representation, transmission,
storage and processing, security and value-added services require more technology
to support [2]. Now it has been put forward to the cloud computing to solve these
problems. But cloud computing still remains mature and standardized, so nowa-
days we can use web-based management system to provide the processing plat-
form of IOT. The main technologies of each platform are showed in Fig. 21.1.

21.2 Structure of Web-Based Management System

As the scale and complexity of the network is increasing, a simple unified structure
is needed for network management, so web-based management system appeared.
Web-based management system is a kind of information management system with
Browser/Server (B/S) structure. It just needs a web browser to be installed in the
client. It makes the administrator to achieve the management function through any
browser which connects to the Internet with its strong distribution [3]. In the web,
we can query, update or handle the data and problem of the monitored devices. It is
not required for the client to update the software. Simply by increasing the web

Fig. 21.1 Three platforms of IOT
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pages to extend network management function, the cost of maintenance and
management can be reduced tremendously. In summary, it has advantages as
follows [4]:

The remote control can be conveniently used.
It is easy to learn and use with the consistent management interface.
The independent platform.
It has quick access to the network equipment system through the web when there is
an emergency situation.

The traditional web-based management system mainly includes the following
several modules: configuration management, fault management, topology man-
agement, performance management, security management and database manage-
ment, which is shown in Fig. 21.2 [4].

As shown in Fig. 21.2, the network management protocol is the base of the
management system. Protocol is the rules for anyone to communicate with others.
In the Internet, in order to assure the communication between different devices,
they must comply with different agreement that can accomplish many tasks.
Protocol is defined as followed [5]:

Message format, e.g., how much data can be held in each message.
The method to the destination’s path information sharing by intermediate devices.
The method to process information for update between intermediate devices.
The process to initiate and terminate communication between hosts.

Nowadays, Transmission Control Protocol/Internet Protocol (TCP/IP) is the
most fundamental Internet protocol. TCP/IP defines electronic devices’ standards
about how it connects with the Internet and how the data transmit between them.
TCP/IP is a four-layer system structure. The top layer is for transmission control
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Fig. 21.2 Web-based
management system
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protocol, it is responsible for gathered information or put the documents into
smaller bag. The lower layer is for Internet protocol, it handles each packet’s
address to send these packages to the right destination.

In TCP/IP, TCP and User Datagram Protocol (UDP) are the two most widely
used transmission protocols. UDP is a simple and connectionless protocol, which
has the advantage of providing low cost data transmission; because it transmits the
datagram just try its best. TCP is a connection-oriented protocol, which generates
additional costs to achieve additional functions, such as original sequence pro-
cessing, reliable transmission and flow control. Each TCP segment packaged in the
header of application layer data has a cost of 20 bytes, while each UDP segment
has a cost of 8 bytes [5].

21.3 Requirement of IOT Management System Module

In Internet of things, the monitored device is a gateway, which collects different
information such as temperature, humidity, smoke, voltage and so on, through many
kinds of sensor devices, and then sends the information to the server to manager
through the network transmission equipments and lines. When the server receives
the information, data are processed as needed. In summary, there are three important
layers from bottom to top: transfer protocol, data processing and GUI showing.

Transfer protocol. In the Internet of things, the underlying device needs to send
information to the upper in real-time, so the traffic in the network is too much. In
order to reduce the congestion caused by the cost of frequent communication, we
can choose this low cost data transfer protocol, UDP, as the underlying commu-
nication protocol of the system. Figure 21.3 is an example of UDP segment [5].

As showen in the Fig. 21.3, the application layer data segment is used to
encapsulate the information collected by the gateway or the orders send to it. We
need to develop a unified format for up and down link protocol, need to consult a
server-port and client-port to receive and send data. Then data’s capsulation and
decapsulation will be completed automatically.

Data processing. When we receive data, a series of data processing need to be
done: data collecting, data analysis, history management, trend analysis and so on.
In consideration of the management server of the traditional web-based manage-
ment system’s basic modules and the specific needs of this paper, the management
system in Internet of things can be divided into the following modules: user
management, data management, fault management, topology management and
emergency management.

User management. This module’s main function is the user login and security-
related identification, including the sign-in system verification, exiting the system
to sign-off, password changing, the user information query, the user group infor-
mation query, add or remove users and groups and so on. It can restrict different
users to access and manipulate the system through different levels by setting
administrative privileges.
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Data management. This module is the most basic in the manage server because
all the functions for management and processing are based on real-time, accuracy
and completeness of data. It mainly includes data collecting and saving, history
management, data analysis, database backup and query. The system collects data
through the socket and then classifies and stores them into different fields of
database, creates historical records, analyzes and processes data by the established
mathematical model, takes back up of the database automatically and periodically
to prevent data loss caused by system crashes.

Fault management. To reflect the status of each managed device, when the
system initializes, the module adds the fault information of each device from
database to each management object. When the system is running, real-time alerts
is also notified to the administrator by this module.

Topology management. This module is responsible for direct management of
network resources and timely performance about the operational status of the
managed device. It collects the topology information of the network, and changes
the physical objects into the graph nodes to provide an easy form for administrator.

Emergency management. This module is a post-processing of data management
and fault management, mainly used to classify the fault information to make
different emergency alert measures according to the different alert levels. The
alarm levels can be divided into three or more, which is dependent on the practical
requirement.

GUI showing. GUI, short for Graphical User Interface, is a user interface for
computer operations displayed by graphical way. It closely connects administrator
and user with the system, when accessed through the web browser. Administrator
can easily view and manage the operation within the system through GUI, and
real-time information, alarm status and processing status of the managed divice,
can also maintain and backup the database.

21.4 Design for IOT Management System

Based on the analysis for the system requirements above, we can propose a system
model structure for this research topic as shown in Fig. 21.4.

Process design. Next, it is mainly to explain the detailed design for the system
in the way of data processing. It is divided into the following steps.

When the server program is running, the socket port for the program of
accepting data opens, and begins to listen whether there is data coming to the port.

Bit(0) Bit(15) Bit(16) Bit(31)

Source Port(16) Destination Port(16)

Length(16) Checksum(16)

Application Layer Data Segment

8 bits

Fig. 21.3 UDP segment and
header fields
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When data arrives, the receiver program parses the packet in accordance with
prior proposed protocol format. The packets are broken down into individual data
blocks, including device identification, IP address and environmental information.
Then the data are saved in the table of database.

Data are read from database to judge whether there is any alarm. If there is no
alarm, analysis of the working conditions, and the environmental trends are made
to make early warning. If there is alarm, determination about alarm level, and the
severity of the alarm is analyzed to make the appropriate emergency treatment.
Then, the treatment above is saved into the database as historical records.

According to the results of data processing the appropriate warning or alarming is
made, to warn early or issue a directive immediately. If alarm level is divided into
three, the ways to deal with the alarm are suggested as follows: simple treatment
with no report, alarm through the warning box or email or send message immediately
to the relevant administrator. The program flow charts are shown in Fig. 21.5.

Implementation technology. The realization of web-based management system
includes two parts: GUI and background business logic. The whole development is
based on Java, which can be divided into several parts of technology, such as
Applet, Servlet, JavaBean, JDBC and so on [6]. The main technologies of system
are listed in Table 21.1.

21.5 Conclusion

With the development of Internet of things, it will increasingly drive intelligent
businesses, so within the next few decades, the idea of earth wisdom will be
realized. Then, the trillions of objects on the earth will be joined into the Internet,
and the applications in Internet will be greatly enriched; all kinds of things that
exist can be checked in the Internet and communicated by all kinds of applications.
So with the flourish development of IOT recently, we more and more need such a

Fig. 21.4 Structure of web-based management system for IOT

182 Q. Xiang et al.



standard protocol-based unified system to manage the complex network equip-
ment. It can improve the ability for operation, management and maintenance to
ensure the safety and reliability of network and devices. Hence, it can speed up the
coming era of Internet of things.
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Table 21.1 Main technologies

Technology Main function Used module

JSP Design foreground display GUI
Socket Communication Data collecting
JDBC Connect to database Data reading and saving
JavaBean Encapsulate Data transmission
Applet Dynamic diagram Topology management
Servlet Main business logic Forwarding
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Chapter 22
Game Analysis of Multi-Strategy Between
Government and Suppliers in Green
Supply Chain

Changfei Jin and Lijun Mei

Abstract In order to study the roles that the government and the suppliers played
in the green supply chain, this paper constructed the game model of multi-strategy
between government and suppliers. Game theory was then used to seek the optimal
mixed strategies of the government and suppliers under equilibrium conditions. It
is shown that government can adjust the economic policy according to the cost of
government supervision, the penalties on non-green products, the environmental
damage costs of non-green products, and so on. On this basis, this paper provided
theoretical ideas for the government to improve the efficiency of the green supply
chain.

Keywords Green supply chain � Game theory � Mixed strategy

22.1 Introduction

With the depletion of natural resources and worsening environmental pollution,
environmental issues have attracted more and more attention from many regions
and countries around the world. Circular economy mode of green supply chain
management has become an inevitable trend. Therefore, the theory and practice of
green supply chain management has paid government agencies, enterprises,

C. Jin (&) � L. Mei
School of Economy and Trade, Hunan University, Changsha 410079,
Hunan Province, People’s Republic of China
e-mail: changfeijin@gmail.com

L. Mei
e-mail: bmljunlove@163.com

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_22,
� Springer Science+Business Media B.V. 2012

185



and scholars attention [1–3]. van Hoek [4] considered that we need to examine our
‘‘ecological footprint’’ to lower the environmental damage of business . Sheu et al.
[5] presented an optimization-based model to deal with integrated logistics oper-
ational problems of green supply chain management. Zhu et al. [6] examined the
links between green supply chain management initiatives and performance out-
comes, and offered the suggestions for further research on the implementation of
green supply chain management. Nwe et al. [7] presented an approach integrating
LCA indicators and dynamic simulation for green supply chain design and oper-
ation. Although we already know that the government and suppliers play an
important role in the green supply chain management systems, it is rare that the
articles discuss the decision problems in the quantitative way between government
and suppliers in the green supply chain based on game theory. This paper applied
the analysis of game theory in green supply chain. According to the establishment
the multi-strategy model and the analysis of results of the game equilibrium on
both sides, it can provide the basis for government regulatory decisions.

22.2 Model and Assumptions

22.2.1 Construction of the Model

The players of the game model in the green supply chain are the ‘‘Government’’
and ‘‘Suppliers’’. The Government means the environmental protection agencies
which supervise and manage suppliers on behalf of the public interest. There are
some strategies of government in green supply chain game model, such as,
supervision and non-supervision (‘‘non-supervision’’ is written ‘‘N’’). The super-
vision method has two kinds, ‘‘Payment mode’’ (written ‘‘P’’) and ‘‘withdrawal
mode’’ (written ‘‘W’’). The Payment mode is the traditional government man-
agement, that is to say, when the government supervises suppliers, if the suppliers
do not take environmental protection measures and produce non-green products,
the suppliers will pay for the environmental damage caused by non-green prod-
ucts. ‘‘Withdrawal mode’’ is the latest management. The government cooperates
with retailers in the green supply chain. Government certifies suppliers and pub-
lishes substandard suppliers, and the retailers do not purchase the products which
are produced by the substandard suppliers. Therefore, in this case, if the suppliers
do not take environmental protection measures, they will not profit. The multi-
strategy set of the government in green supply chain is shown in Table 22.1.

Table 22.1 The multi-strategy set of the government

Strategies

Government Non-supervision
(N)

Supervision
Payment mode

(P)
Withdrawal mode

(W)
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The suppliers may take environmental protection measures and produce green
products in the green supply chain. Also they may not take environmental pro-
tection measures and produce non-green products. We assume that the process of
taking environmental protection measures consists of two stages. Therefore,
suppliers strategies are divided into three kinds. One kind of strategy is producing
green products throughout both stages (written ‘‘G–G’’); another kind is that the
producing green products during the latter stage and producing non-green products
during the first stage (written ‘‘N–G’’); the other is producing non-green products
throughout both stages (written ‘‘N–N’’). The multi-strategy set of the suppliers in
green supply chain is shown in Table 22.2.

22.2.2 Assumptions of the Model

We simplify some complex conditions without changing the essence of conditions
and make the following assumptions for this model.

It is assumed that the costs of the government supervision are c. If the gov-
ernment supervises the suppliers by P strategy, when suppliers produce non-green
products during the first stage, the government imposes fees as p on suppliers;
when in the second stage without implementing environmental protection mea-
sures, suppliers not only receive penalty fees as p, but also pay additional penalties
cost as kp, k is the penalty coefficient k [ 0ð Þ.

When suppliers adopt green environmental protection measures, the suppliers
will be exempted from payment of fees and penalties. If the government supervises
the suppliers by w strategy,when the suppliers produce non-green products, the
retailers cannot purchase products from the suppliers, and the profits of the sup-
pliers are 0 in that stage.

We ignore the suppliers fixed costs. If the government does not supervise the
suppliers, when suppliers take the green environmental protection measures,
the profits of the suppliers are u, and there are positive external effects v for the
government; and when suppliers do not take the green environmental protection
measures, the profits of the suppliers are uþ tð Þ; then there are negative external
effects (–t) for the government p\t\ 2pþkp

2

� �

:

It is assumed that players of the game are risk neutral, and the parameters
u; v; t; p [ c [ 0:

The matrix of strategy and payoff for government and suppliers is shown in
Table 22.3.

Table 22.2 The multi-strategy set of the suppliers

Suppliers Strategies

The first stage Green (G–G) Non-green
The second stage Green (N–G) Non-green (N–N)

22 Game Analysis of Multi-Strategy Between Government and Suppliers 187



22.3 Equilibrium Analysis

It is assumed that each player knows the other’s strategy set and the payoffs.
Therefore in the short-term equilibrium, this game is the complete information
static game. We find out that government and suppliers do not have pure-strategy
Nash equilibrium, and only have mixed-strategy Nash equilibrium. The govern-
ment’s mixed-strategy is expressed Sg ¼ fx; y; 1� x� yg: This means that the
probability of government to non-supervise the suppliers is x, the probability of
government using the Payment Mode of supervision methods is y, and the prob-
ability of withdrawals mode is 1� x� yð Þ: The suppliers mixed-strategy is
expressed Ss ¼ fi; j; 1� i� jg: In the same way, this means that the probability of
suppliers taking the G–G pure-strategy is i, taking the N–G pure-strategy is j, and
taking the N–N pure-strategy is 1� i� jð Þ:When suppliers take the mixed-strategy
Ss ¼ fi; j; 1� i� jg; the government’s expected profits function of each pure-
strategy N, P, and w is expressed as EN

g ; EP
g and EW

g respectively, so we obtain the
expected profit functions as follow:

EN
g ¼ ið2vÞ þ jðv� tÞ þ ð1� i� jÞð�2tÞ: ð22:1Þ

EP
g ¼ ið2v� cÞ þ jðv� t þ p� cÞ þ ð1� i� jÞð�2t þ 2pþ kp� cÞ: ð22:2Þ

EW
g ¼ ið2v� cÞ þ jðv� cÞ þ ð1� i� jÞð�cÞ: ð22:3Þ

When the expected profits of the pure-strategy N, P, and w are no different for
government, the suppliers’ optimal mixed-strategy is worked out. That is to say,
when EN

g ¼ EP
g ¼ EW

g ; the mixed-strategy S�s ¼ fi�; j�; ð1� i� jÞ�g of suppliers is
the optimal. Therefore, from the Eqs. 22.1–22.3, we obtain that:

i� ¼ 1� cðpk þ p� tÞ
kpt

: ð22:4Þ

j� ¼ cðpk þ 2p� 2tÞ
kpt

: ð22:5Þ

ð1� i� jÞ� ¼ ðt � pÞc
kpt

: ð22:6Þ

Table 22.3 The matrix of strategy and payoff for government and suppliers

Suppliers Government

N (x) P (y) W (1–x–y)

G–G (i) 2u, 2v 2u, 2v–c 2u, 2v–c
N–G (j) 2u ? t, v–t 2u ? t–p, v–t ? p–c u, v–c
N–N (1–i–j) 2u ? 2t, –2t 2u ? 2t–2p–kp, –2t ? 2p ? kp–c 0, –c
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In the same way, when government takes mixed-strategy Sg ¼ fx; y; 1� x� yg;
the suppliers’ expected profits of each pure-strategy G–G, N–G, and N–N is
expressed as EGG

s ; ENG
s and ENN

s respectively, so we obtain the expected profit
functions as follows:

ENN
s ¼ 2u: ð22:7Þ

ENG
s ¼ xð2uþ tÞ þ yð2uþ t � pÞ þ ð1� x� yÞu: ð22:8Þ

EGG
s ¼ xð2uþ 2tÞ þ yð2uþ 2t � 2p� kpÞ þ ð1� x� yÞ � 0: ð22:9Þ

When expected profits of the pure-strategy G–G, N–G ,and N–N are no different
for suppliers, the optimal mixed-strategy of government is worked out. That is to
say, when EGG

s ¼ ENG
s ¼ ENN

s ; the mixed-strategy S�g ¼ fx�; y�; ð1� x� yÞ�gof
government is the optimal. Therefore, from Eqs. 22.7–22.9, we obtain that:

x� ¼ u

uþ t
: ð22:10Þ

y� ¼ 0: ð22:11Þ

ð1� x� yÞ� ¼ t

uþ t
: ð22:12Þ

Therefore, the optimal mixed-strategies of suppliers and the government are
expressed S�: In such a case, the maximum expected profits of suppliers E�s

� �

and

the government E�g

� �

are, respectively, shown as follows:

S� ¼ ðS�s ; S�gÞ

¼ 1� cðpk þ p� tÞ
kpt

;
cðpk þ 2p� 2tÞ

kpt
;
ðt � pÞc

kpt

� �

;
u

uþ t
; 0;

t

uþ t

� �� 	

:

ð22:13Þ

E�s ¼ 2u: ð22:14Þ

E�g ¼
2vt � tc� vc

t
: ð22:15Þ

According to the game analysis above, we can obtain some significant con-
clusions as follows.

From Eqs. 22.4–22.6, we find that when other parameters are constant, if the
values of p and k increase, that is to say, if the government imposes more fees on
suppliers that produce the non-products, then the probabilities of both G–G and
N–N strategy of suppliers will be smaller, and the probability of N–G strategy of
suppliers will be larger.

The increase of government regulation costs (c) can cause the probability of the
G–G strategy of suppliers to reduce.

22 Game Analysis of Multi-Strategy Between Government and Suppliers 189



From Eqs. 22.10–22.12 to, we can obtain that the probability for government
regulation is inversely proportional to t, namely when suppliers adopt the non-
green measures, the negative external effects for the government will increase,
then the government will strengthen the supervision of suppliers and urge suppliers
to adopt green environmental protection measures.

From Eq. 22.11 we can find that when the government takes the supervision
strategy, the best way of supervision methods is using withdrawals mode.

From Eqs. 22.14 and 22.15, when both players have reached mixed-strategy
Nash equilibrium, the suppliers’ optimal expected profits are only related to the
benefits of selling the green products.

The government’s optimal expected profits are proportional to v and inversely
proportional to t and c, namely the greater the positive external effects for the
government of green products and the lower the costs of government supervision,
the more the profits of the government.

In summary, the government needs to reduce its supervision costs to make more
benefits. We suggest the suppliers increase the benefits of selling the green
products by proper method, and we suggest the government use the withdrawals
mode of supervision methods to urge suppliers to take green environmental pro-
tection measures.

22.4 Conclusions

This paper constructed the milt-strategy game model for government and suppliers in
green supply chain. We obtained the equilibrium mixed-strategy and optimum
solution of the game for both players. From the equilibrium mixed-strategy of the
game, we found out that those factors, including the cost of government supervision,
the external social benefits of green products, payment costs, penalties, and so on,
have an impact on strategies and benefits of the government and suppliers. According
to the analysis results, it is shown that the government plays a very important role in
the green supply chain management, and if the government wants to improve the
efficiency of the green supply chain and improve the proportion of suppliers taking
green environmental protection measures, it should reduce the supervision costs
appropriately and use the withdrawals mode of supervision methods.
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Chapter 23
Study of Data Integration Model
on Securities

Guorong Xiao

Abstract The existence of heterogeneous data sources brings great inconvenience
to realize the exchange visits to data in securities. Therefore, it becomes a
meaningful research topic to solve the problem of realizing convenient and flexible
exchange visits. This paper combines the data representation format of xml gen-
erally used in current securities data, and constructs a xml data model, which can
implement structured data of relational type as well as describe unstructured data
and self-describing semi-structured data.

Keywords Securities � Data integration � Model � Xml

23.1 Introduction

With the rapid development of securities, competition in the securities industry has
become increasingly fierce. This requires a lot of data, and needs to discover its
operating rules and future trends. Securities trading system has accumulated vast
amounts of data including internal data, such as financial status, financial status of
customers trading status, transaction status and position status, and corporate
external data, such as the number of customers, customer preferences, stock
market information and more. The data on securities firms and exchanges has a
very high value. The challenge faced by enterprise application program is how to
collect and use these data sources to dig and analysis, and develop a long-term
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planning by the analysis of results, how to achieve correct data through different
information platforms, how to integrate a large number of available data and
transform them into information assets as soon as possible. These information
assets allow enterprises to make more pointed responses to the market and cus-
tomer needs, improve the company’s management and competitive advantage and
keep a leading market competitiveness and constantly open to new commercial
opportunities.

Currently, the securities industry’s massive data consists of three parts:
Business data, business data is mainly in the securities transaction process.

Among them, the trading system data is the most important. It consists of trans-
actions in real-time trading system, it is the main basis for data mining, customer
analysis and CRM system.

Market data, market data is provided by the Shenzhen and Shanghai Stock
Exchange, the securities are issued in the opening period of the transaction data, it
is the key data for data analysis.

Related network information data, it is mainly related to the network infor-
mation data published by various media relating to securities, including satellite,
television, radio, Internet, books and magazines and other mass media. Internet is
the media that covers the most amount of information, the information mainly in
text form,such as user discussion and thoughts on the stock, the information often
exists in the customer feedback e-mail or forum.

Key business data and market data released by the stock exchanges, satellite
systems through the network or sent to the securities companies, these data have
established a database format, and collected more easily.

Therefore, we focus on the text collected from the network. These data are
divided into two categories: one is the structured data, such as numbers and
symbols; while the other numbers or information cannot be unified structure that
we call unstructured data. Now, with the network technology, especially internet
and intranet technology’s fast development, the number of unstructured data
increases. According to statistics, the current amount of data is in unstructured
form, such as web pages, technical documentation and e-mail. Therefore, in the
securities-related information and data collection, in addition to face structured
data, the current disorder more often needs to deal with unstructured data. The text
data source is varied, so the model in the design of data collection, the need to
maximize the integration of various information sources, to improve the recall of
information, other information collected in the repetitive, non-related aspects
should be dealt with, otherwise there will be duplicate search results, non-related,
or even false information.

From the perspective of database research, web site information can be viewed
as a larger, more complex database. Each site on the network is a data source, each
data source is heterogeneous, and thus each site information is different, which
constitutes a large heterogeneous database environment [1, 2]. If you want to use
these data for data mining, first of all, we must study the integration of hetero-
geneous data between sites problem, only the data of these sites are integrated
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together to provide the user with a unified view of data, and we should obtain the
required things.

Network-oriented data integration has become a difficult problem to solve.
The emergence of XML and web data mining could solve the problem and
opportunities. XML allows different sources of structured data to combine easily,
thus making the search of a variety of incompatible database to be possible, so as
to solve the data integration work. Also, because XML data is based on self-
description, the data can be described without an internal exchange and pro-
cessing [3].

23.2 Solution Based on XML Technology

XML is a common language specification established by W3C organization on
February 1998. It is a simplified subset of SGML, especially designed for web
application program. To make it possible to exchange data based on XML [4], we
must realize the XML data’s access in database, integrate XML data with appli-
cation program and then make it combine with existing business rules.

The following illustrates how to use XML model to represent an object. For the
stock data, we could create financial data files for a enterprise stock, including the
information of ‘‘exchange’’, ‘‘name’’, ‘‘symbol’’, ‘‘price’’, etc. First, we need to
create the stock object, which represented a certain enterprise financial report.
A complete presentation of stock object is showed below:

\Stock [
\Exchange[Shanghai\/Exchange[
\Symbol[ 600050\/Symbol[
\Name[ China Unicom \/Name[
\Date[2011-03-09\/Date[
\Change[0.02\/Change[
\Open[6.05\/Open[
\High[6.09\/High[
\Low[6.00\/Low[
\Price[6.02\/Price[
\PreviousClose[6.04\/PreviousClose[
\PE[98.5\/PE[
\Rate[ 0.35%\/Rate[
\/Stock[
The above example is simple, but it is enough to illustrate that using XML data

model can completely represent the company stock data in traditional relational
database. The data model has a nature of self-describing with a self-defining label,
so it is particularly suitable to describe those data objects without display mode or
with unpredictable mode. It is a common data model of heterogeneous data
integration system, which logically and uniformly represents heterogeneous data
from various data sources.
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In fact, XML data model can not only represent these structured data, as shown
in the following example but it can also be used to represent semi-structured data
of XML which is increasingly and extensively applied in the network and some
other unstructured data. While building model with traditional relational database
for the latter two situations, it will face great trouble.

23.3 Using Xml Data Model to Represent Data

The following illustrates how to use XML data model to represent the semi-
structured data [5]. Considering the situation in securities with many trading
accounts, we made some simplification to the problem under the premise without
affecting the description. Assuming each transaction user in this securities can own
several stocks. Each user can use a transaction account to buy stocks, all funds
were divided into two parts, one is stock position, another is cash. Each of the
stock position will indicate the stock name, the current price, holding number,
stock value and profit and loss situation.

Using xml data model can easily represent the above information. Firstly, create
a main label of ‘‘account’’ to represent the trading account, including three su-
blabels of ‘‘customer’’, ‘‘positiondata’’ and ‘‘funds’’. The sublabel of ‘‘customer’’
represents the transaction user’s basic information. The sub-label of ‘‘position-
data’’ represents the group of stocks holding, which contains sublabels of ‘‘item’’
representing each stock. The sublabel ‘‘funds’’ contains transaction user’s funds
information.

The complete XML presentation of the above example is shown below:
\? Xml version=’’1.0’’ encoding=’’GB2312’’?[
\Account[
\Customer[
\Name[Bill Buckram\/Name[
\Cardnum[033953533136\/Cardnum[
\City[Guangzhou\/City[
\/Customer[
\Positiondata[
\Item[
\Stcode[600030\/Stcode[
\Name[CITIC Securities\/Name[
\Quantity[3500\/Quantity[
\UnitPrice[15.3\/UnitPrice[
\Value[53550\/Value[
\Cost[30000\/Cost[
\Profit[23550\/Profit[
\/Item[
\Item[
\Stcode[600036\/Stcode[
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\Name[China Merchants Bank\/Name[
\Quantity[5000\/Quantity[
\UnitPrice[15\/UnitPrice[
\Value[75000\/Value[
\Cost[30000\/Cost[
\Profit[45000\/Profit[
\/Item[
\Item[
\Stcode[600519\/Stcode[
\Name[Kweichow Moutai\/Name[
\Quantity[1000\/Quantity[
\UnitPrice[185\/UnitPrice[
\Value[185000\/Value[
\Cost[150000\/Cost[
\Profit[35000\/Profit[
\/Item[
\/Positiondata[
\Funds[
\Subtotal[313550\/Subtotal[
\cash[538950\/Tax[
\Total[852500\/Total[
\/Funds[
\/Account[
It can be found from the above examples that using XML data model represents

structured data in relational type as well as describes unstructured data and self-
describing semi-structured data. Thus, XML data model can be considered as a
common data model integrated by heterogeneous data to integrate these hetero-
geneous data.

XML is the core of many emerging technologies today, for example, grid
computing and autonomic computing. XML in the application of these technol-
ogies is significant and database vendors continue to explore more efficient XML.

23.4 Conclusion

This paper introduced the current situation and historical progress of data inte-
gration of securities. The constantly emerging XML brings us some innovative and
effective solutions for dealing with the problem of heterogeneous data integration.
It provides us a powerful and stable platform for processing problems of infor-
mation representation and information access from heterogeneous data integration
system. For a heterogeneous data integration system, it needs to face a variety of
data sources, each of which has its own characteristics. Except for difference in
data model, some of the data sources do not have a fixed model but easily vary in
structure. In addition, some of them even contain a number of unstructured data,
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such as voice and graphic. The data model is a very flexible model, and its basis
XML is being widely used in a variety of data environment. Being regarded as a
semi-structured data model, it can conveniently describe the data from variety of
data sources, particularly the self-describing data, which is incomparable by other
data models.
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Digital Image Processing



Chapter 24
Trademark Image Retrieval Algorithm
Based on SIFT Feature

Shijie Jia, Nan Xiao and Zeng Jie

Abstract Image matching is an important way to implement trademark image
retrieval. In this paper, we proposed an algorithm based on Scale Invariant Feature
Transform (SIFT) for automatic trademark image search. Firstly, feature points
were detected and described through calculating the gradient histogram of nearby
region. Secondly, Euclidean distances were calculated to obtain the similarity
between the SIFT features extracted from the two corresponding images. Exper-
iment illustrated that the proposed method was robust to scale, viewpoint,
occlusion and noise interference.

Keywords Trademark retrieval � Image matching � SIFT � Feature detection

24.1 Introduction

Trademark image retrieval is one of the important ways to check the repeatability
of trademarks, which aims at examining the repeatability and similarity among
trademark images [1]. ‘‘Some opinions on questions regarding trademark admin-
istration [2]’’ issued by trademark administration indicates that estimation of
repeatability or similarity among trademarks is under the conditions below:
(1) According to the registered trademarks rather than the ones practically used.
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(2) The subjective criterion is judged by consumers’ normal attention, and the syn-
thesized estimation is adopted by combining whole comparing with salient parts
comparing. As it is complicated to realize trademark image retrieval by hand, we
proposed image matching algorithm for automatic trademark image retrieval [3].

The task of image matching is to find the correspondences between two images
with the same scene at different viewpoints. It is a basic research field in computer
vision and also the fundamental research on some computer vision applications,
such as depth recovery, camera calibration, motion analysis and three-dimensional
reconstruction [4]. Along with the development of technology, image matching
has become a very important method in image processing. There are many image
matching algorithms among which a common one is directly matching on gray
images. These kinds of methods are simple but easily affected by the environments
and with more calculation cost. In order to overcome these limitations of the above
method, some shape-based matching methods are proposed. (e.g. shape context).
These kinds of methods extract features from the candidate images, and adopt the
geometric transforms according to similarities and some restriction conditions on
these candidate images [5]. Although the related matching method attains a high
precision, it costs much more computation and hard to meet real-time requirement.
On the other hand, feature-based image matching technology combines and
transforms the features to form the easily matching and stable feature vectors.
Consequently, the image matching is regarded as a feature matching one, and then
the feature matching is regarded as feature vector clustering in feature space. As an
outstanding representation of feature-based matching, Scale Invariant Feature
Transform (SIFT) proposed by David G [6]. Lowe obtains widespread application.
In brief, SIFT extracts local features, which finds extreme points in scale-space,
and these feature points should be invariant to position, scale, rotation, zoom and
affine transform.

This paper employed SIFT feature to implement trademark image retrieval. The
second section analyzed SIFT feature extraction method. Section 24.3 showed and
discussed the image matching results using SIFT method. The last part concluded
the paper and gives an outlook in the future.

24.2 SIFT Algorithm

SIFT algorithm is based on image feature scale selection. It builds multi-scale
space, and detects the same feature points in different scales. Then locate the
feature point and choose their scales to reduce zooming effects. Meanwhile,
it obliterates the low contrast points and some edge response points and extracts
feature descriptor with rotation invariant to realize the affine transformation. This
algorithm contains four steps: (1) building scale space and finding the candidate
points; (2) locating the key points and eliminating the instable points; (3) finding
the orientations of the key points; and (4) extracting feature descriptors.
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Gaussian function Gðx; y; rÞ is the only possible scale-space kernel to realize
scale transform. Therefore, the scale space of an input image, Iðx; yÞ is defined as a
function, Lðx; y; rÞ that is produced from the convolution of a variable-scale
Gaussian, with the input image:

Lðx; y; rÞ ¼ Gðx; y; rÞ � Iðx; yÞ ð24:1Þ

where * is the convolution operation in x and y, and

Gðx; y; rÞ ¼ 1
2pr2

e�ðx
2 þ y2Þ=2r2

ð24:2Þ

The difference-of-Gaussian function, Dðx; y; rÞ which can be computed from
the difference of two nearby scales convolved with the input image, then repeat the
above process through down-sampling by a factor of two until the size of the
processed image decreases to one certain threshold (e.g. 32 9 32).

Dðx; y; rÞ ¼ ðGðx; y; krÞ � Gðx; y; rÞÞ � Iðx; yÞ ¼ Lðx; y; krÞ � Lðx; y; rÞ ð24:3Þ

Each sample point is compared to its neighbors in the current image and other
neighbors in the adjacent scales. The position and scale of the local extrema (key
points) are obtained. Least square approximation is applied by using Taylor
expansion (up to the quadratic terms) of the scale-space function (24.4), Dðx; y; rÞ
and computes the extrema of the multi-quadric to find the exact location and scale
of the key point. The final position and scale of the key point can be to an accuracy
of subpixel level.

DðxÞ ¼ Dþ oDT

oX
X þ 1

2
XT o2D

oX2
X ð24:4Þ

SIFT algorithm appoints dominant directions through gradient orientation dis-
tribution of the points nearby the key points. Peaks in the orientation histogram
correspond to dominant directions of local gradients. The follow-up descriptors are
constructed according to the dominant directions. The formulas of gradient
absolute value and orientation are as below,

mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þ ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2
q

ð24:5Þ

hðx; yÞ ¼ tan�1 Lðx; yþ 1Þ � Lðx; y� 1Þ
Lðxþ 1; yÞ � Lðx� 1; yÞ ð24:6Þ

In order to achieve the rotation invariant, the coordinates of the descriptor and
the gradient orientations are rotated relative to the key point orientation when
constructing the descriptor. A key point descriptor is created by first computing the
gradient magnitude and orientation at each image sample point in a region around
the key point location. A 4 9 4 array of histograms with eight orientation bins
forms a 128-dimension vector which is defined as a descriptor of one feature point.
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The feature vector extracted is invariant to scale and rotation. Moreover, it can
reduce the illumination effects if it is normalized.

24.3 Applications of SIFT in Trademark Image Retrieval

Trademark image retrieval aims at making sure whether there exists confusion
between a given trademark and anyone in the trademark data set. The potential
similar features in the data set could be exactly extracted with SIFT. The con-
siderable questions should be advanced in the process of trademark image retrieval
based on SIFT:

(1) In order to avoid extracting insignificant features and improving retrieval
speed and retrieval precision, noise reduction should be adopted.

(2) The number of feature points significantly effects retrieval result as well, more
feature points decrease the retrieval speed, while less feature points easily
cause missing detection. Consequently, normalization should be applied to the
number of feature points when constructing the trademark data set. There are
about 100 stable feature points in a normal 1509150 pixels trademark image.
Different scale and type images produce different number of feature points. For
images with the same content, the larger scale one produces more feature
points. For images with the same size, the one that has more texture produces
more feature points; however, images with more graphics only produce feature
points in the edges and corners. So during the process of building feature data
set, the image size should be normalized and then classify the images
according to the complexities. In order to ensure that all the images in the data
set produce stable and approximately same number of feature points, different
SIFT parameters should be applied to different categories.

24.4 Experiments

24.4.1 Feature Matching Under Different Thresholds

Figure 24.1a shows the test images, and Fig. 24.1b is the feature extracting image,
where the ellipses in the images are the SIFT feature matching regions, and the
centre of the ellipses are the two-dimension coordinate position. The long axes of
the ellipses represent the scale of the keypoint, and the ellipses orientation is the
orientation of keypoint. Figure 24.1c is the matching image under the threshold
d = 1.2. (Limited by the space of the paper, images under other thresholds are not
listed). Different numbers of features and matching time are shown in Table 24.1,
where n is the number of the features andt is the matching time. The experiment
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result indicated the higher the threshold is, the less number of matching points are.
But they are more stable. The matching time is less than 1.5 s which met the real-
time requirement.

24.4.2 Trademark Retrieval Experiment Results

The experiment chose the trademark images as the retrieval images, and designed
8–12 basic images for each image. The trademark data set contained 2,200 images
which include 200 normal images and 2,000 unrelated ones. The confidence level
was set as 0.01, which meant the number of the most similar images was 22, and
they were listed according to the similarities between images. The most similar
image was used to analyze and sampled with SIFT descriptors.

The experiment results were illustrated in Fig. 24.2. All the right results are
returned by SIFT descriptors, which showed good performances of SIFT descriptor
in the trademark image retrieval.
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Fig. 24.1 a Original images;
b SIFT feature extracting;
c SIFT matching
(threshold = 1.2)
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Fig. 24.2 a Input image;
b trademark image retrieval
results; c input image;
d trademark image retrieval
results

Table 24.1 Number of features and matching time under different thresholds (D)

D 1.2 1.4 1.5 1.8 2.0 2.2 2.5 2.8 3.0 3.2
N 287 198 156 129 116 89 71 58 54 48
T(s) 1.125 1.016 0.543 1.141 0.69 1.418 1.281 1.344 1.515 1.375
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24.5 Conclusion

This paper studied the SIFT image matching algorithm. SIFT feature is a local
feature which possesses rich information and it is well used in fast and precisely
matching of magnanimous features. Stable feature points are also found through
appropriate threshold selection. The disadvantage of SIFT descriptor is its weak-
ness to describe the contour of images, which is easy to cause missing detection
and decreases the recall ratio. For this problem, it could be better to combine SIFT
with other features, such as colour, shape and texture.

Acknowledgments This work was sponsored by the Project of National innovation fund for
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Chapter 25
Automatic Product Images Classification
With Two Layers of SVM Classifier

Shi-jie Jia, Xiang-wei Kong and Man Hong

Abstract To achieve visual-based automatic product image classification is a
great need of e-commerce development. In this chapter, we presented a two layers
of SVM classifier to combine each spatial level of pyramid histogram of words
(PHOW) and pyramid histogram of orientated gradients (PHOG) descriptors. In
the first layer, each of six chi-square kernel SVM classifiers is trained with a
spatial level of PHOW and PHOG, then the probability outputs of these SVM
classifiers are concatenated into feature vectors for training another SVM classifier
with a Gaussian RBF kernel. Experiments on the product image dataset (PI 100)
demonstrated the effectiveness of our scheme for the tasks of product
classification.

Keywords Product image classification � SVM � PHOW � PHOG
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25.1 Introduction

The world has stepped into a new economy era of e-commerce. Shopping online
is becoming really easy and fast and has brought huge growth in shopping on the
internet in the last decades. However, ‘‘One picture is worth a thousand words’’,
using human employees to classify product images is labor-intensive and hard to
be accurate and complete. There is a great need to find the way to implement the
automatic classification of online product based on images features. In this
chapter, we focus on product category, a particular type of image classification,
which categorizes images by the product types, such as piano or guitar. It is one
specific application of content-based image classification, most methods of which
mainly use supervised learning feature-based modeling with intermediate
semantic analysis to achieve classification results. Although the product images
appear ‘‘tamer’’ than usual natural images (where the object dominates the image
and there is little underlying background clutter), our task is still a challenging
problem for the large number of categories and intra-class variations. Reference [1]
explored the feasibility of tagging products through supervised image classifica-
tion and achieved accuracies between 66 and 98% on 2- and 3-classes classifi-
cation tasks. Reference [2] proposed a fast supervised image classifier which is
based on class-specific descriptor and Image-to-Class distance and achieved 84%
for 30 product classes. However, such a small number they tested was far from
real application. In fact, for a large number of classes, single descriptor cannot be
optimal in all situations to alleviate the effect of intra-class variations.

As each classifier uses different features and levels, the errors with each clas-
sifier should be somewhat uncorrelated. Consequently, combining the results of
the classifiers should produce an improved classifier.

The rest of our chapter is organized as follows. Section 2 describes our
approach, including the image representation, kernel-based SVM Classifier and the
details of combination strategies. Experiment setup and typical results are
described in Sect. 3. The final part concludes with suggestions for future research.

25.2 Approach

25.2.1 Architecture

The architecture of our approach is illustrated in Fig. 25.1.
In the first layer, each of six chi-square kernel SVM classifiers is trained with a

spatial level of pyramid histogram of words (PHOW) and pyramid histogram of
oriented gradients (PHOG) descriptors, then the probability outputs of these SVM
classifiers are concatenated into feature vectors for training another SVM classifier
with a Gaussian RBF kernel.
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25.2.2 Image Representation

25.2.2.1 PHOW

The bag-of-words (BOW) model [3] treats an image as a collection of orderless
descriptors extracted from local patches, quantifies them into discrete ‘‘visual
words’’ and then computes a compact histogram representation for semantic image
classification. Lazebnik et al. [4] proposed an extended BOW model, which works
by partitioning the images into increasingly fine subregions and computing his-
tograms of local features found inside each subregion. The local features are
extracted with dense sampling and represented with SIFT descriptor [5]. There-
fore, an image is represented as a PHOW descriptor. Figure 25.2 shows the rep-
resentation of bag-of-word.Toy example of constructing a three-level pyramids is
illustrated in Fig. 25.3 [6].

25.2.2.2 PHOG

Histogram of orientated gradients (HOG) [3] is a useful shape descriptor which is
based on evaluating well-normalized local histograms of image gradient
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Fig. 25.1 The architecture of our approach
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orientations in a dense grid. HOG has taken the spatial distribution of the image
into account. However, it is ignored that the combination at different spatial scales
has an space effect on the performance of retrieval and classification. In view of
this, Bosch et al. [4] proposed the PHOG descriptor which is captured by titling the
image into regions at multiple resolutions and consists of a histogram of orien-
tation gradients over each image subregion at each resolution level. PHOG feature

(1) region detection   (2) feature extraction   k-mean clustering 

(4)Histogram of image visual word 

(3)

Fig. 25.2 The representation of bag-of-word (1) region detection (2) feature extraction (3) k-
mean clustering (4) Histogram of image visual word

Fig. 25.3 Toy example of constructing a three-level pyramids
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extraction is as follows: (1) Convert the RGB image into a gray image and cal-
culate the horizontal and vertical gradients with the gradient operator. (2) Quantize
the gradient direction into K bins. Extract the edge of the gray image and take
these pixels gradient magnitudes as the weight to calculate the histograms of K
bins. A diagram of PHOG is illustrated in Fig. 25.4.

25.3 Support Vector Machines

In support vector machines, the data representation is implicitly chosen through
the so-called kernel Kðxi; xjÞ, which implicitly maps examples x to a feature space
given by a feature map uðxÞ via Kðxi; xjÞ ¼ uðxiÞ � uðxjÞ. This kernel defines the
similarity between two examples xi; xj. Through the ‘kernel trick’, classifiers can
be learnt and applied without explicitly computing uðxÞ. In the training phase,
SVM solves the quadratic programing problem for (25.1) to get the optimum
classification superhypeplane.

Fig. 25.4 A diagram of PHOG. a original image. b gradient amplitude. c–e The gradient
histograms for l = 0, 1, 2, respectively)
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WðoÞ ¼ �
X

l

i¼1

aiþ1
2

X

l

i; j¼1

ai aj yiyjKðxi; xjÞ

X

l

i¼1

yioi ¼ 0 ð25:1Þ

where xi; xj indicates the training examples and yi; yj are their classification labels.
The final decision classification of hyperplane is :

f ðxÞ ¼ sgn
X

N

i¼1

aiyiKðxi; xÞ þ b

 !

ð25:2Þ

The choice of the kernel largely influences the performance of the algorithm.
For an ideal kernel, examples in the same class should have high kernel value
while examples in different classes should have low kernel value. The choice of
kernel type are closely related to the types of input patterns. In our scheme,
chi-square kernel was employed for the base SVM classifiers and RBF kernel for
the high level SVM classifier. The two kernel types are as follows:

(1) RBF kernel

kðx; yÞ ¼ expð�jx� yj2=2d2Þ ð25:3Þ

(2) Chi-square kernel

kðx; yÞ ¼ expð�cv2ðx; yÞ2=dÞ

v2ðx; yÞ ¼
X

k

�ðxk � ykÞ2

xk þ y2
k

ð25:4Þ

where indicate the examples and xk; yk are their discrete distribution, respectively.
d and d are the so-called band-width parameters of kernel functions and should be
selected via cross-validation. (d is usually set to the mean chi-square distance
between all pairs of training samples).
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25.4 Experiment

25.4.1 Experiment set

We tested our algorithms on Microsoft research’s product image categorization
data set (PI 100) [7], which was collected from the MSN shopping web site (http://
www.shopping.msn.com/). PI 100 contains ten thousands low resolution
(100 9 100) images in 100 categories. Each image contains a single object or one
dominant object in relatively stable forms, just as most product images appear on
the Web. Table 25.1 shows some sample images from PI 100.

The experiments were performed on an Intel Pentium CPU 2.66 GHz computer
running Windows XP and MATLAB 2010 with 2 GB RAM. The LibSVM [8]
implementation Toolbox with one-against-one strategy is used to train the multi-
class classifier. Libsvm provides a multi-class probability estimate by combining
all pairwise comparisons, in which the parameter ‘b’ is set to 1 [9]. We randomly
select 30 training images per class and test on the remaining images, reporting the
average accuracy for all the classes.

Table 25.1 Some product images of Microsoft image set (PI 100)

Toy bear

Boxing_glove_

Helmet

Crib

Curtain
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For PHOW descriptor, the sampling interval is set to 8 pixels, each 16 9 16
pixels block formed a 128-dimensional SIFT feature vector [10]. The optimal
setting of pyramid level L is 3. The PHOW is normalized to sum to unity taking
into account all the pyramid levels.

For PHOG descriptor, Performance was found not to be very sensitive to the
number of bins K, but K = 20 orientations bins for Shape 180, and K = 40 for
Shape 360 were found to be optimal [6]. The pyramid levels were set to 3. The
PHOG is normalized to sum to unity taking into account all the pyramid levels,
which ensures that the images with more edges are not weighted more strongly
than others [6].

25.4.2 Results and Discussion

Table 25.2 shows the average classification accuracies of the base SVM classifier
training with the different levels of PHOW and PHOG.

The results indicate that the classification performances of PHOW were slightly
better than PHOG in general, and all descriptors perform better as the spatial level
increased, the variation of accuracy from level 1 to 2 is much more than that from
level 2 to 3. Obviously, the average accuracies of combining with two layer SVM
classifier were improved considerably (by 5.3–9.7% points) than even the most
discriminative individual channel.

25.5 Conclusion

In this chapter, we proposed an effective two layer SVM classification scheme for
product image classification, combining pyramid spatial levels of two compli-
mentary descriptors PHOW and PHOG. Experiments result indicated that it is
necessary to use a combination of several base classifiers to make effective use of
the complementary fearures, which provides a way forward for the improvement

Table 25.2 The average
accuracies of classification
on PI 100

Features Level Average
accuracy (%)

PHOW 1 45.8
2 72.4
3 78.1

PHOG 1 41.8
2 66.7
3 73.7

Combination with two layer SVM classifier 83.4
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of product classification. As no single feature is sufficient for handling diverse
intravariation among broad categories, future research should focus on designing
more discriminative robust visual features combining with multiple spatial levels
as well as combining strategies of different classifiers.

Acknowledgments This work was sponsored by National Science Foundation of Funded Project
(No. 70890083) and the Project of National innovation fund for technology based firms
(No. 09c26222123243).
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Chapter 26
Genetic FCMS Clustering Algorithm
for Image Segmentation

Chunyu Zhang, Pengfei Wang and Cuiyin Liu

Abstract FCM is populated in image segmentation for its simplicity and easily
realization. The classic FCM segmentation used only the gray value for segmen-
tation, and is liable to stuck at local values, and the result is relied on cluster center
of initial selection. In this paper, we present a Genetic fuzzy c-means (GFCMS)
algorithm that incorporates spatial information for segmentation. The first
improvement is to use the spatial information of pixel in FCM algorithm. The
second improvement is to use the genetic algorithm for searching the global
optimum. The results of the experiment validates that the algorithm has better
adaptability and gets the correct global optimum.

Keywords Fuzzy k-means � Genetic algorithm � Spatial information � Clustering

26.1 Introduction

Image segmentation plays an important role in a variety of applications in high
level image processing. Segmentation of structures from images is an important
step for image analysis that can help in visualization, automatic feature detection,
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image-guided surgery, and also for registration of different images. There are
various kinds of methods for image segmentation. Fuzzy c-means (FCM) clus-
tering [1, 2] is an unsupervised technique that has been successfully applied to
image segmentation. The FCM has been reported by Dunn in [3, 4], and proposed
by Bezdek in [5].

FCM algorithm clusters the image by minimizing the inner class variance in the
feature space. The feature usually used is the gray value of pixel. The conventional
FCM segmentation algorithm utilizes only the gray value of image and does not
consider the spatial information, so that the segmentation adaptive capacity is
limited. Keh-Shih Chuang in [6, 7] modified the method with altering the mem-
bership weighting of each cluster based on spatial information. This scheme
greatly reduces the effect of noise and biased the algorithm toward homogeneous
clustering. However, the Clustering algorithm is used to trap at local extreme in
the process of optimizing the clustering criterion [4, 8].

The aim of study is to propose a new segmentation method for FCM seg-
mentation. Our new scheme spatial information and the genetic algorithm (GA)
approach to clustering with fuzzy c-means. Not only does the genetic algorithmic
framework prove to be effective in coming out of local optima, but it also brings
considerable flexibility into the segmentation procedure [5, 6, 9, 10]. In order to
avoid local minima of the FCM function, we hybrid the genetic algorithm with the
FCM in our approach. Furthermore, we adopt the scheme in [1, 11]. The advan-
tages of the new methods are as follows: firstly, the adaptive capability is enlarged;
secondly, the global optimum is achieved.

The paper is organized as follows:

In Sect. 26.2, an overview of the Fuzzy c-means (FCM) algorithm, and introduce
the modified FCM with spatial information.
In Sect. 26.3, the genetic algorithm, which is parallel optimum, and FCMS is
combined, and the detailed realization of the hybrid algorithm is given.
In Sect. 26.4, we apply the hybrid algorithm to several test images and draw
comparisons between the standard FCM algorithm and GFCMS. Finally, Sect. 6
gives the conclusions.

26.2 Segmentation with FCM Algorithm

26.2.1 The Conventional FCM for Segmentation

FCM is a unsupervised clustering algorithm that has been successfully applied to
image segmentation. A image can be represented in various character space, and
the FCM can assign patterns into each category by using fuzzy memberships.

Let X = {x1, x2,… xN} be a finite Set and let 2�C\N be an integer, and the X
can be clustered into c prototype. Each xi 2 Rn is a feature vector consisting of
feature values of the pattern. The features could be gray value, local character, and
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spatial information of image. The X will be clustered into group of like object, and
the image will be segmented. The algorithms iteratively optimize the value with
the minimization of an objective function defined as equation:

JðX; U;VÞ ¼
X

c

i¼1

X

N

k¼1

ðlikÞm jjxk � vijj2 ð26:1Þ

where,

V ¼ ½v1; v2; . . .; vcc�; vi 2 Rn ð26:2Þ

distðxk ;viÞ ¼ jjxk � vijj2 ð26:3Þ

V ¼ v1; v2; . . .; vnf g represents the unknown prototype which is known as the
cluster center, and m is a weighting exponent for controlling the result of clus-
tering, and m = 2 is often used in application. lik represents the fuzzy membership
of pixel xk in the group of vi. ||�|| is a norm metric for the distance of two feature
vectors. distðxk ;viÞ is a measure of the distance from xk to vi which is specified by
Euclidean distance or mahalanobis distance. In this paper, the Euclidean distance
metric is used in all work reported here. U is fuzzy matrix and with the constraint
is

X

c

k¼1

lik ¼ 1; 1� k� c ð26:4Þ

The problem can be seen as a nonlinear optimization problem. The stationary
points of the objective function (26.1) can be found by adjoining the constraint
(26.4) to J by means of Lagrange multipliers:

J ðX : U;V ; kÞ ¼
X

c

i¼1

X

N

k¼1

ðlikÞ
mjjxk � vijj2 þ

X

N

k¼1

kk

X

c

i¼1

lik � 1

 !

ð26:5Þ

Getting the partial derivative of liðxkÞ and V to zero, the membership functions
and clusters are updated by the following:

liðkkÞ ¼
ð1=jjxk � vijjÞ1=ðm�1Þ

Pc
j¼1 ð1=jjxk � vjjjÞ1=ðm�1Þ ðk ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;C; for all k; jÞ

ð26:6Þ

vj ¼
Pn

k¼1 ½liðxkÞ�mxk
Pn

k¼1 ½liðxkÞ�m
for all jð Þ ð26:7Þ

By iteratively updating the fuzzy membership with (26.6) and the centers with
(26.7), the algorithm converges to a local minimum object function of J.
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26.2.2 The improved FCM algorithm

The conventional FCM segmentation algorithm does not consider the spatial
information of pixel, and this method is sensitive to noise. In [3, 6, 7], an improved
FCM is present to exploit the spatial information for correct clustering. A spatial
function is introduced and considered in the FCM. The new method FCMS is
constructed.

Spatial information is defined as: hij ¼
P

k2NBðxjÞ uik, where NB(xj) is the 595

neighborhood of this pixel. The fuzzy membership matrix is modified with spatial
information as

u0ij ¼
up

ij hq
ij

Pc
k¼1 up

ij hq
ij

ð26:8Þ

So the algorithm is divided into two steps. The first step is the same as the
conventional FCM [12–14]. The fuzzy membership matrix and cluster prototype
are firstly calculated, and then incorporated with the spatial information for
achieving the new fuzzy membership value. The modification in FCM will be
testified insensitive to the noise in application example.

26.3 Genetic FCMS Algorithm for Segmentation

The FCM algorithm is liable to the local optima. In order to avoid this deficiency,
the paper genetic algorithm (GA) method is adopted. The genetic algorithm ran-
domly searches and optimize the true value by the principles of evolution and
natural principle. In GA, the parameters of the search space are encoded in the
form of strings (called chromosomes). At first a population is randomly created,
which represents different point in the search space. A fitness function is defined
for representing the degree of goodness of each of the chromosome. Based the
natural principle of the survival of the fittest, a few of the string are selected to go
into the next generation. Reproduction (selection, crossover, mutation) operators
are applied on these strings and yield a new population. The iteration continues for
a fixed number of generations or value of improvement between two consecutive
iterations is less than the minimum amount of improvement specified.

The genetic fuzzy C-means with spatial information algorithm used for image
segmentation is descried in detail as follows:

(1) Cluster number

In order to minimize operator interaction and improve speed of parallel search
in the optimum process, in the first step we adopt an automated method for
determining the initial values of the centers proposed in [5, 9, 10]. The cluster
number is estimated by the kernel method.
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(2) Fitness function

The fitness of a chromosome indicates the degree of goodness of the solution it
represents. The fuzzy clustering metric iteratively optimizes the value with the
minimization of an objective function defined as the Eq. (26.1). In this paper, J is
selected as the fitness function. The objective is therefore to minimize the J for
achieving proper clustering. The value of fitness function of genetic string is
greater, and the genetic string is more adapt to survival.

(3) Selection operator

The MR image segmentation is our object. Low contrast infrared image is more
difficult for segmentation. In order to avoid the less variance of fitness function,
and approximate probability of selection, a linear scaling is applied to the raw
reciprocal J values.

Jm ¼ f � f k
min þ nk ð26:9Þ

nk is selection pressure regulation value, increased along the reduced number of
iterations. Best chromosome is chosen to the next generation, it is to help to speed
the convergence of GA [15]. In this paper, an ‘‘elite’’ algorithm is in selection
process for selecting the best two members (lowest J) from the population at
generation k and put into the k ? 1 generation. The roulette wheel selection
process is used to select the remaining (p – 2) members of the new generation
based on the fitness value.

(4) Crossover operator

The creation of new genomes from existing ones during reproduction is the
process of crossover. A single crossover during reproduction has been tried with
less success and is not reported here due to space limitations. Pc of cross proba-
bility variable from the iteration based the fitness.

Pc ¼
Pc1 �

ðPc1 � Pc2Þðfmax � f Þ
favg � f

; f � favg

Pc1; f \ favg

8

>

<

>

:

ð26:10Þ

where favgis the average fitness of each generation in population, fmax represents
the max fitness of each generation in population, f is fitness of the cross individual,
in general Pm1 = 0.1, Pm2 = 0.001.

(5) Mutation operator

The role of the mutation operator is to introduce new genetic material to the
gene pool, thus preventing the inadvertent loss of useful genetic material in earlier
phases of evolution. The mutation operator in GFCMS flips each bit of the bit
string with a small probability Pm ( Pm = 0.03). The probability of mutation is
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created randomly. if the probability of mutation is less than the Pm, then the
mutation is implemented in a bit selected randomly.

Taking the partial derivative of Eq. (26.5) with respect to liðxkÞand v to zero
results in three necessary conditions for J to be at a minimum. Using these con-
ditions, the steps of our GFCMS algorithm can then be described as follows:

Step 1:
Provide initial clustering number by the kernel-function method, the initial pop-
ulation is created based on the clustering number. A genetic string represents
combination of clustering prototype. For example, string (23, 58, 90, 135) repre-
sents four clustering number and each allele represents the gray threshold for
segmentation.
Step 2:
For each chromosome, the fuzzy membership matrix, new center should be cal-
culated. Among them, the fuzzy membership matrix was attained by Eq. (26.6),
and the new cluster center was attained by Eq. (26.7).
Step 3:
New fuzzy membership matrix with spatial information is calculated by Eq. (26.8).
Step 4:
With the new fuzzy membership and cluster center, the fitness value is calculated
by Eq. (26.1).
Step 5:
Genetic operators (Selection, crossover and mutation) are applied on the whole
population, new generation population is produced for next iteration.
Step 6:
If the fitness value difference between two iteration is less than a given minimum
number, or the iteration number is more than a given number, the algorithm stops.
The least fitness value of gene string is selected as the result.

26.4 Experiment and Conclusion

Please punctuate a displayed equation in the same way as ordinary text but with a
small space before the end punctuation (Fig. 26.1).

26.5 Summary

In this paper, we proposed a novel segmentation method which hybrids the
modified FCM (FCMS that incorporates the spatial information into the mem-
bership function) with genetic algorithm to segment the image by the minimum
object function. We adopt the kernel method to estimate the cluster number
without prior conditions. The GFCMS is applied on the MR image, the result
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shows that this algorithm can achieve the good effective result as FCM and better
than it, which cannot trap in local optimum.
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Chapter 27
The Real-Time Image Processing System
Based on ARM9

Lijun Xu, Guohong Gao, Shitao Yan and Junhui Fu

Abstract With the rapid development of digital image processing technology, the
applications of embedded systems are widely used in image processing. This paper
first describes the image processing method and process, and accounts for the
hardware and software design of ARM9 based real-time image processing with
an emphasis. Through testing, the system can overcome the weaknesses of the
traditional mode of PC-based image processing system, improve the system’s
real-time performance and reduce the cost as much as possible.

Keywords Image processing � ARM9 � TMS320C6205 � CPLD � SAA7111

27.1 Introduction

The rapid development of digital image processing technology enables all the
problems of image processing to be solved in the form of digital signal processing,
which provides a broad space for real-time image processing applications. First of
all, there are a large number of mature and fast algorithms in digital signal
processing, such as FFT, FHT, etc. These algorithms have been used extensively
in image processing. Second, with the rapid development of ultra-large scale
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integrated circuit, the development of embedded processors provides the possi-
bility for achieving high-speed signal processing. These developments make image
processing technology to be applied widely in research, industrial and agricultural
production, resources of remote sensing, medical and health, space exploration and
other fields [1].

This paper first describes the image processing method and process, and
accounts for the hardware and software design of ARM9-based real-time image
processing with an emphasis.

27.2 Principles of Image Processing System

A basic image processing system has a specific function for each module, namely,
image input, image processing and image storage and other data storage,
processing results output as seen in the block diagram in Fig. 27.1.

27.2.1 Module of Image Input

The input module of the image mainly consists of image input and image acqui-
sition. In practice, the image input generally acquires the present pending scene
with a CCD camera. Because many camera output signals are analogous, we must
use image acquisition cards to achieve the camera and computer interface and
make it possible to use a PC.

27.2.2 Data Storage Module

Data storage includes the stored image of the system, the algorithm of image
processing and the number of intermediate values of data storage. Image contains a
large amount of information, which also requires plenty of storage space for
images. Large capacity and fast video memory is essential to the image processing
system.

Fig. 27.1 Block diagram of
image processing system
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27.2.3 The Data Output Module

Image processing systems usually have the image output module and the final
result of output image processing. Results can be the final processed image, and
can also be other forms of data results of image processing.

27.2.4 Image Processing Module

Algorithms are available in the form of the general description of the image
processing and analysis; most algorithms can be realized by software. Of course,
the PC can be referenced under the special hardware so as to increase the speed
limit or overcome. Especially with the technology and the application of DSP
chips, which makes the image processing module performance to increase.

27.3 Hardware Realization of Real-Time Image
Processing System

Real-time image processing system is shown in Fig. 27.2, the overall framework.
The system consists of two subsystems, one is the image acquisition part, which
completes the image of the triggered acquisition. The other is based on S3C2440
ARM9 microprocessor core image processing system, which finishes the interfaces
and functions of image processing and PC machine.

Fig. 27.2 Real-time image
processing system structure
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27.3.1 Hardware Design of S3C2440 and the FIFO Memory
Interface

FIFO memory (FIFO) interface design is more complicated, first, because of the
different types of FIFO itself,and secondly because it is varied for the same FIFO
in the interface design, and may require additional logic. FIFO can be divided
into three types: Synchronous FIFO C Synchronous FIFO), asynchronous FIFOC
Asynchronous FIFO) and the trigger FIFO. The FIFO status flag signals are
generally provided to control data transmission, including the empty flag/EF
(empty flag), full of signs/FF (full flag) and the half-full mark. In addition,
most of the FIFO pin can provide specific signals for depth expansion and word
extension [2].

27.3.2 DSP Hardware Design and FLASH Interface Partial

Flash memory (FLASH Memory) has been widely used at the end of each
application in the recent years. It is a kind of EEPROM, which processes re-write
capability online and is more convenient to use. FLASH read operation is identical
to the ordinary SRAM, but write is relatively more complicated [3], because you
need to write a bunch of command word sequences in the FLASH write. However,
from the point of view of interface design, FLASH and SRAM basically are not
different. It is somewhat a special attention to space allocation in the interface
timing.

S3C2440 is more convenient in the design of asynchronous interface. Users
have the flexibility to set different types/speeds of asynchronous direct interfaces
to the device. Asynchronous interface signals include four control signals:

/AOE, export permits, valid for the entire time period.
/AWE, written permission of the trigger phase of the write cycle remains in effect.
/ARE, read permission, the trigger phase of the read cycle remains in effect.
/ARDY, ready signal, insert the wait [4].

In practice, a combination of the four control signals is used in order to meet the
requirements of different types of asynchronous interfaces, which seamlessly
interfaces official EMIF competence. 6205 EMIF asynchronous interface supports
8bit/16bit/32bit ROM (FLASH) access, if the width of the FLASH is less than
32bit, it is a so-called ‘‘narrow storage’’ read the data, EMIF automatically reads
the data into one number 32bit value. EMIF working in this case, has the following
characteristics: no matter what the width of the memory access, each reading is
always carried out by 32bit [4].

EMIF always reads the lower addresses of the data first, which came in LSB,
then reads the next byte of data in turn placed at a higher position. This means that
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regardless of the user who sets the chip’s LENDIAN bit of the value, ROM
(FLASH) in the data storage must be little endiazi.

The output of the address will automatically shift, which guarantees the narrow
memory access operations to provide the correct address. On 16bitROM (FLASH),
the address automatically leaves one, on 8bitROM (FLASH) the address auto-
matically leaves two. The higher of the two addresses will be discarded.

27.3.3 S3C2440 and the PCI Interface Hardware Design

S3C2440 chip integrated with a PCI module is convenient to interface design.
The PCI module meets the specification requirements PCI2.2, PCI data path width
of 32bit, the peak data transfer rate up to 33 M. With this module, it is easy to
interface between S3C2440 application system and PCI host. The PCI module chip
integrated PCI master/slave bus interface to support the S3C2440 and the direct
connection between the PCI hosts [5].

As S3C2440 is a built-PCI module, making use of the system has faster speed
and better stability than the PCI bridge chip. In addition, the preparation of its
driver is not on the S3C2440 by HPI bus read and write, but is the register directly
through the PCI. Built-in PCI interface, including 4 for S3C2440 and host data
transfer FIFO, were used as the host write, read by the host processor to write the
processor time.

27.4 Design and Implementation of the System Software

Real-time image processing system software design involves the main program,
program loading and startup, DMA image transferring and controlling programs.

27.4.1 Flow Description in DSP Main Program
Flow Description

The main program throughout the whole system, includes the acquisition module
part of the acquisition setup and start SAA7111 chip, interrupt response, moving
images collected and processed with the external memory SDRAM, FLASH, and
the interface with the PC host, etc. In order to facilitate program implementation,
the C implementation is used in the main frame. In the specific algorithm, for some
of the key code, the embedded assembly achieves and makes the appropriate
software optimization to improve the running efficiency.

After starting the C6205 power-on or reset to complete, the system is loaded
and starts to complete system initialization and set of each parameter, that is the
system bootstrap, and then it begins to wait for an external interrupt. When the
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trigger external interrupt INT4 images are collected after the election, S3C2440
start SAA7111 capture chip, the image acquisition module is running. When the
FIFO half full interrupt generates INT6, S3C2440 starts receiving image data
through writing the interrupt service routine. When finished image acquisition
occurred after INT5 interrupt by writing the interrupt service routine, DSP image
processing begins and the image needs to be sent through the PCI to the host
display.

When the image processing is completed, the results need to be sent to PC
through the PCI bus master. S3C2440 interacts with the host primarily through
three registers to achieve, namely, HSR, HDCR, RSTSRC. RSTSRC can only be
visited by S3C2440, HSR can only be visited by the host access.

To achieve S3C2440 interrupt to the host, you first need to host a program
on the HSR in the INTAM position 0, and then, in the process of S3C2440
RSTSRC the INTREQ position 1, an interrupt to the host, the host registers by
constantly testing and HSR’s INTSRC INTAVAL bit to determine whether an
interrupt has occurred. S3C2440 achieves the host to interrupt, to write 1 to
register DSPINT HDCR interrupt bit to S3C2440, and then write HOSTSW
interrupt service routine to respond to the interrupt. S3C2440 host access needs
more than write drivers to achieve. The system main program flowchart is
shown in Fig. 27.3.

Fig. 27 3 System main
program flowchart
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27.4.2 Start Loading in the Program System

Because ultimately image processing runs the main program offline, therefore you
first need to program into the rLASH, the selection of the bootstrap ROM way.
Using CCS software (Code Composer Studio) to compile the main program, in the
C6205 program, you must write cmd file. This file contains the system’s storage
space allocation, space allocation and the main program as follows:
MEMORY
{
RAM-ECTOR:origin = 0 X 00000000,len = 0 X 00000200

//RAM interrupt vector addresses in the internal
procedures
RAM-BOOT:origin = 0 X 00000200,len = 0 X 0000FDC0

//Bootloader in RAM,the address of the internal
procedures
SDRAM -CODE:origin = 0 X 00400000,len = 0 X 1000000

//Address in the main program code in the SDRAM
ROM -VECTOR:origin = 0 X 1400000,len = 0 X 200

//Interrupt vector address in the external FLASH
ROM -BOOT:origin = 0 X 1400200,len = 0xFC

//Bootloader in the address in the external FLASH
ROM- CODE:origin = 0 X 80000000,len = 0 X 10000

//Internal data RAM address
}
SECTIONS
{
.vectors:load = ROM -VECTOR, run = RAM --VECTOR

//Interrupt vector segment
.boot_ load: load = ROM BOOT,run = RAM -BOOT//Block bootstrap
text:
load = ROM -CODE, run = SDRAM --CODE//Program text

segment
init:load = ROM -CODE,run = SDRAM_CODE//Initialization

section
.const:load = ROM -CODE, run = SDRAM_CODE//Constant section
.switch: load = ROM -CODE,run = SDRAM_CODE

//Contains a large switch statement tables above.
. bss[IDRAM//Uninitialized variable retention storage
space, mainly refers to global variables and static
variables.
.data[IDRAM//The data has been initialized
. stack[SDRAM --CODE//Distribution system stack space,

the system stack is mainly used for function arguments and
local variables
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.sysmem[SDRAM CODE//Reserve space for dynamic memory
allocation, dynamic memory mainly refers to the function
Malloc
}
MEMORY provides the memory field in the ARM at the beginning of the

address and length. In the use of ROM bootstrap method, initially all of the
program code are stored in rLASII, including the interrupt vector,bootstrap pro-
cedures and the main program.

SECTONS assembly code provides for the memory of the field in the field,
where the load to burn the code written into the FLASH run is the code that runs in
RAM.

First, the plate. out files is compiled by the usage of the above cmd file and
main program code, which are then burned ROM code written into the FLASH, it
needs to write another cmd file pla seven e. cmd, which reads as follows :

plate.out
-a/*Intel hex format*/
-map mainhex.map/*Generate a map file*/
-byte/*Number outpufile locations by bytes*/
/*rather than using target addressing*/
-image/*Specify image mode*/
-memwidth8/*Definethesystemmemorywordwidth*/
-romwidth 8/*Specify the ROM device width*/
-orderL/*Output file isin littleendianforma*/
ROMS
{
EPROM:org = 0 X 1400000, len0 X 90000, romwidth8,

files = {plate. hex}
}

27.5 Conclusion

The ARM9 processor-based real-time image processing system is commonly a set
of image trigger, acquisition, processing and transmission on the single board
system; it makes full use of ARM9 chips in the high performance image pro-
cessing, which overcomes the weakness of the traditional PC-based acquisition
card and image processing system Real-time, poor treatment and low accuracy,
confidentiality and poor scalability, etc. The system takes the main image pro-
cessing to the ARM9 chip, greatly reducing the load on the computer, making the
whole system able to be achieved by others, such as a computer database man-
agement, network and so on.
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Chapter 28
A Novel Fuzzy C-Means for Image
Segmentation

Cuiyin Liu, Zhang Xiu-Qiong and Xiaoling Li

Abstract In this paper, we present a novel algorithm for fuzzy segmentation of
infrared image data using fuzzy clustering. A conventional FCM assigns the
data into group, where the data is nearest to the center of group. Although FCM
is populated in image segmentation, it still has the following disadvantages:
(1) a conventional FCM algorithm does not consider spatial information for
clustering. (2) The algorithm is sensitive to noise. In this paper we present a fuzzy-
means algorithm that incorporates spatial information and the prior probability of a
pixel neighborhood into the membership function for clustering. The modified
FCM has a great improvement for noisy image and infrared image segmentation.
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28.1 Introduction

Image segmentation is a key process in a variety of applications, such as machine
vision, pattern recognition and tracking system and so on. The object of image
segmentation is to extract some interesting regions or find the needed structure and
consistent or not consistent shape for the next progress. In order to acquire the
correct result, variety methodology has been developed to solve this key problem.
Clustering is populated for its simplicity and ease of realization. Clustering
techniques are unsupervised methods they do not use prior class identifiers.

The hard clustering algorithm assigns a pixel to a group including two situa-
tions which are true or not. The fuzzy clustering algorithms assign a data to a
group based on the membership. The pattern will not hardly belong to a group.
Another presentation membership indicates the possibility of data in group. Fuzzy
c-means (FCM) clustering [1, 2] is an unsupervised technique that has been
successfully applied to image segmentation. The FCM has been reported by Dunn
in [1], and proposed by Bezdek in [2]. The conventional FCM segmentation
algorithm only utilizes the gray value of image and does not consider the spatial
information, so that the segmentation adaptive range is limited. Chuang in [3]
modified the method by altering the membership weighting of each cluster based
on spatial information. This scheme greatly reduces the effect of noise classified
homogeneous clustering. However, this method cannot completely solve the noisy
image segmentation. Ahmed proposed an effective FCM (BFCM) algorithms for
bias field estimation and segmentation [4–6]. Although BFCM works well in
segmentation of MRI image, it fails to segmentation of infrared image.

To solve the problem of the noise sensitivity and fitting for infrared segmen-
tation, we present in this paper a different approach for fuzzy segmentation of
infrared image. Our new method incorporates spatial information, neighborhood
prior probability and the membership weighting of each cluster is altered after the
cluster distribution in the neighborhood is considered. This scheme greatly
improved the incorrect segmentation of noise and remove singular noisy pixel, and
also has effective segmentation in infrared image, even with noise. In Sect. 28.2,
we reviewed conventional FCM algorithm at first, and propose our new method
and describe the steps of MFCM algorithm. In Sect. 28.3, we applied the algorithm
to MRI image and infrared image, and then draw comparisons among standard
FCM, FCMS, BFCM and MFCM. Finally in Sect. 28.4, we have some conclusion.

28.2 Fuzzy C-Means Clustering Algorithm

28.2.1 Stand Fuzzy C-Means Clustering

FCM is an unsupervised clustering algorithm that has been successfully applied to
image segmentation [7]. An image can be represent by X ¼ x1; x2; . . .; xnf g Each
xi 2 Rn is a feature vector. The features could be gray value, local character,

238 C. Liu et al.



texture and other characteristic of the image. In this paper, the xi is the gray value
of ith pixel. FCM can assign patterns into each category by minimizing the object
function. The algorithms iteratively optimize the value with the minimization of an
objective function defined as the equation:

J ¼
X

c

i¼1

X

N

k¼1

ðlikÞm jjxk � vijj2; V ¼ ½v1; v2; . . .; vc�; vi 2 Rn; ð28:1Þ

Dðk;iÞ ¼ jjxk � vijj2 ð28:2Þ

where lik represents the fuzzy membership of pixel xk in the cluster of vi. D(k,i)

is the distance from pattern k to the cluster prototype vi. ||.|| is a metric adopted
Euclidean distance in this paper. The exponential m controls the fuzziness of the
resulting partition. U is fuzzy matrix and with the constraint is

X

c

k¼1

lik ¼ 1; 1� k� c ð28:3Þ

The partition process is an iterative calculation. By minimizing (28.1), using
Lagrange multiplier method, the update equations of membership function lik and
the cluster center vi are given in Eq. (28.4) and (28.5). The clustering process stops
when the maximum number of iterations is reached or when the objective function
improvement between two consecutive iterations is less than the minimum amount
of improvement specified.

liðkkÞ ¼
1

Pc
j¼1

Dði;kÞ
Dðj;kÞ

� �1=ðm�1Þ ð28:4Þ

vj ¼
Pn

k¼1 ½liðxkÞ�mxk
Pn

k¼1 ½liðxkÞ�m
ð28:5Þ

28.2.2 The Improved FCM Algorithm (MFCM)

The FCM can segment a clean image into correct, which without the noise and
homogeneity. In real application, the images for segmentation are corrupted by
noise. There are shadow and in-homogeneity field in the image and make difficult
for segmentation. The ideal result cannot be achieved by the conventional FCM
[8]. In order to improve the adaptability of the algorithms and insensitivity to
noise, the spatial information and statistic is an important characteristic to classify
pixel will be utilized in the new method.

In order to acquire the good result, a modified FCM algorithm (MFCM)
framework is proposed [9, 10]. In modified algorithm, the spatial information and
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prior probability in neighborhood is used to modify the membership matrix. A
modified membership matrix functions are defined as follows:

Step 1. Calculate the prototype of centers, membership matrix and the distance
between pattern and the cluster’s center. All these process is same as a conven-
tional FCM [11, 12].
Step 2. Use the spatial information and the prior possibility to modify membership value.

At first, we calculate the possibility of pixels belonging to cluster in neigh-
borhood. We defined the result possibility as a vector P = {p1,p2, …, pc}, and the
possibility vector is calculated by the following equation:

pi ¼
ni

N
ð28:6Þ

where ni denotes the count of pixel belonging to ith cluster, and N is the count of
pixels in neighborhood.

Secondly, we calculate the variance of every pixel neighborhood. If the current
pixel point with maximum of variance, the membership is updated by Eq. (28.7).

li;j ¼ li;j � P ð28:7Þ

Otherwise, the membership for current pixel without the maximum of variance
is updated by Eq. (28.8).

u
0

ij ¼
uijhij

Pc
k¼1 uijhij

; hij ¼ li;j

X

k2NBðxjÞ
lik ð28:8Þ

NB(xj) represents a square window centered on pixel xj in the spatial domain. A
5*5 window was often used throughout this work. Just like the membership
function, this spatial function hij represents the degree of pixel xj belongs to ith
cluster. This method adopts the method proposed in [2].

The FCM incorporated spatial information and statistic possibility is denoted as
MFCM [13, 14]. There are two steps in the scheme. The first is the same as that in
conventional FCM to calculate the membership function, prototype and distance
matrix. The second is to update membership. There are two situations for the
membership updating. One is for the pixel with the maximum of variance the other
is for the pixel which is not.

28.3 Experiment and Discussion

28.3.1 Experiment and Discussion

In this section, we describe the application of the MFCM segmentation on MRI
images corrupted with multiplicative gain, as well as digital MRI (Figs. 28.1, 28.2).
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The experiment shows the segment based on the MFCM method are better than
the conventional FCM and FCMS. There are some noises in the result image, but
the situation in the FCMS segmentation image has been improved. Another FCM
clustering was proposed by the Ahmed, which is very useful for bias field esti-
mation and intensity in-homogeneity image segmentation. We have experimented
this clustering on infrared image segmentation, which shows this method has no
effect in infrared noisy image segmentation.

28.3.2 Cluster Validity Functions

In order to quantitatively assess four methods (FCM SFCM MFCM), the partition
coefficient PC and the partition entropy XB are adopted to evaluate the segmentation
results. PC and XB are two cluster validity functions which are defined as follows:

PC ¼ 1
N

Xc

i¼1

XN

j¼1
ðlijÞ2 ð28:9Þ

XB ¼
Pc

i¼1

PN
j¼1 ðlijÞmjjxj � vijj2

N mini;j jjxj � vijj2
ð28:10Þ

Fig. 28.1 a is original image
for the study. b is the image
with pepper noise. c shows
the segmentation result
obtained by using standard
FCM algorithm. d shows the
results of the MFCM
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A good clustering result generates the minimum variation within cluster and
maximum variation among different groups, it can be measured by the minimum
of PC and XB value. Minimizing PC or XB is expected to be a good clustering.
(Table 28.1)

28.4 Summary

In order to overcome the sensitivity of FCM to noise, a modified FCM clustering
method for segmentation has been presented in this paper. The local spatial
information and the prior probability have been used in this method, and experi-
mented on the MRI images and the infrared images. The results show that the
standard FCM method is sensitive to noise and the FCMS has a little improvement.
The two methods cannot acquire the ideal effectiveness. In application for infrared
segmentation, the two methods cannot have the good segmentation. The MFCM

Fig. 28.2 a is original infrared image for the study. b is the infrared image with pepper noise.
c shows the segmentation result obtained by using standard FCM algorithm. d shows the results
of the MFCM

Table 28.1 The clustering results of four images using various FCM techniques

Images Algorithm PC XB

MRI images FCM 0.4132 125.1098
SFCM 0.3458 26.9487
MFCM 0.3674 12.3485

Noisy images FCM 0.4632 53.4135
SFCM 0.3345 10.9724
MFCM 0.3543 13.4555

Infrared image FCM 0.9162 125.1098
SFCM 0.9668 26.9487
MFCM 0.9832 19.3242

Noisy infrared image FCM 0.8925 53.4135
SFCM 0.9531 10.9724
MFCM 0.9342 12.4334
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exploit the local information and prior probability to reduce the noisy affection and
replace the maximum membership with the mean value of neighborhood. The
experiment result shows that the MFCM can obtain the satisfying segmentation on
noisy MRI images and infrared images.
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Chapter 29
A New Image Fusion Algorithm
for Recognition Capability Enhancements

Zhang Yong-mei, Ma Li and Liu Wen-kai

Abstract Image fusion principles have been widely used in application of
imaging remote sensing as an effective means of synergistic information combi-
nation. Multi-sensor data fusion can obtain much more and more exact information
than single sensor. A sensor often with difficulty realizes target identification,
multi-sensors can quite easily identify the goal. A new image fusion algorithm
between multi-spectral and panchromatic images based on object recognition is
presented, which focuses on the fusion rules of wavelet coefficients and the
coherent selection. The algorithm makes full use of different characters of multi-
spectral and panchromatic images, which can enhance recognition capability.
Experiment data indicate this algorithm improves the fusion quality, and it can
benefit the correct target classification. Therefore, the approach proposed is an
effective method for target recognition.

Keywords Multi-sensor � Remote sensing � Weighted factor � Target
identification
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29.1 Introduction

Multi-sensor pixel-level image fusion algorithms mainly include sum fusion, IHS
transform and wavelet analysis [1]. Sum fusion algorithm is simple and fast, but
both the spatial detail and spectral information characteristics have distortion [2].
The IHS fusion method completely retains the panchromatic image information
with rich high-frequency information [3], however, it has some spectral distort [4].
Recently, image fusion algorithm based on wavelet analysis is the main pixel-level
image fusion method, which utilizes eyes are more sensitive to local contrast.
According to certain rules, it selects the most discriminating features in two or
more source images, and preserves these features in the fusion images. But fusion
images exist certain ringing artifacts and loss of spatial details.

Aiming at a worse tradeoff between spectrum information and spatial details for
present fusion methods, a new algorithm is proposed on the basis of image content
self-adaptation fusion rules, which combines with local statistical feature analysis
in wavelet domain, focuses on the fusion rules of wavelet coefficients and the
coherent selection. In addition, region weighted and consistency checking rules are
used to ensure the consistency of high-frequency detail components.

29.2 Multi-Sensor Data Fusion for Goal-Oriented
Identification

29.2.1 Self-Adaptation Fusion Rule

In the fusion process, the selection of fusion rules and fusion operators plays a
decisive role in fusion quality, and it is one of the difficulties in image fusion. The
two-dimension wavelet decomposition is used to decompose the original images to
two different parts, namely, the low-frequency part LL and the high-frequency
part. The high-frequency part contains the horizontal high-frequency HL, the
vertical high-frequency LH and the diagonal high-frequency HH. For the low-
frequency part, LL mainly reflects the intensity of the original images. For the
high-frequency part, HL, LH, and HH mainly reflect the texture and structure
information of the original images, where HL states the horizontal changes, LH
shows the vertical changes, and HH represents the diagonal direction changes. For
the multi-spectral and panchromatic image fusion, both the spatial details and the
spectral information of the fusion image should be taken into account when
combing the wavelet coefficients.

The adaptive fusion algorithm for goal-oriented identification selects different
fusion rules according to the different frequency domain characteristics. For the
high-frequency part, it respectively adopts horizontal, vertical and diagonal Sobel
boundary extracting operator in the light of the coefficient direction, selects the
largest eigenvalue region of each direction as the combined weight factor for
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wavelet coefficients. For the low-frequency part, selecting the regional local
energy as the weight factor. Finally, adaptively determine the high-frequency and
low-frequency coefficients and weight-based method through the selected char-
acters or combination of characters.

After the wavelet transform for panchromatic images, the low-frequency part
reflects the major radiation energy. For the multi-spectral images, I component is
the main radiation energy after IHS transform. The low-frequency part determines
the basic brightness radiation energy, which is the main factor to affect the
spectrum preservation for fusion images. For the panchromatic images, it mainly
comes from the brightness radiation energy received by panchromatic sensors.
In this chapter, calculate the energy statistic of the low-frequency part for multi-
spectral and panchromatic images. For the low-frequency component LM of the
multi-spectral images and the low-frequency component LP of panchromatic
images, select the statistical eigenvector as the local area energy EM and EP, if the
local window is N9N, the formulae for the EM and EP list as follows:

EMðx; yÞ ¼
X

N�1

i¼0

X

N�1

j¼0

Fði; jÞLM x� N

2
þ i; y� N

2
þ j

� �2

ð29:1Þ

EPðx; yÞ ¼
X

N�1

i¼0

X

N�1

j¼0

Fði; jÞLP x� N

2
þ i; y� N

2
þ j

� �2

ð29:2Þ

In formula (29.1) and (29.2), x and y are respectively the number of row and
column in wavelet coefficient plane, F(i, j) is the energy extraction operator, i and
j are respectively the number of row and column of the energy extraction operator
template. Usually, N = 3, F(i, j) is {0,1,0;1,2,1;0,1,0}. The proposed adaptive
image fusion algorithm calculates the fusion weights according to the proportion
relationship of statistical eigenvector, the formula is as follows:

CMðx; yÞ ¼
EMðx; yÞ

EMðx; yÞ þ EPðx; yÞ
CPðx; yÞ ¼ 1� CMðx; yÞ

ð29:3Þ

In formula (29.3), EM and EP are respectively the local energy value of template
statistics, CM (x, y) is the wavelet coefficients for the multi-spectral images at the
point of (x, y), CP (x, y) is the wavelet coefficients for the panchromatic images at
the point of (x, y) and CMðx; yÞ þ CPðx; yÞ ¼ 1: Low-frequency wavelet coefficient
for the fusion images LLFðx; yÞ can be got in the light of the fusion weights
determined by CM (x, y) and CP (x, y).

LLFðx; yÞ ¼ CMðx; yÞ � LLMðx; yÞ þ CPðx; yÞ � LLPðx; yÞ ð29:4Þ

In formula (29.4), LLM and LLP are respectively low-frequency wavelet
coefficients of panchromatic images and I component for multi-spectral images
before fusion.
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For image fusion, the high-frequency part reflects the detail change of the
images, so, the high-frequency part needs to enhance the characteristics infor-
mation of the spatial texture and edge of images, preserve spectral information and
prevent from ringing artifacts.

In the chapter, the high-frequency detail components are extracted by selecting
the eigenvector as the gradient operators. Considering the orientation of the
wavelet coefficients, the gradient operators based on orientation are selected.
Using Sobel, extract the horizontal, vertical and diagonal edge features of the
wavelet coefficient detail components for multi-spectral and panchromatic images,
the wavelet coefficients for three high-frequency sub-bands LH, HL and HH in
plane after the wavelet decomposition. Extract the edge characteristic value of
local areas by adopting vertical, horizontal and diagonal Sobel operator. The
vertical feature descriptor is Vð3; 3Þ ¼ f1; 2; 1; 0; 0; 0;�1;�2;�1g which is sen-
sitive to the vertical edges. Similarly, the horizontal feature descriptor is Hð3; 3Þ ¼
f1; 0;�1; 2; 0;�2; 1; 0;�1g which is sensitive to the horizontal edges. The diag-
onal feature descriptor is Dð3; 3Þ ¼ f�1; 0;�1; 0; 4; 0;�1; 0;�1g which is
sensitive to the diagonal edges. Select the coefficients of largest characteristic
value area in each direction as the wavelet coefficients of the location.

Calculate the characteristic statistics according to the above feature descriptors,
noted as GMðx; yÞ and GPðx; yÞ; represent the statistical value at the point of ðx; yÞ
in multi-spectral and panchromatic images.

GMðx; yÞ ¼
X

N�1

i¼0

X

N�1

j¼0

Pði; jÞQM x� N

2
þ i; y� N

2
þ j

� �

GPðx; yÞ ¼
X

N�1

i¼0

X

N�1

j¼0

Pði; jÞQP x� N

2
þ i; y� N

2
þ j

� �

8

>

>

>

>

>

<

>

>

>

>

>

:

ð29:5Þ

where, Pði; jÞ is respectively the vertical feature extraction descriptor Vði; jÞ; the
horizontal feature extraction descriptor Hði; jÞ and the diagonal feature extraction
descriptor Dði; jÞ according to the three different directions, Qðx; yÞ is the largest
edge characteristic value in the horizontal, vertical and diagonal components after
the wavelet decomposition for multi-spectral or panchromatic images.

Then, calculate the fusion weights based on feature statistics in the following
way:

CMðx; yÞ ¼ GMðx;yÞ
GMðx;yÞþGPðx;yÞ ; if GMðx; yÞ�GPðx; yÞ

CMðx; yÞ ¼ 0; else

(

ð29:6Þ

CPðx; yÞ ¼ GPðx;yÞ
GMðx;yÞþGPðx;yÞ ; if GMðx; yÞ�GPðx; yÞ

CPðx; yÞ ¼ 1; else

(

ð29:7Þ

Similarly, CM (x,y) means the wavelet coefficient fusion weights at the point of
ðx; yÞ in multi-spectral images, CP (x,y) means the wavelet coefficient fusion
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weights at the point of ðx; yÞ in panchromatic images, and CMðx; yÞ þ CPðx; yÞ ¼ 1:
The wavelet coefficients of fusion images can be got according to the above fusion
weights. The proposed adaptive fusion rule can select different fusion rules for the
high- and low-frequency part after the wavelet transform according to the specific
circumstances of each image, and adaptively determine the high- and low-
frequency fusion coefficients and weight-based methods by selecting image fea-
tures or feature combination.

29.2.2 Conformability Choice Criteria

After determining the wavelet coefficients of fusion images, fusion weights for the
high-frequency detail components are further regionally weighted to ensure that
different wavelet frequency bands with continuous gray changes and consistency
spatial detail, thereby, it can improve the continuity and integrality of image
content. Considering that the low-frequency components should primarily main-
tain spectral information of multi-spectral images, the high-frequency components
should mainly preserve detail information of panchromatic images, select
k1� 1; k2� 1; k3� 1: The fusion weights are calculated by C0Mðx; yÞ ¼
minðCMðx; yÞ � ks; 1Þ; C0Pðx; yÞ ¼ 1� C0Mðx; yÞ; ks is respectively denoted as k1; k2

and k3 according to the location of ðx; yÞ:
In this chapter, the majority principle is used in consistency checking for the

high-frequency detail components of fusion images. If at least six wavelet coef-
ficients in the eight neighborhoods at a location ðx; yÞ come from panchromatic
images, then adjust the wavelet coefficients of the location for the wavelet coef-
ficients of panchromatic images.

29.2.3 A Multi-Sensor Fusion Algorithm
for Target Identification

In this chapter, a multi-sensor fusion algorithm for target identification is presented
to realize multi-spectral and panchromatic image fusion. The specific steps list as
follows:

Resample panchromatic and multi-spectral images for the same spatial reso-
lution, then strictly register.

Transform multi-spectral images of low spatial resolution in RGB color spaces
to HIS color spaces, achieve the I component characterizing the surface radiation
energy, and physical parameters that are H and S components characterizing
spectral characteristics.

Respectively transform panchromatic images and I component of multi-spectral
images based on wavelet transform.
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After the wavelet transform, the high- and low-frequency sub-band wavelet
coefficients are weighted fused by adopting image content self-adaptation fusion
rule and conformability choice criteria.

Transform the weighted fusion coefficients on the basis of inverse wavelet
transform, get a new I component, transform the I component and H and S com-
ponents of the original multi-spectral images based on inverse IHS transform and
get the final fusion images.

The spectral information of multi-spectral images is mainly embodied by the
H component and S component, the I component reflects the spatial resolution of
images, so fuse panchromatic images and the I components on the basis of the
wavelet decomposition fusion, and the fusion algorithm can improve the spatial
resolution and retain spectrum information for multi-spectral images.

29.3 Experiment and Result Analysis

The chapter appraises the fusion images on how to improve the discrimination
between objects and background, and the recognition efficiency. When tested
whether the fusion images can improve target recognition probability or not, for
the specified objectives (depending on the contents of the remote sensing images),
the target recognition is respectively observed before and after fusion in order to
decide whether to improve the target recognition rate or not.

In Fig. 29.1, the most salient object is a meandering ‘‘V’’-type road in the
mountain, many goals are easily identified in (c). Contrast to rectangular area,
namely, the discrimination between object and background is the most significant
region. It can be found that (a) is a multi-spectral image, resolution is low, roadside
objects in the rectangular area are rather vague and difficult to identify, (b) is a
panchromatic image, resolution is high, some space detail information of roadside
targets can be identified, however, the information is not enough to identify the
targets, (c) is the fusion result between multi-spectral and panchromatic image by
adopting the proposed fusion algorithm in this chapter, vegetation texture infor-
mation is more clear, detail and contour is richer. After fusion image, it can be
seen that the spectral information and spatial structure details for the targets
organically combine, the color is more natural. It evidently increases the target
information, improves the discrimination between object and background and
easily identifies the target to be the roadside trees.

We experiment on many multi-spectral and panchromatic images of different
terrains including bridges, airports, plants and other objects, the function of the
system is tested in a more comprehensive way. The selected experimental remote
sensing regions contain many types of objects.

Region segmentation by image fusion is the first step, and the next is feature
extraction of target structure in the intersected region. Finally, the target recog-
nition is performed using the structure of the object. The recognition results are
shown in Table 29.1. When using a single sensor, the experiment results

250 Z. Yong-mei et al.



demonstrate that the average recognition rate achieves 70%, false alarm rate is less
than 19% and the missing recognition rate is less than 11%. The object recognition
system based on fusion can effectively recognize bridges, airports, plants and other
objects, the overall recognition rate reaches more than 94%, false alarm rate is less
than 4% and the missing rate is less than 2%. Compared with the object recog-
nition method adopting a single sensor, this system has higher recognition rate and

Fig. 29.1 The fusion image between a multi-spectral and panchromatic image. a A multi-
spectral image. b A panchromatic image. c The fusion image

Table 29.1 Recognition
results

Target type Correct recognition rate
of a single sensor (%)

Correct recognition rate
of multi-sensor (%)

Bridges 61.2 89.6
Airports 70.3 94.6
Plants 78.6 97.8
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reliability, lower false alarm rate and missing recognition rate. It can be seen from
Table 29.1, compared with the other goals, bridges have the lower correct rec-
ognition rate. The main reason is that the bridge decks or the vegetation on both
sides of the bridge can cause interference, which makes the decks be excluded
because of not complete conforming to the attributes of artificial buildings.

29.4 Conclusion

In view of spectral distortion in enhancing spatial resolution for current high-
resolution remote sensing image fusion, this chapter presents a multi-sensor data
fusion algorithm based on goal-oriented identification. Visual and statistical
analyses proved that the algorithm can embody effective information for multi-
spectral and panchromatic images in fusion images, retain the specific environ-
ment, highlight the targets. It clearly shows that multiple data fusion has improved
the recognition rate.
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Chapter 30
Free Choosability of Outerplanar Graphs

Nana Li, Xianrui Meng and Hongfang Liu

Abstract A graph G ¼ GðV;EÞwith lists LðvÞ, associated with its vertices v 2 V , is
called L-list colourable, if there is a proper vertex colouring of G in which the colour
assigned to a vertex v is chosen from LðvÞ. We say G is k-choosable if there is at least
one L-list colouring for every possible list assignment L with LðvÞj j ¼ k 8v 2 VðGÞ:
Now, let an arbitrary vertex v of G be coloured with an arbitrary colour f for LðvÞ:
We investigate whether the colouring of v can be continued to an L-list colouring for
the whole graph. G is called free k-choosable if such an L-list colouring exists for
every list assignment L ( LðvÞj j ¼ k 8v 2 VðGÞ), every vertex v and every colour
f 2 LðvÞ: We prove that ‘‘Every outer plane graph is free ð2; 2Þ�-choosable’’.

Keywords Outer planar graph � (L, d)*-colouring � Free (K, d)*-choosable

30.1 Introduction

List colourings of graphs are generalisations of usual colourings that were intro-
duced by Vizing [1] and independently by Erdos [2].

A vertex colouring or just colouring of a finite simple graph G is an assignment
of a colour to each vertex of G. A colouring is proper if the adjacent vertices
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always get different colours. A graph is K-colourable if it has a proper colouring
using at most K different colours. A list assignment L to (the vertices of) G is the
assignment of a list (set) L vð Þ of colours to every vertex v of G; and a k-list
assignment is a list assignment in which jLðvÞj ¼ k for every vertex v of G is
present. If L is a list assignment of G, then an L-colouring of G is a proper
colouring in which each vertex receives a colour from its own list. The graph G is
k -list colourable or k-choosable if there exists an L-colouring for every k-list
assignment L of G. The chromatic number v Gð Þ of G is the smallest number k such
that G is k-colourable. The list chromatic number, or choice number, or choos-
ability ch(G) of G is the smallest number k such that G is k-choosable. C. ‘‘Every
outer planar graph is ð2; 2Þ�-choosable’’ has been proved and a example of a non-
ð1; 2Þ�-choosable outer planar graph was given.

In a vertex-coloured graph, the defect def(v) of a vertex v is the number of
vertices adjacent to v that have the same colour as v; so a colouring is proper if and
only if every vertex has defect 0. A graph G is k; dð Þ�-colouring if its vertices can
be coloured with k colours in such a way that no vertex has defect greater than d. If
L is a list assignment of G, then an L; dð Þ�-colouring is an L-colouring in which no
vertex has defect greater than d, and L is L; dð Þ�-colourable if it has an
L; dð Þ�-colouring. Finally, G is k; dð Þ�-choosable if it is L; dð Þ�-colourable when-

ever L is a k-list assignment. Obviously, k; 0ð Þ�-colourable means the same as
(properly) k-colourable, and k; 0ð Þ�-choosable means the same as k-choosable.

The free list colouring was first raised by Voigt [3] in 1996. Let L be a list
assignment of G, where G is called free L; dð Þ�-colourable if for every vertex
v 2 V Gð Þ and for every colour f 2 L vð Þ there exists an L; dð Þ�-colouring uv; f with
uv; f vð Þ ¼ f : And G is called free k; dð Þ�-choosable, if it is free L; dð Þ�-colourable
whenever L is a k-list assignment. When d¼ 0, we call it free k-choosable. In this
paper, we shall prove that ‘‘Every outer planar graph is free ð2; 2Þ�–choosable’’.
In order to prove our main result, we first introduce several useful lemmas and
theorems in the next section.

30.2 Some Lemmas and Theorems

Lemma 2.1 (1) Every free k; dð Þ�-choosable graph is k; dð Þ�-choosable;
(2) There are k; dð Þ�-choosable graphs which are not free k; dð Þ�-choosable.

Proof (1))(2) It is trivial.
(2) )(1) Consider the complete bipartite graph K2;2 and L x1ð Þ¼ 1; 2f g;

L x2ð Þ¼ 1; 3f g; L y1ð Þ¼ 2; 3f g, L y2ð Þ¼ 1; 3f g; where x1; x2f g and y1; y2f g are two
partite classes of K2; 2: If we assign color 3 to x2; then it cannot be continued to a
L; 0ð Þ�-list colouring of the whole graph.

We have seen that the property ‘‘to be free k; dð Þ�-choosable’’ is a stricter
requirement for a graph than the property ‘‘to be k; dð Þ�-choosable’’.
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Now assume the graph G is k; dð Þ�-choosable but not free k; dð Þ�-choosable,
this means there exists a k-list assignment L of G, a vertex v� 2 V Gð Þ and a colour
f 2 L v�ð Þ such that u v�ð Þ 2 L v�ð Þn ff g for all L-list colourings of G.

In the following, such a vertex v� is called a bad vertex and such a colour f is a
bad colour.

Lemma 2.2 Let G be a graph which is k; dð Þ�-choosable but not free k; dð Þ�-
choosable, v� a bad vertex of G and F : ¼ f1; f2; . . .; fk�1f g an arbitrary set of
k � 1 colours. There exists a k-list assignment Lv�;F of G, so that u v�ð Þ 2 F is
satisfied for every Lv�;F ; dð Þ�-list colouring u:

Proof As G is a graph which is k; dð Þ�-choosable but not free k; dð Þ�-choosable,
we can find a k-list assignment L to G, such that G is L; dð Þ�-colourable but not
free L; dð Þ�-colourable. Let v� be a bad vertex, L v�ð Þ¼ g1; g2; . . .; gk�1; gkf g and gk

is a bad colour. We use the known list assignment L with u v�ð Þ 2 L v�ð Þn gkf g (for
all L; dð Þ�-list colouring u of G) and rename the colours in a suitable way: denote
colour set T1¼ [v2V Gð Þ L vð Þ¼ g1; g2; . . .; gk�1; gk; gkþ1; . . .; gnf g; and let colour
set T2¼ f1; f2; . . .; fk�1; fk; . . .; fnf g; where fk; . . .; fnf g \ F¼U. Define an injection
w : w gið Þ¼ fi; i¼F1; 2; . . .; n; and let the resulting list assignment be L�: Because
for every L; dð Þ�-colouring u; u v�ð Þ 2 L v�ð Þn gkf g; it is easy to see that for every
L�; dð Þ�-colouring u�;u� v�ð Þ 2 L� v�ð Þn fkf g¼F¼ f1; f2; . . .; fk�1f g.

Lemma 2.3 ([4]) There are outer planar graphs which are not 1; 2ð Þ�-choosable.

30.3 Main Result

Theorem 3.1 The following results are equivalent: Every outer planar graph is
2; 2ð Þ�-choosable.

Every planar graph is free 2; 2ð Þ�-choosable.

Proof (2) )(1): Trivial.
(1) )(2): Assume a planar graph G0 is 2; 2ð Þ�-choosable, but G0 is not free

2; 2ð Þ�-choosable. In the following, using G0 we will construct a outer planar graph
G�which is not 2; 2ð Þ�-choosable. This contradicts to (1).

Let G 1;2ð Þ be a outer planar graph which is not 1; 2ð Þ�-choosable with an m-element
vertex set V G 1;2ð Þ� �

¼ v1; v2; . . .; vmf g for some m by Lemma 2.3. Let L 1;2ð Þ be a 1-

list assignment of G 1;2ð Þ and G 1;2ð Þ is not L 1;2ð Þ; 1
� ��

-list colourable.
Choose a bad vertex v� of G0 and let G0 be embedded in the plane in such a way

that v�belongs to the boundary of the exterior face.
Take m copies G01;G

0
2; . . .;G0m

� �

of this graph G0 with the bad vertices
v�1; v

�
2; . . .; v�m respectively.
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Define G� V�;E�ð Þ; where V� : ¼ [m
i¼1 V G0i

� �

; E� : ¼ [m
i¼1 E G0i

� �

[ v�i ; v
�
j

� �n

vi; vj

� �
�

� 2 E G 1;2ð Þ� �

g
Construct a 2-list assignment L� of G� in the following way: for v�j j ¼ð

1; 2; . . .;mÞ; take L� v�j

� �

¼ L 1;2ð Þ vj

� �

[ fkf g; where fk is bad colour of bad vertex

v� in G0. And for each one of the other vertices in G�, take the same colour list as it
is in G0.

Since G� is outer planar, then G� is 2; 2ð Þ�-choosable by (1). Hence there exists

an L�; 1ð Þ�-list colouring u� of G� with u� v�j

� �

2 L 1;2ð Þ vj

� �

for all j ¼ 1; 2; . . .;m;

by Lemma 2.2.

Therefore G 1;2ð Þ) is L 1;2ð Þ; 2
� ��

-list colourable, which contradicts to the
assumption.

Because ‘‘Every outer plane graph is ð2; 2Þ�-choosable’’ has been proved, so
‘‘Every outer plane graph is free ð2; 2Þ�-choosable’’.
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Chapter 31
Exploring Relation Algebra Division
Based on Images Set

Qi Zhong and Wenxiao He

Abstract Introducing theory of images set, modifying two contrary definition of
relation algebra in the literatures, a general definition of relation algebra division is
proposed and described formally. A general algebra division algorithm based on
imaging set theory and a general template of realizing division with select sentence
in SQL are presented. Finally, divisions in factual occasions are validated with
SQL Sever 2005.

Keywords Relations � Division � Images set � Attribute

31.1 Introduction

In the course of database principle or applications, relational algebra’s operations
appear frequently. These operations include union, intersection, difference, and
division and so on. The basic operations of relation database (union, intersection and
difference) are formally described and realized in SQL in Refs. [1] and [2]. In SQL,
there is a special operator union, intersection can be realized by where-clause, dif-
ference can be realized by existential quantifier (Exists) indirectly. Incomplete For-
mal description was provided in Ref. [2]. It is not enough to accomplish query that
there are division theories without relevant realizable statement. Examples are que-
rying student nos. who take as all elective courses, querying student nos. who take as
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two elective courses (c1 and c2) and querying student nos. who take as more elective
courses than student whose no. is ‘95002’. Simple SELECT-statements cannot
realize these queries. The algebra query expressions of these queries reflect that
relational algebra division operation is the essence of queries. Definition of relational
algebra division is presented in Refs. [2] and [3]. But the definition is special, called
illiberal definition. This Chapter extends division operation’s condition and prompts a
formal general definition of relational algebra division basing on the definition in
Refs. [2] and [3]. This Chapter provides a general algorithm, a general template of
SELECT-statement realized division in SQL and practical applications.

31.2 Introduction of Symbols

Symbols are introduced according the formal definition of division operation in
Ref. [2].

R, t [ R, t [Ai]. R (A1, A2,…, An) is a relational schema, R named relation. t[R
means t is a tuple of relation R. t[Ai] is a component of attribute Ai in tuple t.

A, t[A], D[Yi]. If A = {Ai1, Ai2,…, Aik}(Ai1, Ai2,…, Aik are part of A1,
A2,…, An), then A is called attribute or domain. t[A] = (t[Ai1], t[Ai2],…, t[Aik])
means a component collection of tuple t’s attribute A. D[Yi] means the range of
Yi’s value.

Images set Zx. Given a relation R (X, Z), X and Z are the attribute group. When
t[X] = x, the images set in R of x is Zx (Zx = {t[Z]|t [ R,t[X] = x}). x is a value
of attribute set X, Zx is the opposite value set of the Z component.

31.3 Definition of Division Operation

Definition 1 [3] The degree of relation R is (m + n). The degree of relation S is n.
R divided by S. The result of this division is a relation which degree is m. There
are two preconditions for the division. First, some attributes of R are attributes of
S. Second, some attributes of R are not attributes of S, shown in Fig. 31.1.

Let T = R7S, then T is a relation too. The attributes of T are some attributes of
R, furthermore these attributes are not attributes of S. The tuples of T consist of the
value of attributes opposite tuples of S.

There is formal description of previous depiction.
The degree of relation R(X) is (m + n). The degree of relation S(Z) is n. The

sufficient condition of the division between R and S is described below:

Z � X and Ai 2 R ^ Ai 2 S:

Definition 2 [2] Given relations R (X, Y) and S (Y, Z), where X, Y, Z are the
attributes groups. The attribute Ys can have different attribute names in R and S
individually, but the domain sets must be same. The result of division between R

258 Q. Zhong and W. He



and S is a new relation P(X). The tuples of P include projection of attribute X in
relation R, furthermore the images set Yx (Yx is the images set of component x, x
is the component value of X) consists of the projection of attribute Y in relation S.

R� S ¼ ftr X½ � j tr 2 R ^ pY Sð Þ � Yxg; Yx is the images set of component x,
x = tr [X] [4].

According to the above two definitions, there is an obvious contradiction. The
first division definition must meet Z ( X, where Z is all attributes of S, X is all
attributes of R. The second division definitions just to meet the R \ S = u [5].
The two contrary definitions have some connections in essence. Weakening con-
ditions of the first definition, it can be a special case of the second definition. Then,
the second definition is a generalized definition of division. After weakening
conditions, the first definition became the third.

Definition 3 The degree of relation R(X) is (m + n). The degree of relation S(Z)
is n. The sufficient condition of R7S is Z ( X and Ai [ R^Ai 62 S.

According to Definition 3 and 2, a more general division definition of relational
algebra can be got as follows.

Definition 4 [6] Given relations R (X, Y) and S (Y, Z), where X, Y, Z are the
attributes groups. X = {X1, X2,…, Xn}, Y = {Y1, Y2,…, Yn}, Yi [ R, Yj [ S,
D[Yi] = D[Yj] (the domain of Yi and Yj must be same). Yi and Yj can be named
differently. Attributes group Z can consists of zero or several attributes.

(R7S) Yi^…. ^Yj represents R divided by S with one or more same attributes.
(RYi7SYj) represents R divided by S with one or more different attributes.
All same attributes in two relations are operated in division of relation. Maybe

there is one same attribute or there are several same attributes.

31.4 Realization of Division

According to the definition of images set and the forth definition of division, the
algorithm realization of division and query statement in SQL Server are given
latter.

R S T

1 2 3 4 1 2 1 2

a1 b1 c1 d1 c1 d1 a1 b1

a1 b1 c2 d2 c2 d2 a2 b2

a1 b1 c3 d3

a2 b2 c1 d1

a2 b2 c2 d2

a3 b3 c1 d1

Fig. 31.1 Example of division operation
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Algorithm realization [7]. Given relations R (X, Y) and S (Y, Z), where X, Y, Z
are the attributes groups. X = {X1, X2,…, Xn}, Y = {Y1, Y2,…, Yn}, Attributes
group Z can consists of zero or several attributes. The description of division’s
algorithm is given below.

Step1. Get the component value t[Xi] of X in relation R.
Step2. Get ZXi (the images set of Xi).
Step3. Get projection set on attribute Y in relation S, pY(S).
Step4. Get the set of Xi in ZXi which composite to components of pY(S), the set

is the result of R7S.

SELECT-query implementation. Union operation of relational algebra can be
realized by SQL statement directly. Intersection, difference and division cannot be
realized by SQL statement directly. Intersection and difference can be realized by
SQL statement indirectly easily. The implementation of division is more difficult.
Division can be implemented by sub-query.

The SELECT-statement of upper algorithm as follows.

SELECT * FROM R as r1
WHERE NOT EXISTS
(SELECT * FROM S
WHERE NOT EXISTS
(SELECT * FROM R as r2
WHERE r1.X1 = r2.X1 […and r1.Xn = r2.Xn] and S.Y1 = r2.Y1 […S.Yn =

r2.Yn]))

Example is given as follows.
SELECT-statements of R’s dividing by S with attributes B. The result of

(R7S)B is shown in Fig. 31.2d.

select distinct A from R as x
where not exists
(select * from S
where not exists
(select * from R as y
where y.a = x.a and s.B = y.B))

SELECT-statements of R’s dividing by S with attributes B and C. The result of
(R7S) B ^ C is shown in Fig. 31.2e.

select distinct A from R as x
where not exists
(select * from S
where not exists
(select * from R as y
where y.a = x.a and s.B = y.B and s.C = y.C))

SELECT-statements of T with attribute E dividing by S with attribute B. The
result of (RE7SB) is shown in Fig. 31.2d.
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select distinct A from T as x
where not exists
(select * from S
where not exists
(select * from T as y
where y.a = x.a and s.B = y.E))

31.5 Conclusions

This Chapter studies some definitions of division, provides a formal definition of
division which can be general applied in theory and practice and presents a general
algorithm in theory and a general template implemented by SELECT-statement.

D B C A
A1 d1 b1 c2 1 a1

1 a12 d1 b1 c3 2 a2
2 a23 d2 b1 c2 3 a3

A B C A E F
1 a1 b1 c2 1 a1 b1 c2
2 a1 b1 c3 2 a1 b1 c3
3 a1 b2 c2 3 a1 b2 c2
4 a2 b1 c2 4 a2 b1 c2
5 a2 b1 c3 5 a2 b1 c3
6 a2 b2 c3 6 a2 b2 c3
7 a3 b2 c3 7 a3 b2 c3

8 a3 b1 c3 8 a3 b1 c3

(a) (b)

(c) (d) (e)

Fig. 31.2 Example of relational division. a Relation R. b Relation T. c Relation S. d ðR� SÞR
e ðR� SÞB^C
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The algorithm can realize the narrow division operation and the general division
operation. The general template can be applied in typical division query without
comprehension on the formal definition. Last, some examples are presented. All
examples in this Chapter can be implemented in SQL Server 2000 or SQL Server
2005.
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Chapter 32
Image Interpolation via Graph Cut

Bo Li, Dianxuan Gong and Qifeng Zhang

Abstract This chapter introduces a novel variational method for image interpo-
lation via graph cut. Image interpolation can be seen as a special case of
image inpainting when the inpainting mask is chosen as the pixels which will be
interpolated. In this paper, an energy variational function is proposed, and the
optimization problem is regarded as a labeling problem via solving a minimum cut
of a certain graph. Experimental results show that the algorithm can save
the computer time and improve the staircase effect occurred in some classical
interpolation methods.

Keywords Image interpolation � Graph cut � Total variation

32.1 Introduction

A generic image interpolation takes a picture as input and provides a picture of
greater size preserving as much as possible the information content of the
original image as ouput. It has played a very important role in many digital image
processing operations, such as translation, scaling, rotation and geometric
correction. In the recent days, this old topic gains more and more attentions with
the rapid development in internet videos, mobile photos, high definition TV, etc.
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A large class of image interpolation techniques are achieved by means of some
simple mathematical interpolation algorithms, such as pixel replication [1],
bilinear [2, 3], bicubic [4, 5] or spline interpolation [6, 7]. Unfortunately, these
methods, while preserving the low frequencies content of the source image, are not
equally able to enhance high frequencies, suffering from unacceptable effects (e.g.
blurring, blockiness), especially at edge areas. Adaptive interpolation algorithms
were developed to yield better results, usually the local edge orientation was firstly
found via edge-map, and then the interpolation was performed along that direction
[8, 9], these adaptive and edge-oriented algorithms [10] are classified as the fourth
category, and they usually depend on the gradient features [11] or statistical
information of images [12].

Image interpolation can also be seen as a special case of image inpainting.
Therefore, some classical inpainting methods can be applied to image interpola-
tion. The growing impact of variational techniques in image processing is mainly
due to their capability and flexibility in controlling geometrical features of images.
For example, total variation minimization, which leads to a curvature term, can
retain sharp edges in image processing. In this chapter, we select total variation
minimization to facilitate the zooming process so that the unknown pixels after
magnification can be filled into faithfully preserve geometric image feature. Some
classical variation minimization methods, such as steepest descent method, will
produce the staircase effect and only obtain the local optimal solution. So we
present total variation image zooming algorithm based on graph cut. In this
algorithm, the minimum of the total variation image zooming energy function was
transformed to a minimum cut of a graph. Then, some maximum flow/minimum
cut algorithms could solve this problem, and get the global minimum of the total
variation function.

This chapter is organized as follows. In Sect. 32.2, we give total variation
zooming model. Sect. 32.3 presents graph cut algorithm for solving minimum
energy function.

32.2 Graph Cut-Based Image Interpolation Algorithm

Many of the problems that arise in early vision can be naturally expressed in terms
of energy minimization. In the last few years, a new approach has been developed
based on graph cuts. The basic technique is to construct a specialized graph for the
energy function to be minimized such that the minimum cut on the graph also
minimizes the energy. The minimum cut can compute very efficiently by max flow
algorithms. In this section, we consider graph cut algorithm, solving total variation
zooming energy function (32.1).

E � k
X

ðx;yÞ2X
ux;y � uxþ1;y

�

�

�

�þ ux;y � ux;yþ1

�

�

�

�

� �

þ
X

ðx;yÞ2S

ðux;y � u0
x;yÞ

2 ð32:1Þ
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Firstly, image zooming problem can be regarded as the pixel-labeling problem.
Every pixel p 2 P must be assigned a label in some finite set L which can be
luminance set. The goal is to find a labeling f that assigns each pixel p 2 P a label
fp 2 L, where f is both piecewise smooth and consistent with the observed data and
minimizes the energy function. We rewrite the above model (32.1) as:

E ¼ k
X

ðp;qÞ2N

lpx;py � lqx;qy

�

�

�

�þ
X

p2P

ðlpx;py � u0
px;pyÞ

2 ð32:2Þ

where u0
p presents luminance value of initial image in the pixel p, lp presents

luminance value of zooming image in the pixel p, N is a set of all pairs of
neighboring pixels. N is defined as:

N ¼ ðp; qÞ=px ¼ qx � 1; py ¼ qy; or; px ¼ qx; py ¼ qy � 1
� �

ð32:3Þ

where px and py respectively denote horizontal coordinate and vertical coordinate
of the pixel p.

Secondly, suppose G ¼ ðV ;EÞ is a directed graph with non-negative edge weights
that have two special vertices (terminals), namely, the source s and the sink t.
An s-t-cut C = S. T is a partition of the vertices in V into two disjoint set S and T such
that s 2 S and t 2 T . The cost of the cut is the sum of costs of all edges that go
from S to T, being defined as CðS; TÞ ¼

P

u2S;v2T ;ðu;vÞ2E
Cðu; vÞ. The minimum s-t-cut

problem is to find a cut C with the smallest cost. Due to the theorem of Ford and
Fulkerson [12], this is equivalent to computing the maximum flow from the source to
sink.

Thirdly, minimizing an energy function via graph cut remains a technically
difficult problem. Each paper constructs its own graph specifically for its indi-
vidual energy function and, in some of these cases, the construction is fairly
complex. Boykov presents fast approximate energy minimization via graph cut,
namely, movable space algorithm [13]. In our chapter, we apply this algorithm to
get minimum cut.

Fig. 32.1 The 15 times
interpolation results of Arabic
numbers a Original image
b Bicubic interpolation
c Proposed method
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Finally, total variation image zooming algorithm based on graph cut is
described as follow:

Discrete total variation model, obtaining (32.1)
According to local feature, set regularization parameter k
Map energy function minimization problem to movable space labeling problem,

and solve it.
Initialize labeling f
Set success = 0
For each pair of labels fa; bg � L

Find f̂ ¼ arg min Eðf 0 Þ among f
0

within one a� b swap of f

if Eðf̂ Þ\Eðf Þ, set f ¼ f̂ and success = 1
If success = 1 goto 2
Return f

Fig. 32.2 The 5 times
interpolation results of
English letters a Original
image b Bicubic interpolation
c Proposed method
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32.3 Numerical Implementation

This algorithm is performed by Matlab 2010a on a notebook computer with Intel
Pentium IV CPU 2.0G. In our experiments, we adopt Arabic numbers, English
letters and fingerprint images for testing. The results are shown in Figs. 32.1, 32.2
and 32.3, respectively.

From the results of the experiments, we can see that the proposed method can
avoid the staircase effectively with 10 or larger times interpolation.

Fig. 32.3 The 10 times interpolation results of fingerprint a Bicubic b Proposed method c Local
magnified of two methods
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Chapter 33
Image Inpainting Under Local
Coordinate System

Bo Li, Xiuping Liu, Dianxuan Gong and Qifeng Zhang

Abstract This chapter focus on the regular texture inpainting problem under local
coordinate system. General variational image inpainting models perform well for
cartoon images, but poor for textures. In this paper, a novel local inpainting model
is proposed by combining the total variation and OABE algorithm. Firstly, the
local direction of texture is obtained according to the neighborhood of damaged
region, the local coordinate is set up via the local texture direction and its normal
direction; then the local variational inpainting model is proposed in this coordi-
nate. We give the discrete Gauss–Seidel algorithm for this model and numerical
experiments. The results show that our algorithm perform well for the regular
texture images, even for textures like ‘‘Y’’.

Keywords Inpainting � Nonlocal total variation (NLTV) � Discrete cosine
transform
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33.1 Introduction

Image inpainting is to fill in some lost or damaged region with available infor-
mation from their surroundings in a certain rule, so that the restored image
approach the original image. As early as the renaissance in Europe, artist have
begun to manually restore medieval artwork. With the development of digital
image processing technology, digital inpainting technology has been widely
applied in many areas, for example damaged photographs, video restoration,
image characters or objects removal (such as publication date, microphone), tex-
ture filling,and so on. Compared with traditional manual methods, with its fast,
effective, automated, without destroying the original, the digital inpainting
approach has aroused the concern of many scholars. By the end of twelfth century
the concept being proposed, many successful approaches have been proposed.
Partial differential equations (PDE) methods and texture synthesis methods are the
presently important methods in image inpainting technology.

According to the inpainting mechanism, the methods based on PDE can be
divided into two types: microscopic and macroscopic. The methods which are
based on diffusion, interpolation and isophotes, belong to microscopic inpainting
mechanism, for example, BSCB [1], CDD [2] (Curvature-driven diffusion), hori-
zontal interpolation, and so on. BSCB algorithm was put forward by Bertalmio to
be applied to restore damaged photographs. It fills in the damaged region by
transmitting the information outside the region along the isophotes direction to the
inside region by anisotropic diffusion. The fill-in is done in such a way that
isophotes lines arriving at the regions’ boundaries when the algorithm is con-
verged. The methods based on variational system, such as TV method [2], flexible
repair method [3], Mumford-Shah method [4], as well as the Mumford-Shah-Euler
method [4], belong to macroscopic inpainting approach. Inspired by the well
performance of total variation methods for image denoising, Chan [2] proposed to
use TV method to solve the problem of image inpainting, One of the advantage of
this method is that it can serve the discontinuity preserving while repair the image.
In order to solve the shortcoming of TV model, such as parameter sensitivity and
large amount of computing, Shao [8] proposed an improved version. This method
can effectively improve the robustness and increase the computing speed.

Experiments show that the above methods perform well for cartoon images,
which is rich in geometrical information. But they cannot solve the inpainting
problem for texture images, which is rich in details. Texture image is an important
characteristic but it is difficult to describe. Customarily texture is the characteristic
of local irregularity and global regularity. Zh [6] proposed an inpainting method
based on Markov random field. It has a good effect on the random texture, but the
speed is very slow. Criminis proposed a texture synthesis method based on
isophotes priority [7]. The algorithm first computes the priorities on the border
region, then selects the greatest priority of texture element. It performs well for
regular texture, but the inpainting structure information is limited. Yan Niu and
TimPoston proposed OABE method [9] which could be applied to inpainting mosaic
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texture missing after decode. The idea is exploring the known information of the
texture direction to construct the elliptic equations for restoratio. But the approach
only deals with a square area and is invalid for the ‘‘Y’’-shaped domain missing.

Images to be inpainted usually have both structural information and texture
information. Only using structure or texture inpainting method, the results are not
satisfactory. The basic idea is to first decompose the image into the sum of two
components with different basic characteristics, and then repair each one of these
components separately with structure and texture filling-in algorithms.

By the above analysis, the total variation methods perform poor for texture
images, while the OABE algorithm can deal with some types of textures. Inspired by
the idea of OABE, in this paper we propose a novel variational texture image in-
painting methods under local coordinate system. The main contribution of this
algorithm is that it can deal with the texture image via the local coordinate system
similar to the OABE, and it also serves the discontinuity preserving by total variation.

33.2 The Proposed Local Variational Inpainting Model

One of the key step of this algorithm is to get the local texture orientation. Because
the repaired regions do not have available information, so we will get the
approximate local texture orientation from the surrounding information.

We assume that Vg ¼ ðm; nÞ;m; n 2 Z is the texture direction, Vf ¼ V?g ¼
ð�n;mÞ; and ðVg;VfÞ constitute an orthogonal coordinate system, known as the
local texture coordinate system, as shown in Fig. 33.1. K ¼ fU;D; L;Rg is four
neighbor points of the point Oði; jÞ concerning the vector Vg:

Point LU, LD, RU and RD are respectively the upper left, lower left, upper right
and lower right neighbor point of Vg. If Vg is greatly large, for preventing the
neighbor points of O into another repaired areas, we should approximate Vg.
For example, if Vg ¼ �10; 16ð Þ;Vg can be approximated as (-2, 3). Experiments
have show that the approximation has not effect on the inpainting results.

We modify the TV model to be a structured texture inpainting model, as
follows:
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In the local texture coordinate system, the Euler–Lagrange equation is equivalent
to search minimization of energy function in the form of
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33.3 The Implementation of Proposed Algorithm

In actual calculation, selection of parameter a has influence on the results, in the
term of literature [5]. In the early iterations, we select a larger a. With the process
of iterations, we can shrink the value a. Summing up the above, this algorithm for
image restoration can be described as follows:

Read into the repaired image and mask image which is used for marking the
repaired region.

Fig. 33.1 Sketch map of
local texture coordinate
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For a fixed restoration area, the OABE algorithm can be used for the calculation
of local texture direction.

For assigning a initial value to the parameter, we adopt formula (3) to update
the damaged image.

If the number of iteration achieves the largest or the image difference between a
certain step and its previous iteration is smaller than a given threshold, out of the
circulation. Then, end the inpainting. Otherwise, switch to (3) into next iteration.

33.4 Experimental Results and Evaluation

33.4.1 Experimental Results

In this paper, we consider the standard Barbara cutting image of which repaired
region has not noise pollution. TV algorithm can not inpaint texture, so that the
inpainting results are poor. In this paper, the algorithm of structured texture
inpainting is satisfactory, see Fig. 33.2, 33.3, 33.4, and the PSNR evaluation
results are shown in Table 33.1. Besides, it can inpaint ‘‘Y’’ and even ‘‘X’’area
which are not restored by literature [5]. Our approach can also directly restore
images which have simultaneously structure and texture, without decomposing.

33.5 Conclusion

In this chapter, we proposed a new image inpainting approach which can inpaint
structure and have a good result for inpainting structured texture.In the process of
experiments,the search for local texture direction spends a lot of time. So looking
for a more effective approach for texture direction is one of our works. In addition,
in order to inpaint large curvature texture and large scale texture missing, the
adaptive change of texture direction is also focused on.

Fig. 33.2 Inpainted result of Barbara cutted image. a Original image. b Damaged image.
c Inpainted result of proposed method. d Inpainted result of TV
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Chapter 34
A SIFT-Based Approach
for Image Registration

Lintao Zheng and Guiping Qian

Abstract Over the past several decades, image registration has emerged as one of
the key technologies in medical image computing with applications ranging from
computer assisted diagnosis to computer aided therapy and surgery. In this paper,
we present a new method for medical image registration, which is based on the
Scale-invariant feature transform (SIFT) and TPS. Our experimental results show
that the proposed method could achieve greater competitive performance than
TPS-based image registration technique.

Keywords SIFT � MLS � Non rigid registration � Medical image

34.1 Introduction

Medical images are increasingly widely used in health care and biomedical
research; Medical imaging technologies are altering the nature of many medical
processions today. In medical applications, images of similar or differing modal-
ities often need to be aligned as a preprocessing step for many planning, navi-
gation, data-fusion, and visualization tasks. Image registration refers to the process
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of overlaying two or more images of the same scene taken at different times, under
different lighting conditions, from different viewpoints, and/or by different sensors.
Image registration is a very common problem in medical image processing.
Registration of medical images has been an active topic of research for over the
past three decades.

Medical image registration has a wide range of potential applications. These
include [1]:

Combining information from multiple imaging modalities, for example, when
relating functional information from nuclear medicine images to anatomy delin-
eated in high-resolution MR images.

Monitoring changes in size, shape, or image intensity over time intervals that
might range from a few seconds in dynamic perfusion studies to several months or
even years in the study of neuronal loss in dementia.

Relating preoperative images and surgical plans to the physical reality of the
patient in the operating room during image-guided surgery or in the treatment suite
during radiotherapy.

Relating an individual’s anatomy to a standardized atlas.
Several good comprehensive surveys of medical image registration methods are

extensively reported in the literature [1–4]. In general, the medical image regis-
tration methods can be divided into two main categories: feature-based techniques
and intensity-based techniques. Feature-based techniques require some prepro-
cessing, prior to registration, to extract relevant information, such as anatomical
landmarks, edges, or shapes. In feature-based methods, registration involves the
determination of the coordinates of corresponding features in different images such
as landmark points, ridges, or surfaces, and the estimation of a geometrical
transformation using these corresponding features [8–10]. In contrast to feature-
based techniques, intensity-based measures get by without prior preprocessing.
Thus images can be registered right after image acquisition. Intensity-based
measures use the full raw image information for image alignment. Here, we adopt
the former approach.

This paper focuses on a new method using the Moving Least Squares (MLS)
transformation and Scale-invariant feature transform (SIFT) feature in medical
image registrations. To register two images, SIFT features are selected from the
images and correspondence is established between them. In the following sections,
we will introduce our method in more detail, and then apply it to medical image
registration.

This remainder of this paper is organized as follows. We first introduce the
moving least square algorithm used as deformation method in Sect. 34.2. Then we
introduce SIFT feature used as the registration criterion of two images in
Sect. 34.3.Our experiments and discussion is in Sect. 34.5.
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34.2 Moving Least Squares

First we present an image registration method based on MLS deformation algo-
rithm [5].

After selecting a set of corresponding control points on the source and target
images, the MLS deformation technique aims to compute the transformation lvðxÞ
that best minimizes the least squares error

X

i

lvðpiÞ � qij j2 ð34:1Þ

where pi and qi are the set of corresponding control points in the source and target
images respectively. However, this transformation produces a single affine trans-
formation of the entire image as there is no control over the scaling or shearing in the
image. A weighting function included to this least squares error fixes this problem
and thus produces a different transformation function for each point of the image.

X

i

wi lvðpiÞ � qij j2 ð34:2Þ

The weighting functions wi have the form

wi ¼
1

pi � vj j2a : ð34:3Þ

where v is the point of evaluation in the image and a is a parameter of the
weighting function whose value decides whether the weights computed are small
or large. Because the weighting function wi is dependent on the point of evalua-
tion, the method is called Moving Least Squares minimization. From the above
equation we can observe that as v approaches pi; the weight wi approaches infinity
and the transformation function interpolates.

Fig. 34.1 Flowchart of SIFT
Algorithm
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The transformation function lvðxÞ is made up of a simple linear transformation
matrix M and a translation vector T as

lvðxÞ ¼ xM þ T ð34:4Þ

Here, matrix M can be regarded as a general transformation including effects of
scaling shearing and rotating. By removing these components, we can obtain the
affine, similarity, and rigid transformation functions. The details can be found in
the literature [6]. The translation component can be easily computed by

T ¼ q� � p�M ð34:5Þ

where p� and q� are the weighted centroids of the control points given by

p� ¼
P

i wipi
P

i wi
q� ¼

P

i wiqi
P

i wi
ð34:6Þ

Then the transformation function can now be calculated as

lvðxÞ ¼ ðx� p�ÞM þ q� ð34:7Þ

The least squares problem can be written as
X

i

wi p̂iM � q̂ij j2 ð34:8Þ

where p̂i ¼ pi � p� and q̂i ¼ qi � q�:
Note that Moving Least Squares is very general in that the matrix M does not

have to be a fully affine transformation. In the literature [14], there are detailed
derivations to M under different constraints. Here, we select rigid deformation.
The following results are derivable from the constraints of rigid deformation.

M ¼ 1
ls

X

i

wi
p̂i

�p̂?i

� �

q̂i � q̂?T
i

� �

ð34:9Þ

Fig. 34.2 Framework of our proposed method
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where lr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

i
wiq̂ip̂T

i

� �2

þ
P

i
wiq̂ip̂?T

i

� �2
s

: The detailed derivation for the

rigid transformations can be seen in [5].

Fig. 34.3 Floating image

Fig. 34.4 Target image
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34.3 Scale-Invariant Feature Transform
Feature Algorithm

Scale-invariant feature transform (SIFT) is an algorithm in computer vision to
detect and describe local features in images. The algorithm was published by
David Lowe in 1999 [6]. It has been successfully applied to a variety of computer
vision problems based on feature matching including object recognition, pose
estimation, image retrieval, and many others. SIFT, as described in [7], consists of
four major stages:

Fig. 34.5 Extract SIFT
feature in floating image

Fig. 34.6 Extract SIFT
feature in target image
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In the first stage, searches over scale space using a Difference of Gaussian
function to identify potential interest points that are invariant to scale and orien-
tation (Fig. 34.1).

In the second stage, the location and scale of each candidate point is determined
and key points are selected based on measures of stability.

The third identifies the dominant orientations for each key point based on its
local image patch. The assigned orientation, scale, and location for each key point
enables SIFT to construct a canonical view for the key point that is invariant to
similarity transforms.

Fig. 34.7 Initial possible
corresponding point
(including error point)
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The final stage builds a local image descriptor for each key point, based upon
the image gradients in its local neighborhood.

The four stages will not be discussed further in this paper since our work makes
no contributions to those areas. We only use SIFT algorithm to improve the
rationality of selecting point. We need not manually select landmark as it is
selected automatically by using SIFT.

34.4 Similarity Measure

Till date, a large majority of registration measures in the literature have been
presented. In this paper, we use peak signal-to-noise ratio (PSNR) and mean
squared error (MSE) as similarity measure to evaluate the performance of our
registration method (Fig. 34.2).

Fig. 34.8 Final corresponding point

Fig. 34.9 Select manually equal number of points
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Fig. 34.10 Registered result
using our method

Fig. 34.11 Registered result
using manual selection
method

Table 34.1 Quantitative
analysis results

PSNR MSE

OUR method 17.5183 1.1515e ? 003
Original MLS method 15.1919 1.9674e ? 003
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34.4.1 Image Registration Model

34.4.2 Experimental Results

Here, we perform image registration experiments with medical image data to
evaluate the performance of the proposed technique. Moreover, we also perform
registration with MLS in which the landmarks are selected manually for com-
parison. The experiment is implemented in C++, and tested on Intel Core 2 Quad
CPU Q6600, 2.40 GHz, and 4G RAM. Figures 34.3, 34.4, 34.5, 34.6, 34.7, 34.8,
and 34.9

Figures (a–h) show the implementation process of our algorithm. Figure 34.10
is the registered result using our algorithm. Figure 34.11 is the registered result
using MLS transformation with the same number of landmarks manually selected.
Figures 34.10 and 34.11 show that the proposed technique is better than the ori-
ginal MLS technique. In addition, quantitative analysis results of PSNR and MSE
also show that the proposed technique is better than the original MLS technique
(Table 34.1).

34.5 Conclusion

In this chapter we have presented a new method for the registration of medical
images which is based on the combination of MLS and SIFT technique. We need
not manually select landmark as it is selected automatically by using SIFT.
Experimental results show that the proposed technique is better than the original
MLS technique. According to the experiment, we can conclude that the method
proposed is more effective than the original MLS technique.

Acknowledgment This chapter was supported by Zhejiang Provincial Natural Science Foun-
dation of China (Grant No. Y1100018).
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Chapter 35
Denoising Using Laplacian Mixture
Model with Local Parameters
in Shearlet Domain

Wei Tian, Hanwen Cao and Chengzhi Deng

Abstract An adaptive Bayesian estimator for image denoising in shearlet domain
is presented, where a mixture of Laplace distributions are used as the prior model
of shearlet coefficients of images. The mixture of Laplacian probability density
function has a large peak at zero and its tails fall significantly slowly than a single
Laplacian pdf and the Laplacian mixture model can model shearlet coefficients
distribution better. Under this prior, a Bayesian shearlet estimator is derived by
using the maximum a posterior (MAP) rule. Simulations with images contami-
nated by additive white Gaussian noise are carried out to show that the perfor-
mance in shearlet domain substantially surpasses that in wavelet domain, both
visual effect and peak signal-to-noise ratio (PSNR).

Keywords Image denoising � Laplacian mixture model � Bayesian estimator �
Shearlet transform
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35.1 Introduction

The denoising of natural image corrupted by Gaussian noise is a classic problem in
signal processing. One of the most well-known methods in a Bayesian framework
is soft threshold shrinkage proposed by Donoho [1]. A single Laplacian pdf is
assumed in the soft threshold rule. However, a single Laplacian pdf is a weak
model for wavelet coefficients of natural images because it is not fitted to the
empirical histogram very well. A mixture of Laplacian pdfs is presented in [2, 3],
because Laplacian mixture model has a large peak at zero and its tails fall
significantly slower than a single Laplacian pdf. In other words, a mixture of
Laplacian pdfs can improve modeling of wavelet coefficients distribution [4].

On the other hand, the shearlet transform has emerged as an exciting new tool
for image, and it breaks the limitation of the wavelet transform and provides sparse
representation for the objects.

In this chapter, a mixture of Laplacian pdfs with local parameters is used as a
prior to capture the processing sparseness of the shearlet coefficients. For
exploiting this prior in a Bayesian framework, we designed a MAP estimator to
find the denoised image.

The simulation results for image denoising show that our algorithm in the
shearlet domain achieves better performance visually and in terms of peak
signal-to-noise ratio (PSNR) in comparison with the algorithms in the
wavelet domain.

35.2 Shearlet Transform

Shearlet transform recently introduced by Guo and labate in [5], by taking
advantage of the theory of composite wavelets, exhibits the following properties.

Shearlets satisfy parabolic scaling. Each element ŵj;k;‘ is supported on a pair of

trapezoids of approximate size 22j � 2 j; oriented along the lines of slope ‘ 2�j

(see Fig. 35.1a). Their supports become increasingly thin as j!1; so shearlets
are well localized.

An illustration of this frequency tiling is shown in Fig. 35.1b. Shearlets exhibit
highly directional sensitivity. The number of orientations doubles at each
finer scale.

Shearlets are spatially localized. For any fixed scale and orientation, the
shearlets are obtained by translations.

Shearlets are optimally sparse.
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35.3 Bayesian Denoising-Based Bivariate Model

In this section, the denoising of an image corrupted by white Gaussian noise will
be considered, i.e. g ¼ xþ n; where n is independent Gaussian noise. We observe
g (a noisy image), and wish to estimate the desired signal x as accurately as
possible according to some criteria. In shearlet domain, the problem can be for-
mulated as y ¼ wþ n; where y is the noisy shearlet coefficient, w is the original
noise-free shearlet coefficient and n is noise, which is yet independent Gaussian.

How to get w from y? This is a classical problem in estimation theory. The
standard MAP estimator for w given the corrupted observation y is
ŵðyÞ ¼ arg max

w
pwjyðwjyÞ:

After some manipulations, this equation can be written as

ŵðyÞ ¼ arg max
w
½log pnðy� wÞ þ log pwðwÞ�: ð35:1Þ

Suppose that the pdf of each shearlet coefficient is different from the other
coefficients. In this case, we have yðkÞ ¼ wðkÞ þ nðkÞ; where k ¼ 1; 2; . . .;N and
N is the number of coefficients. Thus we can obtain the MAP estimation for w(k) as

ŵðkÞ ¼ arg max
wðkÞ
½log pnðyðkÞ � wðkÞÞ þ log pwðkÞðwðkÞÞ�: ð35:2Þ

Assuming the noise is i.i.d. white Gaussian, the noise pdf can be written as

pnðnðkÞÞ ¼
1
ffiffiffiffiffiffi

2p
p

rn

� exp � n2ðkÞ
2r2

n

� �

: ð35:3Þ

Replacing Eq. 35.3 in Eq. 35.2, it yields

ŵðkÞ ¼ arg max
wðkÞ

� ðyðkÞ � wðkÞÞ2

2r2
n

þ log pwðkÞðwðkÞÞ
" #

: ð35:4Þ

Therefore, we can obtain the MAP estimate for w(k) by setting the derivative to
zero with respect to ŵðkÞ: That gives the following equation to solve for ŵðkÞ:

Fig. 35.1 a The frequency
support of a shearlet. b The
tiling of the spatial-frequency
plane induced by the shearlets
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ŵðkÞ ¼ yðkÞ þ r2
n

d logðpwðkÞðwðkÞÞÞ
dw ðkÞ : ð35:5Þ

Laplacian mixture model. Now we need a model PwðwÞ for the distribution of
noise-free shearlet coefficients. If it is Laplacian and also local,

pwðkÞðwðkÞÞ ¼
1
ffiffiffi

2
p

rðkÞ
exp �

ffiffiffi

2
p

wðkÞj j
rðkÞ

� �

ð35:6Þ

then the estimator is the classical soft threshold shrinkage function,

ŵðkÞ ¼ softðyðkÞ;
ffiffiffi

2
p

r2
n

rðkÞ Þ ð35:7Þ

where, softðgðkÞ; sðkÞÞ ¼ signðgðkÞÞ � ð gðkÞj j � sðkÞÞþ; ðgÞþ ¼ maxðg; 0Þ:
Here, we consider the Laplacian mixture model with local parameters proposed

by Rabbani and Vafadust [4], and then the pdf can be written as

pwðkÞðwðkÞÞ ¼ aðkÞLaplaceðwðkÞ; r1ðkÞÞ þ ð1� aðkÞÞLaplaceðwðkÞ; r2ðkÞÞ

:¼ aðkÞ
ffiffiffi

2
p

r1ðkÞ
exp �

ffiffiffi

2
p

r1ðkÞ
wðkÞj j

� �

þ 1� aðkÞ
ffiffiffi

2
p

r2ðkÞ
exp �

ffiffiffi

2
p

r2ðkÞ
wðkÞj j

� �

ð35:8Þ

Figure 35.2 illustrates the observed and the Laplacian mixture marginal den-
sities in log scale of the shearlet coefficients for several natural images.

As one can easily notice, this model is an acceptable approximation to the
empirical histogram illustrated in Fig. 35.2, and the later experimental results also
prove this point.

Bayesian estimator and parameters estimation. Solving (35.5) with (35.8), the
MAP estimator of w(k) is derived to be

ŵðkÞ ¼
softðyðkÞ;

ffiffi

2
p

r2
n

r1ðkÞÞ þ RsoftðyðkÞ;
ffiffi

2
p

r2
n

r2ðkÞÞ
1þ R

ð35:9Þ

where R ¼

1� aðkÞ
r2ðkÞ

"

erfcx

 

rn

r2ðkÞ
� yðkÞ

ffiffiffi

2
p

rn

!

þ erfcx

 

rn

r2ðkÞ
þ yðkÞ

ffiffiffi

2
p

rn

!#

aðkÞ
r1ðkÞ

"

erfcx

 

rn

r1ðkÞ
� yðkÞ

ffiffiffi

2
p

rn

!

þ erfcx

 

rn

r1ðkÞ
þ yðkÞ

ffiffiffi

2
p

rn

!#

;

erfcxðxÞ ¼ expðx2Þerfcðx2Þ; erfcðxÞ ¼ 1� erfðxÞ and erfðxÞ ¼ 2
ffiffi

p
p
R x

0 e�t2
dt:

Equation 35.9 above can be interpreted as Laplacian mixture shrinkage
function.

As we can see, this estimator requires the prior knowledge of the noise variance
r2

n and the three parameters r1ðkÞ; r2ðkÞ; aðkÞ for each shearlet coefficient.
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To estimate the noise variance r2
n from the noisy shearlet coefficients, Monte

Carlo method in [7] is adapted.
To estimater1ðkÞ; r2ðkÞ and a(k) for each shearlet coefficient w(k), a square

window N(k) centered at w(k) is considered. The corresponding Expectation–
Maximization algorithm in [4] is adapted.

The E-step calculates the responsibility factors:

r1ðkÞ  
aðkÞLaplaceðwðkÞ; r1ðkÞÞ

aðkÞLaplaceðwðkÞ; r1ðkÞÞ þ ð1� aðkÞÞLaplaceðwðkÞ; r2ðkÞÞ
;

r2ðkÞ  
ð1� aðkÞÞLaplaceðwðkÞ; r2ðkÞÞ

aðkÞLaplaceðwðkÞ; r1ðkÞÞ þ ð1� aðkÞÞLaplaceðwðkÞ; r2ðkÞÞ
;

where k ¼ 1; 2; . . .;N and N is the number of shearlet coefficients.

Fig. 35.2 Empirical histogram computed from several natural images with a dashed line.
A Laplacian mixture pdf is fitted to the empirical histogram with a solid line
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The M-step updates the parameters

aðkÞ; r1ðkÞ; r2ðkÞ;aðkÞ  1
M

P

i2NðkÞ r1ðiÞ; r1ðkÞ  
ffiffiffi

2
p P

i2NðkÞ r1ðiÞ wðkÞj j

P

i2NðkÞ r1ðiÞ; r2  
ffiffiffi

2
p P

i2NðkÞ r2ðiÞ wðkÞj j
P

i2NðkÞ r2ðiÞ
;

where M is the number of coefficients in the square window N(k) centered at w(k).

35.4 Experimental Results

This section gives simulation results to show the efficiency of our method. We use
three 512 9 512 grayscale images, namely Lena, Barbara and Boat, as test images.
I.d.d. Gaussian noise at different variances levels is generated and imposed to
them. For the shearlet transform [6], 5 levels of decomposition, 9 directions in both
horizontal and vertical cone are adapted, and the quadrature mirror filter employed
is Daubechies’s symmlet with 8 vanishing moments.

There are four methods that we compare, and the results are shown in
Table 35.1. The Wavelet–Lap method refers to the Bayesian method based on a
Laplace model in the wavelet domain, and Wavelet–LapMix method refers to the
method based on a Laplacian Mixture model in wavelet domain. The Shearlet–Lap
and Shearlet–LapMix methods are similar but in shearlet domain. Table 35.1
shows PSNR values (in dB) of the denoised images obtained by the four methods
above with three different noise standard deviations, 10, 20 and 30. PSNR values
in orthogonal wavelet domain are taken from paper [4]. Lena, Boat and Barbara
images are used for this purpose.

From Table 35.1 it can be found that in the same domain, using mixture model
can achieve an improvement of 1 dB approximately. On the other hand, methods
based on shearlet domain perform a little better than those on wavelet. The
influence of correlation also depends on the content of an image. For example,

Table 35.1 Comparison of PSNR values [dB] for Laplace and Laplacian mixture method in
wavelet and shearlet domain

Image Denoising
scheme

Wavelet–Lap
(7 9 7)

Wavelet–LapMix
(9 9 9)

Shearle t-lap
(7 9 7)

Shearlet–LapMix
(9 9 9)

Lena rn ¼ 10 34.15 35.35 34.46 35.41
rn ¼ 10 30.94 32.31 31.28 32.17
rn ¼ 20 29.14 30.58 29.56 30.64

Barbara rn ¼ 10 31.90 33.76 33.08 34.53
rn ¼ 20 28.06 29.90 29.17 30.77
rn ¼ 30 25.98 27.73 26.92 28.53

Boat rn ¼ 10 31.80 33.28 32.36 33.43
rn ¼ 20 28.48 29.88 28.95 29.93
rn ¼ 30 26.60 28.03 27.09 28.15
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‘‘Barbara’’ image has a large area of textures, which can be well captured by
shearlet transform, and therefore be of most benefit than the other two images.

To compare the visual effect in a different transform domain, Fig. 35.3
shows the estimated images in wavelet and shearlet domain for Barbara with noise
level 20. From the results we can find that the new proposed method yields better
denoising results.

Fig. 35.3 Visual comparison of various denoising method on test image Barbara (at noise level 20).
a Original; b noisy image, PSNR = 22.10 dB; c Wavelet–LapMix, PSNR = 29.90 dB; d shearlet–
LapMix, PSNR = 30.77 dB
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35.5 Conclusion and Future Works

We introduced a new statistical representation for shearlet coefficients, based on
Laplacian mixture probability densities which has a large peak at zero and tails fall
significantly slowly. The Laplacian mixture model can model shearlet coefficients
distribution in each subband very well. Using it as the prior, the MAP estimator
has been derived. The experimental results have shown that the performances in
shearlet domain is superior to those in the wavelet domian in terms of the PSNR as
well as visual quality.

In practice, the variance of the shearlet coefficients of natural images is quite
different from scale to scale. We will make further research to improve the
denoising performance by considering marginal variances. It might also be possi-
ble to use shearlet transform to derive the corresponding estimator.
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Chapter 36
The Region of Interest for Image
Reconstruction Methods Based
on Feature and Color

He Yan and Xiufeng Wang

Abstract The Region of Interest (ROI) Image reconstruction methods based on
feature and color would be useful for the non-contact detection of defects in
composite, metallic, and hybrid composite/metallic structures. An improved
adaptive method of processing image data in multi-objective optimization has
been developed to enable automated, real-time reconstruction of possibly engi-
neering design, parameter estimation, and image reconstruction. There are three
approaches for this purpose: Firstly, ROI with a gradient-based method improve
quality enhancements and moderate convergence efficiency, and continue to
develop the gradient evaluations ‘‘smart’’ imager cells method for image recon-
struction. Secondly, the multi-objective framework will integrate the analysis
image reconstruction for feature and color, instead of relying on one image codes
to perform the analysis for all disciplines, and develop artificial intelligence
algorithms for image classification based on the ‘‘smart’’ imager cells approach for
simplifying multi-objective optimization. Lastly, the ROI model develop artificial
intelligence algorithms for image classification based on the ‘‘smart’’ imager cells
approach for simplifying multi-objective optimization, implementation of image
reconstruction to optimize the ROI model in which lieu to the computationally
expensive functions.

Keywords Image reconstruction � Region of interest � Multi-objective optimi-
zation � Imaging technology
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36.1 Introduction

Image reconstruction method has been shown to be useful for the non-contact
detection of defects in composite, metallic, and hybrid composite/metallic struc-
tures. An improved adaptive method of processing image data in multi-objective
optimization has been developed to enable automated, real-time reconstruction of
possibly engineering design, parameter estimation, and image reconstruction. For
optimization problems associated with Region of Interest (ROI) low accuracy
function and gradient values are frequently much less expensive to obtain than
high accuracy values [1]. When high accuracy evaluations are unavailable or
prohibitively expensive, the ROI image reconstruction methods were based on
feature and color. The optimization involves a ROI of two prior image recon-
struction methods: one method based on adaptive detection of shape features; other
methods based on adaptive color segmentation. The optimization of image
reconstruction methods based on feature and color approach is flexible in appli-
cation and extremely reliable, providing optimal results for all optimization
problems attempted. This considerably slows the entire production and mainte-
nance process [2, 3]. There are three approaches for this purpose: Firstly, ROI with
a gradient-based method to improve quality enhancements and moderate conver-
gence efficiency. Secondly, the multi-objective framework will integrate the
analysis image reconstruction for feature and color, instead of relying on one
image codes to perform the analysis for all disciplines. Lastly, implementation of
image reconstruction to optimize the ROI model in which lieu to the computa-
tionally expensive functions [4–6].

36.2 Object Recognition and Multi-Objective Optimization

Object recognition. The ROI image reconstruction methods are based on feature and
color. This optimal adaptive reconstruction of the ROI involves interaction between
a shape-feature-based and a color-segmentation-based method in a cyclic algorithm
performance. Using shape adaptive features and color adaptive features from the
previous cycle life, ROI containing the object are identified in the present image by
means of feature detection and color segmentation. The ROI is then used for sam-
pling data to adapt a new shape and color features for the image during the next cycle
life (Fig. 36.1). The methods can be used with any ROI image reconstruction
application where 2D images are taken as slices of a larger object. These could
include machines, materials for inspection, geological objects, or human scanning.

According to Fig. 36.1, several uncertainty models, the trust region method
could readily be implemented in integrated circuitry to make a compact, real-time
object-recognition system. It has been proposed to demonstrate the feasibility of
such a system by integrating a 256-by-256 active pixel sensor with adaptive
principal component analysis and adaptive color segmentation. All of methods are

298 H. Yan and X. Wang



made to interact with each other in a cyclic life system to obtain an optimal
solution of the object-recognition problem in image reconstruction environment.

A possible result is to provide a minimized adaptive step that is used to obtain
by the two component methods when changes of color and apparent shape occur.
Another possible results of the interaction is to increase, beyond the accuracy of
the determination of a ROI within an image which contains an object that one
seeks to recognize. The effect of an adaptive learning sequence enables to the
multi-objective framework to update its recognition output and improve its rec-
ognition capability [7].

Multi-objective optimization. The multi-objective optimization can be used to
solve Image reconstruction problems. In the case of the ‘‘ROI’’ for a multi-
objective optimization problem is typically a range or a set of solutions, which
represent trade-offs in objective space. In the optimization process, conflicts might
arise among the various objective functions, i.e., the optimal values of each
individual objective, in general, will not occur for the same decision variable
vector. As a result of multiple local minima problems, multi-objective optimiza-
tions are able to find the global optimum results while pareto optimal solutions
may converge to the local optimum value. The pareto front, it requires optimi-
zation problems with only two objectives, which must be curves in two dimen-
sions. The multi-objective provides a large convergence efficiency enhancement
for problems with non-convoluted pareto fronts and degradation in efficiency for
problems with convoluted pareto fronts [8, 9].

36.3 Image Reconstruction and Foveal Vision

Image reconstruction. Image Reconstruction Technology is an emerging discipline
of image capture and image-data processing that offers the prospect of greatly
increased capabilities for real-time processing of large, high-resolution images for

Fig. 36.1 Optimal
reconstruction of the ROI
involves interaction between
shape-feature-based and a
color-segmentation-based
method in a cyclic algorithm
performance
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such purposes as automated recognition and tracking of ROI. Image Reconstruc-
tion Technology offers a solution to the image-data processing problem. In order to
identify and track the shape adaptive features and color adaptive features without
the means of dynamic adaptation to be afforded by Image Reconstruction Tech-
nology, it would be necessary to post-process data from an image-data space
consisting of t-bytes of data.

Foveal vision focus on ROI. A foveal-vision image sensor is designed to offer
higher resolution in a small ROI within its field of view. Exploiting these con-
straints systematically in conjunction with spatial shape characteristics resulted in
increased image sequence processing efficiency by orders of magnitude. Foveal
vision reduces the amount of unwanted information that must be transferred from
the image sensor to external image-data-processing circuitry. Active pixel inte-
grated-circuit image sensors that can be programed in real time to effect foveal
artificial vision on demand are one such example [10]. The ROI image recon-
struction methods control both a shape-feature-based and a color-segmentation-
based of image regions. In limited search regions how to parallel processors and
the extractions of features by special algorithms depending on the situation
encountered. There is geared to object recognition for which corresponding gen-
eric knowledge is represented in ‘object processor groups’. It leads to efficient
Image Reconstruction Technology and to modular object recognition based on
feature and color.

Figure 36.2 describes a mesh-connected Image Reconstruction Technology
architecture as applied to a focal-plane built from ‘‘smart’’ image cells, each of
which would contain adaptive principal component analysis and adaptive color
segmentation. The multi-objective framework provides a networked autonomous
array of reprogrammable controllers with ‘‘smart’’ imager cells processing of
image data from individual image sensors. Based on experience with real-time
processing for feature detection and processing, the image sensors can also have
multiple pixel data outputs where each output has dedicated processing circuitry in
its associated controller to achieve high function and gradient evaluations.

Each controller includes a routing processor to implement the network protocol
and define the network topology for real-time transfer of raw pixel data and
processed results between controllers. The processing and networking capabilities
of the controllers will enable real-time access to data from multiple image sensors-
‘‘smart’’ image cells, each of which would contain adaptive principal component
analysis and adaptive color segmentation. The application-level control of one or
more ROI sharing of detected data features among smart cells.

36.4 Algorithm Performance on Image Classification

The ‘‘smart’’ imager cells of the Image reconstruction method’s powerful appli-
cation of the principle of minimum complexity offered great promise for high
performance restoration of conventionally compressed images. As has been
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demonstrated in ‘‘smart’’ imager cells image reconstruction, the ‘‘smart’’ imager
cells method is capable of correctly deducing the properties of structure finer than
the diffraction limit. This essentially means the ‘‘smart’’ imager cells method
correctly reproduces spatial pareto optimal solutions that are not present in the
data. It is capable of reproducing feature and color because a minimum complexity
model that correctly matches the ROI in a cyclic algorithm performance. In other
words, the ‘‘smart’’ imager cells method should be able to deduce correct features
that have not been recorded in compressed images. The image reconstruction of
this program was to develop ‘‘smart’’ imager cells software to demonstrate this
capability in a practical manner [11].

This study proposed three goals: (1) to continue to develop the gradient eval-
uations ‘‘smart’’ imager cells method for image reconstruction, (2) to develop
image compression techniques based on the ‘‘smart’’ imager cells method, (3) to

Fig. 36.2 Built from
‘‘smart’’ imager cells, each of
which would contain adaptive
principal component analysis
and adaptive color
segmentation
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develop artificial intelligence algorithms for image classification based on the
‘‘smart’’ imager cells approach for simplifying multi-objective optimization. It was
decided to investigate the ability of the ‘‘smart’’ imager cells method to provide
superior restorations of images compressed with standard image compression
schemes, specifically shape-feature-based and a color-segmentation-based method
in a cyclic algorithm performance trust RIO algorithm and gradient evaluations
results and conclusion.

36.5 Results and Conclusion

In this chapter, the ROI image reconstruction methods are based on feature and
color. The optimization involves a ROI of two prior image reconstruction meth-
ods: one method based on adaptive detection of shape features; other method based
on adaptive color segmentation. There are three approaches for this purpose:
Firstly, ROI with a gradient-based method improves quality enhancements and
moderate convergence efficiency, and continue to develop the gradient evaluations
‘‘smart’’ imager cells method for image reconstruction. Secondly, the multi-
objective framework will integrate the analysis image reconstruction for feature
and color, instead of relying on one image codes to perform the analysis for all
disciplines, and develop artificial intelligence algorithms for image classification
based on the ‘‘smart’’ imager cells approach for simplifying multi-objective
optimization. Lastly, the ROI model develop artificial intelligence algorithms for
image classification based on the ‘‘smart’’ imager cells approach for simplifying
multi-objective optimization.

The ROI Image reconstruction methods based on feature and color would be
useful for the non-contact detection of defects in composite, metallic, and hybrid
composite/metallic structures.
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Chapter 37
The Application of Network Blog
in College English Teaching

Wenlong Wan, Wenxian Xiao, Zhen Liu and Yulan Li

Abstract In recent years, more and more scholars have begun to pay attention and
study network Blog. Under the guidance of constructivism theory, the significant
assistance value of network Blog in the teaching of college English is first
expounded, and then the approaches of using network Blog to assist the teaching
of college English are discussed, at last, the limitations and their corresponding
countermeasures are pointed out.

Keywords Network blog � Applications � Countermeasures

37.1 Introduction

At present, because of the conflicts between the resources of university education
and the scale of education, most institutions teach English in the way of large
classes. The traditional teaching model still dominates the foreign language
teaching, so it is difficult to fully mobilize the enthusiasm of the students, unable to
effectively cultivate students’ practical skills of using language. Therefore, to build
a secondary English teaching environment and use it to provide a rich input
language, reconstruct two-way teacher-student interaction, support students’ active
language acquisition and a positive output to make up for the lack of classroom
teaching, is an important issue college English teaching reform must settle.

With the development of information technology, network Blog technology has
become more and more popular [1]. Introducing network Blog technology into the
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teaching of college English to establish the college English teaching mode of
‘‘class-based, supplemented by network Blog’’, a new teaching environment can
be created. This model expands and extends the ‘‘single classroom teaching’’;
enable teaching and learning activities flexible beyond the control of time and
space; to maximize the student’s language learning opportunities in experience,
practice, participation, cooperation and exchange; has good applicability on
making up for the lack of classroom language input.

37.2 Introduction of Network Blog

Network Blog is the fourth way network exchange following email, BBS and ICQ,
which is the personal ‘‘Reader’s Digest’’ in internet age, an online diary with the
hyperlink as a weapon, represents a new way of life and new ways of working, also
represents a new way of learning. The pioneer studying network Blog in China is
Xianghui Mao. In 2003, he founded the Chinese education network Blog, which
caused great concern in the education sector. In recent years, more and more
researchers began to pay attention to and study Blog, such as Husan Hua, Wang
Xiaodong, Xingfu Kun and so on. Compared to other teaching methods in online
teaching, network Blog has unparalleled advantages [2]. For example, the establish-
ment of personal forums generally needs to pay, and users must be registered in order to
express his personal point of view; but network Blog is free with more space, the
management of a single web page need not be registered to express his personal point
of view, chatting media QQ ICQ, MSN can transmit information by text, voice and
video chat, while communication model is single; but the resources can be shared on
network Blog, by releasing personal point of view to achieve multi-dimensional
interaction. Web applications generally need to buy space, learn to make web software
knowledge; the network Blog is free, interactive and powerful, simple operation, no
need to learn software knowledge, but also maintain a permanent exchange of records,
easy to manage, with strong personality and the operation is also relatively simple [3].

37.3 The Theoretical Basis of the Blog Used
in English Teaching

Constructivism believes that: knowledge is not got by the teaching of teachers, but
in certain social and cultural situations learners achieve it through the manner of
the construction of meaning with the help of other people (including teachers and
learning partners) and the necessary information and means of learning. Since
learning is the construction process of meaning realized through collaborative
activities among people in a certain socio-cultural context with the help of others.
Constructivism advocates learner-centered learning under the guidance of teach-
ers, that is to say, we have stressed the role of the learner’s cognitive subject,
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without ignoring the guiding role of teachers, in which teachers are the helper,
facilitators of construction of meaning, rather than imparting knowledge and
instilling those. Students are the main information processor and the active con-
structer of meaning, rather than passive recipients of external stimuli, and the object
taught. ‘‘Situation’’, ‘‘cooperation’’, ‘‘exchange’’ and ‘‘construction of meaning’’ are
the four elements of their environment. Network Blog can provide a learning envi-
ronment for learners, becoming an important way to build collaborative learning
through the interaction of the network Blog conversation and exchange; Blog can
also organize problem-based learning, case-based learning and discussion, cooper-
ation and personalized learning, reflective learning for learners and ultimately
achieve the overall increase through the learner’s construction of meaning.

37.4 The Assistance of Network Blog in the College
English Teaching Network

1. Network Blog can greatly improve students’ ability to actually use the lan-
guage. Network Blog increases the amount of training in listening, speaking,
reading, writing and translation, thereby improving students’ ability of actually
using the language. Blog is a network tool setting listening, speaking, reading,
writing and translating as one [4]. A large number of English articles in network
provide students with the most abundant reading materials, providing very good
support for students to take the initiative to acquire language, vocabulary
consolidation, migration, knowledge points and constitute the new icon.
Writing is almost the student’s entire production throughout and recovery
process of network Blog. It is a more sophisticated cognitive activity. Students
will use the grammar and vocabulary they have learned in the article during the
writing process on purpose, which can effectively improve their actual ability of
the use of language. Furthermore, links or network Blog can add sound and
video files as listening training resources and diversity of media dramatically
improve the students’ interest and quality in listening. Meanwhile back function
in the network Blog also provides students with a semi-colloquial and non-real-
time communication environment [5].

2. Network Blog provides a harmonious and equal interaction platform for
teachers and students.
With the continuous enrollment of college, most institutions teach English by

way of large classes. In the traditional foreign language teaching mode, because of
the lack of discussion and communication between teachers and students, in most
of the cases, students passively accept what the teachers teach, so it is difficult to
mobilize students’ enthusiasm of initiatively discussing problems. But the network
Blog technology as a supplementary teaching tool can solve this problem
quite properly. Equal and harmonious relationship between teachers and students
largely determines the quality of college English teaching, while the equal and
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harmonious relationship between teachers and students is to communicate not only
affected by the communication of teachers and students in classroom, but also
heavily influenced by the exchange of extra-curricular. The network Blog not only
offers a broad platform for the exchange of teachers and students in class, but also
provides a new platform to promote exchange between students in and out of the
class [6]. In the network Blog communication, teachers and students can use
written expression to conduct a deeper, more comprehensive exchange, which will
help to make up for the lack of classroom interaction, effectively enhancing stu-
dents’ motivation, and can greatly improve their learning enthusiasm [7].

3. Network Blog helps to create a better learning atmosphere and enhance the
students’ self-learning ability.

Students have a very broad interest, and are easily interested in new things, so
network Blog as a new way of teaching is very popular in the students. Network
Blog can construct an ideal language information environment for students. Not
same as the classroom teaching, in the Blog, students may choose their own
learning resources, which is suitable for themselves according to their specific
circumstances. In the teaching with the aid of network Blog, the students truly
become the subject of learning, while teachers have become an information pro-
vider, facilitator. Network Blog can help students choose certain topics to research
under the guidance of teachers, producing some original ideas, meanwhile, able to
provide a good interaction mechanism through the network Blog to improve their
own ability of self-learning by cooperation.

4. Network Blog as a platform for teachers’ teaching reflection

Teachers use network Blog record the important plot and story in the process of
teaching, carry out teaching reflection on ‘‘teaching problems’’ and ‘‘teaching
conflict’’ occurred in the process of the teaching, and draw teaching summary.
Through network Blog entries, teachers teaching the same subject can enhance the
communication and collaboration, and remote training can be done to teachers, in
which teachers can share their own teaching experience with other teachers and do
research on teaching methods, and thus conduct conscious teaching reform,
improve their teaching methods and forms of organization, which is helpful for
teachers’ development [8].

37.5 The Methods and Procedures Using Network Blog
to Assist the Teaching of College English

1. To plan and construct the teaching network Blog site. Under the guidance of the
constructivist learning theory, through the awareness and understanding of the
concept of network Blog, plan to set up the teaching network Blog site to
provide an interactive platform for teaching and learning among teachers and
students, enabling network Blog to fully play its functions as network Blog can
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improve students’ actual use of language, an interactive platform for teachers
and students, the creation of a better learning environment, platform for
teaching reflection, try to achieve the goals of higher education reform in the
use of modern information technology.

2. Establish teacher network Blog. Through the organization and management of
teachers, carry out teaching activities using network Blog to achieve the inter-
active online teaching and learning, in which teacher’s main job is to lay out the
teaching task, provide learning resources, answer inquiries, organize the dis-
cussion as well as the expressing of personal opinion. Teachers can divide its own
network Blog column into multiple functions, including home page, blog (log),
photo albums, music and friends and so on. Logging the content associated with
teaching activities on the network Blog in the form of text, which can be asso-
ciated with classroom learning, such as previewing and reviewing the contents of
the text, background text, exercises; can also be associated with extra-curricular
learning. Image content can be placed inside the album, and the video data can be
linked URL. In the links section, teachers can help students to link on the website,
such as, listening online, onestopenglish, online dictionary, cocoa listening net-
work, PubMed gas stations and other domestic and foreign English language
learning website [9]. Teachers put lesson plans and reference materials to cur-
riculum into their teaching network Blog beforehand, and ask students to preview
before the class. After class, students ask questions through teachers’ network
Blog and QQ, and teachers use network Blog’s comments function and restore
function to tutor for students. Teachers’ requirements and assignments are made
directly on the network Blog, after completing assignments on time; students tell
the teachers the location of their assignments, teachers click to see students’ work.
While greatly enhancing the efficiency of these duties, which also greatly reduces
the labor intensity of teachers.

3. Encourage students to develop a class network Blog and personal network Blog.
The class network Blog is a collective network Blog, and class members have
permission to add content to the network Blog. This model can offer help for the
building of learning resources, learning communication and collaboration of
foreign language learning. The class network Blog as a place for students to learn
and communicate will help foster a good learning atmosphere of the class; and
gradually form a group network Blog of learning and communicating, and to
further guide the students to self form network learning organization based on a
common of professional direction. Personal network Blog is for students’ inde-
pendent learning by means of the review of the problem, the results show, the
accumulation of resources, the building of groups, etc.

4. Through relevant network Blog cultural seminars to enhance the student’s
network Blog knowledge, enable them to know and understand the concept of
network Blog, network Blog culture and spirit, to consciously apply the net-
work Blog to learn experience, share and grow. Increasing teachers’ awareness
of the network Blog, using network Blog for teaching reflection, teaching
reform, and the common exchange between peers and improve their own
quality and take the professional growth path [10].
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37.6 The Constraints and Solutions Using Network Blog
to Assist the Teaching of College English

Although network Blog has many advantages over other assistance tool in college
English teaching, it really has some constraints in the process of applying it in
college English teaching, which are mainly reflected in: first, many universities
lack network classrooms with slower speed of network, without a good learning
environment, unable to meet students’ needs of the online implementation of
individual, independent learning. For the security of network information, uni-
versities limit the opening of Internet cafes; therefore it is very difficult for stu-
dents’ access. Bars inside and outside the school tend to be noisy, if students lack
good control ability, it is difficult to concentrate on their studies, and listening
training is particularly difficult; second, many college English teachers’ ability of
operating the network multimedia technology is limited, and the ability of using
software to present course content needs to be improved. As time and energy,
teachers invested are limited, the resources on teachers’ Blog and the recom-
mended resources are not sufficient, and the fewer guidance and language
amendments for students’ Blog affected students’ learning result; students’
information literacy and independent learning ability are lower, which influenced
students’ effect and level of Blog production; network speed can not meet the
need, leading some contents can not be normally listened to, which wasted stu-
dents’ time and affected the enthusiasm of students to use the Blog; lack of
effective teaching resources for educational Blog to support the teaching of
English language.

As to the above problems, the achievement of the application of network Blog
in English language teaching also needs to take the following measures: first, the
need to seek the support in hardware and software. Universities must construct the
hardware platform network Blog supporting college English teaching, which
mainly includes: the establishment of autonomous language learning center,
adhere to the Foreign Language Learning Center serves foreign language teaching.
Established suitable computer networks, making more efforts to build the educa-
tion Blog site based on internet technology. Specially-assigned person is respon-
sible for monitoring online behavior of students to ensure that students’ learning
effect in a network environment, eliminate the negative impact in the process of
network learning. To construct software teaching platform including system
software and application software for network Blog’s aid to college English
teaching, provide for teachers and students with tools and services. In the process
of construction, a principle should be paid attention to, namely, that is simple and
universal. Thus facilitate students’ access to learning resources. Second, use of
network Blog should have some information literacy and technology literacy, form
the awareness on the management and application of knowledge, otherwise, it is
difficult to complete the construct of a good network Blog Group. So on one hand,
teachers should change the concept of teaching, recognizing the importance of
network Blog’s assistance to teaching English, on the other hand, universities
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should increase the support of teachers in teaching and research work from the
mechanisms and funding to mobilize teachers to renew ideas in the process of
building interactive teaching model, learn new teaching ideas and teaching
methods. Meanwhile should increase the intensity of the training of teachers to
help English teachers master the application of multimedia network technology to
improve the quality of college English teachers, professional standards and the
ability to present course content with software. Third, the network Blog supporting
English language teaching should pay attention to cultivate student’ ability to
access online teaching resources, master the methods network Blog supporting
college English learning, and master the basic knowledge and skills of online
learning, including: the basics of using a computer, basic operation of windows,
internet browsing web pages, the attendance of the BBS discussion, able to
download the file, send and receive e-mail and broadcast multimedia courseware.
Using such platform as Youth Academic Forums of Department of Foreign
Languages to strengthen publicity of network Blog culture in the form of lectures,
Blogs, salon, etc., and gradually improve their information literacy and indepen-
dent learning ability, improve their production level of the network Blog [11].
Fourth, to seek the support of the network center to improve students’ learning
environment of network, improve network speed in the use of broadband services,
which is conducive in building second class of English on network Blog, is
conductive in the promotion and use of networking tools to enable them to more
effectively serve the teaching and research. Fifth, to construct teaching resources
on network Blog supporting the English teaching. The construction of teaching
resources not only requires a lot of capital investment, but also requires a lot of
manpower, particularly the need for the talents who have both teaching experience
and know software development. This kind of people have been very scarce and
universities must conduct conventional teaching at the same time, so manpower
can be put in this area is limited, therefore the independent development of all new
teaching resources is very difficult to afford, and it is not necessary. Thus, the
current universities may better and more economically build teaching resources on
network Blog supporting the college English teaching through such ways as the
collection, transformation, integration of traditional teaching resources, collect
shared resources, purchase or exchange of multimedia network resources, and
develop lesson plans and online courseware.

37.7 Conclusion

E-Learning researchers Xianghui Mao once said: with in-depth of educational
information, the network Blog tool or the application of network Blog ideas will be
generally accepted in basic education, higher education and the working envi-
ronment. Use of network Blog technology to assist college English teaching is an
effective way of improving college English teaching and an important method of
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innovative teaching. Network Blog technology as a means of network technology,
reflects the direction of contemporary development, will deem to play an important
role in college English teaching.
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Chapter 38
The University Computer Foundation
Educational Reform Searches Analyzes

Ning Li, Zhen Liu, Wenxian Xiao and Hui Ye

Abstract On the basis of analysis of the status quo of computer basic teach-
ing,this text points out the necessity for the current curriculum reform in basic
computer and put forward specific ideas for reform. And it emphasizes teaching
should be scientifically classified into different levels throughout the basic uni-
versity computer teaching and theory and practice go hand in hand accompanied
with teaching models of basic computer with professional and distinctive features
to meet the demand for basic computer education in the university.

Keywords University � Computer base � Courses � Teaching � Reform

38.1 Introduction

Computer basic proficiency is not only an important and indispensable part in the
knowledge structure of college graduates, but also an important condition to
measure the standard of graduates for the employers [1]. However, basic computer
courses are very practical, technical updates are very fast, as the first course of
the general students on computer courses, making it face the different levels
of computer object. In this case, how to innovate to achieve a sub-professional,
sub-levels of computer experiment teaching environment [2], and to meet a better
basic computer classroom instruction, enabling students to access the computer
skills future career requires and it increases students’ strength and confidence in
employment, it is extremely necessary and urgent.
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38.2 The Current Status of Teaching of Basic Computer
in University

38.2.1 The Students Different Starting Points, Level Uneven

With the development of computer network technology, at present, China [3] has
already begun in the primary and secondary spread of information technology
education, but because of regional differences, primary and secondary level of
computer literacy is inconsistent, uneven level of students in computer applications.
Such an objective starting point for differences in the level of the students due to
regional differences in the teaching process requires us to co-ordinate arrangements.

38.2.2 Different Subjects Require Different Levels of Basic
Computer Applications for the Students

Information society continued to develop in depth, all walks of life continue to
accelerate the process of information; the integration of computer technology and
a number of professional teaching greatly enriched the content of professional
courses, this integration has become a new trend of technological development; the
requirements of professional ability of computer applications are increasingly
strong and have diversified characteristics. Discipline covered in paper, history,
philosophy, economics, management, science, engineering, agriculture, medicine
and many other professionals, and each subject requires the students should have
not exactly the same computer knowledge [4]. We used in the teaching process a
uniform curriculum and uniform teaching plan, the final exam is taken in the form
of school exams. This often just completes imparting knowledge to the course, but
not combining the characteristics of their disciplines, which to some extent, makes
students present blindness, whom do not know why to learn these things and for
what purpose. This led to the teaching process that is comprehensive, in fact, the
knowledge truly grasped and applied is very little.

In view of the different levels of universities and on the basis of the different
needs of the computer professional curriculum, unified teaching of basic computer
courses no longer meets the needs of new situation, therefore, according to
teaching contents, areas and levels of computer basic courses, reforming the
teaching model is very inevitable.

38.2.3 The Check-up System is Not Flexible Enough to Achieve
the Goal of Promoting Learning by Examines

Performance evaluation is an important link in the process of teaching, which
offers guidelines to students’ learning behavior and learning methods. And
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unreasonable performance appraisal will hinder the improvement of students’
overall development and comprehensive makings. The entire school implements
the united examination on the assessment of Computer Foundation [5–6]. It can
reflect a student’s testing level to a certain degree, but cannot comprehensively
reflect his command of curriculum knowledge.

38.3 Second, the Location and Characteristics of Basic
Computer Education in College

The perspective of basic computer education in college is from top to bottom, from
the surface to point, which is the prominent and intrinsic difference from other
courses and belongs to its own feature that is decided by the blending of theory and
implication as well as the coherent combination of multi-science [7].

As far as I am concerned, the aim of college’s basic computer education has the
following three points:

(1) It enables students to have a correct understanding of its working process
essentially

(2) It enables students to have the corresponding specialized operation skills in
computer application

(3) It gives students computer knowledge good enough to adapt them to the
demand for professional development and the ability of re-learning and
implication.

The realizations of three teaching purposes will make the student have a correct
understanding of computer, and attain the level of comprehension. Learning
computer is the process which requires one to be a good master of a compre-
hensive study, and the understanding in its theory is also stratified. University
education of basic computer not only gives the human by ‘‘fish’’, the more
important is that it teaches him ‘‘how to fish’’. The aim of basic computer
education in college not only to impart students with ‘‘fish’’ education but also to
teach a person ‘‘fishing’’. Whether the introduction to the theory is a good one,
has a direct influence upon the study and application in computer. Calculator
among them, the first solution to be resolved is the primary entry to theory and
operating implication, and the second is the improvement of ability in both of the
foundations.

Such cases not only occur in non-computer professional learning, but also in the
professional. The meaning of introduction to theory of computer foundation
teaching lies not only in the guidance to learning and application, but also in the
further deepening of learning and application. The theoretical introduction fails to
resolve the difficulties in computer learning, and falls into the marsh of bind
touching on elephants. The theoretical threshold in basic computer education lays
great stress on the mastery and know-how logically in mind to the complete
computer principle by way of learning and with his present knowledge capacity
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available. It not only stresses on the teaching in theoretical details but also the first
level in the standing of the overall computer theory.

The underestimation for theoretical entry in non-computer specialized com-
puter foundation teaching is actually caused by the deviation in the understanding
of teaching aims and the superficial thinking. The two above-mentioned awkward
nesses are just the reflection of the instructional weakness and poor efficiency in
theoretical education of efficiency of expression. Hence, the theoretical instruction
in computer foundation learning is the key to the realization of computer foun-
dation teaching.

The classification of computer basic education scientifically sheds lights on the
computer-teaching rules, but in the current teaching practice, it is the undesired
crux not to be fully aware of its characters and to apply them to hierarchical
teaching. For another, such analog defects still exist as its inefficiency and inability
to cope with the ‘‘the theory and the application’’, ‘‘the depth and the breadth’’,
‘‘the pursuit of advanced level’’ and ‘‘the relative stabilization in teaching’’
approved by professor Haoqiang Tan.

For some reason, the university computer education should combine with its
features, closely around the three teaching objectives, readjust its teaching levels,
and be divided into two levels at the first stage of learning, namely:

(1) basic computer knowledge;
(2) computer learning combined with profession.

38.4 Implementation Methods of the Reform Based on the
Computer Basic Teaching

38.4.1 Depending on the Different Professional Needs of the
Computer, the University Can Classify the Students,
Deep Professional Needs with Flexible Organization
of Contents

According to our school, students can be divided into three categories: science and
engineering, liberal arts and sports art. According to professional settings for
different types of courses, curriculum development, integration and optimization
of teaching content, from the macro level. We should meet the teaching needs of
different students. That is, according to the different disciplines, not only to set a
different course, but also the same course in the teaching process should be
distinguishly treated. For students of economics and management, in the process of
the course, you can highlight statistics on excel applications; for the art (especially
fashion design and interior design category) professional students, with mastering
the basic foundation of knowledge, teachers should give full play to the
professional nature of teaching objects, enabling them to design artistic-looking
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documents, animation and to minimize theoretical explanations, thereby enhancing
student learning and mastery of computer interest and confidence.

38.4.2 On the Basis of the Classification, According
to the Situation in the Basic Computer Knowledge
and Operating Skills to Master for a Freshman,
We Stratified Education

Different levels teaching of basic computer is guided by constructivism, drawing
CBE teaching philosophy, according to the level of knowledge and ability of
students will be divided into different levels of students, supplemented by different
instructional design, while the use of appropriate teaching strategies based on
students specialty adjust the teaching content, so that different levels of students in
learning ability, learning speed can achieve the same teaching objectives.

For the freshmen, after organizing hierarchical test, based on examination
results the students are divided into A, B two classes. Students with test scores
greater than or equal to 50 classified into A; students with test scores less than
50 min into B. For students with more than 85 sub-test scores may be exempted
from taking ‘‘computer based’’ courses, but asked to complete part of the
‘‘Computer Basics’’ course of experiments and exercises, and required to choose
their elective course about computer information technology, or to learn more a
level computer courses as attendant student.

Through the layers, we establish reasonable teaching programs, in ensuring
the basic requirements of teaching, based on the students, appropriately adjust
the course content and organize teaching with a appropriate depth, breadth,
focus, teaching methods, reflects the people-oriented, individualized teaching
philosophy.

38.4.3 Student-Centered, Reform Teaching and Methods
of Assessment

(1) The establishment of network teaching platform

With the rapid development of computer technology and its integration with
other cross-disciplinary, the content of basic computer course teaching continues
to increase, but the trend of higher education reform program is to reduce a large
number of class hours while giving students more autonomy to study and a broader
space of development. Now it is very common that the students have computers.
In order to solve the conflicts with dramaticly increased lectures, basic practice
teaching of university computer should conduct online learning, online jobs, online
discussions and testing and extra-curricular activities with network teaching
platform. Therefore, we need to establish and develop a network teaching
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platform, such as to set the shared areas of teaching resources in our computing
center web site to achieve the resources shared; to arrange areas for the exchange
of basic computer course, and to arrange teachers responsible for special
instruction; for some of more concentrated problems, they can discuss at the
meeting of the department to meet the needs of students and to timely solve the
problems students encounter. Using the campus network, students can download
and watch teachers teaching courseware, instruction manuals and other experi-
ments, conduct self-study and intensive training, extend learning time and space
and enrich extra-curricular learning activities of students.

(2) Apply what they learn, and actively build a practical platform for students

The main purpose of computer education is to enable students to apply to the
computer as an intelligent tool for future study, work and life. In order to create a
good cultural atmosphere called ‘‘Learning’’ on campus, provide a stage to enable
the students to play personal skills and demonstrate wisdom and talents, enrich the
cultural life of students after school and enhance students hands-on practical
ability, colleges and universities should actively carry out a variety of extracur-
ricular activities.

(3) Focus on assessment of students hands-on skills

Examination is an important part in teaching and an important means of
checking the effect of teaching, consolidating knowledge, improving teaching and
achieving educational goals. But the traditional rote-based written examinations
clearly can not reach that goal. To achieve the training objectives regarding
application as the main line, we must establish proficiency test-centered full
test mode, emphasize the practical ability of students, improve hands-oriented
performance and implement the new evaluation system, that is, course score =

(work ? attendance) 9 10% ? (practical skills ? learning performance) 9 20% ?

integrated design of experiments. Through the above three aspects of the assessment
results, we can check whether the teaching activities at different levels have achieved the
desired results; if there are problems, we can easily find out the reasons and to solve it so
as to ensure the quality of computer basic teaching and learning activities.

(4) To strengthen teaching staff, improve teaching quality

With teaching basic computer course at different levels, the role of teachers
ranges from the initiator to the director and organizer, whom play an important
role in the implementation of the guidance, learning management and
assessment.

Teachers should pay attention to the original knowledge structure of students,
that is, different people, different style of teaching and guidance, so that col-
lective teaching has a good combination with individual teaching. At the same
time, teachers should change the ‘‘indoctrination’’ type of teaching methods and
adopt a variety of teaching methods to fully mobilize the active participation of
students.
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38.5 The Conclusion

Computer basic education is an important part of higher education, for many non-
computer majors, involving almost every profession, so its reform needs to be
considered more carefully. Through describing the reform of teaching contents and
improvement of testing method, this text explores the multi-level teaching mode of
computer basic course. Basic computer teaching school must win the attention and
support of leaders from relevant departments. Only through common interest and
deepening the reform of basic computer teaching, and constantly perfecting the
curriculum system of basic computer education can we develop competitive
compound talents.
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Chapter 39
Overview of Several String Pattern
Matching Algorithms in Data Structure
Teaching

Shukun Liu, Meiling Cai and Hao Peng

Abstract Data structure is one of the most important base courses of computer
profession, and string is the most important content of data structure. This paper
discusses the definition of string and explains several string pattern matching
algorithms detailed which will be helpful for students to study the course. The main
differences of three kinds of string matching algorithms which can be used to help
students understand the essence of the string matching are described in this paper.
In this way, students can master the methods of string matching quickly and teachers
can achieve the purpose of teaching easily.

Keywords String � Pattern matching � Algorithm

39.1 Introduction

Data structure is a base course of computer major and a main course of computer
science. In order to master all kinds of data structures which are often used and
improve the ability using data structure of solving problem, the students must
study the course hardly. String is the more important knowledge in the data
structure teaching [1, 2]. Especially most algorithms of matching are very
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important in solving the practical problems [3]. For example, in many operations
of software, the process of finding is an application of string matching.

In general, the string is a finite sequence which is composed of zero or more
characters. The sequence is usually denoted by S = ‘a1a2a3… an’, where S is the
string name of the sequence of characters enclosed in quotation which denotes the
value of string [4, 5]. In a string, ai (1 \= i \= n) can be letter, number, under-
scores or other character. The number of characters contained in the string is called
string length. String of zero-length which is called empty string does not contain
any characters. Usually if a string is just composed of zero blank or many blanks
then it is called blank string. If there are consecutive characters in any string then
the consecutive characters can be called as subsequence of the string, on the other
hand the string that contains the corresponding substring is called the main string.
The serial number (or location) of substring in the main string is defined as the
position of the first character of the substring appearing in the main string usually.

For example, suppose P is a string and P = ‘This is a string’, [6]Q is a string,
and Q = ‘is’. Then we call Q as a substring of P, and P is the main string. We have
found that the string Q appeared twice in the string P, but the first time when the
string Q appears in the string P with the position 3. So we call that the serial
number of Q is three. Especially empty string is a substring of any string. Any
string is a substring of its own.

39.2 The Definition of Abstract Data Type of String

The ADT of string is as follows [7, 8]:
ADT String {
Data object: D={ai |ai2 CharacterSet, i = 1,2,…,n, nC0}
Data relation: R1={\ ai-1, ai [ | ai-1, ai 2 D, i = 2,…,n}
Base operations:
StrAssign (&T, chars)
Initial condition: chars is a const of string.
Result: the value of chars is the value of T.
StrCopy (&T, S)
Initial condition: the string of S is exist.
Result: the value of S is assigned to T.
//Attention: the operation of strcopy can not achieved in the way T=S but in the
//way of function call.
StrLength (S)
Initial condition: S is a string and S is exist.
Result: the return number is called the length of the string.
StrEmpty (S)
Initial condition: S is a string and S is exist.
Result: if the string is empty, the result is true else the result is false.
StrCompare (S, T)
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Initial condition: the string of S and T are exist
Result: if S[T, the return value is positive number; if S\T, the return value is

negative number; if S==T, the return value is 0.
Concat (&T, S1, S2)
Initial condition: the string of S1 and s2 are exist
Result: the return value is a new string which is composed with s1 and s2.
SubString (&Sub, S, pos, len)
Initial condition: S is a string and S is exist. 1BposBStrLength(S) and
0BlenBStrLength(S)-pos+1.
Result:The value of sub will be a substring from the position of pos of string S.
Index (S, T, pos)
Initial condition: The variable S and T are string, They are not empty.1BposB

StrLength(S).
Result: If there is a substring in the string S with the same value of string T,

then the first position after the position pos of the main string is returned.
Otherwise, the return value is zero.

Replace (&S, T, V)
Initial condition: The variable S and T are string. They are not empty.
Result: Replace the string T in the sting S with the same value of string T with
string V.
StrInsert (&S, pos, T)
Initial condition: The string of S and T are exist, 1BposBStrLength(S)+1.
Result: Insert string T at the posth position of string S.
StrDelete (&S, pos, len)
Initial condition: The string of S is exist, 1BposBStrLength(S)-len+1.
Result: Delete len characters at the string S from the pos position.
DestroyString (&S)
Initial condition: The string of S is exist.
Result:String S is destroyed.
ClearString (&S)
Initial condition:The string of S is exist.
Result:String S will be empty.
} ADT String
The min sub operation collection is composed with StrAssign (&T, chars),

StrCopy (&T, S), StrCompare (S, T), StrLength (S), Concat (&T, S1, S2) and
SubString (&Sub, S, pos, len) in above operations. That is those operations are not
accomplished by other operations. Otherwise other operations such as ClearString
(&S) and DestroyString (&S) can be accomplished by these operations.

39.3 Several String Pattern Matching Algorithms

The logic structure of string is similar to the liner table. The difference between
them is that the data object of the string is constrained in character subset. But the
basic operations of the string are very different with liner table. The single element
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is considered as the data object in linear table but in string the whole string is considered
as the data object. There are some string pattern matching algorithms as follows.

39.3.1 Simple Algorithms

For example, returning the position that the substring T in the main string S from
the pos position [9]. If the main string S does not contain the sub string T, then the
return value is zero, else return the concrete position. The algorithm is as follows:

int Index(SString S, SString T, int pos)
//return the position of substring T first appear in the string S after the position
//pos of the main string S.
{
//if does not exist the return value if 0. T is not empty,1BposBStrLength(S).
i=pos;
j=1;
while (i\=S[0]&&j\=T[0])
{

if (S[i]==T[j])
{

++i;
++j;

}
//continue compare the next characters

else
{

i=i-j+2;
j = 1;

}
//the pointer withdraw and begin to retrieve again

}
if (j[T[0])
return i-T[0];
else
return 0;

}

39.3.2 Head–Tail Matching Algorithms

The question which will be resolved is the same as Sect. 3.1, but the matching
method is not according to the sequence of from head to tail, but first compare the
head character to the last one,at last compare the second character with the n-1
character. For example, main string M=‘ababcabcaaabcbaabc’, pattern string
N=‘abcba’. The compare process is that first compare the first character of M and
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the first character of N, if they are the same then continue comparing the last
character of N with the xth character of the main string (x is the length of the
pattern string) if they are not the same then exit the compare process. Then begin
to compare from the position of y(y is the sum of the length of the pattern and the
first position of the main string). The algorithm is as follows [10]

int Index_FL(SString S, SString T, int pos)
//then the first position of the substring T after the position pos of the main string
//S is returned. If there is
//no string T in the string S,then the return value is zero.
//String T is not an empty string.
{

1BposBStrLength(S).
sLength=S[0];
tLength=T[0];
i=pos;
patStartChar=T[1];
patEndChar =T[tLength];
while (i\=sLength-tLength+1)

{
if (S[i]!=patStartChar)

++i;
//finding the matching point again
else if (S[i+tLength-1]!= patEndChar)

++i;
//the last character of the pattern string does not match with the original
//character.

else
{

k=1;
j=2;

//checking the situation of the interval characters matching
while(j\tLength && S[i+k]=T[j])

{
++k;

++j;
}

if (j==tLength)
return i;

else
++i;

//restart to the next matching process
}

}
return 0;
}
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39.3.3 The Algorithm of KMP(D.E. Knuth, V.R. Pratt,
J.H. Morris)

When S[i]!=T[j], there is the result: S[i..i+j-2]==T[1..j-1]. If T[1..k-1]==
T[j-k+1..j-1],then S[i-k+1]==T[1..k-1]. The algorithm is as follows:

int Index_KMP(SString S, SString T, int pos)
{
//An algorithm named KMP which can compute the

//first position of string T in the string S afer the position pos using the pattern
//function. T is not an empty string.
//1BposBStrLength(S).

i=pos;
j=1;

while(i\=S[0]&&j\=T[0])
{

if(j==0||S[i]==T[j])
{++i;++j;}

//continue to compare the next character
else

j=next[j];
//move the pattern string right.

}
If(j[T[0])

return i-T[0];
//matching successfully
else

return 0;
}

The definition of function next of the pattern string:
When j=1, next[j]=0;
When ‘p1p2…pk-1‘=’pj-k+1…pj-1’
next[j]=max{k|1\k\j}; other situation next[j]=1;

The computation of function next is a process of recursion. The concrete pro-
cess is as follows:
When next[1] = 0;
Suppose: next[j] = k; and T[j] = T[k]

Then next[j+1] = k+1
If T[j]!= T[k] then we will return to before. The essence of checking process
is comparing, the difference is that the main string and the pattern string is the
same. The compute algorithm of next function is as follows:

void get_next(SString &T, int &next[])
{

//compute the value of next function of pattern string,then store the value into
//the array with the name next.
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i=1;
next[1]=0;
j=0;

while(i\T[0])
{

if (j==0||T[i]==T[j])
{

++i;
++j;next[i]=j;

}
else

j=next[j];
}

}//get_next
There is a special situation we must consider: S=‘ bbbbbbbbbbbbbbbbbbba’,

T=‘bbbba’. According to the computation method of next function which is
described above, the value of next[j] is 01234. There will be many compare times
which are not necessary in this situation. For example, when the last character b is
compared with a, we will find that they are not equal, so the function next will be
computed. But the value of the next function will be 4 if the old method is used.
That is the fourth character of T will be compared with the fifth character of string
S, but we will find that the character a which will be compared with character b is
the same to the character a which has been compared. So the character in the
position may not be equal to the character a. The process of this comparison is not
necessary. So in this situation the computation of next function will be repaired.
If the next value of the current character is equal to the value of next of the former
character, the value of next will be the current character’s next value. Otherwise
the computation method of the next function will be according to the old way.
The value of next function of the pattern string which has been repaired is next-
val[j]=00004. The repaired method that is computation algorithm is as follows:

void get_nextval(SString &T, int &nextval[])
//compuate the repaired value of next function of pattern string T and store the
//value into the arraywith the name nextval.

{
i=1;
nextval[1]=0;
j=0;

while(i\T[0])
{

if(j==0||T[i]==T[j])
{

++i;
++j;

}
if (T[i]!=T[j])
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next[i]=j;
else

nextval[i]=nextval[j];
}

else
j=nextval[j];
}

}

39.4 Conclusions

There are three different algorithms to solve the same problem, but the time
complexity of them is different. The first algorithm that is the simple algorithm
with the idea compares each character according to the sequence of from head to
tail. Only if all of the characters are same, the conclusion of matching can be
drawn. Its time complexity is O(m 9 n). The second method that is head–tail
method can reduce the time of dealing question, but not at all the situations
the compared times can be reduced. Its worst time complexity is O(m 9 n). So the
time complexity of the head–tail algorithm is same as the simple algorithm. The
compare think of KMP algorithm is more complicated than the other algorithm, it
is achieved using the way of next function, with the smaller time complicity
O(m ? n). So in the teaching process of string, we can tell the compare algorithm
sequence: simple algorithm, head–tail algorithm and KMP algorithm. The effect of
teaching can be better than before.
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Chapter 40
Design and Research Intelligent
Answering and Voter-Timing
Machine Based on AT89C51 MCU

Xiaokan Wang, Zhongliang Sun and Lei Wang

Abstract An Intelligent Answering and Voter-timing Machine Based on AT89C51
MCU is designed. Priority encoder circuit, the latch and the decoding circuit are
designed, respectively, and in the same the input signal of participating team is
separately diplayed on the monitor. The alarm circuit is started by the control circuit
and the host switch, timing circuit and decoding circuit can generate second-pulse
output signal to achieve timing function. After the experiment analog and simulation,
the results shows that the answering has characteristics with quick, multi-functional
and strong practical features.

Keywords AT89C51 MCU � Answering � Timing � Alarm � Sequence control

40.1 Introduction

Regardless of the school, the factory, the army or the educational television pro-
gram, they will host a variety of intellectual competition, then they will be used in
the occasion [1, 2]. At present there are various intelligent competitive answering
machines in the market, but the majority products are early designed by analog
circuits, digital circuits and the combination of analog circuits and digital circuits.
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These answering machines are already quite mature, but the function of the circuit
is relatively more complex, high cost, many break downs and simple display (some
do not even have display circuit), so it cannot judge the behavior of pressing the
button early and is not easy to upgrade the circuit [3]. With the rapid development
of science and technology in the recent years, the applications of the microcon-
troller are going deeper which simultaneously leads the traditional control test to
change every day and the answering machine has a breakthrough development.

40.2 System Schematic Design

40.2.1 Analysis of Answering Machine System Diagram

Answering machine is a priority decision circuit designed for answering first of the
intellectual competitors [4, 5]. The intellectual competitors can be divided into
several groups (eight groups), each group is controlled by an answer switch which
respectively is SW0, SW2, …, SW7. The competitor of each group needs to judge
and answer the questions presented by the director in a short time, and then press
first answering button and answer the question. The group number will display in
the monitor when the first person presses the button, and the circuits of other
groups will be blocked at the same time. After answering questions, the director
will restore all the buttons and the system will be ready to begin the next
answering round. The system has two ways to remind the first answering: first, the
speaker will produce the ‘‘Music’’ warning when the first person presses the
button; the other, encoding and decoding circuit will display the number of the
corresponding group when the output pin brights the LED [6]. The system circuit
is composed of input switch array, answering channel, voting channel, discrimi-
nant group control, sound tips and LED display. The answering machine system
schematic is shown in Fig. 40.1.

40.2.2 Design of Overall System Circuit

The overall system circuit is shown in the Fig. 40.2 which mainly including dis-
play module, answering module and voting and timing module.

40.2.3 Answering Channel

In order to achieve the eight answering functions we could use input pins of two
interrupt requests in the microcontroller and the pulse input pins of its timer/counter
T0 and T1 may extend input pins of two interrupt requests. By this way we can fully

334 X. Wang et al.



use interrupt characteristics to respond to answering signal in time and reduce the
error caused by the small difference time of two groups. If the answering machine
groups are more than four groups in the system, we need to add a logic gate circuit
before the input pins of four interrupt requests. Realization of this design is through
by SW0, SW2, …, SW7.

40.2.4 Voting Channels

Turn on the power system, the concentrator and voter reset and self-checking.
After the initialization of voter, it will be in the communication receiver state
(sign/confirm button beside the LED begin flashing [7]). After the initialization of
concentrator, it is transferred to the line communications testing of voter and
address frame is sent directly to check the voter. Address frame format is the
address number of each voter which uses the address bits (the nineth bit is 1) way.

The voter will send the interrupt when it receives frame signal to determine
whether it is compliant with the local address, if not, the information will be
discarded, otherwise it continues to receive frame signal; if they meet, then turn to
interrupt handling and sending ‘‘local normal’’ information, the frame format will
be the slave address. After the concentrator receives the information and deter-
mines whether it is correct to store the correct ‘‘voting normal’’ information; then
the concentrator begins to check the next voter. If the received information is not
correct, concentrator will send another time after delaying for a period of time.
If the two times’ information are not correct, then this voter is breakdown. The
breakdown state of voter machine will be expressed with a null byte. After the
turnaround of the inquiry, the voter not asked by checking the results of earlier
inquiries is finally confirmed for the first time. That is, analysis which just saved
the voter status word to determine the voter is questioned.

Fig. 40.1 Answering machine schematic system
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Fig. 40.2 The overall system circuit

336 X. Wang et al.



40.2.5 Latch Section

Character display could use the output latch of serial-parallel 8-bit 74HC541 in the
latch section [8]. Firstly, we must convert the characters into the corresponding shape
code and send it to 74HC541 by the serial port, then 74HC541 would change the data
received from the serial port into parallel output to the data tube (to provide the driver
of a-dp). A common anode eight digital displays are applied in the display module.

40.2.6 Sequential Control Circuit

Sequential control circuit is the key of answering machine design which will
mainly complete the following three functions.

When the director turns the control switch to ‘‘start’’ position, the speaker has
sound and the first answering circuit and the timing circuit enters to the working
condition of normal first answering.

When the players press the answering key, the speakers will sound, then the first
answering circuit and the timing circuit will stop working.

The speakers will sound if nobody answers in the setting time, the first
answering circuit and the timing circuit will stop working at the same time.

40.2.7 Bits Control

If P1 port outputs the shaped code, the digital tube will display the first answering
group number. In order to improve the signal’s driving capability, we would use
the one-way driver 74LS244 to drive digital tube.

40.2.8 LED Display Module

The LED display screen can display the change of the numbers, text, graphics and
video which not only can be used for indoor environment and but can also be used
in outdoor environment. It has the incomparable advantages of projector, TV wall
and LCD screen [9]. So the development prospect of LED is extremely broad, it is
moving in the direction of higher brightness, higher resistance climate, higher
luminous density, higher luminous uniformity, reliability and full color direction.
This paper selects the LED because of its characteristics of high brightness, low
working voltage, low power, miniaturization, long life, impact resistance and
stable performance. In Fig. 40.2 when pressing the button, the data will be sent
into AT89C51 through two-way I/O of P1, encoding and transforming the data into
the corresponding binary code. Then the data will be transformed and locked
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Fig. 40.3 The main program flow chart

338 X. Wang et al.



parallel to 8-bit 74HC541 by the serial port P3.0 and P3. It simultaneously carries
on decoding the binary code of the data of input digital display screen in the
parallel form by the output port of O0-O6. Here, the hundredth position of digital
display screen is controlled by P3.5, the tenth position is controlled by P3.4 and the
unit of it is controlled by P3.3.

40.3 Software Design

The main flow chart of answering machine system software is shown in Fig. 40.3.
It also added a pure 10 ms delay subroutine for preventing jitter.

40.4 Conclusion

This design uses AT89C51 microcontroller as the core of the logic control and signal
generation which makes its race really just, fair, open and objective by taking full
advantages of microcontroller. Even if the difference of several groups’ answering
time is a few microseconds, the system may also tell which group is in priority.
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Chapter 41
The Research on E-Learning Interactive
Technology Based on Discuz! Software

Yanshuang Zhou, Hong Li and Na Wang

Abstract Based on the existing achievement analysis of the current E-learning,
this dissertation introduces the interactive function of the Discuz! software, real-
izes the E-learning interactive study system based on the discuz! software and
elaborates the function of the E-learning module.

Keywords Discuz! Software � E-learning � Interaction � System design

41.1 Introduction

One of the main features of the information era is digitization. In the information
era, the study is closely related with the development of the information tech-
niques, which has multimedia and network technology as its core. The information
technology is focused on digitization [1]. Due to the application of information
technology to the education, the environment, resources and method of study are
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moving toward digitization, forming a digitized study environment, study
resources and study method.

The CEO Forum on Educational Technology of America (abbreviated as ET-
CEO forum) held the third annual meeting in June 2000 with the theme of the
strength of digital study: the integration of the digital content [2]. This method of
combing the digital technology with the teaching content is called digital study (E-
learning). It presents the concept of E-learning [3]. Through the combination of
digital technique and curriculum, it can create a digital study environment, and
bring the digital resources and learning approach into the study of students. As a
result, the school can make use of the information techniques efficiently in order to
realize the full application of the information techniques. Then the students can
study according to cooperation and creativity in order to achieve the purpose of
training the creativity spirit and ability of the students.

The platforms of the current the worldwide popular E-learning are: WEB CT,
Virtual-U, WISH, WEB Course in a Box, BlackBoard CourseInfo, LUVIT and
Learning Space [4, 5]. These platforms require more expenses and advanced
techniques, so the cost will be too high and reliance on IT will be more. Therefore,
the author introduces an E-learning interactive learning system based on the
technique of discuz!, aiming to overcome these difficulties.

41.2 The Analysis of the Key Techniques

41.2.1 Introduction of the E-Learning

E-learning is digital learning, which means studying in the environment of
information techniques of network, communication, computer, artificial intelli-
gence and multimedia [6]. It regards the information techniques as the tool of
teachers and students through the networking education environment, digital
education content, and intelligent learning tool based on the advanced education
theory. All of these are aiming to realize brand-new methods for students and
teachers so that the efficiency of education will be increased.

The design of E-learning teaching system is a comprehensive project for
realizing the electronic teaching and study. It has the feature of networking
teaching and pays more attention in controlling and researching the study process.
This forms special networking education.

41.2.2 Openness

In the system of E-learning, both the teaching resources and objects are
open. Some schools call this openness ‘‘3A’’, that is, ‘‘Anytime’’, ‘‘Anywhere’’,
‘‘Anybody’’ [7].
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41.2.3 Individuation

The design of E-learning system focuses on the students so that all of the study
resources and content are related with the learners. They can choose their own
learning methods and make the study plan based on their own situation and
demands. At last, the students can start their own special study. In the E-learning
system, the autonomous and individual learning can be reflected fully.

41.2.4 Interaction

The learners can report their progress freely by using the information techniques
and network techniques; they can ask questions and apply courses. The teachers
can be an expert group formed in the virtual environment, communicating with
learners in an equal way. The teachers can teach students according to their
aptitude and give them guidance and advices. As for learners, they can also do
cooperative learning under the guidance of the teachers. This is the personalized
feature. As a result, the learning progress could either be the learning behavior of
individuals, teachers or the E-learning system, or it also could be an interactive
study progress of a group.

41.2.5 The Introduction of Software in the Discuz! Forum

Crossday Discuz! Board abbreviated as discuz! 7.0 is a universal software system
of community forum [8]. It is an open source software designed by Comsenz Inc.
The users can build a forum with perfect function and strong load capacity by
simply installing it. The infrastructure of discuz! adopts the most popular
PHP ? MySQL, it is an efficient solution of forum system which has perfect
design and can be used in various environment of the server. This free software
can be downloaded from www.discuz.com, it takes only 20 s to finish the whole
installing.

41.3 The Realization of Interactive Function in E-Learning
System Based on the Discuz!

41.3.1 The Introduction of the Interactive Study

Interactive study is the most important part of the E-learning system, providing a
wider study space for learners.
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Interactive study will break the traditional time concept. This breakthrough can
be explained from two aspects: on the one hand, it shows the subjectivity and
autonomy of the students. The students can carry the interactive study with
teachers and classmates at any time; on the other hand, this study method and skill
of network communication can satisfy the demands of lifelong learning.

Interactive learning will get unlimited expansion in the space. The distance-
learning students can realize the interactive learning through the E-learning system
only if they have access to Internet.

The study method will have essential change. In the interactive study, teachers
still play an important role. They lead, stimulate and help students through
E-learning system. The traditional relationships between students and teachers will
be replaced by the democratic and equal friendship. The interactive study will
provide more communication ways for teachers and students through establishing
interactive network study environment. Through the system, the students can make
a statement and ask questions in real-time, discuss the problems online as well as
do some other non-real-time communication and discussing. There is no any
united thoughts, languages and movements, instead it encourages personality,
accepts multi-thoughts, forgives the mistakes and cultivates encourage. All of
these aim to make the education a quality-oriented education that can cultivate
scientific spirit and creativity.

The evaluation method of interactive study will be benefit for reforming the
traditional evaluation model. In the interactive learning, the examination is not the
only standard to judge the students’ performance. The learning effect will be
measured by the activity of students, their knowledge and the ability of solving
problems in the virtual environment. Research and analysis: E-learning system,
which is based on the discuz! software can provide efficient communication for
students, teachers and schools; it plays an important role in increasing the activity
of students and ensuring the study quality.

41.3.2 The Realization of Interactive Function in E-Learning
System Based on the Discuz!

The core subject of the system construction is interactive communication, which is
designed for Internet interactive communication. The users can discuss the prob-
lems of writing online through the function of SMS and message replying in the
discuz!. Users can issue their own works by using the function of posting. The
teachers can modify the exercises through replying and other users can express
their own opinions on it. In addition, the students can modify their own exercising
at any time. From this, we can see that the E-learning system which is based on the
discuz! can remove the distance of time and space between students and teachers
so that they can communicate with each other at anytime and anyplace. It contains
the whole process of publishing, discussing, resources sharing, communicating,
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coaching and modifications and saves it on the Internet. The relationship between
students and teachers or students and students is both way interactive. In the
interactive study of E-learning, all of the posts are spectacular because both the
teachers and students are in a multi-interactive network study. The people can
communicate with each other directly. This interactive process may be recessive
(identified by the number of visit) or dominant (identified by the response).

41.4 The Structure Construction of the E-Learning
Based on the Discuz!

41.4.1 System Construction Based on the Discuz!

E-leaning system requires installing the discuz! first for establishing the forum
of the E-learning system [9]. It will identify the authorities through the logging.
Non-registered users can only browse the information, but registered users can
issue, reply, upload and download except for the authority of non-registered user.

Registered users of discuz! have following features:

Choose interested discussion group.
Select some interested content to read.
Issue some own opinions in the discussion group.
Allow to publish various notice or send some news and information.
Express own opinions on some subjects.
Material sharing (software, document, materials, etc.).
Send and receive internal E-mail.
Real-time chatting in the website.

Upload and download resource. Because the registered users can discuss
openly, and upload and down load resources, it realizes the resource sharing in the
E-learning system or non-real-time communication.

Take the courses of educational technology as an example, it designs an
E-learning system based the discuz! (See Fig. 41.1).

41.4.2 Function Introduction of System Module

In order to ensure the safety of teacher management module, the password of
administrators should be changed and a backup of the data of the forum should be
made at regular intervals. The teachers can set the forum moderator and let the
moderator to maintain their own pages in order to reduce the teacher’s workload.
Meanwhile, the teachers have to publish Tehran teaching resources and manage
the questions of students. The courseware-released module provides a back-stage
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management for teachers. Even the teaching do not understand the network
techniques, they can still display their teaching plan, key to the exercises and
multimedia courseware on the website so that the students can study at anytime.
As for the students’ management module, it is used to record the problems of
study. The teachers can answer these problems in classroom or on the website.
Resource management module provides guidance material, teaching cases, soft-
ware of learning tools, the speech record and achievement. The resources are
recommended by teachers or collected by learners. Through the module, the
teachers can modify, delete, edit the resources online and upload attachments. The
students can browse, comment, download, upload and search the related teaching
resources.

Interactive learning module is the core area for the learners to learn knowledge,
exchange ideas, answer questions and construct knowledge, which mainly includes
three submodules, question and answer online area, discussion area and study and
evaluation. In the question and answer online area, teachers will organize students
to participate in real-time question and answer regularly. And according to the
characteristics of the mechanical courses, the module mainly aims to realize the
real-time browse of mechanical graphics online, edit, remote network assistance
feature on the basis of the text and voice communication. Forum is a mature
platform for open asynchronous communication with key functions to set
subforum, post topics, reply to topics, combine topics, upload attachments, edit,
delete and search. While question setting and discussion sub-module is mainly
used for synchronous communication, where both real-time discussion of
knowledge and regular the network meetings organized by teachers or team
leaders are available. Moreover, the speech content of this module will be tracking
module and marking module. Learning process tracking sub-module records the
times of the learners’ and teams’ access to the system, use time, the amount of
resource access, the number of times to participate in discussion and exchange,

Educational Knowledge E-Learning

Teacher’s management model Interactive Study in Form System management

User management Form update

Do the Curriculum diligence

Share the curriculum resource

Course and teaching

Have new bulleting

Discuss with members

Shape personal welcomes

Learning the Course

Personal to PIC

Fig. 41.1 Structure chart: E-learning functional module of the education technique courses
based on the discuz! Forum software

346 Y. Zhou et al.



resource uploading and the number of documents. While marking submodule’s
major functions include self-assessment of learners, peer assessment of team
members, assessment of members beyond the team, teachers’ assessment, and
evaluation team, providing the evaluation methods of marking and making com-
ments. Each learner’s final scores include the individual scores drawn from self-
assessment, peer assessment of team members, assessment of members beyond the
team, and teachers’ assessment and pulsing the weighted scores derived from peer
assessment of team members, assessment of members beyond the team, and
teachers’ assessment, etc.

The system administration module provides the user management and system’s
use help. The User administration module provides different user the different
registration and the debarkation jurisdiction management. The identities of login
interface are different for different status’s user. This is recorded by the system for
later browsing. The study and evaluation of submodule mainly includes learning
process-system divides the user into three types: teachers, students, and admin-
istrators, and each of them have different privileges, in which the administrators
have the highest authority. The administrators could carry on the management of
the system and can participate in the knowledge library’s construction. The
teachers are mainly involved in knowledge library’s construction activities, and
should answer the questions raised by students and carry on the explanation. The
student user may study each item of resources provided by website, and may also
discuss mutually or inquire to the teachers. The help instruction module provides
system’s use help, the study strategy instruction issue, the browsing retrieval, the
instruction of help seeking and the real-time early warning. The help information
could be established into different instruction scope, including the public help
information, the group help information and individual help information, which
presents for different user.

41.5 Conclusion

The requirements of the E-learning system based on the discuz! is low. It will
bring good interactivity, safety and stability to online education by making full use
of the advantages of discuz!. Moreover, it can also realize the communication
of students and teachers or students and students, exploit the huge potential of
exploration learning and cooperative learning and improve the education and result
of e environment.
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Chapter 42
Analysis of Drop-Out Due to Diseases
in Key Primary and Secondary Schools
of Lubei District of Tangshan City
From 2003 to 2008

Zhou Lei, Wang Xiaohong, Li Huilan,
Zhang Guobin and Wu Jianhui

Abstract This Chapter aims to calculate the students’ drop-out rates caused by
various diseases and make the comparison between the drop-out rates of primary
and secondary schools (v2 test) and to understand the current situation of drop-out
due to diseases in key primary and secondary schools of Lubei district of Tangshan
city from 2003 to 2008. The results show that mental illness led to the lowest drop-
out rate of students, while cardiovascular disease led to the highest. And drop-out
rates caused by various diseases was lower than 5% in total. There were no
significant differences between the drop-out rates of primary and secondary
schools. The disease spectrum in children and adolescents has changed, and car-
diovascular disease has replaced infectious disease to be the main disease, causing
students to drop-out. So it is imperative to strengthen the prevention and treatment
of cardiovascular disease.

Keywords Disease � Drop-out � Analysis

42.1 Introduction

Drop-out due to diseases is one of the reasons affecting the normal life and
learning in primary and secondary school students. Better understanding of
students’ drop-out due to diseases is necessary to explore and to take appropriate
preventive measures to reduce primary and secondary students’ drop-out.
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The current situation about drop-out due to diseases in key primary and secondary
schools of Lubei district of Tangshan city from 2003 to 2008 was deeply analyzed.

42.2 Subjects and Methods

42.2.1 Subjects

Students in key primary and secondary schools of Lubei district of Tangshan city
from 2003 to 2008

42.2.2 Materials

According to the 3rd item of table 26 in health statistics, questionnaires on drop-
out due to diseases in key primary and secondary schools of Lubei district of
Tangshan city from 2003 to 2008 were filled in, which included some reasons
leading to students’ drop-out, such as mental illness, infectious disease, cardio-
vascular disease and other diseases.

42.2.3 Diagnostic Basis

The diseases leading to students’ drop-out were approved by relative hospitals.

42.2.4 Statistical Methods

All data were put into computer to calculate the students’ drop-out rate. The comparison
between the diseases leading to students’ drop-out was carried out (Fisher exact test).

42.3 Results

42.3.1 Situation on Drop-Out Due to Diseases in Key
Primary and Secondary Schools of Lubei District
of Tangshang City from 2003 to 2008

Table 42.1 showed that the total drop-out rate of primary and secondary school
students was close to 4%. Mental illness led to the lowest drop-out rate of stu-
dents, followed by infectious disease, while cardiovascular disease and other
diseases led to higher.
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42.3.2 Comparison Between the Diseases Leading
to Students’ Drop-out

Table 42.2 showed that Fisher exact test indicated that there were no significant
differences between the drop-out rates caused by the above mentioned four
diseases and the total drop-out rate in primary and secondary school
students (P [ 0.05).

Table 42.1 Situation on drop-out due to diseases in key primary and secondary schools of Lubei
district of Tangshang city from 2003 to 2008

Study
stage

Year Number of schools Number of
students

Mental illness
n(%)

Primary 2003 3 2,625 0(0.00)
2004 1 637 0(0.00)
2005 2 1,317 1(0.76)
2006 2 2,084 0(0.00)
2007 2 2,064 0(0.00)
2008 2 1,697 0(0.00)
Total 12 10,424 1(0.10)

Secondary 2003 3 3,736 0(0.00)
2004 1 1,210 0(0.00)
2005 2 2,649 2(0.76)
2006 2 3,044 1(0.33)
2007 2 3,024 0(0.00)
2008 2 3,647 0(0.00)
Total 12 17,310 3(0.17)

Study
stage

Infectious disease
n(%)

Cardiovascular disease
n(%)

Other diseases
n(%)

Total amount rate
n(%)

Primary 1(0.38) 6(2.29) 5(1.90) 12(4.57)
0(0.00) 5(7.85) 4(6.28) 9(14.13)
2(1.52) 2(1.52) 2(1.52) 7(5.32)
1(0.49) 1(0.49) 2(0.98) 4(1.92)
2(0.97) 1(0.48) 0(0.00) 3(1.45)
2(1.18) 2(1.18) 0(0.00) 4(2.36)
8(0.77) 17(1.63) 13(1.25) 39(3.74)

Secondary 1(0.27) 3(0.80) 7(1.87) 11(2.94)
1(0.83) 2(1.65) 8(6.61) 11(9.09)
0(0.00) 6(2.27) 7(2.64) 15(5.66)
0(0.00) 5(1.64) 6(1.97) 12(3.94)
2(0.66) 6(1.98) 0(0.00) 8(2.64)
2(0.55) 5(1.37) 1(0.27) 8(2.19)
6(0.35) 27(1.56) 29(1.67) 65(3.76)
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42.3.3 Analysis to Sequence Diseases Causing
Students’ Drop-out

Table 42.3 showed that cardiovascular disease led to the highest drop-out rate of
students, followed by other diseases, infectious diseases and mental illness.

42.4 Discussion

With the rapid development of society and economy, health levels and people’s
living standards have been greatly improved, and the healthcare measures of
children have gradually perfected. And the disease spectrum of children and
adolescents has changed. It is reported that in Futian district from 1998 to 2001,
among the diseases causing primary and secondary school students’ drop-out,
infectious disease ranked first, followed by cardiovascular disease [1]. study results
on primary, secondary and college students from 1996 to 1999 in Shanghai also
showed that infectious disease was the most serious disease [2]. Our results
showed that cardiovascular disease has replaced infectious disease as the main
disease causing students’ drop-out, which was in consistent with some reports [3].
The main reason lied in China’s more emphasis on the prevention and research of
infectious disease so as to reduce the prevalence of some infectious diseases such
as tuberculosis and hepatitis in the past 10 years. Medical research has found that

Table 42.2 Comparison between the diseases leading to students’ drop-out

Drop-out rate
caused by
mental illness
(%)

Drop-out rate
caused by
infectious
disease(%)

Drop-out rate
caused by
cardiovascular
disease (%)

Drop-out rate
caused by other
diseases (%)

Total
drop-out
rate (%)

Primary
school

0.10 0.77 1.63 1.25 3.74

Secondary
school

0.17 0.35 1.56 1.67 3.76

P 0.517 0.110 0.504 0.236 0.534

Table 42.3 Sequence of diseases causing students’ drop-out

Disease Number of drop-out students Percentage (%)

Mental illness 4 3.85
Infectious disease 14 13.46
Cardiovascular disease 44 42.31
Other diseases 42 40.38
Total 104 100.00
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cardiovascular disease has great relation with genetic causes, and obesity and
dietary factors are its main incentive. Research showed that obesity rates increased
year by year in primary and secondary schools [4, 5], so it is necessary to prevent
obesity in primary and secondary school students. Obesity is mainly caused by the
lack of knowledge on a reasonable nutrition, by too much calorie intake, especially
sweets intake, by less time devoted to the physical activities which reduce the heat
consumption; and even by general food intake. Prevention and treatment to obesity
includes launches nutrition education and reasonable arrangements for meals,
encouraging more participation in sports activities, advocating more reasonable
and balanced diet and so on.

Other diseases mainly included accidental injury, skin diseases, urinary dis-
eases, disorders and other facial features. Our results showed that other diseases
(ranking No. 2 in proportion), cannot be ignored. We should strengthen education
on safety and health knowledge to enhance self-protection capability of the pri-
mary and secondary school students.

Although infectious disease ranked No.2 from the bottom, it still accounted for
higher percent (13.46%). This study mainly defined urban primary and secondary
school students as subjects. It was reported that [6], the situation of drop-out due to
infectious disease in rural primary and secondary school students was more seri-
ous. So it is suggested that we should continue to strengthen the prevention and
research and control of infectious diseases, particularly in rural primary and sec-
ondary school students.
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Chapter 43
Design and Development of University
Educational Administration Information
System Based on J2EE

Lanqing Liu and Sanyou Ji

Abstract With the rapid development of education, the informationization process
of university educational administration is growing, which accelerates the refor-
mation of education methods, teaching process and management mode. To cater to
the new requirements of this time, the university educational administration
information system is studied in this chapter. The demand of the system con-
struction, the main technical problems and solutions during its development process
are analyzed. By using the J2EE-based platform, a reasonable system structure is
designed, and a teaching prototype system is devised and realized finally.

Keywords University educational administration information system � Informa-
tion technology � J2EE

43.1 Introduction

These years, with the promotion of higher education and the consequently
expanded enrollment, a lot of problems arise in the university educational
administration system, such as the increasing management workload, the shortage
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of teaching resource and the poor teaching quality [1]. Thus educational admin-
istration faces an unprecedented challenge. As an important tool of educational
administration, educational administration information system plays a significant
role not only in improving the accuracy and promptness of educational adminis-
tration, but also in realizing of scientific management, green management and
digital management.

According to the universal law of university educational administration, the
design and implementation of university educational administration information
system are discussed in this Chapter. The aim is to achieve centralized manage-
ment, decentralized operations and information sharing, to make the educational
administration digital, intelligent and comprehensive, to reduce workload and
management costs and to improve speed and accuracy of information handling,
office efficiency and management level, and thus achieve the modernization of
educational administration.

43.2 Key Technologies

The users of educational administration information system vary from educational
administrator to teachers and students. Each role has different requirements. For
instance, in the system, teachers need to view their teaching work, calculate
teaching workload, record students scores and so on; students require to inquire
their scores, choose courses, evaluate teaching level and so on. The specific
requirement of Educational Administration Information System is designed and
developed using J2EE technology in this chapter [2].

J2EE defined a wealth of technical standards for realizing distributed application.
It provides development tools which meet these standards and API to support the
development enterprise application. These techniques contain several aspects
including database access, distributed communication, security and so on. Applica-
tion based on component/container is the heart of J2EE technology [3]. Component
represents units which can be developed and distributed in multiple languages.
Container represents a software entity which is running on server and used to manage
specific type of components.

J2EE provides four different types of containers to manage the corresponding
components:

Application container: to manage independent Java applications.
Applet container: to provide an execution environment for Applet.
Web container: to manage Web components, such as Servlet and JSP.
EJBcontainer: to manage EJB components, such as conversation Bean and entity
Bean.

Through these components and containers, J2EE architecture can not only
provide independence while developing and deploying but also provide portability
among different types of middle-tier server.
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43.2.1 Servlet

Servlet is some Web components which can generate dynamic content. It is used to
develop server applications and extend server functionality. It provides an effec-
tive mechanism which is used for server-based business logic and for interactions
between Web-based clients. Servlet can also provide a light and manageable
alternative to common CGI scripts.

43.2.2 JSP

JSP is another type of J2EE Web components. It is composed of HTML page and
the embedded Java code. It can receive request from client and generate HTML
response page dynamically. In addition to the function of packaging and extending
Servlet, JSP provides a flexible way of writing that combined front-end static
HTML with back-end program.

43.3 System Design

43.3.1 Overall System Design

According to the routine tasks, staff and data involved, business process flow and
personal work experience, the overall system design is shown in Fig. 43.1:

43.3.2 Function Modules Design

The function modules design is illustrated in detail by taking planning manage-
ment module for example [4].

Planning management module. This module is the precondition to realize
sectors including student’s course selection, scheduling and so on. Student’s
training plan is transformed into semester plan through the module, so that the
teaching plan can really become the guidance documents during whole teaching
procedure. The teaching task of each semester can be generated in accordance with
the teaching plan. Through this, the relevant departments can draw up course
offering plan, teaching venues request, teachers and choosing teaching classes.

Courses database management. The course database contains every course and
its public properties involved in the educational system. It is the most important
data which runs through the whole procedure of system management, including
teaching plan, course scheduling, course selection, test, scores and graduation
audit management.
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Professional planning management. According to the teaching plan and pro-
visions of the school’s student management, this module can determine the various
types of credits needed in each learning stage for students of different professionals
and grades, individual learning plans can be made flexible in keeping with indi-
viduals. Besides, this module can monitor status of students learning for ensuring
implement of the credit system.

Teaching task management. Set up teaching task to meet the requirements of
every major’s teaching plan for each semester. Then the teaching task required can
be implemented by the relevant departments, and classes can be generated and
teachers can decide to provide resources for student’s course choosing (as is shown
in Fig. 43.2).

43.3.3 System Implementation

The business layer provides ‘‘data transfer’’ function. It can send back the required
data which is obtained from the data layer to client layer in response to its order.
Besides, the business layer also provides business rule checking for the data

Fig. 43.1 Framework diagram of Educational Administration Information System
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submitted by client layer, so that the data can be submitted to the data layer for
storage only if it is consistent with the rules. Therefore, business layer can be
considered as a logical bridge between client layer and data layer.

In J2EE framework, Servlet and JavaBean can be used to realize the middle
logical layer, it is popular in the small- and medium-enterprises system. In this
way, JavaBean is used to encapsulate the logical operations of database, Servlet is
used to control business processes and the intermediate operations are imple-
mented by the using of JavaBean (code DAO and DTO). The program is modu-
larized through this way which makes the program simple and clear.

The first page of the system is login interface. Users should fill the user name
and password, select user type and then submit to the system. System would search
in the login table corresponding to the user type. If the information is correct, the
user will be allowed to login, and if not, the user will be required to log in again
with an error warning. After successful login, the user permission will be recorded
in the system for the verification in each of the following interface. User per-
missions are determined by user ID which is stored in the database in advance.
User permissions include: student user, teacher user, teaching secretary user,
educational administrator user and system administrator user.

Some of the key code is as follows.
// Servlet to control login processes
public class LoginAction extends javax.servlet.http.HttpServlet implements

ActionInterface,javax.servlet.Servlet {
protected void doGet(HttpServletRequest request, HttpServletResponse

response) throws ServletException, IOException {

Fig. 43.2 Flow chart of the teaching task implements
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process(request,response);
}
protected void doPost(HttpServletRequest request, HttpServletResponse

response) throws ServletException, IOException {
process(request,response);
}
// Request of client browser is encapsulated as a HttpServletRequest object

which contains all the information including address and parameters of the request,
data submitted, files uploaded, client ip and the client operating system.

public String process(HttpServletRequest request, HttpServletResponse
response) {

// Create user session object
HttpSession session=request.getSession();

Map map=new HashMap();
try {

boolean isLive=false;
// Get the inputted user ID and make simple verify
String id=request.getParameter(‘‘p_id’’);
if(id==null||id==‘‘‘‘){

return ‘‘index.html’’;
}
int p_id=Integer.parseInt(id);
// Get the inputted password and make simple verify
String password=request.getParameter(‘‘password’’);
if(password==null||password==‘‘‘‘){

return ‘‘index.html’’;
}
// Get the inputted validation code and make simple verify
String random=request.getParameter(‘‘randomcode’’);
String randomcode=(String) session.getAttribute

(‘‘randomcode’’);
if (!randomcode.equalsIgnoreCase(random)) {

return ‘‘index.html’’;
}

// create a database connection
Connection con=

DataSourceFactory.getDataSourceFactory().getConnection();
// create DAO for manipulating the login information table of

database
LoginDAO logindao=

DAOSourceFactory.getLoginDAO(con);
// Traversing the login information table, comparing with the

inputted user ID and password to verify if it is legitimate user
List list=logindao.login(p_id, password);

Iterator its=list.iterator();
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while(its.hasNext()){
LoginDTO dto=(LoginDTO)its.next();

if(dto.getP_id()==p_id&&dto.getP_password().endsWith(password)){
isLive=true;

}
}

// If the user authentication failed, remained in the home
if(!isLive){

return ‘‘index.html’’;
}else{

// If the user authentication passed, the user role and permission will be
acquired from the relevant tables for the verification in each of the following
interface.

List listusermanage=
logindao.findusermanage(p_id);

map.put(p_id, listusermanage);
session.setAttribute(‘‘p_id’’, p_id);
session.setAttribute(‘‘managemap’’, map);

}
} catch (SQLException e) {

// TODO Auto-generated catch block
e.printStackTrace();

}
// user authentication succeed, jump to another interface

return ‘‘first.html’’;
}

}

43.4 Summary

A deep-going study on university educational administration information system is
made in this chapter. The system is designed on the basis of characteristics and
rules of educational administration and implemented by the use of J2EE. Along
with the rapid development of higher education, the exploitation and application of
educational administration information system is becoming more and more
important in the daily work of educational administration. Only through the
combination of modern computer technology, network technology, communica-
tion technology and educational administration, the pace of informationization of
university educational administration can be accelerated and the quality of higher
education can be improved consequently.
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Chapter 44
Analysis and Evaluation of Order
Based on Rough Sets

Zhiyuan Zhao, Shujuan Li, Mingshun Yang and Qilong Yuan

Abstract Focus on the evaluation index system for customer orders are too
complicated and the evolution weights are too subjective, this paper presents a
method. On the basis of the original data, the indexes are reduced based on the
rough set theory according to the importance of the indexes, objective weights
of reduced the indexes are, the priority sequence of multiorders is assessed by
constructing an object close to the ideal point of degree programs on a number
of priority assessments. A case study shows that this method is effective to
assessment orders.

Keywords Order assessment � Rough sets � Index weight � Close-degree

44.1 Introduction

With the technology developing, global competition and market environment
changing rapidly and customer’s demand for diversified and personalized, the
manufacturing business is becoming increasingly complex. More and more
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enterprises will adopt the way make-to-order to respond to these changes in order
to gain a competitive advantage [1].

According to the way make-to-order, priority decision of the order becomes
the core of manufacturing demand management, and is most important issue to
consider when the production plan is made. Based on the manufacturing
capacity of enterprise, the sequence of order to arrive and the due time of each
order, enterprises must determine the process sequence of the orders and meet
customer needs as much as possible within its ability. These will make the
enterprises to better achieve fast and accurate response to customer demands,
shorten delivery time and quickly occupy the market, improve the degree of
information integration and enhance their ability to respond to the market
[2–4]. Traditional evaluation methods for orders which include comprehensive
scoring method, standardized scoring method and the efficiency coefficient
method [5] and modern evaluation methods for orders which include principal
component analysis, factor analysis, hierarchical analysis and the concept of
entropy-based evaluation for small volume orders etc. [3, 4], but these evalu-
ation methods have some deficiencies such as the index is too complicated, and
redundancy.

In a comprehensive evaluation of customer orders, evaluation index system
is extremely complicated due to the diversification of customer information, and
there are often some redundant indicators which not only increases the cost of
research and statistics, but also easy to make some important indicators are
weakening; thus, these indicators will lead to evaluation of unreasonable results.
In this paper, the manufacturing enterprises with the way make-to-order as the
background applies rough sets reduction method to evaluate index system for
customer orders reduction; focus on the shortcomings that the weights of each
indicator to determine is too subjective in the practical application, the objective
weight of each indicator will be determined by the importance of indicators then
the method which is close to the the ideal point is used to comprehensively
evaluate customer orders.

44.2 Rough-Set-Based Attribute Reduction

44.2.1 Overview of Rough Set

The rough set theory is used to study imprecise, inconsistent, incomplete and other
incomplete expression of knowledge and information, learning, theory and method
of induction. It does not require prior knowledge and only uses the information
provided by the data itself, while the premise of retaining critical information is
reduction of the data and to obtain the minimum expression of knowledge. It can
also identify and assess the dependence between the data, reveal a simple con-
ceptual model and obtain knowledge which is easily confirmed from the empirical
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data [6, 7]. Therefore, the priorities of orders from customers will be evaluated
based on rough set in this study.

Suppose there are information systems fU;C;V;Fg; where: U ¼ fx1; x2; . . .; xng
is non-empty finite set called the domain; C ¼ fc1; c2; . . .; cmg is non-empty, finite
set of attributes; V is attribute value, for c 2 C; Vc is the range of attributes c, the
attribute value for objects i under the condition j is vij(i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;m);
f : U � C ! V is an information function that is denotes for every x; as the

attributes value Vc is a continuous real value, this information system is a real
property information systems. As for this real property information systems, the
definition for no distinguish relation indðPÞ of attribute set P is indðPÞ ¼
ðxs; xtÞ 2 U � Uj8c 2 P; f ðxs; cÞ ¼ f ðxt; cÞf g: Ifðxs; xtÞ 2 indðPÞ; there is no dis-

tinguish between xs and xt: For any X � U;RðXÞ ¼ x 2 Uj½x�R � X
� �

is a lower

approximation of x, RðXÞ ¼ x 2 Xj½x�R \ X 6¼ /
� �

is a upper approximation of x,
posRðXÞ ¼ RðXÞ is known as r positive region of x.

44.2.2 Property Value in Processing Information Systems

As dimensions are of different range for the order assessment system, then value
range interval is also different, in order to attribute value into a dimensionless
value, and so that all property values fall within the range from 0 to 1, and is
handled as follows:

v0ij ¼
vij � min

1� i� n
vij

max
1� i� n

vij � min
1� i� n

vij
; xi; cj 2 C ð44:1Þ

where max
1� i� n

vij denotes the maximum value of j property range, min
1� i� n

vij denotes

the minimum value of j property range. On this basis, the value of the property is

discrete. Order STEP ¼ max
1� i� n

v0ij � min
1� i� n

v0ij

�

3; property value of each attribute is

divided into five grades, max
1� i� n

v0ij is the highest level 5, max
1� i� n

v0ij; min
1� i� n

v0ij þ 2�
�

STEP:� is the higher level 4, min
1� i� n

v0ij þ 2� STEP; min
1� i� n

v0ij þ STEP

��

is the

middle level 3, min
1� i� n

v0ij þ STEP; min
1� i� n

v0ij

� �

is the lower level 2, min
1� i� n

v0ij is the

lowest level 1.

44.2.3 Attribute Reduction

For the information system S = (U, C, V, F), c 2 C; if ind C � fcgð Þ ¼ indðCÞ; it
will explain c is unnecessary in C, else c is necessary in C. Unnecessary attributes
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in the information system is redundant, remove from the information system will
not change the capabilities of classification of information system; Conversely, if a
necessary attribute is removed from the information system, it will change the
capabilities of classification of information system.

If 8c 2 C is necessary in C, attributes set C is independent, otherwise C is
relevant. For the associated attributes, set which contains extra attributes can be
reduced. All the necessary attributes which constitute attributes set C is called
core(C). For P � C; if P is independent and ind(P) = ind(C), P is a reduction of
C, the relationship of core and reduction is as follows:

(1) If C is independent, P � C; then P is independent;
(2) coreðCÞ ¼ \redðCÞ; redðCÞ express all reduction of C:

44.3 Determine the Index Weight Based on the Importance
of Information System Attribute

Set knowledge P export in domain U is X, X ¼ fX1;X2; . . .;Xng; probability distri-

bution of r which composed by P in the subset of U is ðXjPÞ ¼
X1;X2; . . .;Xn

pðX1Þ � � � pðXnÞ

 !

;

pðXiÞ ¼ Xij j
Uj j ; i ¼ 1; 2; . . .; n; �j j means the number of elements contain in set, the

information entropy HðPÞ of properties set P is HðPÞ ¼ �
P

n

i¼1
pðXiÞ log

pðXiÞ
2 (When

pðXiÞ ¼ 0; rule 0 	 log0
2 ¼ 0). For the previous information system, the importance

of attributes c 2 C in A are:

SGF C�fcgð ÞðcÞ ¼ HðCÞ � H C � fcgð Þ ð44:2Þ

It can be seen that the importance of property c 2 C in C is measured by the
exchange of information entropy after removed {c} in C. Then weight ci 2 C is
defined as:

xðciÞ ¼
SGF C�fcigð Þ

Pm
i¼1 SGF C�fcigð ÞðciÞ

ð44:3Þ

44.4 Evaluation Method of Attribute Importance
and Closeness of the Target

Based on decision matrix and the target weight received, this paper adopts
the following goals based on assessment methods of attribute weights and the
close-degree to determine the priority of order.
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For a multi-objective decision problem, suppose there are n assessments
program, each assessment program has m evaluation index, evaluation matrix is

R ¼ rij

� 	

m�n; suppose their relative ideal solution is G ¼ g1; g2; . . .; gmð ÞT ; which
gi ¼ max

1� j� n
rij; i ¼ ð1; 2; . . .;mÞ: The weighted hamming distance of program xj

and G defined as the close-degree d xj;G
� 	

the program for the ideal solution that is
to be ideal point G, and according to the size of closeness determine rank of
program strengths and weaknesses.

dðxj;GÞ ¼
X

n

i¼1

xðCiÞxðcijÞ gi � rij













� 	

j ¼ 1; 2; . . .; n ð44:4Þ

44.5 Case Study

44.5.1 Index Reduction

The evolution order for standard parts of an automobile factory is taken as
example, which illustrates the previous method. Through in-depth understanding
of the enterprise, the order assessments index system is established and evaluation
of primitive data is done and are shown in Table 44.1.

Formula (44.1) is used to process raw data and discretization,and the results are
shown in Table 44.2.

Through the observation of Table 44.2, in properties c11 and c13, the evaluation
of the corresponding object property values are the same. That is, for these
five objects, properties c11 and c13 have the same resolving power, so just keep
one property; here keep c11. Similarly, for c22 and c23, c31 and c32 and c33 and c41

the corresponding attribute values of evaluation object are the same. Considering
to retain c22, c31 and c33, remove property c13, c23, c32 and c41 corresponding to the
column in Table 44.2, and obtain the preliminary simplified information system.
According to non-identified relation, we can obtain:

U=indðRÞ ¼ fx1g; fx2g; fx3g; fx4g; fx5g; fx6g; fx7g; fx8g; fx9gf g

U=ind R� fc11gð Þ ¼ fx1; x4g; fx2g; fx3g; fx5g; fx6g; fx7g; fx8g; fx9gf g

U=ind R� fc12gð Þ ¼ fx1g; fx2g; fx3g; fx4g; fx5g; fx6g; fx7g; fx8g; fx9gf g

U=ind R� fc21gð Þ ¼ fx1g; fx2g; fx3; x6g; fx4g; fx5g; fx7g; fx8g; fx9gf g

U=ind R� fc22gð Þ ¼ fx1g; fx2; x7g; fx3g; fx4g; fx5g; fx6g; fx8g; fx9gf g

U=ind R� fc31gð Þ ¼ fx1g; fx2g; fx3g; fx4g; fx5g; fx6g; fx7g; fx8g; fx9gf g

U=ind R� fc33gð Þ ¼ fx1g; fx2g; fx3g; fx4g; fx5; x8g; fx6g; fx7g; fx9gf g
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U=ind R� fc42gð Þ ¼ fx1g; fx2g; fx3g; fx4; x9g; fx5g; fx6g; fx7g; fx8gf g

Attributes of c12 and c13 are unnecessary, attributes of c11, c21, c22 and c33 are
necessary. Hence core of information system is coreðCÞ ¼ c11; c21; c22; c33; c42f g;
there are two reduction R1 ¼ c11; c12; c21; c22; c33; c42f g and R2 ¼ c11; c21; c22; c31;f
c33; c42g; consider R1 only, then the corresponding index set of first and secondary
indicators is: C1;C2;C3;C4f g = fc11; c12g; fc21; c22g; fc33gfc42gf g:

Table 44.1 The data for order evaluation indexes

Indexes Scheme

x1 x2 x3 x4 x5 x6 x7 x8 x9

Customers’
information
C1

Social effect c11 1.5 1.65 1.7 1.3 1.1 1.7 1.6 1.1 1.34
Honest c12 52 25 12 52 37 12 24 36 52
Development essential c13

(%)
60 75 80 40 23 80 68 23 51

Orders
information
C2

Emergency degree of orders
c21

23 52 13 23 40 31 52 40 21

Number of order(thousands)
c22

2 1.8 1.6 1.8 1.5 1.55 1.7 1.5 1.8

Order importance c23 (%) 50 40 25 45 20 26 35 20 44
Manufacturing

capacity C3

Design ability c31 5 4 4.5 3.8 4 4.5 3.9 3.9 3.8
Manufacturing capacity c32 5 4.5 4.8 4.3 4.5 4.8 4.85 4.85 4.3
Adaptive rate of

manufacturing resource
c33 (%)

75 83 85 75 77 85 81 85 75

Economic
indicators C4

Other fees c41(%) 6 10 12 6 7 12 10 12 6
Product profit rate c42 (%) 43 47 50 35 39 50 47 42.5 50

Table 44.2 Discrete the data

Object U Attributes C

c11 c12 c13 c21 c22 c23 c31 c32 c33 c41 c42

x1 4 5 4 2 4 4 5 5 1 1 3
x2 4 3 4 5 5 5 2 2 4 4 4
x3 5 1 5 1 2 2 4 4 5 5 5
x4 3 5 3 2 4 4 1 1 1 1 3
x5 1 4 1 4 1 1 2 2 2 2 3
x6 5 1 5 4 2 2 4 4 5 5 5
x7 4 3 4 5 3 3 2 2 4 4 4
x8 1 4 1 4 1 1 2 2 5 5 3
x9 3 5 3 2 4 4 1 1 1 1 5
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44.5.2 Calculation of Weights

U=indðC1Þ ¼ fx1g; fx2; x7g; fx3; x6g; fx4; x9g; fx5; x8gf g;

U=ind C1 � fc11gð Þ ¼ fx1; x4; x9g; fx2; x7g; fx3; x6g; fx5; x8gf g;

U=ind C1 � fc12gð Þ ¼ fx1; x2; x7g; fx3x6g; fx4; x9g; fx5; x8gf g

HðC1Þ ¼ � 4� 2
9

log2
2
9
þ 1

9
log2

1
9

� �

;

H C1 � fc11gð Þ ¼ � 3� 2
9

log2
2
9
þ 3

9
log2

3
9

� �

;

H C1 � fc12gð Þ ¼ � 2� 2
9

log2
2
9
þ 3

9
log2

3
9

� �

;

SGF C1�fc11gð Þðc11Þ ¼ HðC1Þ � H C1 � fc11gð Þ ¼ 1
3

log2
1
3
� 2

9
log2

2
9
� 1

9
log2

1
9
;

SGF C1�fc12gð Þðc12Þ ¼ HðC1Þ � H C1 � fc12gð Þ ¼ 1
3

log2
1
3
� 4

9
log2

4
9
� 1

9
log2

1
9
;

xðc11Þ ¼ 0:28; xðc12Þ ¼ 0:72;

similarly, the first weight indicators are xðC1Þ ¼ 0:26; xðC2Þ ¼ 0:12; xðC3Þ ¼
0:26; xðC4Þ ¼ 0:26; the second weight indicators xðc21Þ ¼ 0:57;xðc22Þ ¼
0:43;xðc33Þ ¼ 1;xðc42Þ ¼ 1:

44.5.3 Comprehensive Assessment

When assessing nine of the given object to be evaluated, in the index matrix there
are no experts in the case of the subjective weight, target weight can be obtained
directly from the original data. First, the ideal solution is to determine the relative

ideal point: G ¼ g1; g2; . . .; gmð ÞT¼ 5; 5; 5; 5; 5; 5ð ÞT : Nine programs obtained by
the formula (44.2) is relatively close to the ideal degree programs and are:

1.8896,0.9672,1.1772,1.9624,2.0532,0.9720,1.0704,1.2732,1.4424.
The smaller program shows the priority order: x5; x4; x1; x9; x8; x3; x7; x6; x2:

44.6 Summary

Since the influence factors on orders is large and complex the evaluation index
system is too complicated, and there are many redundant indicators, making some
important indicators weak. For this problem, information system is established;
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provide reduction method based on the attribute of rough set. This method starts
from raw data processed by discretization using the rough set reduction theory,
solve reduction of index system, by solving Objective weight of the indicators
after reduction, the relative closeness with the ideal point methods is adopted
for optimization of customer orders, and for order production order priority
assessment provides a feasible approach.
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Chapter 45
Professional Management Capability
of Sports Competition in Universities
and Colleges

Dinghong Mou, Qingshan Ma and Xiaobing Fan

Abstract Management of universities and colleges sports competition needs the
sufficient integration of all required resources. To integrate and coordinate
different kinds of work, besides the necessary professional knowledge, there must
also be some managerial capabilities and techniques. Although sports competitions
are somehow different from other competitions, many capabilities are almost the
same, which are actually the basic capabilities to manage successful competitions.
With the methods of the literature review, expert interview, logical analysis, etc., a
study is made on the professional ability of management universities and colleges
sports competitions, and some theoretical references are provided to realize the
aim of universities and colleges sports competition management.

Keywords Universities and colleges � Sports competition � Professional
capability

45.1 Introduction

Universities and colleges sports competition is one of the main contents in
universities and colleges sports work and in universities and colleges students’
campus life. It is the most active and bright scene on universities and colleges
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campus. It is very meaningful to promote the carrying out of Universities and
colleges sports activities. The triune model of universities and colleges physical
education (PE) teaching, sports training and research can be fully shown in sports
competitions [1]. Competitions are a powerful support to sports training and
performance. Such factors as forming universities and colleges sports competition
systems, methods, content selection, as well as the scale of the competition,
measures for rewarding, etc., will certainly guide the development of many sports.
Contradictions between the current universities and colleges sports competition
mode and the new idea of management of these competitions require physical
workers to stick to the law of conducting universities and colleges sports com-
petition, to improve relevant managerial capabilities, in order to push forward
universities and colleges sports competition [2].

45.2 Study Object and Study Methods

45.2.1 Study Object

Physical workers and university students who participate in universities and
colleges sports competitions.

45.2.2 Study Methods

Literature review. Look up relevant documents and materials about PE teaching
and universities and colleges sports competition. According to the requirements,
look them up in the school library and in many journals. Compare and analyze
involved research methods and materials. Provide references for the study, design
and conception here.

Expert interview. Interview some experts about relevant problems, to get their
help and guidance.

Logical analysis. During the process of analyzing the literature and investi-
gating the materials, the following logic methods are used: classification and
comparison, induction and deduction and analysis and synthesized.

45.3 Results and Analysis

Sports competition management refers to the fact that those who host the sports
competition should carry out the managerial role of planning, organizing, imple-
menting, controlling and reasonably using and allocating the investment of
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financial, material, human resources and the use of information technology; to
effectively produce the products of sports competition and relevant service; to
employ all resources into sports items, so as to achieve the settled goal and satisfy
different kinds of needs. The specific manifestation of this management is shown
in the effective and systematic managerial activities such as planning, organizing,
conducting, controlling and coordinating during the whole process of the com-
petition, thus to accomplish its goal. [3].

Sports competition management is a complex process, and is restricted by
both the subjective and the objective conditions. For instance, the manager’s
quality, its goal and strategy, professional ability of communicating and coor-
dinating, personnel enrollment, ability of sports training and managing,
knowledge of managing special sports competitions, logistic service, ability of
managing information system and level of understanding. Man is the most
important factor in the management. His managerial skills and his own guiding
theory and ideology decide the managerial efficiency. To improve this effi-
ciency, it is necessary to make clear what the professional ability of man-
agement sports competitions is and then study it. As far as the professional
capabilities of management universities and colleges sports competition is
concerned, they include the following.

45.3.1 Capabilities to Communicate and Coordinate

Division of work in sports competition is the same as in other activities. It needs
the full-timers to take charge of marketing, gyms, public relations, meals, rooms,
reception and entertainment. Sports competition managers are very important to
link all these parts. Communication is a tool to create a coordinated management.
In more detailed words, communication is a process during which people convey
their ideas and transfer information. Through this, people can share mutual feel-
ings and knowledge, eliminate misunderstanding and enhance mutual under-
standing. Effective communication and coordination can readily solve the
problems existing in different departments, so as to guarantee the smooth devel-
opment of sports competition.

45.3.2 Capabilities to Recruit and Train Staff

To successfully hold a sports competition, only one able manager is far from
enough. The biggest trial lies in recruiting, training and managing the staff. The
professional training will, guide them to change perspective of observing things,
continually stimulate their willingness to serve, and help them to form good
occupational behaviors and habits. Those in charge of the sports competition
should have the integral professional capabilities in the following three aspects: to
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make sure the competition situation is safe for all; to be certain that the working
staff should have enough ability and experience; to guarantee a cooperative team.

45.3.3 Managerial Knowledge to Hold Special
Sports Competitions

Sports competition managements should have more and more relevant managerial
knowledge, which can make them more confident and more believable. Rich
professional knowledge can bring others’ trust and appreciation, which is also very
necessary in social communications. Without required knowledge about special
sports competitions, it is possible to neglect some important segments during the
planning process because of their cultural difference or other special reasons. For
example, there are many items in the track-and-field competition, ranging from the
sign in, allocation of booking, timing, recording to adjudicate and risk manage-
ment. It is very likely to be different from holding an international swim com-
petition. To hold a high-qualitied sports competition, the managements must have
very rich relevant knowledge.

45.3.4 Techniques to Management Sports Competitions

During the process of managing the sports training, managements play a very
critical role. To accomplish the training task and to achieve the planned aim, they
are necessarily required to grasp better managerial theories, to master managerial
techniques, and to coordinate different kinds of relationships. Managerial tech-
niques place the emphasis on such factors in the managerial function as plan,
organization, personnel, supervision and control. According to the different
competitions’ particularity and specialization, make a sufficient integration of
organizational resources and employ them in all kinds of big- or small-scale sports
activities. This professional ability also includes coordinating organizational
conflict, doing away with unexpected events in and out, possessing knowledge
about sports law and carrying out leadership skills.

45.3.5 To Improve Logistic Management Capability

The task of the logistic management is to use all kinds of management methods, to
organize, guide and coordinate the activities of logistic staff, so as to fulfill the
logistic task effectively and high-qualifiedly, as well as guarantee the smooth
development of all work. Among all the management work, logistic management
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is very important, while it is often neglected. With the other conditions being the
same, whether a logistic unit is good or bad mainly depends on the level of
management. The logistic department is supposed to provide material security to
its belonged institution and it should serve the functional activities. The logistics
stand for a series of logistic activities, such as transportation, storage, service and
information. From the perspective of working contents, the logistic management
covers a lot. For a sports competition manager, the logistic service system reflects
his ability to control the logistic service system of sports competitions. Business,
big or small, such as eating, wearing, living, transportation, security, gyms,
ticketing, performance and medical care are all parts of the logistic service [4].
The logistic management should offer reliable material safeguard, and improve the
utilization ratio of personnel, financing and properties, thus to promote the
working efficiency. Combine the personnel, financing and properties in the best
possible way and use them most sufficiently and effectively. This can stimulate
people’s subjective initiative to bring each one’s ability into full play; this can also
increase the financial utilization effect to put every coin into actual use; what is
more is, this can display the best possible potential of materials and equipments to
make the best use of things.

45.3.6 Capabilities to Market and Attract Funds

Marketing is an integral part of sports competitions because sports competitions
are producing invisible products, which are strongly characterized by the
invisible nature. The nature of providing the consumers, including the audience,
with service consumption decides the fact that marketing is the certain content
and task of sports competitions. Any plan in operating the competition and any
change in the management process, will definitely influence the consumers’
feeling and experience. The changes may be shown in gyms, facilities and
agenda. From the eyes of consumers and benefit-oriented competition partici-
pants, the marketing is all. Therefore, how to meet the consumers’ need, and
how to draw up satisfactory marketing strategy are of critical importance. The
idea to develop the sports competition products should be reflected in the
promotion, which can in turn guarantee the successful marketing of ticket price,
relay broadcasting and funding reward. Meanwhile, attach great importance to
publicize and reward the sponsors, and maintain a good cooperative relationship
with them. Besides, the organizers should not only work hard to realize the
telecast, but also provide the broadcasters with excellent service, and improve
the broadcasting quality. This helps to achieve the double goal of publicizing
the sports event and enhancing the effect of the sponsors’ publicity [5].
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45.3.7 Capabilities to Manage Information System

IT application in management of sports competition is guided with advanced
managerial ideas. The managers should on one hand advance with times, and on
the other hand be equipped with professional knowledge in this field and be ready
to bring the last science and technology into the sports competition. This is in fact
a working process of using automatic instruments to survey, demonstrate, evaluate
and control. To collect, process and apply sports information should be integrated
into the working process, and as a result form a complete and organic whole.
Through delivery of information, realize the automation of the work. During the
process of management, the information technology should be widely used.
Consequently, it can dominate resources such as personnel, material, finance and
information more scientifically, more reasonably and more effectively.

This is helpful to better reach the goal of the sports competition. With the ever-
developing science and technology, the managers must equip themselves with
basic ability and knowledge of using computers. Low cost, quickness and con-
venience brought by the network make the managers communicate with people
from different places and get their immediate feedback. Based on the present
sports management system, through the accumulation of real-time data in the
working process, depending on the data warehouse, dig a large number of his-
torical data, construct an effective sports management model, to further guide and
control the work. It is the latest developing trend at present.

45.4 Conclusion and Suggestions

To realize the expected aim raised by the universities and colleges sports com-
petitions, it is necessary to resort to effective management. The managerial
capabilities include capabilities to communicate and coordinate, capabilities to
recruit and train staff, knowledge to hold special sports competitions, techniques
to manage sports competitions, improve logistic management ability, capabilities
to market and attract funds, as well as capabilities to manage the information
system. Attract more and more universities and colleges students to participate in
the universities and colleges sports competitions, to make them feel the joy
brought by sports. To satisfy their various needs should be the guiding idea to
promote the progress of universities and colleges sports competition reform, and it
also calls for the improvement of relevant management capabilities.
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Chapter 46
Design and Research on Teaching
Platform of Stage Task Using JavaEE

Jun Ou, Yun Pei, Min Chen, Qingxiu Wu and Shizhuan Li

Abstract Nowadays, the teaching platform applied to network teaching did not
meet the learning needs of students mastering the knowledge and skill gradually.
Combined with task-teaching pattern, it presented a new teaching mode of phased
tasks, designing a teaching platform based on JavaEE. The platform enabled the
students to learn courses independently, look for problems and find answers,
according to learning tasks of each stage. The platform improved the students’
enthusiasm, initiative and creativity.

Keywords JavaEE � Stage task � Teaching platform

46.1 Introduction

With the rapid development of computer and network technology, information
technology gained more and more popularity in the field of education. Network
teaching mode gradually became the principal means of modern teaching. It not
only takes the teacher as leading and the student as chief body but also achieves
interactive teaching ideas. Through the consolidation and management of teaching
resources, it can optimize teaching resource, by improving learning efficiency.
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However, most of the network teaching platforms are beneficial to teach with
the resources on the publishing server and unable to meet the learning needs of
students mastering the knowledge and skill whose characteristics are gradual and
orderly in progress.

At present, other teachers have understood the advantage of task teaching and
abandoned the simple traditional classroom teaching mode, and combined class-
room teaching with the project practice. Practice proves that the teaching methods
have contributed to improving students’ computer skills. But, there is still a
developing space in two areas: (1) guiding students step-by-step through a task to
acquire professional skills and professional knowledge; (2) improving further
students’ learning initiative, enthusiasm and creativity. According to the charac-
teristics, design the teaching platform of stage task based on JavaEE.

The traditional network teaching and the implemented ways of task teaching are
integrated into the method adapting to the characteristic of task teaching. Its stage
task teaching improved the efficiency of the students learning and understanding
the knowledge and skills. This platform made teaching quality and management
very efficient. It made students better grasp the professional theoretical knowledge
and the practical skills with accomplished tasks [1].

46.2 Teaching Mode of Stage Task

It presented a new teaching model: teaching mode of stage task. Teaching process
described below.

First of all, give the first stage of a case. When students completed the first
stage, and submitted the works to the teacher. They can enter tasks in the next
stage after the check of teachers. Students can study reference (documentation
and videos) provided by the teaching platform to resolve the problems encoun-
tered in the process of completing the task.JSP programing in computer courses
achieves a new publishing system project. The project can be broken down into
many cases, and one of the stories for the news release system adds new features.
It includes tasks: landing page design; landing validation feature and imple-
mentation of verification code function. Cases are done step-by-step. Students
must finish the task ahead, and then do the next task. Three functions are
completed. News publishing system realizes the feature of adding news. Students
grasp the relevant technology and related knowledge through implementing the
entire function [2, 3].

Periodic task teaching is useful for students to acquire knowledge and skills:
(1) through the learning process, students understand the knowledge required for
completing the task; (2) through a cooperative process, students further understand
the knowledge; (3) by completing the tasks of this practice, students master the
skills and understand the knowledge of completing task. Learning maps is shown
in Fig. 46.1:
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46.3 System Design Idea

Teaching platform of stage task should be based on the practical needs of teaching,
and designed according to the following principles.

Principles of functional integrity. Take advantage of existing infrastructure
and technology on a large scale for different levels through a combination of
information flow. Enable the data to be unified and efficient management.

Modularization principles. System solutions follow ‘‘modular’’ principle,
structure flexible, on demand. Arbitrary combination of all basic modules and the
business modules can run, which are omnidirectional to meet present and future
demands. Using the principle of object-oriented data packaging, can improve
platform scalability and stability.

Friendly principles. User friendly interface is easy to use, which enhances the
efficiency of work and study.

Principle of openness. All procedures and interface are with uniform standards,
making the system with excellent portability. Open interface, ease of application
extension, with portability.

Security. Has a higher operating efficiency of network security and the security
system uses multilevel protection system, including network-level, database-level
and application-level, with a high degree of security and confidentiality.

High performance. Guarantee fast response speed, and stable system. On the
premise of ensuring system reliability and stability, it improved performance.
Use multithreaded data connection pools and load balancing technology, to make
good parallel performance, ensuring more user interaction when large amounts of
data happen.

Scalability principle. Database structure should be designed to fully consider
the needs of development needs, transplants, with good extensibility, scalability
and a moderate amount of redundancy [4].

Filish Task

Study Team 
Cooperation

Realization Practice

Fig. 46.1 The structure
of study
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46.4 Use Case Analysis of Task Management

Teachers role in task information management includes the following function:
project classification management, task management, reference management; task
classification information management includes: adding, viewing, modifying and
deleting task classification information, and task classification information
includes classification number, name and belongs Professional; task management
includes: adding, viewing, modifying and deleting task information,and task
information is includes task stage number, and name; reference management
includes: adding, viewing, modifying and deleting reference information, and
reference information includes task name, classification, belongs project and
added date.

46.5 Main Function Design

System module is most important in the overall system design. Modular refers to
solving a complex problem top-down point-by-layer process so that software
system is divided into several modules. Each module can perform a specific
function. According to the certain method, all modules were organized as a whole
to complete the function required by the system. The system is divided into a
number of modules in order to reduce the complexity of software systems,
readability and maintainability, but the division cannot be arbitrary and should try
to keep their independence. That is to say, each module realized independent
subfunction of the complete system requirements, and linked with other modules.
and the interface is simple, that is, high cohesion and low coupling is possible,
improving the independence of the module, laying the foundation for designing
high quality software architecture.

It uses a structured design in the summary design of the system. Structured
design is based on the data flow graph of requirements analysis phase. According
to certain steps, it mapped into a software structure. Under demand analysis of task
teaching platform, it can be designed in detail. The entire system can be designed
as several module or subsystem. Each subsystem is relatively independent and
interrelated to function module. In subsystem, it has different entity function
module to support relevant function and service. First, entire system is divided into
several small problems, small modules. It has project information management,
task information management and personnel information management. Then,
further breakdown of the module, add details. Basic personnel information man-
agement includes departmental information management, position information
management, user information management, authority information management
and project information management including adding, modifying, deleting and
viewing project information.
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46.6 Stage Task Module Design

Task classification management is including adding, viewing, modifying and
deleting task classification information. Specific feature of the operation is that users
access to login interface of the teaching platform. After the authentication and
authorization, user issues a request to the server-side to perform a functional operation.
Based on the resource configuration file of Web.XML, server is parsing the request
accepted. According to the different request, the processing component will be called
to execute the request. ProjectTaskInfoSave, ProjectTaskInfoUpdate, ProjectTask-
Admin, ProjectTaskUser are accepted Widget request, which are corresponding to
each request of adding, modifying and viewing task classification information;
IProjectTaskDAO is a interface of session layer in task classification information
management; ProjectTaskManager implements the interface; ProjectTaskInfo is an
entity of task classification information. Data Connect is all database access layer.
Class diagram of task classification information management is shown in Fig. 46.2:

It is followed that analysis of the executing process is done by adding task
of classification information. User logins the category page of adding tasks.

ProjectTaskInfoAdmin

+doEndTag()

ProjectTaskManager

+AddprojectTask()
+DelProjectTask()
+SearchProjectTask()

IProjectTaskDAO

DatacConnect

-error:int=0

+getCon()
+getStmtread()
+getRowCount()
+GetStmt()
+close()
+inStr()
+outStr()
+selectdata()

ProjectTaskInfo

-projecttaskid:String
-projecttaskname:String

+projecttaskinf()
+getprojecttaskid()
+setprojecttaskid()
+getprojecttaskname()
+setprojecttaskname()

Fig. 46.2 Class map of task management
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In accordance with the requirements of the system adding a task to a category
information, it fills in the necessary, entire and accurate information. Client-side
JavaScript inputs validation function check (), and verifies the information
submitted. After authentication, it will submit requests to the server-side. Server is
parsing to accepted request based on the resource configuration file of Web.XML.

\servlet[
\description[To Save ProjectTask information\/description[
\display-name[ProjectTask Info Save\/display-name[
\servlet-name[ProjectTaskInfoSave\/servlet-name[
\servlet-class[com.logistic.servlet.ProjectTaskInfoSave\/servlet-class[
\/servlet[
\servlet-mapping[
\servlet-name[ProjectTaskInfoSave\/servlet-name[
\url-pattern[/ProjectTaskinfosave\/url-pattern[
\/servlet-mapping[

According to the information in the configuration file as above, the request
submitted is adding a task category information, and then calls the component
com.logistic.servlet.ProjectTaskInfoSave executes the request. Public void doPost
(HttpServletRequest request,HttpServletResponse response) throws ServletException.
IOException method gets client submitted all information in widget Project-
TaskInfoSave and creates task classification session Bean ProjectTaskManager for
implementing task classification information management session layer interface.
IProjectTaskDAO calls public int AddProjectTask (String ProjectTaskid,String
ProjectTaskname) method to implement adding task classification operation;
eventually updating on database calls public int Updata (String SQLs) method in
database access layer Data Connect to implement.

46.7 Result

The task teaching mode of network teaching platform was on analysis. On the
basis of UML modeling technology, the teaching platform of stage task was
designed based on JavaEE. Using structure of B/S, JavaEE architecture platform
and SQL data storage technologies, combined with popular strut+Spring+Hiber-
nate framework technology, full support for all aspects of teaching and provide
task teaching with a variety of integrated services. The platform brought a
great deal of convenience in testing, easy maintenance and many other aspects.
It enabled students to master the knowledge and skill characteristics gradually.
System platform in the pilot phase was recognized by the vast number of teachers
and students. It effectively improved the quality and efficiency of teaching task,
with high practical value.
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Chapter 47
The Research and Application of Methods
in Mathematics Analysis Course

Bin Ran

Abstract There are many problems in the current Mathematics Analysis courses
in science and engineering colleges and universities. People’s traditional concepts
of Mathematical Analysis courses need to be updated. This article discusses
the teaching content and method of Mathematical Analysis and puts forward
suggestions for improvement, such as Mathematical culture and numerical
experiments to be brought into teaching, etc.

Keywords Mathematics analysis � Numerical experiments � Constructivism
theory

47.1 Introduction

Mathematical Analysis is an important lesson in all college Mathematic special-
ities. It is not only an important basis of the fellow course to students who major in
Mathematics but also plays a very important role in cultivating students’ mathe-
matic quality, and the deliverance of Mathematical cultural knowledge. At present,
the instruction in Mathematical Analysis courses in all science and engineering
colleges in our country is not satisfactory [1]; in this computer era, the traditional
method is not practical. Hence, we much take the impingement of Mathematical
Analysis courses seriously.
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47.2 The Sense Change to Mathematical Analysis Courses

The traditional sense to Mathematical Analysis is that it is just a tool of mathe-
matic theory, and has no function. Except for technological teaching. It is the same
with regard to all Mathematical Analysis courses in science and engineering
colleges’ mathematic specialities instruction [2]. Therefore, all kinds of mathe-
matic specialities such as information and calculation science, statistics, and other
under specialities value the tool and infinitesimal calculus theory much, before the
Mathematical Analysis courses’ instruction, and the calculation questions and
provident questions are also the main question in the exams.

Nowadays people are admitting that mathematics is not only a tool, but also a
culture. Therefore, it should have two educational functions, that of technology
and culture. Studying this course can improve students’ comprehensive characters
and cultural accomplishment, make students learn to think and enhance the ability
of solving problems. Mathematical Analysis study can offer one a view from a
mathematician, enriching one’s ways of observing the world; offer a wise brain,
help in thinking rationally; offer a curious mind, ensuring a strong desire for
knowledge; offer a set of researching patterns, making it as the telescope and
microscope for exploring the secrets of the world; offer a new optometry for
seeking one’s dreamland in cross discipline and use one’s diligence and intelli-
gence in invention and creation. Stewart, an academician of the England imperial
academy of science, once pointed out that our world is based on a math founda-
tion, math does not avoid from blending into our whole culture.

Hence, colleges of science and engineering math majors offering a course in
Mathematics Analysis should lay stress on quality education. We can divide it into
two special fields, mathematics analysis culture function and technological func-
tion, combined with fostering the goals of polytechnic university math majors and
modern math developing trends. Mathematical Analysis education should also be
in with the times, thus training undergraduates to fit the demand of the times.

47.3 The Improvement of the Mathematical Analysis Course

The improvement of the course has been the most important part of the course
reform for universities. Being the mathematical basic theory, Mathematical
Analysis course has been put in the first place. For this we have put forward the
following steps for reform.

47.3.1 Mathematical Culture’s Bring in

Since Mathematic Analysis has both cultural and technical functions in education,
we should not just analyse the concepts, theorems, principles and formulas, as in
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the past [3]. We also need to tell something about the Mathematical culture, the
origin, and the question ‘what is mathematics’ that refers to the attitude about
mathematics.

Combined with the teaching of analyzing mathematics, we could introduce
some history along with the relevant experts. By doing this, not only would we
have wonderful but also necessary teaching. Because ‘the most precious part of a
kind of sciences is its history, for the reason that sciences just give us knowledge,
however, we could get wisdom from its history.’ This introduces much about those
aspects of science which go through the times and those important concepts that
inform and develop. At the same time, evaluate them, give them some exportation,
and do not touch much more on the detail. In this way, students can be made to feel
that the course is productive.

47.3.2 The Alternation of Recent Mathematics Theories

While we lighten the students’ calculating burden, we should also notice that some
recent mathematics theories, such as ‘‘Recent Algebra’’, ‘‘General Functions
Analysis’’, ‘‘Tuopu Learning’’ and similarly some mathematics branches are
applying to modern technology day by day. Apart from the above, so do ‘‘the Theory
of Control’’ and ‘‘Vague Mathematics’’ and so on. Among the mathematics majors
in polytechnic universities, often only the major of ‘‘Application Mathematics’’
establishes the course of ‘‘General Functions Analysis’’, while only the major of
‘‘Information and Calculating Science’’ establishes ‘‘Vague Mathematics’’, but the
theories of recent mathematics are not introduced coherently in other majors [4].
We use the characteristics of Mathematics Analysis courses having long study hours
and long semesters to give some introduction to Mathematics Analysis. It not only
makes students know more about the new mathematics instruments, but also makes
a basis of studying mathematics further in the future.

Meanwhile, the content of Mathematics Analysis courses should also link up to
the exam programs of postgraduate schools, as there are more and more students
nowadays.

47.3.3 The Combination of Software ‘‘Mathematic’’

The content of Mathematics Analysis courses in polytechnic majors should come
of age. Nowadays, Mathematics is changing at an unprecedented rate because of
the introduction and development of computers. And Mathematics has come to the
Computing Mathematics age. However, the content of Mathematics Analysis
courses is in great contrast with it, and the content is still almost the same since
the last ten years. In fact, in Mathematics Analysis courses, some contents which
we think are so important, such as ‘‘the Solution of Differentiation’’, ‘‘Equation the
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Calculation of Integration’’, ‘‘Derivative Operation’’, ‘‘the Operation of Unfold the
Functions to levels’’ and ‘‘some Formula Calculation’’ etc. [5] are very easy with
Mathematics. Students of mathematics majors should master the application of
Mathematics, which can make students get rid of complex calculations and change
their perspective of studying mathematics. Besides, it makes students not only
study mathematics, but also make use of mathematics to solve practical problems.
Because knowledge is power, and the origin of power is the use of knowledge.

47.3.4 Mathematical Analysis and Design of Experiments

In the course of Mathematical Analysis can be mixed mathematical experiments
and mathematical modeling concepts together because mathematical experiments
can make students more realistically and intuitively understand the Mathematical
theory. In the Mathematical analysis by students, hands on experiments in math-
ematical modeling to further and improve mathematical experiments can solve the
actual problem by using Mathematical theory. Here, the actual problem referred to
may have no readymade answers, no fixed method and no special mathematical
tools and methods. However, students can choose the most suitable tools to set up
the mathematical model and find the solution from the knowledge gained. This is a
creative work that can cultivate students’ innovative spirit and practice ability and
also inspire students’ enthusiasm about Mathematical Analysis.

At the same time, Mathematical modeling is popular among domestic universi-
ties. This point is not special from the American Mathematical modeling contest
enrollment situation of the recent years. The lesson of Mathematical Analysis should
comply with the characteristics of Sichuan and make students have a good beginning.

47.4 Reform Mathematical Analysis Teaching Methods

The Mathematical Analysis teaching methods’ reformation is an ancient and long-
standing problem. The keys are, first, most of the teachers who are masters or
doctors, teaching Mathematical Analysis in science and engineering colleges and
universities often have their own professional researches, and they are usually not
teachers of college graduates. What is more, they do not know Mathematical
teaching methods. Second, a majority of the Mathematical Analysis teachers think
that mathematics students learning maths is the process of ‘‘Pleasure comes
through toil’’. The students must have the spirit to endure hardships and overcome
difficulties. Thus a Mathematical Analysis teacher needs to know not Mathemat-
ical teaching theories only, but to pay great attention to Mathematical teaching
methods. Therefore some teachers teach Mathematical Analysis as a book from
heaven, whereas the students in class are like ‘‘Duck listen to Ray’’. The results, of
course, are that the modern educational concepts and personnel training goes
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against the objectives. At the same time students also develop the psychological
fear of mathematics learning.

Mathematical Analysis is a basic course to majors in Mathematics, hence a
better teaching method could arouse students’ interests in what they have learned
as a profession. This makes them get salutary learning. On the contrary, an
unwarrantable Mathematical Analysis teaching method would give students a deep
impression that mathematics is dull and dry and learning mathematical expertise is
useless. Mr. Wenjun said with deep feeling when he achieved the State Supreme
Science and Technology Award, ‘‘I was not interested in math when I was a child,
and even once when I was a sophistry I lost confidence in math. But a teacher,
Mr., whose brilliant lecture changed my perspective on mathematics. And my
interest increased up was like the geometric progression. Finally I established
mathematics to be my life-long occupation.’’ Thus we can see how important the
University of Math Teachers’ Teaching Methods are. How to adapt to modern
mathematics teaching is the Mathematical teachers’ unthinkable duty.

47.4.1 With the Constructivist Theory to Guide the Teaching
of Mathematical Analysis

The course which is in terms of variable mathematics is more complex than
primary mathematics in middle school. Hence, it should obey the law of education
mathematics.

Although you have already imagined mathematics of education to be very
complex, the results of mathematics of education is more compiled.

To want to teach the course of Mathematic Analysis, you should know the
theory of mathematic education and students should know how to study. The
contemporary theory of studying states: ‘‘mathematic object is in terms of method
of thinking, mathematic activity is in term of ideological activity’’. Thus, studying
new knowledge of mathematic is a kind of studying course to make up typically.
The theory of constitution is a common education theory. It believes that students
should not be imitative to constitute, and not accept all knowledge that teachers
give. One knowledge of mathematics is based on how to handle the experience,
communicate and introspect, all of which make great progress in mathematic.
It also believes that teachers and students should make up a study community. In
this community, the students have the main part while teachers are like the coach
as in sports activities.

To teach by building constructing theory directed by Mathematical analysis,
first we should know clearly what the students have mastered and then we can start
our Mathematical study according to the knowledge that the students have mas-
tered. For instance, the sum and minus changing into product formula of triangle
function is not required anymore in the university entrance exam. But in the
college Mathematical studies, the product changing into sum and minus formula is
used much more frequently, so it is necessary for us to review and strengthen the
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basic knowledge before we give instructions. The second the teacher ought to be
the promoter of the building constructing activity, sort out the knowledge so that
the students can get it easily; make the knowledge like the apples on the tree which
the students can touch but need to take some effort to get it. For example, before
using the polar coordinate in Mathematical analysis we need to introduce the
polar coordinate according to the basis of panel right angle coordinate system
knowledge. Thus students will master their own way of studying. Then accumu-
lation of knowledge is like the pyramid and connected together.

47.4.2 Use the Modern Teaching Method

Using the modern teaching method has become a common phenomenon, so
Mathematical analysis teaching method is facing the opportunity and challenge.
Some teachers go against using the multimedia teaching method to instruct
Mathematical Analysis as they believe that it is normal and completely different
from the old teaching system. But what we cannot deny is that the multimedia
teaching method has many advantages, such as more visuals and more informa-
tion. It has no diction and fault and it depends on how people use and operate it.
So we should make full use of the multimedia, for instance we can save time if we
use the multimedia to review our knowledge, the students can visually realize the
process of the continual summarization by the multimedia, the trim integral part is
more visual which make the students ensure the integral limit of accumulation
integral more accurately and fast, the guarantee of the Mathematical experiments
insertion and the photos which we use to introduce the mathematician, can also be
shown to the students easily, and so on.

The multimedia educational method should make the process of Mathematical
Analysis richer and more various. Therefore, there is a higher request for Math-
ematical Analysis teachers. First, a good knowledge of producing multimedia tasks
and operating multimedia is necessary. Second, adding your educational thought
and method of this text into text and in the performing test. Finally, according to
the class reaction, the teacher should always correct this test.

47.5 Outlook for Mathematical Analysis Education

A good teacher is not only able to make his students understand what Mathe-
matical Analysis is, but also to make a difference in the life of students; to make
math as a life-long career when a math-major student strides forward into
the university. What in his curious eyes exposes a confutation about the major-
course study and a worry about the future? Mathematical Analysis is an important
course which students face at the beginning. So what and how can we improve
the students’ math accomplishment as well as rising interests and confidence in
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the major-course study which is a question which our teacher should think about.
There is a heavy burden and a long road in the reforming of Mathematical
Analysis education. Let us strive together to make this event a smooth one for the
country with the talented-person-training well done.
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Chapter 48
Research on the Risk of College Stadiums
BOT Project and Countermeasures

Li Hongchang and Li Hongyu

Abstract In this chapter, the build-operate-transfer (BOT) model in the invest-
ment and financing system of the universities in China is researched. The necessity
and feasibility of applying the BOT model and the notable problems are posed, and
then the risk factors in financing process are analyzed and a series of risk reduction
strategies are proposed.

Keywords BOT model � University physical education � Financing � Risk

48.1 Introduction

The build-operate-transfer (BOT) concession model has been a major trend during
the recent two decades in the privatization of public sector infrastructure projects.
BOT is an approach the private sector utilizes to obtain a granted concession for
completing a specific project independently. First, the government department
passes the franchise agreement. Second, the promoters carry out financing,
designing, constructing, managing and maintenance of this project and operate
facilities stated in the concession contract and recover its investment, operating
and maintenance expenses from the project. Finally, the ownership of the project
has to be returned to the public sector once it is entirely completed [1, 2]. To carry
out a BOT project, both sectors take advantage of risk sharing from each other.
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Along with the development of education in China from the stage of elite
education to the stage of mass education, physical education in universities face
various constraints, among which, lack of advanced technology and lack of
infrastructure are two major drawbacks. Physical education businesses need a lot
of funds. Due to high cost and lack of funding in building new campuses, physical
education in universities cannot only depend on the government and schools which
will bring enormous pressure to school finance. Thus physical education in uni-
versities should expend financing channels relying on the market. To overcome or
alleviate these constraints, the country is encouraging local and foreign private
sector involvement in the provision of infrastructure projects or services.

BOT project as a new model of financing is a meaningful attempt of expending
physical education financing channels. BOT project is widely utilized by the
construction of public infrastructures because of its efficient investment structure
and significant social benefits and is also applied in the construction of new
campues successfully.

The main method in adopting a BOT model in constructing college stadiums is
as follows: the school provides the land-use rights and the investors provide the
funds from the co-financing department. They formulate the stadium programs and
construction requirements and entrust the construction tasks to the contractors by
signing the concession contract. After the completion of the stadium, the owner-
ship of the project attribute to the school and the management rights will be ceded
to the private sector. The private sector must satisfy the classroom teaching and
obtain the cost of investment by operating independently. At the end of the
agreement, the management rights will be returned to the school. In this way, the
school can achieve the objective of promoting school sports facilities.

In this chapter, we analyse the necessity and feasibility of applying the BOT
model and pose the notable problems, and then analyse the risk factors in financing
process and propose a series of risk-reduction strategies.

48.2 Practical Significance of College Stadiums
BOT Financing

48.2.1 Be Beneficial to Lighten the Public Educational
Financial Burden and Promote the Cause
of Physical Training

In recent years, physical education has developed rapidly in our country. But with
the number of students and sports events between universities continually
increasing, college stadiums cannot adapt to the requirement of modern devel-
opment. Construction of physical facilities requires a heavy outlay. So BOT is
helpful to lighten the public educational financial burden and promote the cause of
physical training.
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48.2.2 Be Beneficial to Reduce the Economic Costs
and Improve the Quality of Stadiums

Upon successful construction of the project, the actual concession period can last
for 10–50 years depending on the type of the project. The private sector must take
a long view in such contract negotiation, because of the long duration and high
capital costs of infrastructure projects and changing priority of the host govern-
ments. The private sector can consider the quality. So BOT is beneficial to reduce
the economic costs and improve the quality of stadiums.

48.2.3 Be Beneficial to Improve the Economic Benefit

If college stadiums are used only in physical education teaching, this is a costly
waste. But this cannot only rely on the strength of the school. The private sector of
BOT project can make full use of physical stadium resources. So BOT is beneficial
for improving the economic benefit.

48.2.4 Be Beneficial to Promote Nationwide
Health-building Drive

The BOT project can prove to be beneficial to the public and cut down sports
consumption. It will remarkably promote the construction of gymnasium and
stadium facilities and professional sports teams of the host city, increase the sports
population of the city, expand the operation experience of holding comprehensive
sports events, and improve the managerial level of such activities and sports
culture of the host city, and promote the development of the sports industry of the
host city, thus promoting the sports competitiveness of the host city in an all-round
way. So BOT is beneficial to promote the nationwide health-building drive.

48.3 Problems Requiring Attention in College Stadiums
BOT Financing

48.3.1 Perfect BOT Financing Legislation, Strengthen
Supervision and Inspection

During the process of BOT project’s implementation, there exist many difficulty
and problems caused by the deficiency of legal norm, sequential stipulation, fea-
sibility, whole content and complete set law etc. Our country should draw up
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College Stadiums BOT Financing management systems that not only accord with
the situation of our country but also conform to common international practices.
The government should formulate College Stadiums BOT Financing policies and
legislations that can be used to regulate investors and define the right and
incumbency of members and bring College Stadiums BOT management under a
system of laws and standards.

48.3.2 Establish the Common Government
Administrative Setup

BOT project executive process is a long and complex process. This involves
multiple agencies such as the financial, taxation, municipal and traffic control
departments and involves many companies such as management, loan bank and
insurance companies. The government should set up a special agency to exercise a
system of unified administration. The State shall formulate preferential policies to
support the College Stadiums BOT project.

48.3.3 Establish a Risk Prevention Mechanism

The school and private sectors may face many uncertain factors associated with
BOT projects during the planning, construction and operation periods. As for the
varied uncertainty factors such as land acquisition delay, completion delay in
construction, concession period change, interest rate, toll regulation, political
change, some may become risk factors and some will remain uncertain when BOT
projects are being undertaken. The aim of a BOT concession agreement therefore
is to reduce those mentioned risks produced through contract negotiation. How-
ever, it is a critical step for two parties to assess risks among many uncertain
factors, and then to determine the primary and secondary risk factors of concern to
individual parties before the concession negotiation. Thus the school and private
sectors should establish a risk prevention mechanism for assuring that the BOT
project can be held successfully.

48.3.4 Make Adequate Preparations for the Return
of the BOT Project

BOT project implementation experiences at home and abroad reveal that the
private sectors may lose project management and project maintenance toward the
end of the agreement. So the school should have a periodical check on the BOT
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project. The school should set about making preparations for withdrawing stadi-
ums two years before the contract ends.

Extract home and abroad successful experiences.
So far, many colleges have carried out BOT projects with some successful

cases. We should learn from both their successes and mistakes, and learn to profit
from our own experience as well as that of other countries.

48.4 The Controllable Risk of College Stadiums
BOT Project and its Countermeasures

Since the BOT project has the special advantages of reducing the financial pressure
of government and study, expand financial support and improve management, it
plays a more and more important role in reformation. However, it also brings up a
more complicated environment and more risk, which make the managers pay more
attention to risk analysis.

There are various risks associated with BOT projects, such as social and
political risks, environmental risks, technical risks as well as economic risks[3].
The process of the whole BOT project is very long and needs a multitude of
participants. So the risks may emerge at different stages of the project life cycle.
Social and political risks include internal resistance, nationalization, labor resis-
tance, political influence, uncertainty of government policy and instability of
government, corruption including bribery, unfair process of selection of private
investors, changes in laws and regulations, inefficient legal process and legal
barriers. Economic risks include devaluation risk, foreign exchange risk, incon-
vertibility of local currency, inflation risk, interest risk and small capital market
demand and supply risk, incapable investors, too small number of interested
investors, general liability risk, management risk and price escalation.

Although Finnerty [4] defined nine risk factors in BOT projects, including
completing, technical, material supply, economic, financial, currency, political,
environmental, and force majeure risk, BOT risks are classified as controllable
risks and uncontrollable risks from risk factors. Uncontrollable risks are the chance
that a loss of this kind may occur beyond the scope of the project the company can
control. Such risks relate to the conducive environment of the micro-market,
including political risk, policy and legislative risk, political risk, commercial risk,
inflation risk, force majeure risk, etc. Controllable risks are the chance that a loss
of this kind may occur in the scope of the project that the company can control in
the process of stadium construction, operation and management, including capital
risk, contractor risk, material supply risk, market risk, operational risk, etc.
The division of these two kinds of risks is neither relative nor absolute. In this
section, we focus on how to countermeasure some controllable risks of college
stadium BOT projects.
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48.4.1 Capital Risk and its Countermeasures

Capital risk mainly includes two aspects: first, risks that credits or financiers of the
project cannot provide funds according to the contract stipulation; second, risks
caused by unreasonable capital structure after BOT project financing. In BOT
projects, in order to avoid such risk, the private investors should arrange properly
the fund proportions in the construction of stadiums, choose the proper fund forms
and improve the utilizing effect of stadiums. In the course of college stadiums
BOT financing, the investors’ fundamental concern is the ability to pay the debt.
The investors may assess the risk by using debt ratio

CR =
DCF

D
ð48:1Þ

where DCF denotes that the discounted cash flow and D denotes that the loans.
Generally, CR should be limited to 1.3–1.5.

48.4.2 Contractor Risk and its Countermeasures

Contractor risk includes design contractor, construction contractor and operation
contractor. This risk relates to all processes of the project, from design, con-
struction to operation. From this point of view, contractor risk is an all-process risk
of BOT project, mainly including the technique risk, management risk, intelli-
gence risk, credit risk, cost control risk, project delay risk and so on. In the real
operations of BOT project, it mainly uses the contractor risk protection to avoid
the risk since the main causes of this kind of risk are the credit and strength of the
contractor. Currently, the departments with high credit and strength, mainly
country-owned companies, are less risky. The operations are mainly done by BOT
professional project companies, which will be a little risky unless some unpre-
dictable change in government policies are encountered.

For contractor risk, schools can require payment, maintenance, performance,
advance payment, and completion guarantees from the contractor. The bond from
commercial guarantee companies, on the one hand, can transfer and reduce the
contractor risk to project company, on the other hand, it can oblige the contractor
to do their best to finish the project following the project design in the time limit
by the effect of guarantee companies. Because the contractor must be monitored by
the guarantee companies, the risk about finishing project in time limit and the risk
about quality are reduced. Some districts of China have brought out several dis-
trict-wide laws to operate project guarantee systems, which provide good
preconditions for BOT project investor to avoid risk, and make a great effort to let
our national construction management to meet the international demands.
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48.4.3 Operational Risk and its Countermeasures

When facing the corruption of officials of local governments, the operational cost
would be very high. Most of the time and money would be spent on coordination,
but not on the operational improvement and service improvement, which will lead
to great increase in operational cost, great decrease of operational profit, and
finally non-profitable project. Currently, facing the market economy in China, the
profit fluctuates with the market and the sponsors cannot rely too much on the
government’s protection . Hence they should take care of market risk.
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Chapter 49
Research on Awareness Driven Schedule
for Sensors in Web-Based IOT

Haoming Guo, Shilong Ma and Feng Liang

Abstract In smart IOT, sensor resources are organized to monitor events in real
world for all time that may produce huge number of data. Due to difference of
resources’ awareness of event, the valuable data may be flooded by dull data if task
processes without discrimination. This paper introduced an approach, called
Awareness Driven Schedule (ADS), which enables involved resources that provide
differentiated data service on their capability of awareness. Upon ADS, a mid-
dleware, called SSRDSs is built for CAE’s SPON. As dull data could be banned
out, applications in IOT may be more efficient.

Keywords Sensor � Resource schedule � IOT � Web service

49.1 Introduction

In smart IOT, sensors are primary resource objects to be organized [1]. Sensor is to
monitor events in real world [2]. The primary need is not functionality but sensors’
awareness. The target events are unexpected, ambiguous and dynamically devel-
oping. Consequently, sensor’s awareness is changing. As a result, the huge data
collected by sensor should be processed by task with discrimination. The sensor
resource schedule and data organization policy are different from the conventional
one. For example, in earthquake application: Seismological Precursory Observation
(SPO), SPO’s goal is to find out exceptional vibration’s intensity and location
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exactly and assess affected area in real world. Various sensor resources are spread
all over the area. These sensors are automatically responsible to collect data,
monitor exceptional vibration’s occurrence, be manipulated by tasks, etc. As shown
by above example, sensor resource in SPO’s world has two distinguished features:
(1) Data’s quantity is huge: Sensor is to watch real world constantly.
It generates data as it works continuously. (2) Data quality is not static: data’s
accuracy is affected by its working conditions around and signal intensity it
receives. As target event changes, data accuracy may change either. Some data may
be highly valuable while others may by dull to application. As a result, resource’s
service quality to task is differentiated.

In IOT’s world, the goal of sensor resources schedule is to enable differentiated
continuous services in accordance with resource’s data quality and its awareness.
In this schedule approach, task publishes data requirements. All resources are
involved in accordance with whether they could provide required data. Higher
accurate the resource’s data is, better service it provides. Through this awareness
driven schedule, resources are organized in accordance with their leveled data so
that unnecessary huge data transfer may be reduced while guarantee credible and
continuous data service for tasks.

49.2 Related Work

Derived from the traditional wireless sensor network, Sensor Web is now widely
used in fields such as Bio-complexity mapping of the environment, Military
applications, flood detection, traffic management and, etc [3].

Conforming to the SWE standard, NICTA Open Sensor Web Architecture
(NOSA) [4] is a software infrastructure aimed at harnessing massive computation
power of grid computing in sensor web. However, the quality of data is not
considered as a standard way for result processing.

Earth Observing 1 (EO-1) [5] is to provide a sensor web for assisting transient
science events observation. It allows autonomous resource optimization for mis-
sion resources and autonomous event triggered image by cooperating sensors on
the ground together with the satellites and other assets. Although EO-1 considers
the location of the sensors, the quality and accuracy of the data from the source are
still processed indiscriminately.

According to the above mentioned projects, it can be seen most of the infor-
mation-driven middleware implements the scheduling by processing the data
indiscriminately, this scheduling mechanism is suitable for information browsing
activities, but inefficient for emergencies which involve variety of parties and
monitors distributed dynamic event sources because of longer processing time and
more resource. Therefore a sophisticated and effective mechanism is required for
data filtering and scheduling.
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49.3 Awareness Driven Schedule

49.3.1 Whole View of ADS

As mentioned above, ADS’s goal is to enable differentiated continuous services
and dynamic resource involvement in task in accordance with resource’s data
quality and its awareness. In ADS, tasks register awareness requirement (AR) to
Awareness Requirement Registration (ARR) and Create Task Awareness Schedule
(TS) in Task Awareness Scheduler Manager (TSM). In TS, data channels are
defined and built for data differentiation and service forwarding. In the AR,
information type and data value definition are listed. TSR searches all resources
that can provide same data as defined by AR and invoke. Resources create task
object handler (TOH) in local task object handler pool (THOP). Once a resource is
aware of target event, it collects data and check data channels’ definition from
related TS. Data transfer frequencies are listed in TS’s data channel definition.
Resource retrieves the frequency information by which it transfers data. In TS’s
data channel definition, data process services are defined. All data from one
channel is about to forward to the specific service. If resource’s data value shift
from one range to another, TS may link related data channel to resource and
reassign data transfer job. If resource lost awareness of event, it cut off link to TS.
If a resource finds the event, it checks TSR with the event information and retrieve
related AR upon which links to TS are built.

49.3.2 Awareness Requirement Registration

As mentioned above, ARR is to organize task’s (AR) through which resource
could involve into task’s working group. ARR’s definition is shown as:
ARR = {ARi|AR1, AR2,…ARn}. AR is task’s awareness requirement definition.
In AR, task lists what requirements of resource to pool as working group and task’s
data channel definitions. Its definition is shown as below:

AR ¼ ID; taskID; resPTable; dataChannelListf g

taskID is the task’s identity through which data channels forward messages to
right destination. resPTable is to define what kind of resource task needs.
It consists of a table of property. resPTable = {pi|p1, p2,…pm}. p = {name type,
value}. While looking for resources from resource registration at the beginning, if
AR’s all property requirements matche one resource’s properties, the resource may
be included in task’s initial working group. dataChannelList is to create data
channels for task. Data channel is to create link between resource and related data
process in accordance with resource’s awareness or its data accuracy.dataChann-
elList = {dcfj|dc1, dcf2,…dcfk}.
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dcf¼ ID; taskID; proc; maxValue; minValue; frequency; transMod; cacheSizef g

In dcf, proc is object in task to process the data with required accuracy.
maxValue and minValue are to define range of the channel. During data trans-
ferring, resource sends data on the way which is defined by transMod. cacheSize is
to apply data cache in resource’s data pool.

Once task’s AR is registered, its Task Awareness Scheduler (TS) will be cre-
ated in TSM. TSM consists of a group of TS as: TSM = {TSi | TS1, TS2,…TSn}.
TS is to keep contact with resources, receive and forward data to right data process
object in task and schedule resource’s service. Its definition is as: TS = {ARID,
dcs} ARID is corresponding with AR’ID in ARR. One AR has one TS created. dcs
is data channel list in TS. It consists of a group of data channel: dcs = {dcj| dc1,
dc2,…dcm};

dc ¼ ID; dcf ID; RHOPoolf g

dcfID is data channel’s definition identity through which data channel may retrieve
information from corresponding AR. RHOPool is pool of resource handler object
(RHO). RHO is persisted for task to receive data from corresponding resource.
Once a resource is invoked, a RHO will be created and pooled in related data
channel’s RHOPool. RHO is defined as below:

RHO ¼ ID; taskID; resBinding; dataCachef g

taskID is to reserve RHO’s hosted task identity. The resBinding is used to keep the
binding information. Through the information, RHO may redirect messages to
right resource. dataCache is used to cache data collected by resource by time order.
After AR’s TS is created, ARR searches for all resources. The result resources of
the search are organized as initial working group of task. All resources in the
working group would be invoked to create link with AR’s TS. In invocation, a task
handler object (THO) will be created for the request. THO’s definition is shown as
below:

THO ¼ ID; taskID; RHOID; dataCache; dcff g

The whole AR registration is shown in Figs. 49.1 and 49.2.

49.3.3 Data Linkage for Resource and Task Process

After data channel connection, the resource needs to get relevant data channel’s
information. By the information, resource retrieves data channel’s definition dcf
from ARR. In dcf, data channel’s data range is defined and the resource transfer
data by rules of dcf while data is within the range. Resource’s THO return data to
task’s data channel first. Data channel forward the data to related RHO. RHO looks
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for data channel’s definition from ARR and retrieve process object of task which is
persisted in dcf. Then RHO transfer the data to the process object (Fig. 49.3).

In the in task’s awareness requirement, task’s process object is persisted.
During implementation, THO transfers data back to RHO through it working data
channel. RHO looks for the process object linked to hosted data channel’s

Fig. 49.1 Communication
for AR registration
RegProc ¼ Task:regAR

\AR [ :ARR:s:createTS
\AR [ TSM:
s:createTSðTSIDÞ
ARR:lookFor
\resPTable@AR
[ RR:lookForðresListÞARR:
invokProc:0invokeProc ¼
ARR:ivkTHO\TSID [
THOPool:s:createCon\
TSID [ THO:getTS
\TSID [ TSMs:
getTSðTSÞ:createConnProc:0

Fig. 49.2 Communication
for TS registration
createConnProc ¼
THO:getDC\dataCache
[ TS:getDCðDCÞ:
createRHO
\resBinding [ DC:
createRHOðRHOIDÞ:0
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definition and forward data to it. In ADS, resource may provide data service
constantly by this approach.

Resources are to monitor real world’s event and collect data. In ADS, resour-
ce’s data collection job is ruled by its linked data channel. In data channel’s
definition, maxValue and minValue are to define current data channel’s range.
If one resource’s collected is within the range, it keeps data collection for current
data channel. Otherwise, resource looks for new channel in current TS and collect
data by the new one’s rule.

49.3.4 Resource Awareness Orientation

Once a resource’s collected data is out of current data channel’s range definition.
It may check ARR for new oriented data channel and shift-related RHO from old
hosted data channel to the new one. If resource lost awareness of the event, it will
be removed from data channel. During this process, the ROH shift request message
is defined as:

changeDCReq ¼ ID; RHOID; resBinding; taskID; oldDCID; newDCIDf g

Fig. 49.3 Communication
for data collection task
serProck ¼ THOkgetDcf
\dcfID@DC
[ ARR:getDcf ðdcf Þ:data
CollectProck: THOK :

returnDatak \dataCachek

[ DC:forwardDatak

\dataCachek

[ RHOk:TaskDataProck:0
TaskDataProck ¼ RHOk:

findDcfm \dcfID
[ :DCm:mapDcfm \dcfID
[ ARR:mapDcfmðdcfmÞ
findDcfm \dcfm [ :RHOk:

getProcm
\NULL [ dcfm:getProcm

ðProcmÞ:RHOk transDatam

\dataCachek [ :0
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In the request message, RHOID is related RHO identity. TS retrieves the object
through the identity. resBinding is information about resource. taskID is current
task’s identity through which locates related TS. oldDCID is current linked data
channel’s ID and newDCID is the new data channel to link.The RHO remove
request message is defined as:

Fig. 49.4 Communication
for awareness shift
AwChangeProck ¼ THOK

chkDC \dataCache
[ ARR:chkDCðchkResultÞ:
ððchkResult ¼ NULLÞ:
removeROHk

\removeROHReqk [ :TSj:

deleteROHk

\RHO@removeROHReqk

[ : s:0þ ðchkResult ¼ dcflÞ:
changeDCk

\changeDCReqk [ :TSj:

shiftROHk \changeDCReqk

[ DCm:moveRHOk

\RHOk [ :DCls:0Þ

Fig. 49.5 Communication
for service shift chkNewTsk

¼ dataCollectProc: chkTsk
\chkTaskReq
[ ARR:chkTskðtskRespÞ:
createTHOs \tskResp
[ :THOPool:s: ðcreateCon1

\TSID1@tskResp [ THO1

getTS1\TSID1@tskResp
[ TSMs: getTS1

ðTS1Þ:createConnProc1

:0jcreateCon2

\TSID2@tskResp [ THO2

getTS2 \TSID2@tskResp
[ TSMs: getTS2ðTS2Þ:
createConnProc2:0j
. . .createConn

\TSIDn@tskResp
[ THOngetTSn
\TSIDn@tskResp [ TSMs:
getTSnðTSnÞ:
createConnProcn:0Þ
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removeRHOReq ¼ ID; RHOID; resBinding; taskID; oldDCID;f g

The process is shown as below:
If a resource begins to sense the event, it checks ARR with the data and its own

property for tasks which require the data from ARR. ARR may return a list of
available tasks’ AR. The resource create connection with the tasks’ TS and begin
to provide data service. The check message is defined as below:

chkTaskReq ¼ ID; dataCache; pTablef g;

the ARR returned message is defined as:

tskResp ¼ TSID1; TSID2; . . .. . .TSIDnf g

the process is shown in Figs. 49.4 and 49.5.

49.4 Application and Test

Upon ADS, a Seismological Sensor Resource Data Service System (SSRDSs) is
built for CEA’s Seismological General Scientific Data Platform (SGSDP) built for
SPON. In test, 120 resources are deployed to simulate application environment.
The resource’s data collection working frequency is about 60Hz which means one
resource may produce 60 data per second. All 120 resources may produce 360 data
per second. The amplitude of simultaneous vibration is about 1 mm. All resources
could sense the vibration. According to their distance to the simultaneous vibra-
tion, two tasks were executed for comparison. No.1 collected all data directly from
resource without discrimination. No. 2 task created 4 data channels and resources
provided differentiated data services. During implementation, 120 resources
transferred data back to No. 1 task at about 360 data per second. In No. 2 task,
resources transferred at about 168 data per second. For No. 2 task, data load was
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47% of No. 1 task. Data lost may lead to certain accuracy lost. Figure 49.6 shows
two task’s data aggregation curve. No. 2 task’s result’s accuracy is lower than No.
1 task’s. However, it was in application’s accuracy requirement.

The test above shows effectiveness of ADS for data concentrated applications
of smart IOT.

49.5 Conclusion

This paper introduced an approach called ADS. Through task’s requirement, ADS
organize all involved resource and enable them to provide differentiated data
service to task. Higher a resource’s awareness is, more detailed data it should
collect and transfer. As a result, low awareness of resources only need to provide
limited and periodic data service. Resources’ data service are differentiated with
their awareness. Dull data are banned out.
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Chapter 50
Enabling Sensor Resource to Provide
Constant, Consistent and Continuous
Service for Web-based IOT

Haoming Guo, Feng Liang and YunZhen Liu

Abstract Sensor resources are required to provide constant, consistent and con-
tinuous service for tasks in IOT. However, due to conventional web technology’s
communication limitations, these sensor resources’ applications are confined while
expanding upon internet. This paper introduced a message exchange approach,
called ICDME, to enable the resources to keep constant contact with tasks,
intervene task’s work initiatively and organize continuous data flow for web-based
smart IOT. In this approach, the handler objects are used to cache data and create
communication between resource and task. Through ICDME, task may retrieve
data from sensors continuously and constantly without building long connection
repeatedly.

Keywords Message exchange � IOT � Web service

50.1 Introduction

Web-based smart IOT is a result of combination of smart IOT and service centric
web [1, 2]. In traditional web fabrics, the primary objects are warped by web
service interfaces. Through SOAP message exchange, people or programs may
access those resources. One service implements a specific data process or other
works [3]. However, instead of resources organized by conventional service
centric web, in web-based smart IOT, the primary objects are smart sensors or
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devices [4]. Those sensors or devices are borders between the real world and
computing environment, and tools to monitor and change the physical environ-
ment. Their coordination policies and message exchange needs are different.

As in Seismological General Scientific Data Platform (SGSDP), there are dif-
ferent types of sensors. They can work under different settings so that they can
protect themselves from being overloaded and collect real-time data more accu-
rately. The sensors monitor and collect specific data around continuously. While
seismological exception vibration takes place, the information is to be transferred
to Precursory-Watching-Application (PWA). PWA is to process the data collected.
Data consistency and timeliness are essential. In PWA, continuous data flow
collected by sensors should be provided tasks for processing and analyzing.
Working status information of sensors will be used as reference for task to process
data. When sensors’ working statuses change, the corresponding information in
PWA task should be updated to guarantee credibility of data reference. The
application of the example above shows different resource communication needs
of web-based smart IOT. Once connected, resources constantly provide data
collection services for task. Resources adjust working status autonomously and
this change should be refreshed in tasks. Tasks process data collected from these
resources with reference to the working status. Resources could initiatively
intervene the task’s work with notification of it working status information. They
are organized for application tasks with longer connection, more initiatives and for
providing continuous services. The message exchange requirement between
resource and application is called Initiative and Continuous Duplex Message
Exchange (ICDME) which is different from traditional service centric web in
which communication between resource and task occurs in request–response way
periodically.

50.2 Related Works

As service centric web technology began to merge with IOT, researchers’ atten-
tions have been attracted for the issue. In conventional web applications, Constant
communication between resource and task is realized by frequent connection.
However, the frequent connection establishment between request and response end
may cost unnecessary burden for system. The time delay and data lost between
invocations are worse and unacceptable for applications such as PWA, mentioned
above. Consequently, engineers have worked for stateless web service’s commu-
nication to enable more complex message exchange. The WS-Notification family
has been introduced for that purpose. In IOT’s world, however, sensors will be
connected temporally for tasks. Unexpected message should be exchanged and
processed between task and resources so that it is hard to develop IOT’s appli-
cation, such as in PWA, upon WS-Notification. Moreover, in WS-Notification, the
whole system’s stability is heavily relied on Subscribe/Notification center that
makes it choke point of the whole system.
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As researchers realize the different needs of data exchange in IOT web, new
middleware are introduced to organize tasks and resources. In the paper [4], data
collection and service organizing have been listed as prior problems for sensor
webs’ development. In the paper, an architecture named, IrisNet, is introduced. In
IrisNet, distributed databases are built for sensors as buffer. Through query tool,
system provides data access service to tasks. On the other hand, based on SWE
some researchers has introduced approaches to build sensor web. The paper
introduced Message bus [5] pattern and a publish/subscribe communication
infrastructure to realize the goal. However, data and changed metadata are
exchanged separately by SWE service which makes the data inconsistent.

The works introduced above, try to answer the resource and data organization
for tasks in web-based smart IOT. However, the key requirements of constant,
consistent and continuous service are not well addressed.

50.3 ICDME Approach

50.3.1 Whole View of ICDME

In application process, task creates resource handler object (RHO) for resources it
connects. The RHO is to receive the resource invocation request message, add
invocation information to the message, dispatch the message and return the result
message to request. Once the RHO is created, it will be cached in resource handler
object pool (RHOP) which is used to cache RHOs and enable task or resource
access specific RHO. At the end of task, RHOP is responsible to dispose RHOs it
caches. In resource invocation, RHO receives request from task. The message will
be sent to the relevant resource service through invocation agent interface (IAI).
Once the resource service is invoked, it may retrieve task handler object (THO)
from task handler object pool (THOP). If there is no such object exists in the pool,
a new one will be created by resource service and cached in THOP for future use.
For every task, resource service creates one unique THO. The THO will be used to
implement resource works, cache and dispatch working status information, orga-
nize continuous data flow and exchange message with its mapping RHO at the task
end. The THO will be cached in THOP tile task’s end. During resource invocation,
THO has resource to work and return invocation result message back to task.
Through resource handler object access service (RHOAS), THO and RHO
exchange messages. While the task is going on, THO continues to manage
resource’s work and collect data. When working status changed, resource working
status maintenance (RWSM) collects the information and delivers it to THO, THO
redirects the message to RHO through RHOAS. Consequently, RHO may notify
task react to the change. Data collected by resource will be cached by THO. By
certain time configuration, the cached data may be sent back to RHO by THO
through RHOAS. The RHO is responsible to organize received data in time order.
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Through this approach, there will be no lost of data between task requests. As a
result, duplex message exchange and continuous data flow between resource and
task will be realized for web-based smart IOT.

50.3.2 Definition of ICDME

As introduced in Sect. 50.3.1 RHO is created uniquely by task for resource it will
access. It is responsible to invoke resource, redirect work status changing infor-
mation and organize data flow. It is composed of five parts:

RHO ¼ ID; appID; taskID; resBinding; dataCache; paraArrf g

ID is the RHO’s identity. Through ID, RHOP seek and retrieve the object.
appID is application’s identity. taskID is to reserve RHO’s hosted task identity.
Through taskID, RHOP organize RHOs table. In task, the RHO may be connected
to a specific resource, the resBinding is used to keep the binding information.
Through the information, RHO may redirect messages to the right resource and
THO. dataCache is used to cache data collected by resource by time order.
It consists of a list of dataCell object by time order, As dataCache = {dataCell i |
i = 1, 2,…n}. dataCell is defined as:

dataCell ¼ ID; RHOID; THOID; timeStamp; message; resBinding; pSnapShotf g

In dataCell RHOID is used to identify to which RHO the dataCell belongs to.
THOID is to identify from which THO the dataCell is collected. timestamp is to
tell when the data is collected. By timestamp, dataCell object may be ordered in
the dataCache. Message is the data collected from resource in the period of
timestamp; resBinding is to identify resource’s address which collects the data;
pSnapShot is a table of resource working status parameters stored during data
collection. It consists of parameters such as: pSnapShot = {pk | j = 1, 2,…m}; p
is a parameter consisting of two parts: p = {name, value}; name is the parameter’s
name, value is the parameter’s data. In RHO, paraArr consists of list of working
status parameters as: paraArr = {pj | j = 1, 2,…m}

As counterpart of RHO, THO is created in resource end by resource service.
THO is to be cached in local THOP. It is responsible to implement resource work
process, collect data, redirect working status message, etc. THO consists of five
parts

THO ¼ ID; taskID; RHOID; RHOAddr; dataCache; paraArrf g

ID is THO’s identity, through ID, THOP seeks and retrieves the object. taskID
is to reserve THO’s related task identity. Through taskID, THOP organizes THO
table. RHOID is the RHO’s identity for the THO. RHOAddr is related to the
THO’s address. dataCache is used to cache data collected by resource by time
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order. Its definition is same as RHO’s. paraArr is a list of working status
parameters. Its definition is same as RHO’s. RHOP is hosted in task end. It caches
and manages RHOs for tasks. It consists of resource bind table, as:

RHOP ¼ resTblij i ¼ 1; 2. . .mf g;

resTbl is table for specific resource. All task objects connecting to the resource are
cached in it. It is defined as:

resTbl ¼ ID; resBinding; tskObjsf g;

ID is resTbl ‘s identity. ResBinding is resource’s address information through
which resTables are sorted by RHOP. TskObjs is a list of object tables for tasks of
the application. It is defined as:

tskObjs ¼ taskID; RHOArrf g

taskID is task’s identity. RHOArr is objects array for the task. It consists of
RHOs as:

RHOArr ¼ RHOkj k ¼ 1; 2. . .nf g

THOP is hosted in resource end. It caches and manages THOs for resources.
It consists of application table, as:

THOP ¼ taskID; THOArrf g;

taskID is task’s identity. THOArr is the objects’ array for the resource. It consists
of THOs as: RHOArr = {THOk | k = 1, 2…n}

50.3.3 Constant Resource Contact

While task is going to connect a resource, it sends out message first. The resource
invocation message is defined as:

resIvkReq ¼ ID; appID; taskID; resBinding; msgf g;

ID is request’s identity. appID is application’s identity; taskID is task’s identity;
resBinding is resource binding information. It includes the resource address and
the interface the request is going to access. It is defined as: resBinding = {res-
Addr, interface}. msg is request SOAP message content. At the beginning, RHO
which corresponding to the resource binded will be retrieved from RHOP for the
request. If there is no such object, a new one will be created and cached in RHOP.
The RHO retrieves message is defined as:

RHOGetMsg ¼ appID; taskID; resBindingf g
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Through appID, taskID and resBinding, RHOP retrieves related RHO and
return to request. The RHO invocation process is defined as:

RHOIvk ¼ RoReg\RHOgetMsg [ ROHP:s:RoRegðRHOÞ:ResIvk\resIvkReq [ RHO:

ToIvk\resIvkReq [ IAIIvk:ToIvkðresIvkRespÞ:s:ResIvkðresIvkRespÞ:0
��

The invocation request message from RHO will be transferred to resource
through invocation agent interface. By the invocation request message’s taskID
value, THO will be retrieved from THOP. If there is no such object exists in
THOP, a new one will be created and cached by THOP and returned. The IAI
invocation process is defined as:

IAIIvk ¼ ToIvkðresIvkReqÞ:ToReg\taskID@resIvkReq [ THOP:ToRegðTHOÞ:
Ivk\resIvkReq [ THO:IvkðresIvkRespÞ:ToIvk\resIvkResp [ RHO:0

The invocation request is transferred to THO which is responsible to start
working implementation and returns response message back. The process is
shown as:

THOIvk ¼ resImp\msg@resIvkReq [ workProc:resImpðresIvkRespÞ:
Ivk\resIvkResp [ IAIIvk:0

The whole resource invocation process is organized as shown in Fig. 50.1.

50.3.4 Consistent State Reference

In task, resources are connected and invoked. During its implementation, their
working status may change. The change information should be transferred back to
task which will take the information as reference will handle data collected from
the resources. The message which contains resource’s working status change
information is defined as:

resWsMsg ¼ ID; timestamp; resBinding; pSnapShotf g

timestamp is to identify the message’s time information. resBinding is resource’s
bind information that is used by RHUP to deliver the message to the related RHO.
pSnapShot is resource’s working status parameter array. Its definition is shown as
in Sect. 50.3.1.

In resource end, once the working status changes, the process is shown as:

THONotf ¼ WSM\resWsMsg [ THOP:s:WSMNotf\resWsMsg [ RHOAI:0

The message will be transferred from THOP to RHOAI to realize working
status information reference maintenance in task.
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Once RHOP receives the message, it retrieves resource table related to res-
Binding information of the message. Consequently, RHOs in the table will be
notified and parameters will be refreshed. Tasks hosting the RHOs will task further
actions for the changes if necessary. The process is defined as:

Fig. 50.1 Resource invocation process
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RHONotf ¼ ResArrGetðresBinding@resWsMsgÞRHOP:s:ResArrGet\resTbl [ :

RoWsMNotf \resWsMsg [ resTbl:;RHOsinthetablewill

ððWsNotf1\resWsMsg [ RHO1:WSAction1 \ pSnapsot@resWsMsg [ :Task1:0Þj
ðWsNotf2\resWsMsg [ RHO2:WSAction2 \ pSnapsot@resWsMsg [ :Task2:0Þj. . .. . .

ðWsNotfn\resWsMsg [ RHOn:WSActionn\ pSnapsot@resWsMsg [ :Taskn:0ÞÞ:0

The whole process is organized as shown in Fig. 50.2.

Fig. 50.2 Working status consistency process
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50.3.5 Continuous Data Flow

Resource, as introduced in PWA applications, is to collect data for application
tasks. Their data collection operation is continuous for messages to be sent back to
task. In ICDME, once resource is connected, RHO and THO are created as pair
and cached in task end and resource end. Data collected by resource are transferred
by THO to task through its paired RHO. The data message is defined as:

resDataMsg ¼ ID; taskID; RHOID; resBinding; dataCachef g

ID is the message’s identity. TaskID is task’s identity which is paired with RHO
hosted. RHOID is to tell RHOP to which the data message ineeds to be dispatched.
resBinding is resource binding information that is to be used by RHOP to retrieve
relavent RHO. dataCache is data collected in the period.

Fig. 50.3 Data flow organization process
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dataBk ¼ dataCollectðmessageÞTHO:dataBack\resDataMsg [ RHOAI:

roGet\RHOID@resDataMsg [ RHOP:roGetðRHOÞ:
dataTran\resDataMsg [ RHO:s:dataFlow \message@dataCache@resDataMsg
[ :0
The whole dataflow organization process is shown in Fig. 50.3.

50.4 Application and Test

Based on ICDME, a middleware, called ‘SmartMe’, is built for CEA’ SPON to
enable resource provide constant, consistent and continuous service for tasks while
running. In the test, 12 sensors are deployed to simulate PWA’s application work.
Through SmartME’s ICDME approach, they collect data and provide continuous
data flow to the task. Because the message exchange mechanism is duplex, task
does not need to invoke resource repeatedly to retrieve data. Sensors send data by
certain frequency. The order of sensors to transfer data is scheduled by certain
policy. In the test no data lost has occurred. Net load of data transfer for sensors
and task are lower. The table shows difference between ICDME and conventional
web (Table 50.1).

50.5 Conclusion

The limitation of conventional web technology slow resource’s advance as bridge
for human and the world. In this paper, we introduced a mechanism, called
ICDME, to enhance IOT’s expansion upon web. Through this mechanism, tasks
may create constant connection with resource, enable consistent update of resource
working status in task and organize continuous data flow for IOT web’s
applications.

Table 50.1 Comparison of ICDME and conventional web message exchange

Average
data lost (%)

Task average
net load (%)

Sensor average
net load (%)

In ICDME \ 0.1 \ 15 \ 22
In conventional web

(5 s interval)
2.4 10.3 9.2

In conventional web
(1 s interval)

1.1 17.5 15.8

In conventional web
(0.5 s interval)

0.7 22.1 21.2
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Chapter 51
Frequency Reuse Analysis Using
Multigraph Theory

Hui Zhang, Xiaodong Xu, Jingya Li and Haiyuan Liu

Abstract Considering the inter-cell interference coordination in LTE system,
many frequency reuse schemes are concluded in this proposal. On this basis, the
theoretical basis of frequency reuse is described respectively from graph theory
and algebraic analysis principle. In graph theory, the coloring theory in multi-graph
and the level interference-limited theory are focused, resulting in an frequency reuse
analysis from the optimization problem. In algebraic analysis principle, this pro-
posal gives a quantitative analytic algebra to describe the relationship of frequency
reuse factor (FRF) between cell center and cell edge. Then the frequency reuse
optimization problem is transformed into two-dimensional coordinate system,
which enables to consider taking analytic algebra method to solve it. Moreover, the
simulation is taken into compare the system performance with different FRF
schemes. The results show that it needs to take into account the size of FRF, both
cell-edge and cell-center performance to choose the appropriate inner radius.
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51.1 Introduction

In LTE and its evolution system, many frequency reuse schemes are derived from
soft frequency reuse (SFR) and fractional frequency reuse (FFR). Kim et al. [1]
propose an incremental frequency reuse (IFR) scheme that reuses effectively the
radio spectrum through systematic segment allocation over a cluster of adjoining
cells, which divides the entire frequency spectrum into several spectrum segments.
Li et al. [2] give a cooperative frequency reuse scheme for coordinated multi-point
transmission. Liang et al. [3] propose a frequency reuse scheme for OFDMA based
two-hop relay enhanced cellular networks. Chen et al. [4] give an approach based on
large-scale optimization to deal with networks with irregular cell layout. Wamser
et al. [5] give some different strategies for user and resource allocation are evaluated
along with FFR schemes in the uplink. Assaad et al. [6] give an analysis of the inter-
cell interference coordination problem and study the optimal FFR. Imran et al. [7]
propose a novel self-organizing framework for adaptive frequency reuse and
deployment in future cellular networks, which forms an optimization problem from
spectral efficiency, fairness and energy efficiency. Novlan et al. [8] give a comparion
of FFR approaches in the OFDMA cellular downlink, which mainly focuses on
evaluating the two main types of FFR deployments, respectively Strict FFR and SFR.

However, the existing research mainly major in the form of application under
different cellular scenarios, but lack in analyzing the theoretical basis for each
frequency reuse scheme. It is important to find some necessary theories to guide
the design of frequency reuse scheme. Considering this problem, this paper makes
an analysis of frequency reuse theoretical basis from two angles, respectively
graph theory and its algebraic analysis principle. By means of the above theoretical
tools, we try to summarize the rules of frequency reuse design, giving a way to find
the optimal frequency reuse scheme.

51.2 Multigraph Theory

In Ref. [9], the coloring method in graph theory and the collection idea are taken
into frequency resue sets, dividing cellular users into diffetent sets and providing a
unique frequency reuse strategy to each set, which effciently raise the cellular
frequency reuse factor. Hale [10] adopts graph theory to discuss the problem of
frequency allocation optimization, proposes a k-level interference-limited theory
for the whole frequency sets. Moreover, it establishes an optimization model for
frequency allocation. Du et al. [11] analyzes the cellular frequency planning by
multigraph T-coloring method. In graph theory, the concept of multigraph means
that every pair of points is at most connected with K edges, also whithout no
self-loop, such graph is written as K-multigraph. The concept of T-coloring can be
defined as: In graph G, color each point in the set V(G) by T classes of colors, and
the colors are different among each adjacent point, written as T-coloring
in G graph. Reference [12] describes some basic characteristics of frequency
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allocation in T-coloring. In view of graph theory in frequency optimization,
we further analyze the frequency reuse optimization problem using multigraph
coloring theory and k-level interference-limited theory.

Assume each cellular cell cluster is divided into n limited districts
a1; a2; . . .; anf g; and allocate the frequency f ðaiÞ into each district ai: For the reuse

of co-frequency resources, the level of interference always differs among
districts due to the path loss of inter-cell interference. As shown in Fig. 51.1, the
co-frequency interference strength of No. 0 cell to adjacent cell is inversely
proportional to the path distance. By multigraph theory, the interference level can
be mapped into interval according to the strength, which enables to optimize the
frequency allocation.

As shown in Fig. 51.2, in order to analyze the inter-cell co-frequency inter-
ference, the interference strength in different districts is divided into several
intervals by the descending range, respectively i1; i2½ �; i2; i3½ �; . . .; im�1; im½ �f g;
which map into each interference level l : l1; l2; . . .; lmf g:

When District au and District av exist in the interference with the same level,
the frequency allocation in this area should satisfy:

au; avf g 2 E ) f auð Þ � f avð Þj j 62 T lð Þ ð51:1Þ

In particular, when K = 2, T l0ð Þ ¼ 0f g; which means the interference among
au and av are the level l0: In order to optimize frequency allocation, it is necessary
to allocate a different frequency among au and av: When K = 2, T l1ð Þ ¼ 0; 1f g;
it means the interference among au and av are in the levell1; so the frequency
allocation for such two areas should not only satisfy the difference, but also should
not be adjacent.

Furthermore, we consider K different cells G0;G1; . . .;GK�1f g; and the number
of frequency allocation area is V(G) for each cell. Moreover, the co-frequency
interference among au and av are with the same level l. For inter-cell interference
level l; we define the taboo collection T lð Þ for frequency allocation, as follows:
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Fig. 51.1 Inter-cell
interference level
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G0 � G1 � � � � � GK�1 ð51:2Þ

T 0ð Þ � T 1ð Þ � � � � � T K � 1ð Þ ð51:3Þ

In the view of graph theory, the frequency reuse aims to allocate frequency
into each point in multigraph, finding the allocation function f to make the
co-frequency interference minimum. Moreover, it enables to color all the cells

G0;G1; . . .;GK�1f g by T lð Þ color. In other words, the formula (51.1) is established
under the function f :

51.3 Principles of Algebraic Analysis

Based on the multigraph theory, we propose an algebraic analysis method for
frequency reuse, which changes the relationship of cellular frequency reuse factor
(FRF) into quantitative algebra analytic formula, taking two-dimensional coordi-
nates to solve this frequency reuse optimization problem.

As shown in Fig. 51.3, considering SFR, taking No.0 Cell as an example, we
define the cell-center region 0C (0 Center, simply written as 0C) as variable y,
the cell-edge region 0E (0 Edge, simply written as 0E) as variable x. In this way,
we take two-dimensional coordinates to analyze the function of x and y. Since 0C
is in the cell-center region, its maximum value of FRF is equivalent to 1, so the
variable y should satisfy:

0\y� 1 ð51:4Þ
0E is in the cell-edge region, so its FRF is related with relevant partition way

for cell-edge. When its FRF takes 1/k (k = 3, 7,…, n), the variable should satisfy:

. . .. . .. . .

Fig. 51.2 Inter-cell interference level mapping
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0\x� 1
k

ð51:5Þ

For 0C and 0E that are still in the same cell, the total sum of FRF for the whole
cell should not be more than 1, that is

0\xþ y� 1 ð51:6Þ

At the same time, when it is not divided for cell-center and cell-edge, the total
FRF can be expressed as

0\xþ y� 1
k

ð51:7Þ

Based on the above analysis, as shown in Fig. 51.4, we take the sub-function as
follows:

0\xþ y� 1; 0\x� 1
k ; 0\y� 1

0\xþ y� 1
k ; 0\x� 1

k ; 0\y� 1
k

�

ð51:8Þ

The Algebraic analysis approach opens a new way to the analysis of cellular
frequency reuse and optimization. Based on this idea, 0C and its reuse region {1E,
2E, 3E, 4E, 5E, 6E}, 0E and its interference region {1E, 2E, 3E, 4E, 5E, 6E} can be
described in the a form of two-dimensional coordinates, which enables to theoreti-
cally search the optimal cellular frequency reuse shceme.

51.4 Numerical Results

In order to compare the system performance on the basis of graph theory and
algebraic analysis principle, we select SFR scheme and take system simulation
with different FRFs. The simulation parameters are given in Table 51.1.
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As shown in Fig. 51.5, with the inner radius increases, the number of cell-edge
user decreases, making its average rate to increase, improving the performance of
cell-edge user. The larger the FRF, the better the performance.

As shown in Fig. 51.6, when the inner radius increases, more users are
classified as cell-center users. For each fixed FRF, the frequency resources in
cell-center is relatively constant, the increase of cell-center users may lead to
insufficient resource allocation and larger co-frequency interference, so the
average rate for cell-center user will decrease as the inner radius increases.

Therefore, it needs to take into account the size of FRF, both cell-edge and
cell-center performance to choose the appropriate inner radius. With the FRF
increases, the inner radius should be increased, making a rational division of
cell-center users and cell-edge users.

y

x1/31/k0 1

1

1/3

1/k

Fig. 51.4 Frequency reuse
factor coordinates

Table 51.1 Simulation parameters

Parameters Value

BS total Tx power 43 dBm
Inter eNodeB distance 500 m
Carrier frequency 2 GHz
Minimum distance between UE and eNB 30 m
Shadowing standard deviation 8 dB
Shadow fading Lognormal
Macroscopic pathloss 128:1 ? 37:6 log10(R)
Simulation length 500 TTIs
Shadow fading correlation Inter-site: 0.5, intra-site: 1
Number of simulations 200 per scenario
Thermal noise density -l174 dBm/Hz
Bs antenna gain 15 dBi
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51.5 Conclusion

This paper gives an analysis on the frequency reuse scheme in inter-cell inter-
ference coordination, and tries to find the theoretical basis of frequency reuse
from graph theory and algebraic analysis principle. In graph theory, we focus on
coloring theory in multigraph and the level interference-limited theory, making an
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analysis of optimization problem in frequency reuse. In algebraic analysis prin-
ciple, this proposal gives a quantitative analytic algebra to describe the relationship
of FRF between cell center and cell edge. Then the frequency reuse optimization
problem is transformed into a two-dimensional coordinate system, which enables
to consider analytic algebra method to solve it. Moreover, the simulation is taken
to compare the system performance with different FRF schemes, and the results
show that it needs to take into account the size of FRF, both cell-edge and
cell-center performance to choose the appropriate inner radius. In the future,
we would further take the Monte Carlo system simulation to compare different
frequency reuse schemes and find the optimal scheme according to the proposed
method.
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Chapter 52
A New Algorithm of GSM Co-Channel
and Adjacent Channel Interference
Optimization

Lina Lan, Xuerong Gou and Wenyuan Ke

Abstract Most current methods of GSM frequency planning evaluate interference
and assign frequencies based on the measurement reports. The same or adjacent
frequencies are assigned to cells close to each other which cause co-channel and
adjacent channel interference, and reduce the network performance. The tradi-
tional method to check and allocate the new frequencies is by man power which
costs much time and the accuracy is not satisfied. This paper proposes a new
intelligent algorithm of analysis and optimization on co-channel and adjacent
channel interference based on the cells basic configuration information. The
algorithm defines an interference evaluation model analyzing various factors such
as the base station layer, the azimuth ward relationship, the cell neighborhood
relationship, etc. The interference performance of each frequency can be evaluated
and the problem frequencies can be optimized. This method is verified by a large
number of actual datasets from an in-service GSM network. Contrast with the
traditional method, this method demonstrates advantages in intelligence, accuracy,
timeliness, and visualization.

Keywords GSM frequency optimization � Co-channel and adjacent channel
interference � Interference evaluation model � Base station site layer � Azimuth
ward � Neighborhood relationship � Triangulation
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52.1 Introduction

The current frequency allocation methods always use the measurement data to
analyze the interference, indirectly considers the disturbance intensity which is
directly related with the distance, azimuth, relative position, and other factors.
In the measuring period many problems may happen such as the sampling point’s
number is insufficient, barrier block, the base station failure or other problems
caused by accidental factors. Those problems would affect the accuracy of mea-
surement data, and the same or adjacent channel would exist in frequency allo-
cation results. The same and adjacent channel interference affects the network
performance. Therefore, the factors such as distance, azimuth, and relative position
of the network should be considered to the adjacent channel interference verifi-
cation and optimization [1–5].

The Co-channel and adjacent channel interference occurs among the cells in the
neighboring area. In different regions, the distance of base stations is different.
How to determine the scope of the neighboring area is a problem. The antenna
azimuth ward launching rally signal is an important reason causing interference.
It is difficult to automatically check if the azimuth is rally launching. To optimize
the interference is to assign a group of new frequencies. So how to evaluate the
interference of the frequency and choose the best frequency is the key problem.

This paper proposes a new intelligent method of analysis and optimization on
co-channel and adjacent channel interference based on the cell basic configuration
information. The method defines an interference evaluation model analyzing
various factors such as the base station layer, the azimuth ward relationship, the
cell neighborhood relationship, etc. The interference performance of each fre-
quency can be evaluated and the problem frequencies can be optimized. The
second part in the paper introduces the relevant concept definition of interference.
The third part introduces the method and procedures, including interference level
division and interference vector model definition. The fourth part analyzes the
optimization result. At last review the advantages and characteristics of the
approach.

52.2 Check Scope of Cells

Co-channel and adjacent channel frequency interference are mainly caused by the
neighboring area [2]. The cells in the coverage area of the serving cell should be
checked.

There are large amounts of base stations in the large mobile network. The base
station intensity varies much in different regions. In countryside, the distances
among base stations are much farther than in city. The cell coverage radius in
countryside is much wider than in city. The coverage radius can’t be defined as a
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constant value. Thus, the cell coverage is usually indicated by base station site
layer and azimuth award side.

Cells of site layer 1 are in the first circle located in the nearest base station
around the serving cell. Cells of site layer 2 are the second circle located in the
base station external around the first circle and so on. The cell coverage area is
inside of site layer 3.

The forward of the azimuth is the area, 120� around the center line of the
azimuth, and the other side means backward. In general, the coverage area of a cell
should be in the forward site layer 3 and the backward site layer 1. The area of
inside of forward level 1–3 and backward level 1 is the right coverage region. The
area of outside of forward level 3 and outside of backward level 1 should not be
covered. The cells set C in coverage area of the serving cell should be checked
whether or not the co-channel and adjacent channel frequency interference with
the serving cell. The cells on the outmost layer those azimuths outwards to the
serving cell azimuth are not in the set C, but those azimuths inwards to the serving
cell are in the set C.

52.3 Frequency Optimization Algorithm

52.3.1 Interference Level Classification

In the actual frequency optimization, in order to avoid interference with
co-channel or adjacent channel, frequency allocation should meet the following
requirements [6]:

(a) The cells with the same stations can not be assigned with co-channel or
adjacent channel frequency.

(b) The neighboring cell can not be assigned the same frequency, and should avoid
adjacent channel.

(c) The azimuth sector can not rally with the co-channel or adjacent channel.
(d) Other neighboring district cells should avoid co-channel or adjacent channel.

According to the principle of verification, the co-channel or adjacent channel
interference can be analyzed by kinds of factors such as whether they are in the
same station, neighborhood relations, and azimuth sparring and other factors. The
interference levels from low to high are divided into 8 levels accordance with the
various kinds of interference and its impact, as shown in Table 52.1.

In Table 52.1, the interference levels are classified from level 0 to 7. The
interference value is becoming bigger and bigger from 0 to 7. Level 0 indicates no
co-channel or adjacent channel. Level 1 indicates existing adjacent channel. Level
2 indicates existing co-channel. Level 3 indicates existing adjacent channel in the
neighboring cell. Level 4 indicates existing adjacent channel in the rally azimuth.
Level 5 means existing co-channel in rally azimuth. Level 6 indicates existing
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co-channel in the neighboring cell. Level 7 indicates existing co-channel or
adjacent channel in the cells in the same base station. The interference of level 0 is
the smallest, and the interference of level 7 is the biggest.

Table 52.2 shows the verification result of the co-channel or adjacent channel
of a cell on frequency point 34 and 90.

In frequency point 34, there are 1 of interference level 6, 2 of level 3 and 2 of
level 1. In frequency point 90, there are 1 of interference level 5, and 1 of
interference level 2. The frequency performance can be evaluated with the number
of the interferences. Sum the interferences number in each frequency in a cell, the
total performance of a cell can be evaluated. If there is the high level interference,
the frequency should be reassigned and make the optimization.

52.3.2 Frequency Interference Vector

Considering the interference level, the site layer of cells, the frequency interfer-
ence vector is defined as A = (a1, a2, a3, a4, a5, a6). In the vector, element a1
means the main level (e.g. the biggest level) of interference; element a2 means the
smallest (e.g. nearest) site layer of the main interference source; element a3 means
the number of main interference source; element a4 means the smallest site layer
of the interference source; element a5 means the number of interference source in
the smallest site layer (e.g. a4); element a6 means the total number of all the
interference source.

The performance of each frequency can be indicated with the vector A. For
example, there are three frequencies in a cell. The performance vector of each
frequency is A1, A2 and A3. The vector values are as following expression:

A1 ¼ 4; 2; 1; 2; 1; 4ð Þ
A2 ¼ 4; 2; 2; 2; 1; 5ð Þ
A3 ¼ 4; 3; 1; 2; 2; 5ð Þ

Table 52.1 Interference level classification

Level Is same base
station

Is neighboring
cell

Is rally
azimuth

Is co-channel or adjacent
channel

0 N
1 N N N Adjacent channel
2 N N N Co-channel
3 N Y N Adjacent channel
4 N Y Adjacent channel
5 N N Y Co-channel
6 N Y Co-channel
7 Y Co-channel or adjacent channel
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Compare the performance of A1, A2 and A3 from a1 to a6. The a1 of the A1, A2
and A3 is as the same as 4. Then compare a2. The a2 in A3 is 3, and it is bigger than 2
of a2 in A1 and A2, that means the site layer of main interference source in A3 is
farer more than A1 and A2, so the performance of A3 is better than A1 and A2. Then
compare a3 of A1 and A2, the number of main interference source of A2 is 2 which is
bigger than 1 of a3 of A1, so the performance of A1 is better than A2. Therefore the
interference level of them is A2 [ A1 [ A3, the excellence in performance of
frequencies is A3 [ A1 [ A2. So the best frequency could be chosen to be assigned.

With the interference vector, the frequency can be chosen according to per-
formance values. The serious interference frequency can be found. A group of best
frequencies can be selected from the optional frequencies to replace the serious
interference frequencies to achieve frequency optimization.

52.3.3 Frequency Optimization Process

The frequency optimization process is shown in Fig. 52.1.
The process consists of the following steps:

(1) Compute the site layer of base stations in the network and get the matrix L.
(2) Compute the interference vector of each frequency i in each cell in the net-

work and get the vectors Ai.
(3) Order the frequencies in the cells in accordance with the vector Ai, and choose

the serious interference cells and put them into the cells set C. C is the scope of
cells to be optimized.

(4) Evaluate the frequency f in the optional frequency set F with vector Af, and
choose the best performance frequency to replace the old frequency to achieve
frequency optimization.

(5) At end of one time of optimization, judge whether the end condition is met.
If the C is null or the frequency is not changed, or the optimization times
reaches the max number (e.g. 10), all the optimization ends; otherwise go to
step (2) to start a new time of optimization.

(6) If the optimization end condition is satisfied, then output the result and the
process is ended.

In the process, steps 2, 3, and 4 composed one time frequency optimization. At the
beginning of every time of optimization, the interference vector with the modified

Table 52.2 The verification result of the co-channel or adjacent channel of a cell

Frequency
point

Interference
level 7

Interference
level 6

Interference
level 5

Interference
level 4

Interference
level 3

Interference
level 2

Interference
level 1

34 0 1 0 0 2 1 2

90 0 0 1 0 0 1 0

Total 0 1 1 0 2 2 2
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frequency should be computed again, and the new serious interference cell set C
would be found to optimize. The optimization should be executed several times
loops to resolve the new interference impact by the new frequency assigned.

The end condition of the process is intelligently designed. If there is no serious
interference cell (e.g. the interference level[4), or the optimization times reaches
the max number (e.g. 10), or the frequency is not changed (e.g. optimal frequency
has been allocated), the optimization will end to output the result. This method
avoids the duplication of operations and improves operational efficiency.

52.4 Optimization Result Analysis

The method has been used to do the verification and frequency optimization of
co-channel and adjacent channel in a GSM network in a province. The cell number
is about 400. The serious interference level is 4, that means if the interference level
is bigger than 4, the frequency should be optimized. The max number of opti-
mization loop time is 10. The optimization result analysis is shown in the
Table 52.3.

Start

Compute the site level of hase 
stations in the network:L

Compute the interference vector of each 
frequency i in each cell in the network:Ai

Order cells accordancewith the vectorAi;
Choose the serious interference frequencies in cells:C

Evaluate the frequency f in optional set F with the vector Af;
Choose the best performance frequency to replace the old 
frequency in C to achieve optimization

C is null or f is not changed,or
optimization times reaches the 

max number(e,g,10)

Output the optimization result

End

Y

N

One time optimization

Fig. 52.1 Frequency
optimization process
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In Table 52.3, after the optimization, the interferences of level 4–7 are all
removed. The co-channel and adjacent channel frequency are all cleared up. The
optimal rate is 100%. In general, the higher the interference level, the more
obvious is the optimization. For the level outside the scope of the optimization
(e.g. level 1–3) of the interference, because its interference impact less on system
performance, they can not be completely eliminated, but the interference has also
been decreased.

52.5 Conclusions

This paper presented a novel co-channel and adjacent channel frequency inter-
ference analysis and optimization method in GSM network. The approach consists
of (1) analyzing the basic data of cells which consists of site layer of base station,
azimuth ward, and neighboring relationship of cells, (2) classifying the interfer-
ence level based on the basic data and evaluating the frequency performance with

Table 52.3 Statistics of frequency optimization results

Item Level 7 Level 6 Level 5 Level 4 Level 3 Level 2 Level 1

Interference number of
BCCH in old approach

1 2 18 56 124 259 628

Interference number of
TCH in old approach

3 70 26 102 449 512 987

Total interference number
in old approach

4 72 44 158 573 771 1615

Interference number of
BCCH in new approach

0 0 0 0 110 225 555

Interference number of
TCH in new approach

0 0 0 0 381 485 966

Total interference number
in new approach

0 0 0 0 491 710 1521

Decreased number of
interference of BCCH

1 2 18 56 14 34 73

Decreased number of
interference of TCH

3 70 26 102 68 27 21

Total decreased number of
interference

4 72 44 158 82 61 94

Decreased rate of
interference of BCCH
(%)

100 100 100 100 11.29 13.13 11.62

Decreased rate of
interference of TCH (%)

100 100 100 100 15.14 5.27 2.13

Total decreased rate of
interference (%)

100 100 100 100 14.31 7.91 5.82
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an interference vector model, (3) giving a process of the frequency optimization in
a network.

Unlike the previous approaches based on Drive Test (DT), this new approach is
based on the basic configuration data collected from OMC, thus the raw data are
comprehensive, real-time, and costless.

The approach is evaluated by large amounts of data from a real GSM network.
Over 90% co-channel and adjacent channel frequency interference problems can
be discovered and the accurate is satisfied. The work efficiency of frequency
optimization is greatly improved.

Currently, the interference analysis of this method does not consider the
measurement factors. It could not be used directly for frequency planning. In the
actual work of network optimization, this method can be used as supplementary of
frequency planning to verify and optimize the phenomenon of the co-channel and
adjacent channel interference to improve network performance.
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Chapter 53
Preliminary Study on Telemetric Vehicle
Emission Examination

Pak-kin Wong, Chi-man Vong, Weng-fai Ip and Hang-cheong Wong

Abstract Vehicle engine emissions closely relate to air-ratio called lambda (k). The
current practice of examination of gasoline engine emissions is partially based on k
reading at engine idle speed. For the k value over a specific vehicle examination
standard, it indicates that a significant amount of emissions is produced. The concept
of telemetry with traffic lights is proposed that allows lambda data collected from the
vehicle on road to be reported in real time at a traffic light. The data can be sent via a
radio transmitter in the vehicle to a radio receiver mounted on the traffic light which is
connected to a PC. So, the authority can monitor the engine emission data via
computer networks while the vehicles stop at red traffic lights and enforce the vehicle
owners taking immediate action to fix their vehicle emission problems if necessary.

Keywords Vehicle emissions examination � Telemetry � Wireless networks

53.1 Introduction

Vehicle engine emissions associate with air-ratio called lambda (k) [1]. References
[2, 3] mentioned that if k is 1% lower than the stoichiometric value, ‘‘1’’, then
carbon monoxide and hydrocarbon emissions will be significantly increased. If k is
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1% higher than the stoichiometric value, up to 50% of nitrogen oxides may be
produced. Therefore, engine emissions control is a hot research topic other than
engine performance improvements [4–8]. Modern automobiles have built-in
lambda sensors, which are installed in the upstream and downstream positions of
the catalytic converter. The lambda sensors send real-time lambda signals to the
electronic control unit (ECU) of the car. Therefore the ECU can monitor and
control the conversion efficiency of the catalytic converter, and warn the driver
when the converter badly breaks down. Usually, on delivery, the gasoline engine
with the catalytic converter can produce very low amount of emissions. However,
when the engine ages, significant emissions will be produced. At that time, engine
maintenance, particularly the catalytic converter, is required. Unfortunately, the
car owners usually are not aware of their engine health before their mandatory
vehicle examinations. However, vehicle examination cannot be taken every day
for each car; it is only taken annually or after 6–10 years of car registration. The
worst case is that the car owners may ignore any engine maintenance even the car
produces a warning signal because of lack of self-regulation.

There are a large number of passenger cars equipped with gasoline engine in the
world. It can be imagined that a huge amount of engine emissions are produced
every year. If the car owners and the governmental authority can be notified of the
engine health of the cars through an information system, the car owners can get
their engines fixed earlier because the mandatory vehicle emission test is carried
out frequently. This act can cause great reduction of the engine emissions every
year. Hence a green urban environment can be achieved. With the concept of
telemetry with traffic lights, such an information system for this notification ser-
vice to the car owners and the governmental authority becomes possible.

Telemetry [9] is a technology that allows remote measurement and reporting of
information. The telemetry can enable the k values collected from the vehicle on
road to be reported in real time at a fixed location such as a traffic light. The data
can be sent via a radio transmitter in the vehicle to a radio receiver mounted on the
traffic light. The radio transmitter is connected to the signal line of the in-car
lambda sensor and sends out the k reading along with the unique identity of the
transmitter or car wirelessly. The radio receiver is connected to a PC which can
behave as a server and share the data with the other authorized computers in
relevant government departments via the Internet. Hence, the authority can easily
monitor the engine emission data while the vehicle stops at some selected traffic
lights. Since traffic light is a central component in the whole traffic system and
every car must be stopped at red light, it is the best timing to wirelessly detect the
lambda reading of an engine at idle speed. With this concept, all running cars can
be examined for their engine emissions continually. This provides the possibility
to detect early signs of emission problems and warn the drivers for repairs when
the engine k reading at idle speed exceeds the local vehicle examination standard.
Ultimately, the engine emissions can be effectively inspected or even controlled
via this information system. In this chapter, the objective mainly studies the
implementation issues of this idea and its feasibility.
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53.2 Enabling Technologies

The technical issues of the telemetry about radio transmitter, radio receiver, and
transmission to server are discussed in the following sections.

53.2.1 Radio Transmitter

The engine k value is measured by the ECU and transmitted by an in-car telemetric
radio. There are two main functions of the radio transmitter. First, it reads the
engine k value from the ECU. The second function is data conversion. Since the
engine k value is a millivolt analog signal which cannot be directly transmitted.
A built-in radio modem in the transmitter is used to convert the digital data into a
form that can be transmitted by Radio Frequency (RF). This exactly likes the
landline modem except that it transmits its data wirelessly instead. The radio
receiver converts the transmitted data back to original signal which can be read
by a PC.

53.2.2 Radio Receiver

As mentioned before, the traffic light is an important component in urban traffic
system. In addition, it is a good place to stop a car and perform wireless inspection
for engine emissions. The telemetric examination operates only when it is RED
light. When it is GREEN light, the radio receiver stops operation because of
several reasons. First, the vehicle emission examination is only measured at idle
speed. Second, it is unnecessary to inspect every car continuously. It is already
enough to just periodically sample and examine if the k reading of an engine
exceeds the local vehicle examination standard or not. Anyway, a car must
eventually stop by a RED light and get examined within a time period, such as a
week or several days. It is acceptable to have a weekly telemetric examination.
Third, considering that there are several hundreds of traffic lights in a city, lower
examination rate can reduce the number of data transmission and the cost of
powerful server, making the whole system more practical.

53.2.3 Transmission to Server

Most traffic lights in a city are just connected and controlled for shifting signals
which do not provide the capability of data transmission. Once the radio receiver
obtains relevant information, the most cost-effective way for data transmission to

53 Preliminary Study on Telemetric Vehicle Emission Examination 445



the back-end server is done by wireless telecommunication technology such as
GPRS or 3G. In fact GPRS is already enough because the amount of transmitted
data just takes several kilobytes at one time. However, in Macau or Hong Kong,
3G data transmission is so popular that the price is nearly the same as GPRS. For
example, an unlimited monthly data transmission provided by one of the Macau
Internet service providers requires a subscription fee of 28 USD. Therefore, in the
current system design, 3G transmission is recommended to connect the radio
receiver and the back-end server.

53.3 System Design

The system design of the whole information system can be depicted in two
major—road situation and in-car radio transmitter installation. The road situation
considers how a radio receiver at a traffic light communicates with an in-car radio
transmitter. As shown in Fig. 53.1, several cars stop in front of a traffic light and
their radio transmitters broadcast at the same time. The k reading along with the ID
of a car or transmitter are picked up and sent to the back-end server via wireless
telecommunication for further processing. If the k reading exceeds a specific
vehicle examination standard, for example in Hong Kong standard:
k2 1.0 ± 0.03, the back-end server will send a message to the car owner for the
notification of engine maintenance. The authority may even adopt this information
system to control the engine emissions. Any car having failed k reading does not
get fixed within, say, one week may be fined but this has to go through a careful
legislation.

For the sake of reliability of k reading, it is suggested that only the cars closest
to the traffic light within a certain distance (e.g., 70 m) are examined. Hence every
time, about ten cars are examined at one traffic light so that the back-end server
would not be overloaded with the overall examination rate for hundreds of traffic
lights.

Another important design is the installation of in-car radio transmitter as shown
in Fig. 53.2. There are actually two lambda sensors in an exhaust system; one is
settled before the catalytic converter while another one after it. Both of them are
used to evaluate if the catalytic converter is functional or not. In order to measure
the engine emissions as discussed in the proposed information system, it is only
necessary to connect to the lambda sensor in the downstream position of the
converter. It can be seen that only a simple wiring is enough to obtain the lambda
signal, which is a low voltage (from 0 to 1 V). This signal is then sent to the radio
transmitter RFI 9256 whose antenna is installed on the roof of the car for optimal
signal transmission position and future easier maintenance. After forwarding to the
back-end server through 3G transmission, the lambda signal is interpreted as the
real k reading according to some predefined calibration data for checking any
failed cases.

446 P. Wong et al.



53.4 Experiments

In order to verify the effectiveness of the proposed system, some experiments have
been conducted. In current application, the most critical part is the communication
among the traffic light and the cars, while the issue of the data transmission from
the radio receiver at the traffic light to the back-end server may be negligible
because of the maturity of 3G telecommunication technology. The communication
between the traffic light and the cars can be evaluated with two factors: effective
distance and reliability. The first factor reflects whether a radio transmitter can be
picked up by the radio receiver in a certain distance, while the second one indi-
cates the accuracy of the k reading.

53.4.1 Experimental Setup

The experiments can be conducted through a simulation of road situation as
illustrated in Fig. 53.1. An open area of about 200 square meters is necessary,
where a pole of three meters tall simulating the traffic light was set up. The radio
receiver and 3G device were installed at the top of the pole. The back-end server

Fig. 53.2 In-car installation of radio transmitter

Back-end server
(Application Series)

Fig. 53.1 Radio transmittion on road
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can be set up in a distant room. The in-car telemetric radio transmitter is RFI9256
is connected to a test car ECU (MoTeC M800) for k reading and the antenna was
installed on the roof of the test car as shown in Fig. 53.3, while the radio receiver
was connected to a PC (Fig. 53.4).

53.4.2 Verification of Effective Distance

The prototype vehicle was located at different distance from the pole in order to
measure the maximum and minimum possible effective distance for the telemetry.
We have tested ten times for each distance at different times. The effective dis-
tance can actually be at least 100 m.

Fig. 53.3 In-car radio transmitter and the location of the radio antenna

Fig. 53.4 Radio receiver
connecting to a PC
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53.4.3 Verification of Reliability

Another important experiment test is the reliability of the lambda signal. Those
received signals are forwarded to the back-end server and converted to the real k
readings to check if any possible distortion happens. This can be measured by
comparing the received k reading with the true reading at the in-car lambda sensor
which can be obtained using MoTeC M800 ECU. Calibration may be necessary if
the measured k reading at the back-end server is significantly different from the
true k reading at the in-car lambda sensor. The experimental results show that a
distance exceeding 75 m may have high distortion. Therefore, a distance of 70 m
is recommended in the system design for the sake of reliability.

53.5 Implementation Issues

There are several issues for the proposed information system, namely, cost,
security, and legislation, which are discussed in the following sections.

53.5.1 System Cost

Cost is a very important issue in implementing any system. In terms of system
cost, there are two folds in current application—for car owners and authority. For
the car owners, the cost is just the purchase and installation of radio transmitter
connected to the lambda sensor. So far, this is only a simulation but the final price
of such a simple radio transmitter can be estimated to be less than 150 USD under
mass production. This price is recommended to be subsidized by the authorities.
For the authority, a set of radio receiver and 3G transmission device is required for
a traffic light. Each set takes about 5000 USD. For one hundred sets of these
devices, 500 K USD is required. In addition, a back-end server with customized
application takes 50 K USD. Other odds, such as maintenance fees, are estimated
based on situation. However, most of the hardware is one-time-off investment. In
summary, about 700 K USD is necessary to install such an information system in a
city with a scale of 100 traffic lights, which is very cost-effective if the vehicle
emissions can really be controlled. Therefore the implementation cost for current
proposed system will become very feasible in the near future.

53.5.2 Security

Security is usually applied to protect important personal information, especially
while transmitting through public area wirelessly. However, the current data
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transmission comprises only two simple components—vehicle or transmitter ID,
and k reading. None of them can reveal any important information without the
back-end server and the database of car owners. Therefore, no threats about
security can be visible at current time but it may be left for further studies in the
future.

53.5.3 Governance and Legislation

Another important pre-requisite for the proposed information system is gover-
nance and legislation. Without legal support, quite a large amount of car owners
will not actively install radio transmitter. In addition, these radio transmitters
cannot be installed without government support and supervision. However, careful
legislation usually takes years and this is the major obstacle to the implementation
of the information system.

53.6 Conclusions

In this chapter, the feasibility of an information system under the concept of
telemetry under traffic lights for mandatory vehicle emissions examination is
studied in a technical viewpoint. With the innovative concept, an information
system is proposed to form a wireless connection between traffic lights and gas-
oline vehicles. Then the fuel combustion indicator, air-ratio (k), can be received
along with the corresponding vehicle or transmitter ID wirelessly. Hence, the
engine health can be easily examined easily. Furthermore, this information may be
provided to the authority for engine emission control.

In addition, the cost for the proposed information system is comparatively low
and acceptable. With the rapid development of technology, the cost will become
lower and lower under mass production. Although the cost of the system is low
and the service is tempting, several important issues such as governance and
legislation must be carefully examined by legal professionals before these services
can really be promoted.
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Chapter 54
The Heuristic Algorithm of Stacking
Layer for the Three-Dimensional Packing
of Fixed-Size Cargoes

Liu Wang-sheng, Yin Hua-yi and Li Mao-qing

Abstract According to the actual operation of working people, a heuristic
algorithm of stacking layer that meets the requirements of stability and convenience
for load- and-unload was proposed. First, choose the stacking direction according to
the position of the compartment door. Second, optimize the combination of length,
width and height along the stacking direction to minimize the remaining space.
Finally, optimize each layer’s layout. In each layer’s layout, adopt long–short edge
combination mode for each edge. Considering the flatness and stability of loading
and unloading, the number of long–short edge is related. Experiment results show
that the algorithm can maintain the requirements of stability and convenience of
loading and unloading, and also has nice space utilization.

Keywords Fixed-size cargoes � Three-dimensional packing � Stacking layer
method � Heuristic algorithm

54.1 Introduction

Currently, the logistics and distribution services have become important compo-
nents of Enterprise competitive power, as the quality of freight loading has a
direct influence on the efficiency of distribution, and further impacts the working
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efficiency of the distribution center. Increasingly, importance is being attached to the
study of freight loading. With the standardization and normalization of the logistics
and distribution services, especially the wide use of great tonnage container trans-
portation, in order to improve the loading efficiency, more and more standardized
packaging has been used. Therefore, the research of the fixed-size loading is an
urgent issue. However, in previous researches, loading problem with different sizes is
explored more, such as in [1–10], the algorithms proposed are for different-size
3-dimension loading problem. The optimization algorithms are very complicated,
and are not suitable for the fixed-size loading problem. Loading problem is a
combination optimization problem with complex constraints. It is an NP hard problem
which is difficult to solve. However, it is much easier for fixed-size loading problem,
whose object is to load as much as possible. Currently, there is little research focus on
fixed-size loading problem. George [11] proposed a Heuristic algorithm framework
and gives an upper bound for optimal, Shulin Sui et al. [12] describe a Heuristic
approach using nest loop in 2D matrix arrangement. For the cargo where side tum-
bling is allowed, Derong Yang [13] introduced a mirror copy method for 2D
arrangement, optimizing each possible layout, then optimizing of trends in the three
coordinate directions, choosing the best coordinate direction to maximize the space
utilization. Lili Xu et al. [14] improved Yang’s method, proposing a simpler meth-
od,and reducing 3-direction optimization to height direction optimization. In 2D
arrangement optimization, they take the model proposed in Yuling Niu et al. [15].
However, practical loading needs consideration of the stability and convenience
for loading and unloading. The algorithms above only consider maximization of
the volume of cargo accommodated, which is equivalent to the high space usage; the
arrangement is usually irregular or instable, and is not good for loading and unloading.
From the intuition that objects should be kept even and stable, this paper proposes a
Heuristic Algorithm of Stacking Layer for Three-Dimensional Packing of Fixed-Size
Cargoes, which is convenient and stable for loading and unloading.

54.2 Problem Definition

There are two research directions for loading problem, one focuses on minimizing
the number of containers, the other focuses on the arrangement of objects in a
container, to maximize the total volume of cargo for each container. For objects
with fixed-size, the main consideration is how to fill the car to maximize the
objects in the car, such that the number of cars is minimal. So for fixed-size
loading problem, the two directions have the same goal and we only need to find
the best arrangement of objects.

The fixed-size of object is a box, so the problem can be described as: given a
infinite set of boxes with fixed-size, try to find a best loading method to a container
with known size, to maximize the efficiency of the loading space utilization (or the
total volume of cargo), with the consideration of the convenience and stability of
loading and unloading. There are several assumptions in the following discussion:
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(1) the box size is less than the container size;
(2) boxes can be arbitrarily rotated and arranged in the container;
(3) the boxes can be stacked.

54.3 Stacking Layer Method Design

54.3.1 The Concept of Stacking Layer Method

The stacking layer method simulates the idea that each layer is ensured to be more
‘‘straight’’ during the real packing process. Each pile is packed along the same
direction, and each layer cannot be filled until the previous layer is fully filled.
Each layer must be smooth and tidy. There are two categories according to
the direction when packing: the parallel layer stacking and vertical layer stacking.
Parallel layer stacking keeps each layer of the cargo paralleled with the compartment
door and vertical layer stacking keeps each layer vertical to the compartment door.
The vertical layer stacking method in this paper specifically means that the stacking
is along the direction of the compartment height.

The compartment door of the truck is usually set in three ways:

(1) in the rear compartment;
(2) in the side;
(3) two doors both in the rear and the side.

Vertical layer stacking is preferred for the stability of the load because the load-
bearing surface holds the whole bottom of the compartment. For the parallel layer
stacking, each layer bears a much smaller area where only a small strip of the bottom
of the compartment is taken. But for (54.1) and (54.2), workers need to load and
unload the cargos layer by layer since there is only one door and step on the cargos
when working on the layers far away from the door. Loading and unloading cannot be
done if there is not enough space in the compartment. Therefore, in order to facilitate
loading and unloading easily, the parallel layer stacking method is more appropriate.
The layer farthest from the door can be filled first, which means the filling is from
inside out and the cargos can be unloaded from the outside layer by layer during the
distribution. Because there are two doors in (54.3), it is much easier when loading and
unloading. The layers far away from the back door can be loaded and unloaded
through the side door, so vertical layer stacking method is preferred.

54.3.2 The Two-Step Solving Algorithm for Stacking
Layer Method

Based on the earlier packing algorithms, a two-step solving algorithm for stacking
layer method is introduced in this paper. First, a triangular combinatorial opti-
mization along a certain direction of the compartment is operated. Then the layout
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is further optimized. Solving the first step is similar to the one-dimensional
cutting stock problem. The length, width and height of the compartment is
ordered from largest to smallest, denoted as s1; s2 and s3 ðs1� s2� s3Þ: The
loading direction of each layer is denoted as z (stands for the length or width or
height of the compartment). We seek for the linear combination of s1, s2 and s3

that minimizes the remaining space along the loading direction. The objective
function is

Min FZ ¼ Z � ða� s1 þ b� s2 þ c� s3Þ ð54:1Þ

which subjects to the constraints condition of 0� a� z=s1b c; 0� b� z=s2b c;
0� c� z=s3b c (a, b, c are integers), where FZ is the remaining space and ‘‘b c’’
means to round down.

Step two is actually a layout problem that the layout space is located in (x, y)
and the objective rectangular to be filled is (sm, sn). Suppose sm C sn, there are four
types of stacking models illustrated in Fig. 54.1. The black filler represents the
remained gap.
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In fact, the former three stacking models are the special case of the fourth
packing model. When x2� x4; y2� y4 or x1; x2; x4; y1; y2; y4 or x2; x4; y2; y4 are all
zeros, it becomes stacking model 1; when x1; x3; x4; y1; y3; y4 or x1; x2; x3; y1; y2;
y3 or x1; x3; y1; y3 are all zeros, it becomes stacking model 2; when x3; x4;
y3; y4 or x1; x2; y1; y2 are all zeros, it becomes stacking model 3. So the stacking
method can be summarized as: find the parameters in packing model 4
x1� x4; y1� y4 to minimize the remaining space and the maximum number of
rectangles embedded whose edges are donated as sm and sn.

Stacking method four combines the length of side edge to fill the space, which
is equivalent to variety stacking models (see Ref. [14]) and mutation models.
The stacking model in [12] is a mutation model of stacking method 4, which is
similar to this paper. But in [12], y2 is not bound to sn � y1 and x3 is not bound
to sn � x2. But they are bound to each other in this paper, which is more consistent to
the idea that people maintain the stability, tidily and smooth in the actual loading.
In the stacking model of this paper, if the parameters x1; y1 are known, then

x2 ¼
ðx� smx1Þ

sn

� �

ð54:2Þ

y4 ¼
ðy� sny1Þ

sm

� �

ð54:3Þ

When using parallel stacking method, to maintain the stability of the loading,
there is

y2 ¼ minð sny1=smd e; y/smb cÞ ð54:4Þ

‘‘d e’’ means to round up. To use the smaller value is to ensure that y2 is not
greater than y/smb c.

When y2 ¼ y/smb c, there is x3 ¼ y3 ¼ 0 and

x4 ¼
ðx� snx2Þ

sn

� �

ð54:5Þ

Otherwise

y3 ¼
ðy� smy2Þ

sn

� �

ð54:6Þ

and for the pile of ðx3; y3Þ, when snx2 � sm snx2=smb c� sm=2, if we load cargos
horizontally, the center of gravity will fall outside the cargo supporting surface
ðx2; y2Þ, so we let

x3 ¼
snx2

sm

� �

ð54:7Þ

where x4 is equal to (54.5).When the gap between pileðx3; y3Þ and pileðx4; y4Þ is
satisfied with x� smx3 � snx4 [ sn, the cargos can be placed vertically (as illustrated
in Fig. 54.2), we name this cargo heap as pileðx5; y5Þ.
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54.4 Space Utilization Test

In this section, the space utilization of packing with the layer stack heuristic
algorithm is mainly tested. We realize the algorithm combining C# with
Matlab2009a and run the program on a PC with the Core Duo processor 2.27 GHz,
4G of memory. Table 54.1 compares the space utilization using the algorithm
described in [12], general batch method and major domestic packing software.
Using our layer stack method to solve the above packing problem, the result is
shown in Table 54.2.

From Tables 54.1 and 54.2, we can find that the heuristic algorithm of [12] has
the best solution with the highest utilize rate and loading number. The utilize rate
shown in Table 54.2 is generally higher than that of general batch method, and
maximum utilization of each row is about the same or even higher than that of
[12]. For example, when the size of container is (1201, 233, 239) and the size of
the small box is (60, 50, 30), the maximum number obtained by our algorithm is
720, which is more than the result of [12] by 20, and the utilization rate is 96.89%,
which is 20 more than the result of [12] in number and higher by 2.97%.
Especially when the size of container is (1201, 233, 239) and the small box is
(61, 56, 39), our algorithm achieves the highest utilization rate of 99.20%.

Also, from Table 54.2, we can conclude that the utilization rate of our algo-
rithm relates with the position of the compartment door. Different positions of the
door determines different directions of the layer, and further produce different
utilization rates. In the view of the experiment, when packing the layer in the
length direction of the compartment, the utilization rate will generally be lower
than the case along with the width and height direction. However, sometimes the
layer packing along with the length direction may result in high utilization rate, for
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example in the experiment with the highest utilization rate 99.20% and the
experiment in which the size of container is (1201, 233, 239), the small box is
(60, 50, 30) and its highest utilization rate is 96.89%.

54.5 Conclusion

On packing the specifications of the goods, the previous algorithms only consider
the maximization of space utilization. Although high utilization rate can be
obtained, yet it is hard to actually achieve due to irregular arrangement.
Our algorithm takes the convenience of loading before distribution, and the
convenience of unloading in the delivery into account, and put forward the layer
along with the direction of easy loading and unloading, according to the location of

Table 54.1 Results comparison of some algorithms

Size of
container

Size of box Trivial algorithm Great fox software [11]’s heuristic

Numbers Spc util (%) Numbers Spc util (%) Numbers Spc util (%)

5800 390,320,310 756 89.49 804 95.17 806 95.41
2300 510,330,290 560 83.63 640 95.57 645 96.32

2450 530,310,470 390 92.15 401 94.75 402 94.98
560,370,310 432 84.9 490 96.30 492 96.69
600,530,310 288 86.87 312 94.1 316 95.31

1201 60,50,30 644 86.66 692 93.12 700 93.92
233 60,50,40 460 82.50 524 94.02 524 94.02
239 61,56,39 476 94.82 480 95.62 487 97.01

63,87,32 316 82.87 361 94.67 361 94.67
87,68,52 172 78.81 196 90.16 212 93.1

Table 54.2 Computing results of stacking layer method

Container Size of box Back door Side door Back and side door

Numbers Spc util (%) Numbers Spc util (%) Numbers Spc util (%)

5800 390,320,310 782 92.57 801 94.82 806 95.41
2300 510,330,290 580 86.61 636 94.98 632 94.38
2450 530,310,470 380 89.78 408 96.40 400 94.51

560,370,310 486 95.51 492 96.69 483 94.92
600,530,310 301 90.79 310 93.50 316 95.31

1201 60,50,30 720 96.89 648 87.20 653 88.55
233 60,50,40 500 89.71 524 94.02 525 94.20
239 61,56,39 498 99.20 488 97.21 487 97.01

63,87,32 329 86.28 350 91.79 358 93.88
87,68,52 174 80.04 196 90.16 191 87.86
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the compartment doors. If the car has only one door, make the layer parallel to
the door, and if the car is equipped with two doors, make the layer perpendicular to
the height direction of compartment door. The algorithm considers the actual
packing factors better and is easier for loading and unloading. Compared with
other packing algorithm, it is a more practical algorithm with high space utilization
rate.
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Chapter 55
Research on Advanced Web-Based
Education via eLML-Structure-Based
Mobile Learning

Jinguang Chen and Ding Wei

Abstract E-learning is emerging as a popular learning way all over the world.
Mobile learning is one of the most promising solutions for e-learning. However,
the practice use of mobile learning platforms is inefficient. This is because most
mobile learning platforms serve specific types of mobile devices, which prevents
the universal application of a certain platform. To enhance the generality ability of
the mobile learning platform, a new solution for the mobile learning is proposed
based on the e-lesson markup language (eLML) framework. ELML framework is
independent of the platforms and abides by SCORM standard. It is compatible for
the current mainstream e-learning platforms. Therefore, it can provide a conve-
nient way to most types of mobile devices. The design of the mobile learning
system based on eLML-structure is presented in this paper. The analysis result
indicates that the proposed platform provides an effective solution to develop
mobile learning system, and thus has application importance.
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55.1 Introduction

Web-based education is the important part and great supplement of the national
education system. The role it plays in the national education is greater and greater.
Frankly speaking, almost every person has experienced the joy and convenience of
the web-based education. It provides people more alternative ways to study at any
time and any place. As one of the most promising solutions, mobile learning has
been widely studied in the field of web-based education. By the use of mobile
devices, mobile learning can offer learning activities at any time and any place [1].
By doing so, the learning cost is decreased while the learning efficiency is
improved. In addition, the contradiction between lack of learning resources and
increasing learners in developing countries can be relieved [2].

Currently, most mobile learning platforms are limited to serve the specific
applications. The generality of different platforms is yet less to satisfying. Many
countries and international organizations have already invested the application of
integration of multi-mobile learning platforms and made a significant progress
[3, 4]. However, the point is that, mobile learning application does not cope with
the development of network technologies and computer breakthroughs. More
embarrassed, as an advanced education solution, the mobile learning has been
seldom adopted in practice. The reasons can be concluded as follows [5–7]: (1)
Mobile devices cannot support SCORM standard, which leads to the impossibility
of reuse of the e-learning materials; (2) The development of mobile learning
platforms corresponds to the specific application and learning environment, and
hence makes different mobile devices be different in sharing learning resources;
(3) Computer had a significant advantage for recurrence-free serial to the mobile
devices. Thus, how to present e-learning resources in a reasonable display to
different mobile devices must be solvable in mobile learning research [8–12].

To develop more practical mobile learning, a new mobile learning platform
based on eLML is presented in this work. ELML released by University of Zurich
is a kind of e-lesson markup language based on XML framework [5]. It abides by
SCORM standard and is available for multiple learning platforms. In addition,
eLML can be integrated with mainstream e-learning platforms easily. Therefore, it
is reasonable to use eLML for the mobile learning practice. The paper discusses
the possibility of eLML applied to mobile education, and integrates e-learning
resources with mobile learning environment for different devices. The configura-
tion of the eLML-based mobile learning platform is demonstrated, and the analysis
result shows that the proposed mobile learning system is feasible and available for
practical use.

This paper is organized as follows. The recent progress on network education is
described in Sect. 55.2. In Sect. 55.3, the suggestions for network education
implement using mobile learning are discussed. The design of the proposed new
mobile learning platform based on eLML is presented in Sect. 55.4. Some con-
clusions are drawn in Sect. 55.5.
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55.2 Recent Progress on Network Education

55.2.1 The Connotation of Network Education

Network education is a polyphyletic object. The UNESCO report in 1998 that in
both developed and developing countries, there exists a certain degree of gaps
between education and social needs, which are extremely serious in the third world
countries. So distance education, especially the network education popularization
is not only the effective way to solve the problem, but also will become the
innovation power on the traditional education mode. The survey report of Chinese
social sciences academy points out, due to the rapid development of information
network technology and the penetration and application in various professions,
online education will become a new education mode with faster dissemination and
larger space in our country, at the same time constitute diverse of system together
with class education form and broadcasting television education means. It is a new
education form developed by using network technology, multimedia technology,
modern information technology and developing modern distance education will
bring more benefits such as expand scale, improve education quality, strengthen
the efficiency, establish lifelong education system and so on. Modern distance
education is network education, i.e. e-learning.

55.2.2 Development of E-learning

For building an education website, the resource cost is far from imagining. The
cost of education website is much higher than general website. The schools of
network learning website face many problems, such as resource scarcity and
technology weakness in the construction. There are more than 70 elementary
education website currently in our country, but the quality is uneven. One of the
main reasons is the lack of sufficient education budget, and another reason is
probably because the elementary school education is compulsory, hence the
sources is limited and cannot be popularized. We discuss some details as follows:

(1) The ways of construct websites are diverse. One effective way is give the
authorization to school to establish website and register domain-name.
Another way is the donated websites. The third way is to make websites by
themselves. The fourth way is to attend the district portal education website
and there have web pages for propaganda. At present universities all have their
own websites, but the development of network institute is far behind other
countries.

(2) The maintenance modes include schools’ self-maintenance, company-hired
maintenance and maintenance by education agency. The operation is including
two kinds. One of the operation is schools’ own technical support ability and
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this becomes a platform for notice issue and resource management. The other
is that it belongs to a static platform for introducing school basically.

(3) School websites are concentrated in many universities and key middle-school.
Since universities usually have their professional maintenance, the mainte-
nance is guaranteed. However, the maintenance ability in middle-school is
relatively weak, leading to lag of the network construction of elaborate course.
The incentive policy for teachers is not perfect and the society popularization
cannot complete. The propaganda is mainly conducted by school and school
management, and thus ignores the social requirements. In addition, the budget
is discontinuous, which makes the website operation difficult. As a result,
significant gaps exist between organizational interests and social needs,
leading to poor technology transformation ability.

It can be seen that the education technology and website construction are both
backward to national level in e-learning. This will cause the technology falling
behind and the talent shortage. In the national mobile learning development trend,
the mobile communications company should join with the network education and
build mobile learning platform.

55.3 Network Education Implement Using Mobile Learning

55.3.1 The Definition of Mobile Learning

The authority of international remote education, Ireland education technology
expert Desmond Keegan divided the remote learning into three stages: d-learning
(distance learning), e-learning (electronic learning) and m-learning (mobile
learning). He believes that mobile learning will be the main way of remote edu-
cation in the future. For the remote education, successful education technology is
not those suitable for the teaching characteristics, but has widespread populari-
zation. Mobile communications technology is so far the most widely popularized
technology.

Currently, in the world population of 6 billion, 15 million people have cell
phones. Mobile growth speed of China is much faster, especially in the country-
side, and the popularization rate of mobile phone is far higher than the popular-
ization of computer. Therefore, mobile learning is the future of remote education.
Mobile learning is not only for subscribing short messaging service (SMS), but is
for comprehensive migration for traditional teaching and network teaching which
faces wireless internet and mobile terminal environment. Hence, the teaching
mode, teaching content, teaching management, teaching services and other aspects
must be mobilized all-round.

New Oriental is the most successful education enterprise for face to face
teaching in China. The total scale of students is 200 million. Yet its online reg-
istration subscriber is 2.5 times of face to face users, and is about 500 million.
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New Oriental English online phone launched in 2009 has reached nearly 60
million users in a few months, which demonstrates that it is more easily to accept
for students by using cell phones to study. It may become a habit of Chinese
children with handheld devices in crucial moments to learn things in the future.

Many universities and research institutions also begin to introduce mobile
learning to the traditional education system. Novel mobile learning networks based
on mobile application to provide the campus network course have been developed.
China mobile learning is subtly changing the perception of traditional education
and will reach to the industry mature step by step.

55.3.2 Suggestions and Strategies

China mobile communications company has great passion on the development of
mobile education. They suggest that we should rely on local education resources,
introduce national excellent education resources and establish reliable and efficient
mobile learning system. The system should contain several sections, including
mobile assistant platform, mobile courseware release platform and mobile teach-
ing interaction center.

Mobile assistant platform can realize many teaching organization function,
including teaching resource distribution, teaching effect testing, online discussion
and school assignment management, etc. Besides it can also complete educational
management function, such as public announcement information, students register,
organization management, registration management and examination/grade man-
agement, etc. It allows educational administrator, teachers and students to use
different function.

Mobile assistant platform can maximize the use of cell phones and wireless
network to realize the education process, and analyze the teaching process and the
teaching achievement. It not only has improved the deficiency of traditional
teaching methods, but also made education into reality that can proceed anytime
and anywhere.

As the core of the solution, the making and release platform of multimedia
courseware can conveniently transfer the content under the network environment
into courseware under the mobile environment and release the network platform,
which can provide the greatest support for the mobile environment teaching. On
this platform, we can design and develop courseware according to the application
characteristics of moving learners and hope to make fully advantage of moving
learning. If all the mobile courseware can be controlled within 10 min, the basis of
knowledge, on one hand it can just meet the gap learning needs when waiting for
the car or people because of the dapper characteristics of mobile courseware; On
the other hand is also full considering the efficient use of mobile terminal battery.
As we know, the portable terminal screen is small, so the three split-screen
courseware (outline, teacher video, notes) cannot be adopted which is often used in
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online learning stage, and must adopt by way of longitudinal thrust to apply
resources to make materials courseware.

In addition, the group of XinTong message application platform, which is
suitable for education agencies and mobile multimedia real-time interactive sys-
tem, are also the important component solution of the mobile learning. However,
being influenced by factors such as charges and the bad image of mobile value-
added services, the watchers are many and mostly stay in prospective study, and
network charge is the biggest threshold for the reason. Only network charges come
down, mobile learning applications will develop in large-scale. We believe that
under the promotion of professional education institutions, technology providers
and mobile network, the day mobile learning taking the place of future learning
overall is not far.

55.4 Design of eLML-Based Mobile Learning Platform

Since most of mobile devices can access to the internet, we adopt the Browser/
Server mode as the overall structure of the mobile learning platform. It consists of
the mobile terminals, wireless gateways, Web servers, database servers, etc.
Figure 55.1 shows the proposed eLML-based mobile learning platform. The
platform consists of four main components, including course storage management
submodule, syntax analysis submodule, user device identification and connection
submodule and e-learning serving support submodule. It also has the maintenance
and management tools.

The course storage management submodule is to collect and record eLML
courses in XML format. This procedure can be realized in the form of XML Spy,
XML Editor or Firedocs eLML Editor. The teachers are asked to prepare eLML
contents, and submit eLML lessons to the course storage management submodule.
The module handles with uploaded eLML courses and manages eLML course
database. Once students request the eLML lesson service, the related information
(course name, teacher, eLML storage url, etc.) then can be registered to eLML
course database. Thus the students can download those eLML courses in the
uploading address.

The syntax analysis submodule is the core of the whole system. It is triggered to
be active when the course storage management submodule finishes the uploading.
Then it receives the eLML courses from the uploading address and decomposes
the eLML courses into various small learning server script files. Through syntax
analysis, the eLML courses will be divided down into small units of various
content-related learning files at the server side.

The user device identification and connection submodule is to recognize the
client. Both new registers and old students could be legally identified by this
submodule. Hence, the legal users could consume all the learning contents in the
education system.
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The e-learning serving support submodule provides learning contents to the
students according to device codes and server-side files from users’ requests. It
also serves as the beeper to order learning materials for the learners. In addition, it
processes the learning files and sends the readable and formatted learning courses
to the students.

The maintenance and management tools is to manage the mobile interface,
maintain the whole system, including database backup, course management, user
management, mobile device management, log management, etc.

55.5 Conclusions

With the rapid development of wireless network, the participants of mobile
learning increase more and more. The Internet has characteristics of equality,
individuation, interactivity and interesting, which play important role in mobile
learning areas. As the international mobile learning association (IAmLearn)
prospect in the report in January 2009, the cell phone will become the power of
learning in the upcoming decade.

However, there are two problems that lie in the practice of mobile learning. One
is the generalization. A mobile learning platform only feeds special mobile
devices. The other one is the optimized e-lesson contents in accordance with

Fig. 55.1 The eLML-structure-based mobile learning platform
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capabilities of mobile devices. To overcome these problems, a new mobile
learning platform based on eLML-structure is proposed in this work. The
advantages of the proposed mobile learning platform are that the eLML is avail-
able for any mobile devices, and the eLML framework is independent of the
mobile learning platform. As a result, the process of the transformation of eLML
lessons and mobile learning contents could be controlled. By doing so, the main
problems for the practice of mobile learning application could be solved and the
eLML framework-based mobile learning platform is feasible and available for
network education.
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Chapter 56
An Approach to Structure Simplifying
for Large-Scale Workflows

Jie Cheng and Guangzhou Zeng

Abstract In a large-scale workflow, the workflow structure needs to be simplified
before execution so as to improve the completion performance. This paper puts
forward an approach to structure simplifying for structured workflows. First, we
present a task planning method based on differential evolution algorithm to map
the tasks into available resources; then, based on the mapping relationship, the
workflow structure will be simplified by task clustering. To evaluate the perfor-
mance of the proposed approach, the proposed algorithms are evaluated through a
comparison study using simulated workflows executed on a prototype workflow
platform. The simulation results prove the effectiveness of our approach.

Keywords Workflow simplifying � Task planning � Task clustering � Differential
evolution algorithm

56.1 Introduction

With distributed resources, large-scale workflows have faced many execution
challenges. For example, a workflow is usually composed of thousands of fine
computational granularity tasks. Since the resource sites are shared and often
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managed using queue-based management systems, tasks are usually processed
with queuing in a resource site, which leads to a great deal of extra time on queue
waiting. Moreover, the communication cost consumed for intermediate data I/O
from one computing site to another is significant. To this end, the workflow
structure needs to be simplified before execution so as to reduce the execution
complexity and improve the performance of the whole workflow.

In the past years, a lot of work has been done in workflow structure transform.
For example, [1–4] presented their approaches for flexibility and parallelism in
decentralized execution environment. Andrea [5] and Neyem [6] gave their
methods for the feasibility of execution in resource constrained execution
environments. Choi [7] and Li [8] simplified the workflow structure to cater for the
process understanding and analysis. However, these researches are not suitable for
large-scale workflows where large numbers of tasks have strong impact on the
execution performance. In this field, Pegasus [9, 10] first presented the concept of
performance optimization, where tasks are grouped into clusters by level-based or
label-based approaches so as to be executed as a single task. But these approaches
cannot automatically determine the clustering granularity. The tasks to be clus-
tered need to be statically specified in advance, which is not reasonable in most
large-scale workflow applications.

This paper focuses on the workflow structure simplified for large-scale structured
workflow. The objective is to improve the execution performance. In this paper, we
first represent a DAG as an expression in terms of the character of a structured
workflow, which can greatly reduce the storage cost and computing complexity.
Based on the workflow expression, we put forward an approach to process structure
simplifying. First, map the tasks into available resources based on differential
evolution algorithm; and then, we simplify the workflow structure by task clustering.

The remainder of this paper is organized as follows. In Sect. 56.2, we introduce
some related concepts. The process expression and the problem model are described
here. In Sect. 56.3, the workflow structure simplifying approach is detailed.
Section 56.4 contains the experiment procedure and the analysis of experimental
results. Section 56.5 concludes the paper and gives some research perspectives.

56.2 Problem Formulations

56.2.1 Related Concepts

A task t in a workflow is defined as t = (ca, input, output), where, ca denotes the
execution scale, which is also the estimated computation cost; input and output
denote the input and output parameters respectively.

A workflow process is defined as P = (T,E), where, T = {ti| i = 1,2,…, n} is a
set of tasks, where n is the task number. It is assumed that a workflow always has a
unique starting node t1, and a unique end node tn; E is a set of form\ti, tj[, where
ti is called the prior task of tj, and tj the successor task of ti.
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Generally, a workflow process can be represented as a Directed Acyclic Graph
(DAG), where vertexes and directed arcs express the tasks and the dependence
relations respectively. In this paper, a workflow process is defined according to the
following rules:

1. A task t is a process;
2. If P1 and P2 are processes, P1 ? P2 is a process, where, connector ? denotes

sequential relationship;
3. If P1 and P2 are processes, P1*P2 is a process, where, the connector * expresses

parallel relationship;

According to this recursive definition, a process can be refined by replacing a
task with sequential or parallel structure level by level. We call a workflow process
generated in this way a structured workflow.

Process Expression (PE) of a process P, denoted as PE(P), is the abstract
representation of the workflow structure in terms of the process definition.
For example, in Fig. 56.1, the process expression of workflow process P can
be expressed as: PE Pð Þ ¼ t1 ! t2 ! t3 ! t4 � t5ð Þ ! t6 � t7 ! t8ð Þ ! t9: For
simplicity, process expression can be simplified by omitting the sequence
connector ?, then PE(P) can be simplified as:

PE Pð Þ ¼ t1t2ðt3 t4 � t5ð Þt6 � t7t8Þt9:

As we can see, taking advantage of process expression, a workflow can be
stored with a link list or a array with a linear complexity, which thus will be much
more simpler than using adjacency matrix or an adjacent table. This is meaningful
in a large-scale workflow.

A resource r is a service site defined as rid = (ab, S), where, id is the unique
identification; abi is the execution capability of ri; S is a set of tasks, in which each
task can be executed by r. Let R = {ri| i = 1,2,…,m} be the set of available
resource, thus the precondition that a process P = (T,E) can be executed by

resource R is that
S

m

i¼1
ri:S ¼ T

Let D = (dij)m9m express the communication bandwidth matrix among the
execution resources, in which dij denotes the communication bandwidth between ri

and rj.
A task block v is a sub-graph of the original workflow DAG, denoted as

vid = {t1,t2,…,tk}, where, id is the unique identification, k is the number of tasks
contained in v. Given a workflow process P, the dependence relationship L between

t2t1

t3

t4

t6

t9

t8t7

t5

Fig. 56.1 An instance of
structured workflow
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two task blocks vi and vj is defined as: L ¼ f\vi; vj [ jð9tp 2 viÞ ^ ð9tq 2 vjÞ ^
ð\tp; tq [ 2 P:EÞg: Let V denote the set of blocks, then the process P can be
simplified as P = (V,L). It is assumed that 8ðvi; vj 2 V ^ i 6¼ jÞ ! vi \ vj ¼ u and
all tasks contained in a cluster must be executed in the same resource.

56.2.2 Problem Model Description

Based on the concepts mentioned above, we describe the problem model of
workflow simplifying as follows:

Input: The given process P(T,E), resource set R and communication bandwidth
matrix D.
Output: The simplified process P(V,L).
Objective: The minimal completion time of the whole workflow, which comprises
queue waiting time, execution time and communication time.

56.3 Workflow Structure Simplifying

In this section, we will describe the process structure simplifying in detail, which
includes two steps: task planning and task clustering.

56.3.1 Task Planning

Task planning is to search an optimal mapping between tasks and the execution
resources, the objective is to minimize the execution and communication time.
In this paper, we employ discrete differential evolution (DE) to address this issue.

A. Solution Representation
We denote the target population, which is a potential solution of the problem,

with an n-dimensional vector Xi ¼ ðxi;1; xi;2; . . .; xi;nÞ; where, xi,j, the jth dimension
of the vector, represents a specific resource in which task tj can be executed. Thus
the vector represents a sequence of execution resources. The order of xi,j in Xi

should be set as the order of tj in the process expression PE(P) generated in
Sect. 56.3.1. For each task ti, its corresponding resource will be chosen in a
resource set Ri in which each execution resource r 2 Ri satisfies ti 2 r:S:

B. Fitness Calculation
According to the problem model presented in Sect. 56.2.2, the fitness function

should take into account the execution and communication cost, which is defined
as formula (56.1):
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FitnessðXiÞ ¼ a �
X

n

j¼1

tj:ca

xi;j:ab
þ ð1� aÞ �

X

n�1

j¼1

ei;j

dxi;j;xi;jþ1

ð56:1Þ

where, að0� a� 1Þ is the weight of executing overhead.
C. Mutation and Crossover Operations
Assuming that Xk

i ¼ ðxk
i;1; x

k
i;2; . . .; xk

i:nÞ represents an individual of the kth gen-

eration, in which the best solution is denoted as Gk ¼ ðgk
1; g

k
2; . . .; gk

nÞ: The main
idea of DE algorithm is that each individual Xk

i will compete with a trial one
Uk

i ¼ ðuk
i;1; u

k
i;2; . . .; uk

i:nÞ by comparing their fitness function value to determine
who can survive for the next generation. According to the DE/rand/1/bin schemes
of Storn [11], the trial vector Uk

i is generated as follows:

uk
i;j ¼

xk�1
a;j þ Fðxk�1

b;j � xk�1
c;j Þ; if r\CR or j ¼ D(jÞ

xk�1
i;j ; otherwise

(

ð56:2Þ

where Xk�1
a ; Xk�1

b and Xk�1
c are three different individuals which are randomly

chosen from the (k-1)th generation population; F is the mutation factor which will
affect the differential variation between the two individuals; r is a uniform random
number between 0 to 1, CR is a user-specified crossover constant in the range
[0,1), and D(j) is a randomly chosen integer in range [1,n] to ensure that the trial
vector Uk�1

i differs from Xk�1
i by at least one parameter [12]. Finally, Xk

j will be
determined as formula (56.3).

Xk
j ¼

Uk�1
j ; If Fitness( Vk�1

j Þ [ Fitness(Xk�1
j Þ

Xk�1
j ; otherwise

(

ð56:3Þ

Referencing [13], we propose a discrete DE algorithm for the resource allo-
cation. The mutation and crossover operation of the algorithm are defined as
follows:

Uk
i ¼ F1ðc1;X

k�1
i ;F2ðc2;G

k�1;F3ðt;Xk�1
a ;Xk�1

b ÞÞÞ ð56:4Þ

Equation 56.4 consists of three components. The first one is Pk ¼ F3ðt;Xk�1
a ;Xk�1

b Þ;
in which, Xk�1

a ;Xk�1
b are two different individuals (a = b=i) randomly chosen

from the (k-1)th generation population; t is the mutation strength; and F3 is the
crossover operator which is conducted in such a way that it generates a uniform
random start number e between 1 and n, and then determines the Pk ¼ ðpk

1; p
k
2; . . .; pk

nÞ
as follows.

pk
i ¼

xk
a;i ; if e� i\eþ t

xk
b;i ; otherwise

(

ð56:5Þ

The second component is Rk ¼ F2ðc2;Gk�1;PkÞ; where Gk�1 is the best indi-
vidual of the (k-1)th generation population; c2 is the mutation probability, and F2 is
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the mutation operator which is employed to accept information from the global
best to the temporary member Pk: That is, if a uniform random number r generated
between (0,1) is less than c2, a start number f (1 B fBn) and a length number
e (1 B eB differ ðGk�1;PkÞ; differ ðGk�1;PkÞ represents the difference between
Gk�1and PkÞ will be randomly selected, and then pk

e; p
k
eþ1; . . .; pk

eþf�1 will be

replaced with gk�1
e ; gk�1

eþ1; . . .; gk�1
eþf�1:

The third component is Uk
i ¼ F1ðc1;Xk�1

i ;RkÞ; where c1 is the choice proba-
bility, and F1 is the selection operator which is applied to determine the generation
of the trial individual. If a uniform random number r generated between (0,1) is
less than c1, there will be Uk

i ¼ Rk; else Uk
i ¼ Xk�1

i :

Finally, the selection is based on the comparison of the fitness between Uk
i and

Xk�1
i such that,

Xk
i ¼

Uk
i ; if Fitness( Uk

i Þ [ Fitness(Xk�1
i Þ

Xk�1
i ; otherwise

(

ð56:6Þ

D. Algorithm Description
To sum up, the task planning algorithm is described as follows:
Input: the given process P, resource set R, Matrix D and the set of initial

population fX1
1 ;X

1
2 ; . . .;X1

Mg
Output: the optimal planning solution.
Begin
{Initialize parameters for DE Algorithm;
Initialize iteration number k = 1, the maximum iteration number is K;
Calculate the fitness of each individual of the initial population and find the
global best G1;
While (k \ K) Do

{For each individual Xk
i

{Find two different members Xk
a; Xk

b; a 6¼ bð Þ;

Ukþ1
i ¼ F1ðc1;X

k
i ;F2ðc2;G

k;F3ðt;Xk
a;X

k
bÞÞÞ;

If (FitnessðUkþ1
i Þ[Fitness ðXk

i ÞÞ

fXkþ1
i ¼ Uk

i ;

Update Gkþ1; g
Else Xkþ1

i ¼ Xk
i ;

} EndFor
k = k+1;

} EndDo
Output the global best Gk as the optimal task allocation;

}End
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56.3.2 Task Clustering

After task planning, we get the optimal solution G = (g1, g2,…,gn), where
W(ti) = gi. Then we simplify the workflow structure by the task clustering, which
includes the following steps:

(1) Substitute ti with W(ti) in PE(P) and generate PE’ðPÞ.
(2) Scan PE’ðPÞ from left to right, if there exists a string like ‘‘riri’’, ‘‘(ri*ri)’’ or

‘‘(ri ? ri)’’, then cluster it into ri and record the position of the clustering.
(3) Substitute each of the ri with a block and simplify the workflow structure.

For example, in Fig. 56.2, tasks are clustered into 4 task blocks denoted as v1 to
v4, the relationship between the structure of the task blocks and their mapping
resources are as in Table 56.1. After task clustering, the structure of the workflow
is simplified.

56.4 Experiments

To test the performance of the proposed approach, we developed a module to
generate random structured DAGs which are simulated as workflow cases.
According to the process definition mentioned in Sect. 56.2.1, we generate a
simulate process with different structure and scale by such a way that, starting
from a single-task-structure process, randomly select the nesting order and nesting
depth of sequence and parallel structures. After generating test cases, we brought
them into our workflow platform [14] where 10 execution resources attend the
simulation. We test the performance of the proposed approach by comparing the
workflow execution of two situations: with simplifying and without simplifying.

First, we test the process execution performance with different resources.
The workflow case was generated with the process scale n = 40. The number of
the resource was setting from 3 to 10. The queue waiting time of each executing
unit (a task or a block) was simulated as 10 ms per interval. The weight a was set

t2t1

t3

t4

t6

t9

t8t7

t5
v1

v3

v2

v4

Fig. 56.2 Process structure simplifying (Different color denotes the blocks of different
resources)

56 An Approach to Structure Simplifying 475



to 0.5, and other parameters are set randomly. Each experiment was run 10 times.
The average result obtained is as shown in Fig. 56.3a, from which it is evident that
there is an obvious advantage with the structure simplifying compared to without
simplifying.

Second, we test the execution performance with different process scales.
The process scale n was set from 30 to 80. The number of resources was set to 5.
Similar to the first experiment, we simulate the queue waiting time of each
executing unit as 10 ms per interval and the weight a was also set to 0.5. The test

Table 56.1 Task blocks and
their corresponding resources

PE(vi), vi[V W(vi)
PE(v1) = t1t2 W(v1) = r1

PE(v2) = t3(t4 *t5)t6 W(v2) = r2

PE(v3) = t7 t8 W(v3) = r3

PE(v4) = t9 W(v4) = r4
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Fig. 56.3 Comparison of the execution performance
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result is as shown in Fig. 56.3b, from which we also find that the performance with
structure simplifying is superior to that without simplifying.

56.5 Conclusions and Future Works

Due to the increasing scale of workflow applications, structure optimization
is deemed as an effective step before execution. The contribution of this paper
is that we present a workflow structure simplifying approach for large-scale
structured workflows. The proposed approach includes a task planning algo-
rithm and a set of task clustering principles, with the objective of minimizing
the overall completion time and improving the whole workflow execution
performance.

In the near future, we will give a non-structured workflows optimization
approach and study the convexity of structure simplifying. Furthermore, we will
apply the workflows optimization into the specific scientific workflow applications.
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Chapter 57
Generation of Pairwise Test Sets Using
a Novel DPSO Algorithm

Sun Jia-Ze and Wang Shu-Yan

Abstract The pairwise test suite generation is one of key issues of combinatorial
testing. This paper presents a novel discrete particle swarm optimization algorithm
(DPSO) to generate pairwise test data of combinatorial testing. In the algorithm, a
particle represents a test suite, fitness function is evaluated by the uncovered
number of combination pair, and the position of the particle is produced by
stochastic algorithm, which is randomly generated by the frequency of discrete
values of all factors in test suite, then optimal test suite which covers all combi-
nation pairs is generated. Finally, the classic example is used to illustrate the
performance of the proposed algorithm. Compared with the existing algorithms,
this paper provides an effective pairwise test suite generation method which has
nothing to do with the initial value and can generate the most effective test suit
with fast convergence, less calculation and stability.
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57.1 Introduction

Software testing is an important but expensive part in the software development.
In many software testing situations, exhaustive testing using all possible combi-
nations of input values for a system is not feasible. Combinatorial testing, as a
practical software testing approach, aims to detect the faults that triggered by
interactions among factors in SUT by designing and executing a small combina-
torial test suite in situations where exhaustive testing with all possible inputs is not
feasible to cover the required combinations of these factors. Pairwise testing is a
combinatorial technique which selects a subset of all possible test case input
combinations to reduce the number of test case inputs to a system.

The generation of pairwise test sets with a minimal size is a combinational
optimization problem and can be described by the set covering problem which is
well known to be NP-complete. And several deterministic algorithms have been
published. While NP-complete problems do not admit efficient deterministic
solutions in practice, generally speaking, the NP-complete problems can be solved
approximately by heuristic approximate algorithm.

Recently, particle swarm optimization (PSO) [1] developed by Dr. Eberhart and
Dr. Kennedy in 1995, with the strong global convergence ability and robustness,
are not dependent on the characteristics of problem such as gradient information.
It is a kind of random optimistic algorithm of swarm intelligence. Kennedy used a
discrete binary version of particle swarm optimization (DPSO) to resolve com-
binatorial optimization problems in engineering practice [2]. A hybrid algorithm
combining PSO with a cross-entropy method optimization method for solving the
pairwise test case generation problem was given in [3]. However, search process is
blind and slow.

In this paper, a modified discrete particle swarm optimization algorithm is
proposed to solve the problem of pairwise test case generation. From testing
results of the classic example of pairwise test case generation problem, the novel
DPSO algorithm is obviously feasible.

In the next section, we outline basic conception and related work. In Sect. 3,
the novel DPSO algorithm is described concretely. In Sect. 4, the typical examples
are employed to evaluate the performance of the novel DPSO. Finally, the con-
clusion is given in the last section.

57.2 Background and Related Work

57.2.1 Pairwise Test Case Generation Problem

The pairwise test case generation problem can be stated as follows:
The fundamental notion behind pairwise testing is the premise that most soft-

ware faults result from either single-value inputs or by an interaction between pairs
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of input values. Any pair relation of two factors in the software test system can use
binary relation matrix to express as T ¼ ðti; jÞP�P:P is the number of the discrete
values factors in the test system. i and j are the number of the discrete values,
ti; j ¼ 1 show that the pair which is between ith discrete value and jth discrete
value should be covered, ti; j ¼ 0 show that the pair which is between ith discrete
value and jth discrete value do not need to be covered.

So far, many algorithms have been proposed for pairwise test case generation
problem. Mandl [4] first used pair-wise coverage in the software industry for
testing an Ada compiler by introducing the method of orthogonal Latin squares.
AETG system, developed by Cohen et al. [5] Burrougbs et al. identify several
cases of major imbalance in the results of AETG. This indicates that some testers
are facing problems because of the results. IPO, based upon covering arrays are
discussed in Lei and Tai [6]. The approach uses separate algorithms for horizontal
growth and vertical growth. The research literature [7] extends that feasibility
study and demonstrates the use of a genetic algorithm to generate pairwise test
sets. The research literature [8] adopts ant colony arithmetic to solve the pair-wise
test data generating question with fast calculating speed. The research literature [9]
presents the results of generating pairwise test sets using a simulated bee colony
algorithm. The research literature [3] uses cross-entropy method of statistics and
PSO to generate pair-wise test data of combinatorial testing. In this paper, a novel
discrete particle swarm optimization algorithm (CDPSO) is proposed, which can
avoid slow search speed and premature convergence.

57.2.2 Discrete Particle Swarm Optimization

PSO is an algorithm inspired by the social behavior of bird flocking which is used
for finding optimal regions of complex search spaces through the interaction of
individuals in a population of particles. When integer solutions are needed, the
optimal solution can be determined by rounding off the real optimum values to
the nearest integer DPSO has been developed specifically for solving discrete
problems. Kennedy and Eberhart put forward the DPSO in 1997 [2]. The velocities
and positions of particles in DPSO are updated as follows:
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respectively. vt
id is the velocity of the particle in the tth iteration, w is the inertia

weight which provides a balance between global and local exploration. rt
1 and rt

2
are the random values between [0, 1] in the tth iteration, and c1 and c2 are the
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acceleration coefficients. xt
id is the position of the optimization domain in the space

particle in the tth iteration, Pbestid is the best position that the particle ever had in
the tth iteration, Gbestid is the best position that the group particles ever had in the
tth iteration, and rand is a random number selected from a uniform distribution
in [0, 1].

57.3 Method

57.3.1 Overview

Pair-wise is a combination way and an economical effective test method, which is
produced by principle of combining two levels of all factors. It aims at covering
all the possible combinations of all exterior input parameter of software one time
at least with the final test suite. The research indicates that, the pair-wise testing is
an effective and practical way in testing different software [10].

There are many variations of the basic algorithm structure which are possible.
DPSO algorithms merely provide a basic framework for solving a problem and the
implementation of a specific DPSO algorithm which solves a specific discrete
problem requires several design decisions [11]. Some of the major design deci-
sions include the following. First, a particle representation of a solution to the
target problem must be designed. Second, a fitness function which measures
how well a particle solves the target problem must be constructed. Third,
stochastic algorithms to implement position movement of particle must be
designed. Additional DPSO design parameters include selection of the population
size, a method for determining how the movement of the particle is produced by
stochastic algorithm.

Directly using traditional DPSO to solve pairwise test case generation problem,
we may encounter some problems as follows: on one hand, the fitness function
usually can not accurately evaluate the particle; on the other hand, as the update of
particle position is limited in several discrete values from factors, traditional
DPSO will have large amount of computation.

57.3.2 Fitness Function Suitable for the Pairwise
Test Case Generation

Pairwise test case generation is general in the sense that the technique applies to
any type of discrete input parameter values. When using a DPSO algorithm
each parameter value corresponds to a position. The algorithm initially maps all
possible input parameter values to consecutive integer values, and these integer
values are used as individual position values. This approach results in a particle
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representation with an array of integer values. For example, suppose some system
under test has three input parameters, p1, p2, and p3. Parameter p1 can take on one
of two string values, ‘‘windows’’ or ‘‘Linux’’. Parameter p2 can take on one of
three numeric values, 61.5, 82.1, or 345.3. Parameter p3 can take on one of two
Boolean values, false or true. These seven values are mapped to arbitrary integer
IDs 1, 2, 3, 4, 5, 6, and 7 and used as position values for ‘‘ windows ‘‘, ‘‘ Linux ‘‘,
61.5,… true. A particle represents a test set. Suppose the test set size is set to 4 test
vectors. Then the array [1–4, 6, 7] is a particle modeling a test set of size 4, where
each test vector has size 3.

An individual in the DPSO implementation is defined as a particle and a fitness
value. The fitness function is straightforward and is defined simply as the total
number of distinct pairs non-captured by the particle representation of test vectors.
Notice that this particle representation introduces implicit test vector boundary
locations which can serve as target locations for position update operations. Because
the total number of non-covered pairs of parameter values can be computed for any
given set of parameters and their associated possible values, the fitness value can be
used to identify situations where a given individual captures all pairs.

57.3.3 Position Updating for the Pairwise
Test Case Generation

The key population design decision was the choice of the update method of
position of particle population. For the characteristics of pairwise test case gen-
eration problem, the update of position of particle is to directly set several discrete
values from factors to the location of each dimension for the particle, meanwhile
the new algorithm does not randomly set to discrete values, but produces the
position of the particle by stochastic algorithm, which is randomly generated by
the frequency of discrete values of all factors in test suite. In this way the test cases
with higher coverage will be selected with less probability in the next step,
which contributes to improve the search success rate and accelerate the speed of
evolution to the optimal solution.

57.3.4 A Novel DPSO Algorithm for the Pairwise Test Case
Generation

In summary, the novel DPSO algorithm for the pairwise test case generation is as
following:

Step 1. Initialize the number of particles in the particle swarm, the position of
individual particle in d dimensions of the problem space. Then the non-covered
pairs of parameter values of each particle can be calculated based on binary
relation matrix T.
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Step 2. Evaluate the fitness of each particle in the particle swarm according to
fitness function.
Step 3. For each iteration, compare each particle’s fitness with its previous best
fitness (Pbest) obtained. If the current value is better than Pbest, then set Pbest
equals to the current value and the Pbest location equals to the current location in
the d-dimensional space.
Step 4. Compare Pbest of particles with each other and update the swarm global
best location with the greatest fitness (Gbest)
Step 5. update the position of the particle in particle swarm.
Step 6. Repeat steps (3)–(5) until the termination t condition is satisfied reached,
stop search process and put out he best particle as the best solution. The termi-
nation condition maybe a maximum number of iterations or a satisfactory fitness
value.

57.4 Numerical Experiments

In this paper, in order to show the process of the novel algorithm, we take a typical
and simple example of pairwise test case generation. Simulation experiment
parameters are as follows: the particle swarm size is 10.

Suppose the software system has four parameters, ‘‘Database’’, ‘‘Client’’,
‘‘WebServer’’, and ‘‘OS’’. Further, suppose that parameter ‘‘Database’’ can accept
one of two possible values, {DB/2, Oracle}. Suppose that parameter ‘‘Client’’can
accept one of two possible values, {Firefox, IE, Opera,Google}, suppose that
parameter ‘‘WebServer’’can accept one of two possible values, {WebSphere,
Apache,NET}. Suppose that parameter ‘‘OS’’can accept one of two possible
values,{windows,linux} and suppose that the constraint is if([Client] ==‘‘IE’’)then
([OS]! = ‘‘linux’’).

In order to enhance the DPSO for pairwise test case generation we can map the
factor values to arbitrary integer IDs 1, 2, 3, 4, 5, 6,7,8,9,10, and 11. We also
note H1 ¼ f1; 2g; H2 ¼ f3; 4; 5; 6g; H3 ¼ f7; 8; 9g; and H4 ¼ f10; 11g: For this
situation there are a total of 2 * 4* 3 * 2 = 48 combinations of input values. For
example, one arbitrary test vector is {Oracle, IE, Apache, windows}. Additionally,
for this situation there are a total of 43 pairs of input values. So the binary relation
matrix T ¼ ðti;jÞ11�11 of the software system to be tested can be expressed in
Table 57.1:

The length of a particle structure is equal to the product of number of parameters
and the test set size. Suppose that a particle structure is l1 ¼\ð2; 5; 8; 11Þ;
ð1; 5; 7; 11Þ; ð1; 3; 9; 10Þ; ð2; 6; 8; 11Þ; ð1; 4; 9; 10Þ; ð1; 5; 7; 11Þ; ð1; 3; 8; 10Þ; ð1; 5;
8; 10Þ; ð2; 5; 9; 10Þ; ð2; 5; 7; 10Þ; ð2; 5; 7; 11Þ ; ð2; 6; 9; 11Þ[. The particle illustrated
in the above particle represents the 12 test vectors ð2; 5; 8; 11Þ; ð1; 5; 7; 11Þ;
ð1; 3; 9; 10Þ; ð2; 6; 8; 11Þ; ð1; 4; 9; 10Þð1; 5; 7; 11Þ; ð1; 3; 8; 10Þ; ð1; 5; 8; 10Þ; ð2; 5; 9;
10Þ; ð2; 5; 7; 10Þ; ð2; 5; 7; 11Þ; and (2,6,9,11Þ:
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So the particle l1 has binary relation matrix T1 ¼ ðti;jÞ11�11; showed in
Table 57.2

The fitness of a particular is calculated by scanning through binary relation
matrix T1, and counting the number of distinct pairs which are not captured.
For example, from T1, we can add all the one values UnCount(l4Þ ¼ 1þ ð1þ 1Þþ
ð1þ 1Þ þ ð1þ 1Þ þ 0þ ð1þ 1Þ þ 0þ 0þ 0þ 0þ 0 ¼ 9 so the fitness value of
the fitness is 9, that is to say, there are nine pairs which are not covered.

Finally after seven iterations, the LGBest of the particle swarm reach zero, that is to
say, the best position has been found, the best position is l ¼ lt; ð2; 4; 7; 10Þ;
ð1; 6; 7; 10Þ; ð1; 5; 7; 11Þ; ð2; 3; 7; 10Þ; ð1; 3; 9; 10Þ; ð1; 6 8; 10Þ; ð2; 6;
9; 11Þ; ð1; 4; 9; 10Þ; ð1; 5; 9; 10Þ; ð1; 4; 8; 10Þ; ð2; 5; 8; 11Þ; ð2; 3; 8; 11Þ[:

The best particle has binary relation matrix T ¼ ðti;jÞ11�11; showed in Table 57.3.
Figure 57.1 is a test of the experiment time and the number of iterations

corresponding map. As can be seen, the number of iterations carry out at least two
iterations to a maximum of 20 iterations, average of 7.3336 times. Generally
speaking the number of iterations is less and the convergence speed is faster.

Table 57.1 Initial binary relation matrix T

0 0 0 1 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 0
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

Table 57.2 Updated binary relation matrix T1

0 0 -1 0 -2 1 -1 -1 -1 -3 -1
0 0 1 1 -3 -1 -1 -1 -1 -1 -3
0 0 0 0 0 0 1 0 0 -1 1
0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 -3 -1 0 -2 -3
0 0 0 0 0 0 1 0 0 1 -1
0 0 0 0 0 0 0 0 0 0 -2
0 0 0 0 0 0 0 0 0 -1 -1
0 0 0 0 0 0 0 0 0 -2 1
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
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Figure 57.2 is the number of iterations and the global optimal location corre-
sponding map during an iterative process. As can be seen, the uncovered pair
gradually decreases from 10 to 0-the full coverage. Eventually the optimal position
is obtained. So the convergence of this algorithm is effective.

57.5 Conclusions

This paper presents a novel discrete particle swarm optimization algorithm
(DPSO) to generate pairwise test data of combinatorial testing. In the algorithm,
a particle represents a test suite, fitness function is evaluated by the uncovered
number of combination pair, and the position of the particle is produced by
stochastic algorithm, which is randomly generated by the frequency of discrete
values of all factors in test suite. The classic example is proved that this paper
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Table 57.3 Final binary relation matrix T1

0 0 0 -1 -1 -1 -1 -1 -2 -5 0
0 0 -1 0 0 -1 -1 -1 0 -1 -2
0 0 0 0 0 0 0 0 0 -1 0
0 0 0 0 0 0 0 0 0 -2 0
0 0 0 0 0 0 0 0 0 0 -1
0 0 0 0 0 0 0 0 0 -1 0
0 0 0 0 0 0 0 0 0 -2 0
0 0 0 0 0 0 0 0 0 -1 -1
0 0 0 0 0 0 0 0 0 -2 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0

486 S. Jia-Ze and W. Shu-Yan



provides an effective pairwise test suite generation method can generate the most
effective test suit with fast convergence, less calculation, and stability. Therefore,
the DPSO algorithm provides pairwise test case generation problem with a novel
and efficient solution.
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Chapter 58
Applied Research with Portable
Cloud Computing

Mingxiang Sui, Zhihua Zhang and Juanli Hu

Abstract Cloud computing is a focus point in the field of research and applica-
tion. With the continuous developing and in-depth of cloud computing
applications, the handheld portable computing based on cloud computing will be
the hot point of research and application. In this paper, we investigate the present
primary demands and problems facing portable computing based on cloud com-
puting, through analysis and compare with the related projects and the relevant
papers at home and overseas, in combination with cheapness, high efficient and
high stability of the computing power in the underlying server. We then propose
new solutions based on cloud computing for portable computing. In the system
platform, vendors and developers can store and deploy the information and the
application into cloud servers unifiedly, and the complex data could be directly
processed by the browser installed in handheld portable devices without any
installation of other client softwares that is ‘‘The Cloud Processing’’. It can not
only greatly reduce the burden of portable terminal, but also form the foundation
of the direction and development of research and application for future handheld
devices to complex computing.
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58.1 Introduction

In recent years, with the improvement of portable devices and hardware tech-
nology, network coverage, and bandwidth of wireless network, the users’ requests
for handheld portable devices have changed from simple conversations, SMS
interaction and simplex type data storage to complex information query, hetero-
geneous data sharing and comprehensive application of multimedia. The
requirement of diversification and complication makes the portable client resource
to be consumed rapidly and the application more complex. More and more
scholars and users pay attention to portable performance limitation and uncer-
tainty. Reasonable use of the resources of portable client and the bandwidth of
Internet has become the core problem in portable computing popularity and
application.

In October 2007, IBM first announced the plan for cloud computing [1], and
then many other companies and universities actively participated in relevant
products, such as Microsoft [2], Google [3] and UC Berkeley [4]. There is no
unanimous definition for cloud computing, and it is regarded as the result of
mutual development with pervasive computing, distributed computing, parallel
computing and grid computing, virtualization, on-demand calculation, and the
theory of SOA WEB2.0. Its core concepts are two aspects: (1) It is mainly used to
construct the application as the infrastructure with the equivalent of the status as
independent PC (or x86 server) and Internet equipment. (2) The infrastructure
above the software applications [5]. Obviously, the biggest characteristic of cloud
computing is to integrate all resources seamlessly and adapt on-demand by using a
typical B/S structure. The complicating information process can be processed by
browser exchange through backend server cluster of cloud. Based on the core
conception and character of cloud computing, the portable cloud computing can be
described as follows: It is an IT resource or the deliver and use mode of infor-
mation services which is the foundation established by portable network, platform
and software.

58.2 The Present Situation of Portable Computing

Through the development in the past 20 years, the handheld portable devices have
improved from cell phones to the PDA, the smart phone and various products with
complex functions, which are widely used. At present, the handheld portable
computing has become one of the mainstream computing models. Its software and
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hardware technology has realized the rapid development: � such as the CPU clock
speed has risen up to above 500 MHz and the capacity of RAM has reached
between 256 Mb and 512 Mb. Their physical sizes of handheld portable devices
have become larger, basically meeting the daily simple documents and small
multimedia data processing. ` For the current different devices and OS, manu-
facturers and individuals provide tens of thousands of applications respectively.
For example, Apple has introduced the iPhone, in which the applications have
reached 1 million or more.

Handheld devices in the wireless portable environment bear more technical
challenges in order to realize the Web access. In this environment for Wireless
Web Access, it needs an efficient and reliable mechanism to give the support to
overcome the difficulties that are brought by the limited capacity of the handheld
device’s own hardware and the unreliability of wireless networks. With the
emergence and widespread application of the 3rd-generation (3G) [6], Wireless
Fidelity (Wi-Fi) [7] and WiMax (IEEE 802.16) [8], the network speed and stability
have improved very quickly. The handheld portable devices and the interactive
Internet have increasingly become complex and diverse, giving us the premise and
the methods to solve the bottleneck of portable devices in the client.

There is a huge contradiction. On the one hand, users require the diversity and
high expectations of the handheld portable device functions. On the other hand,
handheld portable devices only have self-limited storage, low computing and
unstable software and hardware performance. For example, when a user’s hard-
ware and software go wrong, important data stored in the device is often lost, or
when the user needs the more complex search in a large number of documents,
general equipments not only consume too much time, but may even finish the tasks
with difficultly. These are serious constraints to complete the portable computing
development.

58.3 Framework of Portable Cloud Computing

58.3.1 Architecture of Portable Cloud Computing System

Portable computing framework based on the cloud computing have mainly three
major components, as shown in Fig. 58.1.

(1) The user’s display interface is the lightweight equipment of the front,
including a variety of handheld portable devices: PDAs, smart phones and
tablet computers, known collectively as the portable clients. In the portable
client of the cloud computing, only the operating system, driver and browser
will be installed, so the client is a lightweight terminal.

(2) The network in the middle integrates all the wired and wireless network
transmission facilities. Cable network transmission equipment is mainly used
to connect the underlying server-side; the wireless transmission equipment is
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primarily used to connect portable terminals, and its main functions are to
complete the data reception and transmission among every portable client and
the background cloud.

(3) The underlying basic services can provide a variety of service delivery
methods, either through the popular x86 server clusters, or through the large-
scale servers etc., but generally tend to use a large number of low-cost servers.
In the cloud computing framework, almost all computing tasks are executed
through the underlying server clusters. The users can select the corresponding
service through a variety of devices in the network according to their
requirements; do not need to know the specific location and the technical
details of the operating system, middleware and applications etc.

58.3.2 The Model and Layers of Portable Cloud Computing

The portable cloud computing framework model has a position similar to the
desktop cloud computing, but it also has its own uniqueness. The model is mainly
composed of five different layers. The key to resolve this confusion is the reali-
zation that the various offerings fall into different levels of abstraction, as shown in
Fig. 58.2, aimed at different market segments.

Fig. 58.1 Architecture of portable cloud computing system
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(1) Data Centre. As the bottom layer of the Portable Cloud Computing model,
Data Centre separates the server hardware and the server operating system
through the virtualization and gets the hardware, then combines the data center
environment and the hardware into a unified whole. As a whole physical
environment, it is also known as ‘‘doing the physical resources and infra-
structure management’’ (PRIM). In this concept, all the physical resources in
the data center will be viewed as a whole, taking it as a container to carry the
whole of the IT basic infrastructure and logical IT basic infrastructure.

(2) Infrastructure. Infrastructure layer realizes the application of package in the
equipments supporting operations mainly through hardware virtualization
technology. The equipments include the memory, hardware, the server and the
high-speed Internet component, then they are integrated, and deployed, known
as Infrastructure-as-a-Service (IaaS). After integrating, the underlying infra-
structure can be looked upon as the whole large-scale server to provide the
uniform support service for the upper layer, and it can also call the resource
according to the needs of the users freely.

(3) Platform. The second layer is Platform-as-a-Service (PaaS). Vendors provide
the development environment, the server platform and hardware resources to
developers. Users can develop the programs based on the service providers to
provide the operating system and related services without having to download
or install. Services, such as the Force.com and Google App Engine, provide
the programming environment which abstracts machine instances and other
technical details from the developers. The programs are realized based on data
centers, not concerning the developers with matters of allocation. For this, the
developers have to handle some constraints that the environment imposes on

Fig. 58.2 The Model and
Layers of Portable Cloud
Computing
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their application design, for example the use of key-value stores instead of
relational databases.

(4) File. The third layer is a special framework of the portable computing with
private cloud. The layer can be seen as a symbolic component of the portable
computing with cloud. Because the ability of processing the information on
the handheld portable devices is weak, the speed of the wireless network,
when data is interacting, is slow and susceptible to cause instability. So in this
layer, the processing speed about the documents in this layer should be
improved, mainly including the file mapping and cutting. So the layers can be
seen as a service (FaaS).

(5) Application. The fourth layer is the application layer. This layer is mainly
through the SOA approach to develop the highly scalable software. By the
software virtualization technology, it can provide customers with on-demand
software services, which run on different operating systems and hardware
platforms. It is also known as Software-as-a-Service (SaaS). SaaS is a channel to
provide the software for users through the Internet. It applies the unified
arrangements on the cloud server. Users can make custom applications on their
own demands, according to software modules and the length of time, without the
need to pay to buy the software as a whole. Users also do not have to manage,
maintain and upgrade operations on the software. SaaS providers or managers
can carry out such operations on the software located in the cloud server.

(6) Presentation. The Presentation Virtualization is the top layer of the whole
framework. It is the hardware and software technology which makes any
handheld portable device to access the application and the users do not to
know too much about the other. The application can recognize a device it is
used to working with. When the device recognizes an application it knows
how to display. In some situations, the special purpose hardware is used on
each side of the network connection in order to increase the performance;
allow a lot of users to use a single client system or allow a single individual to
see multiple displays.

The access, security and system management must also be considered as an
important part for many systems. In a virtualized run-time environment, it is about
the software technology that manages the access to systems, users and file level
security arrangements, and management which makes it possible for some systems
to be provisioned and managed as they were on a computing resource.

After the successful implementation of the five layers, the Cloud infrastructure
is finished and it is for the execution of application streaming.

58.4 In the Portable Cloud Computing

When we have covered the fundamental model and architecture of the Portable
Cloud Computing, its practical application may still be unclear. So, this section
discusses the cases of LiveMesh, Android MobileMe and Blackberry Enterprise
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Application Server Program, where the application of Portable Cloud Computing
would yield big benefits.

Microsoft’s ‘‘LiveMesh’’ and Google’s mobile search demonstrate the model
that cloud computing service providers provide services to the user by mobile
phones (or other portable terminals). Apple’s ‘‘MobileMe’’ and RIM’s Blackberry
e-mail service represent the model that the cell phone manufacturers provide
services directly to users. The former model relies on the market dominance and
the technological leadership of service providers in their superior areas. The latter
pattern depends on the attractiveness of the public by the ‘‘star cell phone’’. The
two models have achieved cross-cutting, cross-level integration of resources and
services. The applications and services provided by the two models have the
synchronization of the information storage and the application consistency,
thereby ensuring the seamless interface about the user service experience. The
open cloud platform will allow users to create and run their own applications.

58.5 Conclusion

With the increasing popularity of intelligent terminals, the rapid development of
the wireless broadband and the mature application of virtualization technologies,
capabilities of portable devices and user requirements are constantly improving.
These changes make the Portable Cloud Computing promote to richer forms,
broader applications and more powerful functions, which has brought a huge
development space to the portable Internet. Although all sorts of obstacles exist,
portable cloud computing has not still become the mainstream of portable Internet
services. However, the above examples have demonstrated the fact that cloud
computing and the portable Internet have produced broad application prospects by
the combination of the two. Cloud computing will be more satisfied with the
application development and customize business requirements based on the por-
table broadband, which enhances the intrinsic value of portable information
services to help complete the transformation from portable carriers to integrated
information service providers.

In the next step, we will continue to study the FaaS layer of Cloud Computing
model deeply. For performance characteristics of handheld mobile devices, we can
improve the data processing of the various files, which not only make the seamless
interaction with customers and meet users’ requirements, but also effectively
reduce the resource consumption of terminal equipments to achieve the objective
of low energy consumption and high efficiency.
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Chapter 59
Sustainable Ecological Sanitation System

Ma Wenlin, Liu Jianwei, Zhang Junzhi,
Dai Shuiwen and Zhang Qi

Abstract For traditional drainage system used in city and town, there are high
consumptions of water and energy, but nutrient and water resource were lost. For
widely undeveloped countries and regions, there was lack of sanition. Ecological
sanitation (Ecosan) system was built based on that domestic sewage and waste
material contained in it were regarded as carriers of resources and energy. It was in
accordance with the current economic strategy model of sustainable development.
The common features of ecosan system are simply treatment ways, nutrients
recycling and water recycling. Eco-toilet is main technological unit of the narrow
sense of ecosan, which was fit for low population density of areas and most of
them were built in rural villages. The general sense of ecosan system is a modi-
fication to traditional drainage system used in city and town, which was fit for
developed economic level and high population density of areas. In the end,
the development trend of ecosan system was forecasted.
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59.1 Introduction

With the development of society and economic, the water consumption of human
beings is increasing, but the natural water resource which can be used directly
continues to lose. At present, the world is facing severe water shortage problems.
There was 1.291010 of people who were short of water. There was 3.091010 of
people who were lack of sanitation. There was 39106–49106 of people dying
from water-related diseases each year. It was forecasted that water crisis would
spread to forty-five countries and about 3.591010 of people would be short of
water by 2025.

Problems of drainage systems. Traditional drainage system used in cities belong
to end-pipe control. Human excreta and other domestic sewage were simply con-
sidered as waste material. They were diluted with clean water several times their
volume and then discharged through traditional drainage system. There is a great
deal of water wasted. However, it also increases the difficulty in wastewater
treatment. There are high consumptions of water and energy. But nutrients and
water resources were lost. In a word, the ways that people use nutrients and water
are not recycling but extensive and straight line-like for a long time.

In undeveloped countries and regions, the water supply and drainage systems
are not perfect. Cesspool is used widely. It is not safety to human health. The
infectious diseases caused by fecal pollution often happen.

Utilizing ways to domestic wastewater. Domestic wastewater is mainly com-
posed of washing water and human excreta. The pollution degree of washing with
is light. It can be treated by absorption, filtration and biological purification from
natural plant ecosystem. Treated water can reused instead of water supply for
domestic and industrial production and agriculture production partly.

Human excreta, including feces and urine, contain great deal of nitrogen,
phosphorous and organic matter. There aren’t bacteria in urine of healthy people.
A special pipeline is necessary to collect urine into a pool to storage. Urine can be
only diluted before reused as farmland fertilizer. Human feces can be used to
produce biogas, a clean energy. It is also used to make organic compost. Biogas
residual is a kind of liquid organic fertilizer source. Both biogas fermentation and
composting can change human excreta into agricultural fertilizer, which contribute
to the recycling of nutrients.

Theoretical basis for ecosan system. Sustainable development is an organic
unity of ecological sustainability, economic sustainability and social sustainability.
Ecological sustainability is the foundation of sustainable development, economic
sustainability is dominant, and social sustainability is goal. They are mutually
dependent and reinforcing. All they combine to form a whole of the sustainable
development system [1]. One of the conditions of sustainable development is that
the resources should be used by humans continuously. Social development and
evolution can only be carried out under an affordable range of resources and
environment. Once the eco-cycle is interrupted, economic and social development
would be significantly affected.
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A prerequisite of ecological sanitation idea given was that domestic sewage and
waste material contained in it were regarded as carriers of resources and energy.
According to the philosophy, human life hardly produces ‘‘waste’’, which is a link
of the matter and energy flows in a closed loop, all waste material can be cycled to
useful material. So, the concept of ecosan is in accordance with the current eco-
nomic strategy model of sustainable development [2].

Ecosan system is built on the foundation of regarding domestic pollutants as
renewed resource. On the head of domestic pollution source, human excreta and
gray water are collected separately, and appropriate disposal measures are taken.
Water resource can achieve recycling by reusing of gray water treated. Nutrients
from human excreta are reused in agriculture to carry out recycling [3].

59.2 Concept of ecosan system

Origin and development. In the early twentieth century, Leberrecht Migge, a
Germany architect, was the first to bring up the concept of ecological sanitation
(drainage) system and put it into practice in urban areas [4]. The ecological san-
itation system or ecological drainage system was shortly called as ‘‘Ecosan’’ [5].
The development of ecosan systems were discussed frequently in the international
seminars world-wide. It showed that there were more and more countries and
regions to accept the concept of ecosan system all over the world [6].

Essential features. Since the occurrence of ‘‘ecological sanitation (drainage)
system’’ concept, a discussion on how to define was being spread out deeply and
extensively, but a generally acknowledged definition was not achieved.

However, the common features of ecosan system are [7]:
Simply treatment ways: Human waste was treated by using technologies near to

nature and low energy consumption, such as composting and anaerobic biogas;
Nutrients recycling: Nutrients from human excreta can be safely recycled.

A closed nutrient circular system is formed;
Water recycling: Domestic wastewater treated was reused as domestic water or

environmental water. A high efficient, safe, reasonable water circular system is
achieved.

Winbiad Konsulf, a Sweden researcher, thought that ecosan systems should
meet three simple rules: preventing from environment pollution, killing pathogens
in human excreta, nutrients contained in human excreta used as fertilizer.

The core ideology. Ecosan, a new concept of eco-economy, is a kind of
wastewater management and sanitation systems with characteristics of ecological
and economic sustainability. It is guided by the principles of ecology. Its criterions
are harmlessness, reduction and resource. It can promote existing sewage collec-
tion and treatment system to develop toward a sustainable cycle economy direc-
tion. It makes human excreta treated by technologies with characteristics of saving
water, energy and land and reused as fertilizer. It possesses performances of
protecting health and maintaining ecological balance [8].
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To sum up, ecosan systems is a material metabolism system. It links human and
nature. It is led by the technology and social behavior, maintained by the natural
life system, and activated by the ecological processes.

59.3 Classification of ecosan system

The narrow sense of ecosan system. It contains a series of decentralized, source
separation domestic wastewater treatment systems (Fig. 59.1) They are fit for low
population density of areas and most of them were built in rural villages. Eco-toilet
is their main technological unit.

Bio-toilet refers to those ones they possess strong self-purify capability and
resource recycling performances. They don’t make environmental pollution and
can take full advantage of a variety of resources, involving water, energy and
nutrients. Development of eco-toilets was a useful exploration to balance the
conflicts between human development and resource sustainable utilization. It was
an effective way to solve the sanitation problems in undeveloped areas.

The general sense of ecosan system. Under the conditions of developed eco-
nomic, high population density, artificial buildings, shortage land resources and
degraded agriculture, the ecosystem in urban areas is lack of primary producers
and decomposers. So, its development must depend on the interchanging of matter
and energy with its surrounding area. For example, with traditional drainage
system, its water was from the upper reaches, and its wastewater was released into
the lower reaches. However, the system neglected to save water and recycle
nutrients of human excreta. A large amount of useful material was diluted with
clean water and transferred to centralized treatment plants. It wasn’t ecological
because it not only increased the difficulty of sewage treatment but also expanded
the polluted area, as well as wasting water.

The general eco-san system is a modification to traditional drainage system in city
and town (Fig 59.2). It was built according to the natural material circulation pattern,
involving water supply based on different water quality standard, source separation
system in the buildings, wastewater reused system in residential district, rainstorm
storage and utilization device, resource utilization from organic solid waste, etc.

Ecosan prospects. Although the ideology of ecosan is unlikely to negate the
existing urban sanitation systems fundamentally completely now, its occurrence
confirmed that the traditional sanitation model in Chinese countries was with some
ecological features, as well as giving an advice to resolved pollution problems of
sewage wastewater in towns and small cities with decentralized treatment thought.

On the way to ecosan sustainable development, there are still a lot problems
necessary to be researched deeply, especially its connection with traditional
drainage system in densely populated urban areas. Today, a new Socialist coun-
tryside is being constructed in China. To the countryside, centralized wastewater
collection and treatment system is not economically feasible. During the thousands
years of agriculture production, Chinese farmers were used to use human and

500 M. Wenlin et al.



livestock manure to make organic fertilizers. But sometimes sanitation conditions
did not meet the full criteria for ecological health. It will be one of important tasks
to improve sanitation condition under maintaining healthy ecological circulation
of matter and energy in the widely rural area.
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Chapter 60
Plan and Design of Intelligent Citrus
Orchard Irrigation System

Xuejun Yue, Tiansheng Hong, Jianian Li
and Tongbiao Sun

Abstract The shortage of water resources is attracting more and more attention.
The development of computer technology, controlling technology, electronic
technology provides a new solution for efficient use of water. In this paper, an
intelligent citrus orchard irrigation system is planned and designed, the wireless
network is responsible for data transmission of the entire system, sensors which are
controlled by SCM collect data of irrigation areas, then control information of
irrigated areas is sent to control irrigation equipment to normally operate
according to data analysis, which can effectively use water resources.

Keywords Intelligent � Irrigation system �Wireless network � Control technology

60.1 Introduction

Since the 1980s, the rapid development of computer technology, information
technology, electronic technology, control technology, communication technol-
ogy, has greatly promoted the improvement of the social productive forces, also
rapidly changing people’s lives [1]. In China, water resource is facing a serious
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shortage. Scarce water resources are not conducive to the development of
agriculture. Soil for the growth of crops needs to maintain certain humidity [2].
In traditional agriculture, people often base on experience to irrigate, which if not
timely or accurate, often results in inadequate irrigation or floods, and underuti-
lization or waste of water resources.

How to use the limited water resources and taking the path of water-saving
agriculture has become the only way for sustainable development of agriculture.
With technology development, new technologies can be applied to irrigation
areas [3]. Use of an intelligent irrigation system can effectively reduce the leakage
of irrigation and the loss of evaporation process. In this paper, an intelligent citrus
orchard irrigation system based on the wireless network is planned and designed,
which could effectively control the irrigation time to realize water-saving irriga-
tion purposes.

60.2 Principle and Overall Structure of the System

In this study of the intelligent citrus orchard irrigation system, the wireless sensor
network as the cornerstone is responsible for data transmissions of the entire
system. A large number of acquisition nodes and a few control nodes are included
in the system. Acquisition nodes will collect humidity, temperature, water evap-
oration, light intensity and other information through the wireless sensor network
to the computer database which is the control center [4, 5]. The computer produces
the irrigation plan and calculates the amount of water according to the irrigation
district information of the citrus orchard and citrus water requirement characters
stored in the system itself, and sends control information to control nodes through
the wireless sensor network. Control nodes control pumps to irrigate citrus orchard
according to the received control information.

This intelligent citrus orchard irrigation system uses a three-layer control
structure. Figure 60.1 is the framework of an intelligent citrus orchard irrigation
system. The entire irrigation system according to the functions and structure can be
divided into three layers from top to bottom: the data acquisition and control
execution layer, the data aggregation layer, the system control layer [6]. Data
acquisition and control execution layer are composed by a large number of
acquisition nodes, control nodes and corresponding equipment. Acquisition node
contains a variety of types of sensors which gather humidity, temperature, water
evaporation, light intensity and other information; control node according to
received information from the wireless network controls irrigation equipment
connected with control node to run. The data aggregation layer includes wireless
network, sink node, network management and database. Aggregation layer is
responsible for data collection, sorting and storage. In the data aggregation layer,
environment data is collected and control information is sent through the wireless
network; network management is responsible for sorting and saving collected data
to the database as a basis for generating control information [7]. The system
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control layer includes the control module in Fig. 60.1, the control module reads
citrus orchard data from the database, sends corresponding control information to
the irrigated areas according to different humidity, temperature, water evaporation,
light intensity of irrigated area.

60.3 The Wireless Network Environment Built

The wireless network is the cornerstone in the intelligent citrus orchard irrigation
systems, it is responsible for data transmission of the entire system. In this paper,
the wireless network is based on the ZigBee protocol stack. It has advantages of
low power consumption, low cost, delay short, great network capacity, reliability
and safety.

Network Architecture. ZigBee protocol stack includes physical layer, MAC layer,
network layer and application layer. Figure 60.2 is the ZigBee architecture.
Functions of protocol layers are as follows:

Physical Layer. Physical layer defines wireless channels and the interface
between MAC layers, its function is to realize data transmission and management
of physical channels in the hardware drivers. It includes the distinction and choice
between channels, monitoring radio signals, modulation/demodulation, sending
and receiving data, link quality indication, idle channel assessment.

MAC layer. MAC layer is defined by IEEE802.15.4, provides data transmission
and data management services, achieves different users to share the available
media resources, provides a unified service for network layer and shields
under layers differences [8]. MAC layer management entity service access point

Fig. 60.1 The framework of intelligent citrus orchard irrigation system
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(MLME-SAP) is that the MAC layer provides management services to the network
layer interface to provide management services; public part of the sub-layer ser-
vice access point is the data service interface to the network layer to provide data
services. Yet a service interface exists between the MLME and the MCPS to make
MLME use of MAC data service.

Network layer. The internal logical structure of the network layer is divided into
two parts: the network layer data entity (NLDE) and network layer management
entity (NLME) [9]. The main functions include neighbor discovery, route gener-
ation and routing selection. Network layer data entity service access point (NLED-
SAP) provides data services for the application support sublayer, network layer
through network layer management entity service access point (NLME-SAP)
provides the network layer management services for the application support
sublayer, in addition to being responsible for maintaining information base (NIB)
in network layer. The network layer is responsible for the network topology
establishment and network connection maintenance, it is necessary to complete the
defined functions of MAC layer, but also provide the appropriate service interface
for the application layer.

Application layer. The main function is to provide a variety of user-oriented
applications. In this layer, application programming interfaces are provided to the
developers, developers can develop corresponding applications according to
functional needs.

The task processing mechanism. In the ZigBee wireless network, it includes
coordinator node, routing nodes and terminal nodes. In this system, the coordinator
corresponds to cluster node which is only one in the network, a small amount of
routing nodes correspond to acquisition nodes and control nodes, terminal nodes
correspond to acquisition nodes and control nodes. Each node has the task han-
dling mechanism to handle node events, including sending and receiving data
processes. The main code of task processing mechanism is as follows:

Fig. 60.2 The ZigBee
architecture
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UINT16 GenericApp_ProcessEvent( byte task_id, UINT16 events ){
………………………………………………………..
if ( events & SYS_EVENT_MSG) {

MSGpkt = ( afIncomingMSGPacket_t*)osal_msg_receive( GenericApp_TaskID );
while ( MSGpkt ) {

switch ( MSGpkt- [ hdr.event ) {
case ZDO_CB_MSG:

GenericApp_ProcessZDOMsgs((zdoIncomingMsg_t *)MSGpkt);
break;

case AF_DATA_CONFIRM_CMD:
//This message is received as a confirmation of a data packet sent.
afDataConfirm = (afDataConfirm_t *)MSGpkt;
sentEP = afDataConfirm- [ endpoint;
sentStatus = afDataConfirm- [ hdr.status;
sentTransID = afDataConfirm- [ transID;
break;

case AF_INCOMING_MSG_CMD:
GenericApp_MessageMSGCB(MSGpkt);
break;

case ZDO_STATE_CHANGE:
GenericApp_NwkState = (devStates_t)(MSGpkt- [ hdr.status);
if ((GenericApp_NwkState == DEV_ZB_COORD)|| (GenericApp_NwkState

== DEV_ROUTER)|| (GenericApp_NwkState == DEV_END_DEVICE)) {
//Start sending ‘‘the’’ message in a regular interval.
osal_start_timerEx(

GenericApp_TaskID,GENERICAPP_SEND_MSG_EVT,
GENERICAPP_SEND_MSG_TIMEOUT);

}
break;

default:
break;

}
…………………………………………………….

}
//return unprocessed events
return (events ^ SYS_EVENT_MSG);
}

60.4 Research and Achievement of Intelligent Control

Intelligent control processes collect environmental data of each irrigation area,
generate control information and send to the control node to achieve the control of
irrigation equipment. It can be divided into environmental data acquisition and
control information generated and sent.
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Environmental data collection. Environmental data collection is that where a
microcontroller controls a variety of sensors by the TWI bus to collect humidity,
temperature, water evaporation, light intensity and other information,and then the
microcontroller sends collected data to terminal nodes in the wireless network
through the serial uart port, terminal nodes sends out the data through wireless
network. Figure 60.3 is a flowchart of the data collection procedure.

Control information generation and transmission. Control information generation
and transmission is mainly achieved by the control module. First, the control
software reads how many areas the citrus orchard is divided into from the data-
base; then for each area, it reads environmental data of the area and deals with the
data, such as the average value, etc.; according to the data processed result of each
region, the regional control information is generated and by the wireless network
sent to the control node of the corresponding region; control node executes control
command to control irrigation equipment of the corresponding region operation in
citrus orchard. Figure 60.4 is the flowchart of the control procedure.

Fig. 60.3 The flowchart of
data collection procedure
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60.5 Conclusion

Water is the source of life, but the shortage of freshwater resource is becoming
increasingly a serious problem, and how to effectively use freshwater resource is a
growing concern. In this paper, an intelligent citrus orchard irrigation system is
planned and designed. It gathers the data of irrigation areas by the wireless net-
work and realizes intelligent irrigation to irrigation areas, which both ensures
adequate water to crops and saves water. This system provides good solution ideas
and implementation methods for intelligent management and water conservation.

Fig. 60.4 The flowchart of
control procedure
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Chapter 61
The Design and Realization
of Underground Location System
Based on ZigBee Technology

Yingxi Xu, Zeyu Sun and Chuanfeng Li

Abstract In order to solve problems that existed in the underground positioning
systems, e.g., low precision of node positioning, and potential conflicts during data
transfer, this study proposed an improved received signal strength indicator (RSSI)
underground positioning algorithm which is based on wireless sensor networks. This
algorithm analyzed and improved the distance measuring principles of the received
signal strength indicator. Iteration computation was applied to calculate data,
resulting in the improvement of positioning precision and a considerable decrease of
the positioning error of the node position. Accuracy and stability of the data com-
munication among different nodes were also guaranteed and real-time positioning
monitoring of the underground worker was realized. Therefore, highly efficient
rescue and the safety coefficient of the underground operation were guaranteed. The
simulation experiment showed that this algorithm was able to finish complex com-
putation process with fewer parametric variables, thus effectively reducing the
communication overhead among network nodes, extending the life cycle of the
network, and strengthening the robustness and stability of the entire network system.

Keywords Wireless sensor network (WSN) � Location algorithm � Monitoring
system � Received signal strength indicator (RSSI)
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61.1 Introduction

Because of the complexity of the underground environment, underground workers
are often confronted with the threat from temperature, pressure, humidity, toxic
gas, and even the life security. In addition, during the traditional mine operation,
the dynamic distribution of the underground workers has great randomness,
whereupon the management personnel can hardly know the dynamic operation
conditions of the underground workers. Moreover, there are plenty of electric
cables and wires in the mine. Once mine accidents occur, the consequences are
disastrous.

The wireless sensor networks are widely applied to a variety of fields such as
national defense, military affairs, environmental monitoring, target tracking, res-
cuing and relief work, and medical treatment, for its exclusive low cost, perception
ability, computation ability, and wireless telecommunications ability [1]. One of the
basic tasks of the wireless sensor networks is to monitor and track the information
acquisition within the target area. When they are used in underground rescue oper-
ations, the number of victims and their specific locations can be tracked accurately
through the monitoring of the host computer, making time for rescue operation.

61.2 The Design of the Positioning System

61.2.1 ZigBee Technology

ZigBee is a novel communication technology for short-range communications
based on IEEE802.15.4 standards. Its characteristics include low power con-
sumption, low cost, high capacity, short time-delay, and flexible network mode.
[2]. Frequency-hopping technology with 2.4 GHz band is used by ZigBee which
can form a wireless data transmission network platform consisting of as many as
6,500 wireless data transmission modules. Each transmission module is equal to a
base station. Within the whole network range, intercommunication among dif-
ferent networks can be realized. The distance between nodes can be as long as
hundreds of meters or even thousands of meters. As a result, they can connect with
any existing networks. The network structure can be classified into three types: the
star structure, the network structure, and the clustering structure.

61.2.2 The Principles and Design of the Location System

Due to the own limitations of the monitoring system, the complexity of the
geologic structure of mines and the variability of environmental parameters, it is
hard for the monitoring system to effectively monitor some data.The practical
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situations are taken into consideration, the aboveground part and the underground
part, in order to make some improvements. The aboveground part comprises the
controller area network (CAN) and the monitoring center while the underground
part consists of the power supply, the bus controller, the bus converter, the reader-
writer, and the marker. The function of the monitoring center is to transmit the
underground data to the host computer and carry out dynamic monitoring and
analysis on those data [3]. See Fig. 61.1 for details.

In the clustering structure, the cluster head selection mainly depends on the
strength of the signal that sensor nodes can receive. The other nodes which can
communicate with the selected cluster head are classified into the same clustering
area [4]. In order to prevent the underground environment from interfering with
the data signal, ZigBee network modules can be placed at the location needing to
position and the location needing to connect with the network. Each network
module has the directive function to indicate the strength of the received signal
(RSSI). Meanwhile, network module can automatically form a ZigBee commu-
nications network. Each cluster node has a unique network identification code.
When the cluster head node finishes data collection from the cluster nodes, the data
will be packed again in the base station and transmitted to the CAN bus.

61.2.3 The Framework of the System

Two physical equipments used together are defined by ZigBee protocol: the full
function device (FFD) and the reduced function device (RFD) [5]. Supporting any
types of topological structure, the full function device can communicate with any
types of communication equipment. The reduced function device, however, can
only communicate with the full function device as it only supports star topology.
The underground positioning base station is a FFD. The underground positioning

Monitoring Center

Network Switch

Family First Family Member

CAN Buss

Ground

Underground

Fig. 61.1 Connection
diagram of the location
system
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station is responsible for building the underground wireless communications
network. Broadcast messages will be sent every 3 min to establish wireless
communications link with neighboring personnel positioning end devices, in order
to realize personnel positioning [6]. Personnel position end device is a reduced
function device with two main functions, i.e., sending current position information
of the miner, and sound and light alarm. Its core module is CC2430 module. Each
terminal is powered by batteries. A unique ID is assigned to each terminal for
identification. Location of the personnel is determined through communications
between terminal and beacon nodes, i.e., underground positioning of base station.
The RFD terminal has a button which can send SOS message, a LED alarming
light, and a buzzer. It can realize sound and light early warning when aboveground
monitoring center sends early warning signals. The framework diagram is shown
in Fig. 61.2.

61.3 The Positioning Algorithm

61.3.1 RSSI Positioning Method by Measuring Distance

The attenuation during sign transmission is used by received signal strength
indicator (RSSI) to estimate the distance. The signal strength keeps decreasing as
the transmission distance increases when the signal is transmitting in the space.
The distance between the signal sending node and the signal receiving node can be
estimated by measuring the strength of the received signal [7]. The mathematical
model for signal transmission is:

Pr dð Þ ¼ Pr d0ð Þ þ 10n lg
d

d0

� �

þ Xr ð61:1Þ
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Fig. 61.2 Block diagram of system
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where Pr(d) is the received signal strength at the place with a distance of d from
the signal sending node, d0 is the reference distance, Pr(d0) is the path attenuation
coefficient at the reference distance d0, n is the path attenuation index, and Xr is
the Gaussian distribution random index with the mean value of 0. In the practical
application, the positioning accuracy is greatly affected by the path attenuation of
wireless relay broadcasting when RSSI signal strength is used to measure distance.

61.3.2 The Location Algorithm Improvement

The measurements are repeated for several times and every measurement is
assumed to be independent. Namely, the RSSI measuring values obtained are
independently distributed. According to Bayesian probability algorithm, the signal
strength is considered as a probability model with normal distribution. As the
received signal strength will reach balance finally in RSSI, the Bayesian proba-
bility model statistic algorithm has to preserve the distribution information of
signal strength as complete as possible, in order to improve the positioning
accuracy. The model is:

p ljoð Þ ¼ p ojlð Þp lð Þ
p oð Þ ¼ p ojlð Þp lð Þ

P

l0 2L

p ojl0ð Þp l0ð Þ ð61:2Þ

where p ljoð Þ is the distribution probability of the observing signal strength model o
of an unknown node at the place l, p(l) is the prior probability of the unknown node
at the place l, which can be assumed as a normal distribution model. L is the set of
all beacon nodes and p(o) can be considered as a standard constant. When the
signal strength is computed, it is assumed that they all had Gaussian distribution
with the mean value of xi and the standard deviation of r, where r is the adjustable
parameter in the model. Compared to xi, the measurement result x has a density
function:

F xð Þ ¼ 1

r
ffiffiffiffiffiffi

2p
p e

x�xið Þ2
2r2 ð61:3Þ

When the random disturbance occurs, it can be considered to be reflected in the
signal in the form of an extraneous variable with Bayesian probability distribution.
When pr(d) is subject to Gaussian distribution, pr dð Þ�N m; rð Þ, where

m ¼
P

i¼1 xi

�

n; r2 ¼
P

i¼1 xi � mð Þ2
�

n� 1, xi is the ith signal strength value,

and n is the signal number. The RSSI value to be transmitted to the unknown node
will be obtained when the RSSI received Bayesian filtering processing calculates
the mean value.
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61.3.3 The Refinement Process

The refinement process is essentially a recursive iterative algorithm. Node posi-
tions are updated through a series of procedures and rewritten in the database. At
the beginning at each step, the node networks its own position and makes com-
putation. Meanwhile, the position information and corresponding distance evalu-
ation of the neighboring nodes are also received by it. The distance error will be
reduced gradually. Finally the refinement algorithm will terminate and the final
position will be reported. When the neighboring nodes of an anchor node in a
three-dimensional space are over four, the inferred linear equation set are over-
determined. Errors can be balanced using the least square method [8].

Errors are inevitable. Roughly they can be classified into three types. The first
type of errors is errors of the position coordinates of the reference nodes selected
for node positioning. The second type of errors is measurement errors of RSSI
distance measurement technology. The third type of errors is caused during the
computation. Accordingly, further correction and evaluation are needed for the
estimated position coordinates. The correction function is:

Df xð Þ ¼
X

eij lij � dij

� �

p ijjð Þ ð61:4Þ

where, lij is the distance between the node i and the node j, dij is the RSSI
measuring distance between the node i and the node j, eij is the direction unit
vector, p(i|j) is the conditional probability of the node i and the node j. Order
E(X) and D(X) are the mean value and variance of Gaussian distribution function,
respectively. The covariance is:

CovðXÞ ¼ 1
n� 1

X

n

i¼1

x� x0ð Þ x� x0ð ÞT ð61:5Þ

Then the jth probability density of the posterior probability density is:

EðZijÞ ¼ p CjjXi

� �

¼
p cj

� �

p xijcj

� �

p xið Þ
¼

p cj

� �

p xijcj

� �

Pk
j¼1 p cj

� �

p xijcj

� �
ð61:6Þ

The position coordinate of the unknown node can be considered as
pi ¼ pi þ Df xð Þ, where pi is the coordinate figure of the node i. Repeat the
adjustment process. The adjustment of position coordinate is considered to finish
when the correct value of the node position tends to the actual value.

Err ¼

P

i;j
dij � dij

K
� �2

,

dij

N
ð61:7Þ
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where N is the total number of the neighboring nodes. Since the absolute errors are
directly affected by the length of the measuring distance, the Err at different
communication radius varies too greatly to be used as a general positioning error
standard. Generally speaking, the measuring error of the distance between nodes
increases as the distance increases and the corresponding node positioning error
also increases. Thereupon, using iterative method can make the distance between
the known node and the unknown node closer to the value calculated theoretically.

61.4 The Evaluation System

In order to verify the correctness of the corrected algorithm and the accuracy of the
Bayesian wave filtering probability model and the refinement iteration process, a
simulation test was carried out in a two-dimensional space with five sets of coordi-
nate figures for the convenience of the test. MATLAB6.5 was used as the simulation
platform. The simulation area was 100 9 100 , where the anchor points were evenly
distributed. It was assumed that the network environment was 100 9 100, the beacon
nodes and unknown nodes were distributed randomly in the simulation area, the
number of nodes was 40, and the communication radius of each node was 10. The
experimental data were obtained from the average values of 50 simulation experi-
ments. When determining the number of the nodes, the positioning error would
decrease as the beacon nodes increased dynamically, as shown in Fig. 61.3.

The network environment in Fig. 61.3 was that 40 nodes were randomly dis-
tributed and the total number of the nodes remained constant. If the number of the
nodes changed, the positioning accuracy of both the two algorithms was improved
with the increase of the nodes. When the number of the nodes was between 25 and 30,
the positioning accuracy of the improved algorithm tended to be balanced.
The positioning accuracy of the improved algorithm was significantly higher than
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that of the RSSI algorithm. For the improved algorithm, the positioning accuracy was
calculated through several iterative refinement processes while for the RSSI algo-
rithm, the positioning accuracy was obtained by consuming considerable time and
network energy.

61.5 Conclusions

Underground operation safety is directly related to underground mine personnel
safety. Highly efficient rescue mainly depends on personnel positioning. Accurate
positioning can reduce casualties. Firstly, the design of the positioning system was
analyzed and studied carefully and a system framework model was proposed.
Secondly, some improvements were made to the RSSI distance measuring algo-
rithm. Stochastic waves were filtered out using the Bayesian probability model
whereupon the RSSI algorithm was improved. Then data were corrected through
the recursive refinement process. All these measures were expected to effectively
determine the specific locations of the underground workers and reduce posi-
tioning errors. Experimental results showed that compared with the traditional
positioning, the accuracy was improved and underground measurement with high
precision positioning was achieved.
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Chapter 62
Assessment of Urban Ecosystem Health
Based on Attribute Recognition Theory

Mingfu Li

Abstract The deterioration of urban ecological conditions has aroused broad
attention during recent years. Assessment of urban ecosystem health is the basis of
forecasting and warning of ecosystem conditions. It is also an effective tool to
manage urban ecosystem. This chapter constructed an assessment indicator system
composed of vigor, organization, resilience, maintenance of ecosystem service and
human health. Then it established an urban ecosystem health assessment model
based on attribute recognition theory. Finally, it assessed urban ecosystem health
conditions of Chongqing city from 1998 to 2007. The results show that there is a
tendency of gradual improvement in urban ecosystem health conditions of
Chongqing. Health conditions of urban ecosystem belong to relatively unhealthy
grade from 1998 to 2004 and critically healthy grade from 2005 to 2007. The
assessment model can assess urban ecosystem health conditions objectively and
provide a new way for urban ecosystem health assessment.

Keywords Attribute recognition � Urban ecosystem � Health assessment �
Analytical hierarchy process � Entropy method

62.1 Introduction

Ecosystem health is a comprehensive science which focuses on human activi-
ties, social economic organization and human health and has become one of
hotspots in ecology. The concept of ecosystem health was first proposed by
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Leopold in 1941 [1]. After that, many scholars advance different definitions of
ecosystem health. Haskell states that an ecosystem is healthy if it is stable and
sustainable. Costanza summarizes ecosystem health as homeostasis, as absence
of disease, as diversity or complexity, as stability or resilience, as vigor or
scope for growth and as balance between system components. International
Society for Ecosystem Health defines ecosystem health as a science to study the
precautionary, diagnostic and prognostic characters of ecosystem management
and the relations between ecosystem health and human health. As for the
concept of urban ecosystem health, Colin thinks that a healthy urban ecosystem
includes the health and integrity of urban ecosystem composed of natural and
man-made environments, the health of urban dwellers and social health. Han-
cock summarizes the six dimensions of urban ecosystem which include health
condition of urban dwellers; social welfare state, the effectiveness of govern-
ment administration and social justice in the city; the built environment quality
including housing, traffic, water supply, public park and recreational facilities
conditions; natural environment quality including pollution conditions of air,
water, soil and noise; the influence of urban ecosystem on generalized natural
ecosystem, namely the ecological footprint brought by human beings on natural
environment.

During recent years, the rapid acceleration of urbanization has caused many
ecological and environmental problems. These problems weaken the service
functions of natural ecosystem and damage urban ecosystem health. Therefore,
it has become an urgent task to discuss the mechanism of urban ecosystem
sickness so as to promote the virtuous cycle of urban ecosystem. Currently
study on urban ecosystem health focuses on the construction of assessment
indicator system and selection of assessment method. International achieve-
ments about assessment indicator system of urban ecosystem health mainly
include: sustainable development indicators proposed by International Institute
for Sustainable Development, indicators of ecosystem health advanced by
International Joint Communion, indicators of urban sustainable development
and living quality conducted by the Canada Housing and Mortgage Corpora-
tion. Chinese scholars Ma, Wang, Li, Guo, Hu, Ceng and Zhou establish dif-
ferent assessment indicator systems of urban ecosystem health. The methods to
assess urban ecosystem health include indicator summarization, fuzzy evalua-
tion, composite index, fuzzy matter-element, attribute reorganization, energy
analysis and so on. As a mathematic method to quantify the qualitative
descriptions on things and natural phenomena, attribute recognition theory
advanced by Professor Cheng [2] can recognize and compare different things
effectively and overcome the shortcomings of other assessment methods. Cur-
rently attribute recognition theory has been applied to areas such as air quality
assessment and urban environmental quality assessment . We introduce attribute
recognition theory into urban ecosystem health assessment and develop a case
study on Chongqing city.
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62.2 Construction of Assessment Indicator System of Urban
Ecosystem Health

62.2.1 Selection of Assessment Indicators

Urban ecosystem has the characteristics of multi-variable, so assessment indicator
system of urban ecosystem health should have the characteristics of multi-scale
and dynamics. According to Rapport [3], health condition of natural ecosystem is
measured in terms of vigor (productivity), organization, resilience, maintenance of
ecosystem service, management choice, decrease of external input, harm to
neighboring system and human health. The above eight items belong to bio-
physics, social economy, human health, certain time and space categories.
We adopt vigor, organization, resilience, maintenance of ecosystem service and
human health as main elements of urban ecosystem health in this chapter. Vigor
mainly refers to the input and output of materials and energies and the capacity of
recycling nutrients in an urban ecosystem. Organization refers to the complexity of
ecosystem structure. Generally speaking, with the increase of species number and
the complexity of the interactions between the species, the organization of urban
ecosystem tends to be healthier. Resilience (which is also called resistance ability)
mainly refers to the ability of ecosystem to maintain its structure, namely the
ability to gradually rebound after the threat on urban ecosystem diminishes.
Maintenance of ecosystem service reflects the services provided by urban eco-
system to human beings, such as water conservation, water purification, providing
recreation, reducing soil erosion and so on. Human health reflects the existence
and health condition of human beings. Following the principles of availability,
comprehensiveness and comparability, we choose representative indicators in the
five elements, as shown in Table 62.1.

62.2.2 Grading Standards of Indicators

Referring to [4–6], we divide the levels of urban ecosystem health into five grades:
healthy, relatively healthy, critically healthy, relatively unhealthy and unhealthy.
We consult the suggested value of ecological city and environment protection
model city commonly recognized as the standard value of healthy grade and the
international or national minimum value as the limitation value of unhealthy
grade. Then we acquire the boundary value between relatively healthy and criti-
cally healthy grade by downwardly fluctuation 20% on the former basis and the
boundary value between relatively unhealthy and critically healthy grade by
upwardly fluctuation 20% on the latter basis. Subsequently, the value of critically
healthy grade determined by former and latter means is mutually regulated to yield
the termination value. Grading standards of the indicators corresponding to the five
grades are shown in Table 62.2.
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62.2.3 Calculation of Indicators Weights

We adopt AHP and entropy methods to determine weights of indicators. The steps
of AHP and entropy methods are illustrated in [7, 8].

62.3 Assessment Model of Urban Ecosystem Health Based
on Attribute Recognition Theory

Suppose X is the set of x1, x2,…, xn (xi is the ith city) and m is number of
assessment indicators. G is an attribute space of X and is divided into K attribute
sets (namely health grades): G1, G2,…, Gk. If G1 \ G2 \_\ Gk or
G1 [ G2 [_[ Gk, where [K

i¼1Gi ¼ G and Gi \ Gj ¼ /ði 6¼ jÞ; G1G2; . . .;Gkf g
is called an ordered division of G [9]. As for each city, ecosystem health condition
can be reflected in terms of the m indexes.

62.3.1 Attribute Measure of a Single Indicator

Suppose xij is measured value of the ith city to the jth indicator, then there is an
original data matrix X = (xij)n9m. To measure the attribute of a single indicator,
attribute rank division must be confirmed first (as shown in Table 62.3).

Table 62.1 Assessment indicator system of urban ecosystem health

Destination layer Element layer Indicator layer

Exponent of urban
ecosystem
health

Vigor Per capita GDP, GDP growth, Per capita cultivated
land, Per capita daily water consumption for living

Organization Ratio of tertiary industry to GDP, Ratio of imports
and exports values to GDP, Rate of urbanization,
Registered urban unemployment rate, Per capita
public green land, Rate of afforestation covered
area to developed area

Resilience Innocent treatment rate of urban garbage, Attainment
rate of industrial waste water discharge, Ratio of
fixed assets investment to GDP, Ratio of education
investment to GDP, Rate of industrial solid wastes
comprehensively utilized

Maintenance of
ecosystem
service

Proportion of high air quality days in downtown, Rate
of quality of drinking water sources up to
standards, Per capita residential space of urban
households, Engle coefficient of urban households

Human health Average life expectancy, Natural growth rate of
population, Average education length of urban
population, Number of undergraduates per 10,000
persons
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Suppose lijk (xij[Gk) is attribute measure value of xij with attribute Gk, where
1 B iBn, 1 B jBm, 1 B kBK, lijk C 1. To calculate attribute measure value of a
single indicator, we choose normal distribution function as attribute measure
function. Formula of lijk (xij[Gk) is:

Table 62.2 Grading standards of indicators

Indicator Grading standards of indicators

Healthy Relatively
healthy

Critically
healthy

Relatively
unhealthy

Unhealthy

Per capita GDP [RMB] [10 [10,5) [5,3) [3,0.7) B0.7
GDP growth [%] [10 [10,8) [8,5) [5,3) B3
Per capita cultivated land [hc] [0.08 [0.08,0.05) [0.05,0.03) [0.03,0.02) B0.02
Per capita daily water

consumption [liter]
[300 [300,240) [240,180) [180,120) B120

Ratio of tertiary industry to GDP
[%]

[75 [75,60) [60,40) [40,20) B20

Ratio of imports and exports
values to GDP [%]

[12 [12,10) [10,9) [9,5) B5

Rate of urbanization [%] [50 [50,40) [40,30) [30,20) B20
Registered urban unemployment

rate [%]
\2.5 [2.5,3.5) [3.5,4.5) [4.5,5.5) C5.5

Per capita public green land [m2] [16 [16,10) [10,7) [7,4) B4
Rate of afforestation covered area

[%]
[50 [50,40) [40,30) [30,20) B20

Innocent treatment rate of urban
garbage [%]

[95 [95,85) [85,75) [75,70) B70

Attainment rate of industrial
waste water [%]

[95 [95,70) [70,50) [50,30) B30

Ratio of fixed assets investment to
GDP [%]

[40 [40,35) [35,25) [25,20) B20

Ratio of education investment to
GDP [%]

[5.4 [5.4,4.5) [4.5,3.5) [3.5,2) B2

Rate of industrial solid wastes
utilized [%]

[95 [90,70) [70,50) [50,30) B30

Proportion of high air quality
days [%]

[90 [90,85) [85,74) [74,60) B60

Rate of drinking water up to
standards [%]

[97 [97,92) [92,85) [85,80) B80

Per capita urban residential space
[%]

[20 [20,16) [16,11) [11,7) B7

Engle coefficient of urban
households [%]

\30 [30,40) [40,50) [50,59) C59

Average life expectancy [year] [80 [80,73) [73,68) [68,65) B65
Natural growth rate of population

[%]
\5 [5,8) [8,9) [9,10) C10

Average education length of
population [year]

[16 [16,14) [14,9) [9,7) B7

Number of undergraduates per
104 persons [person]

[1200 [1200,1000) [1000,600) [600,300) B300
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lijk xij xij 2 Ck
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� �

¼ e� xij�bijkð Þ=cijk½ �2 ð62:1Þ

where bijk ¼ aijk þ aijkþ1
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2 and cijk ¼ aijk � aijkþ1
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62.3.2 Comprehensive Attribute Measure of Multiple Indicators

Suppose w (w = (w1, w2,…, wm)) is weight vector of indicators against destination
layer, where wj C 0 and w1 ? w2 ? ��� ? wm. After weights and attribute values
of indicators are calculated, comprehensive attribute measure of the ith city with
attribute Gk is calculated by:

lik ¼ l xi 2 Gkð Þ ¼
X

m

j¼1

wj � lijk: ð62:2Þ

Vector li(li = (li1, li2,…, liK)) is comprehensive attribute measure of mul-
tiple indicators of the ith city with each grade. If attribute measure is aimed at
element or destination layer, the result is comprehensive assessment of element
layer or destination layer, and the latter final result.

62.3.3 Judgment of Ecosystem Health Condition of a Single City

The aim of attribute recognition is to judge health grade of the ith urban ecosystem
according to comprehensive attribute measure vector li. In terms of confidence
criterion, for confidence degree k (0.6 \ k\ 0.7 under most circumstances), ki can
be calculated by the following formulas:

For G1 \ G2 \_\Gk, the formula is:

ki ¼ max k :
X

K

t¼k

lik � k; 1� k�K

( )

: ð62:3Þ

For G1 [ G2 [_[Gk, the formula is:

ki ¼ min k :
X

k

t¼1

lik� k; 1� k�K

( )

: ð62:4Þ

Table 62.3 Attribute rank
dvision of indicators

Indicator G1 G2 … GK

I1 a11–a12 a12–a13 … a1K–a1K+1

I2 a21–a22 a22–a23 … a2K–a2K+1

… … … … …
Im am1–am2 am2–am3 … amK–amK+1
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If the value of k satisfies the above formulas, ecosystem health condition of the
ith city belongs to Gki level [10].

62.3.4 Sorting of Ecosystem Health Conditions
of Different Cities

To sort ecosystem health grades of different cities, vector li must be sorted firstly.
Suppose ni is the score of attribute set Gi (as for G1 \ G2 \_\Gk, ni = i; as for
G1 [ G2 [_[Gk, ni = K+1–i), then ecosystem health score of the ith city is
calculated by:

qi ¼
X

K

k¼1

nklik: ð62:5Þ

In terms of (62.5), ecosystem health scores of different cities are calculated. If
qi [ qj, we consider the ith city is healthier than the jth city.

62.4 Case Study

Chongqing is one of the four municipalities directly under the central government
in China. During recent years, owing to ignoring the protection of resource and
environment, urban ecosystem health is endangered. Therefore, it is of great sig-
nificance to assess ecosystem health conditions of Chongqing. The original data is
derived from Chongqing Statistical Yearbook (1998–2007) and Environment
Situations Bulletin of Chonqing (1998–2007).

According to AHP and entropy methods, the weight vector of indicators is:
w = (0.0338,0.0344,0.0424,0.0355,0.0406,0.0346,0.0348,0.0357,0.0356,0.0366,
0.03440,0.0335,0.0327,0.0384,0.0339,0.0371,0.0360,0.0353,0.0339,
0.0389,0.0350,0.053,0.0366,0.0354,0.0344,0.0341,0.0352,0.0360). In this chapter,
attribute space is G = {health grade} and is divided into five attribute sets:
G1 = {healthy}, G2 = {relatively healthy}, G3 = {critically healthy},
G4 = {relatively unhealthy}, G5 = {unhealthy}. Obviously, {G1, G2, G3, G4, G5}
is an ordered division of G. Let k = 0.6 and ni = i, ecosystem health conditions of
Chongqing are calculated, as shown in Table 62.4.

According to Table 62.4, the sequence of ecosystem health conditions of
Chongqing from poor to good is: 1998, 1999, 2000, 2001, 2002, 2003, 2004, 2005,
2006, 2007. Health conditions from 1998 to 2004 and from 2005 to 2007 belong to
relatively unhealthy and critically healthy grade, respectively. Obviously, there is a
tendency of improvement year by year in urban ecosystem health conditions of
Chongqing. However, urban ecosystem health conditions of Chongqing are
unsatisfactory and need to be improved.
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62.5 Conclusions

This chapter uses attribute recognition theory to assess ecosystem health condi-
tions of Chongqing city from 1998 to 2007. There is a tendency of improvement
year by year in ecosystem health conditions of Chongqing during the study period,
which increases from relatively unhealthy to critically healthy grade. It indicates
that service function of urban ecosystem has deteriorated, ecological environment
is endangered to a certain extent, ecosystem structure has changed and is apt to
degrade after perturbation, problems of ecological environment appear and eco-
logical disasters occur from time to time. On the whole, ecosystem health con-
ditions of Chongqing city are unsatisfactory and need to be improved. The results
conform to actual situations and can provide references for regional development
policies.
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Chapter 63
Mobile Single Sign-On Systems Against
Guessing Attack

Yung-Cheng Lee

Abstract Single sign-on system allows users to login networks for services with
only a set of password. Many single sign-on solutions available today are lack of
mobility or even insecure. In this article, we propose two new single sign-on
solutions with the merits of mobility and resisting password guessing attack. The
proposed first scheme is based on smart card, and the second one is based on
password. Both the schemes are simple and practical for non-PKI users.

Keywords Single sign-on � Smart card � Password authentication � Guessing
attack

63.1 Introduction

Networks are very important platforms for people to obtain various kinds of
information or services. In these days, for obtaining various services, people
usually have many different network accounts such as webshops, work accounts,
ISP, e-mail and online-banking. Each account needs at least one set of password to
login, as a result people have to manage a lot of passwords. For a network without
single sign-on mechanism, if a user chooses a set password for all accounts, it is
very dangerous to security since all accounts will be opened in case of the pass-
word is disclosed. On the other hand, having different password for each account
will lead to trouble on password management. People are probable to write down
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their passwords or to use the same password for different accounts, unfortunately,
systems with these approaches always have security flaws since the passwords can
be easily revealed. Therefore, it needs to find better solutions for users to login
their accounts [1].

Single sign-on system allows users to login networks for services with only a
set of password. Several researchers have proposed solutions for single sign-on
systems [2, 3, 4]. In 2008, Mauro et al. proposed a single sign-on solution for the
management of healthcare in Germany hospitals with smart cards [5]. Many of the
single sign-on solutions available on the market today are either too expensive or
lack of mobility. Pashalidis et al. proposed a single sign-on system for GSM [2].
Their scheme changes the GSM architecture such that it is impractical even though
the scheme is secure. Moreover, their scheme cannot prevent smart card stolen-
attack. That is the attacker can impersonate the legal user to login system if he/she
obtains the smart card.

Short and simple passwords are vulnerable to guessing attacks [6–8]. Password
guessing attacks include online and offline attacks. An online password guessing
attack happened when an attacker attempts to guess the password during an online
transaction, while an offline password guessing attack occurred when an attacker
guesses the password and verifies his/her guess offline. Single sign-on systems
need passwords for users to login, thus how to develop a secure single sign-on
mechanisms that can resist various attacks including guessing attack is an
important issue.

Smart cards, because of their portability and tamper-free features, are conve-
nient and secure devices for remote authentication. Though smart cards have
deficiency in computation and memory, they are widely used in modern networks
[9, 10]. Using smart cards to login networks is a solution for single sign-on
problem. In order to protect smart card free from thieves to login, it requires PIN
or passwords to resist smart card stolen-attack.

In this article, we propose two new single sign-on solutions that can resist
guessing attack. The preliminaries and notations are presented in next section. The
proposed smart-card-based mobile single sign-on system is described in
Sect. 63.3. The password-based single sign-on is presented in Sect. 63.4. Finally,
we make conclusions.

63.2 Preliminaries and Notations

A mobile single sign-on system denotes a user login network for service through a
terminal at any place if it connects to the networks. In the mobile single sign-on
systems, suppose that there are users, service providers and a trusted authentication
center in the system. The service providers and authentication center have joined
in the public-key infrastructure (PKI). The service providers offer users services
through networks, and the authentication center is used to verify users. A user,
even though he/she is not a PKI participant, can perform symmetric and
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asymmetric cryptographic computations and send confidential messages to the PKI
users. The notations of the paper are as follows:
PW a password
ID the identity of user
Ui a user
SP service provider
Auc authentication center
pub_A public key of A
pri_A private key of A
K a session key with at least 128-bit-length
x the secret of the authentication center
(M)K the message M is encrypted or decrypted with session key K by using

symmetric cryptosystem
{M}pub_A the message M is encrypted with A’s public key by using asymmetric

cryptosystem
{M}pri_A the message M is signed with A’s private key by using asymmetric

cryptosystem
A ? B:M A sends message M to B

63.3 The Smart-Card-Based Mobile Single Sign-On System

In this Section, we propose a smart-card-based mobile single sign-on system. The
smart-card-based system includes registration and login phases. All users should
register to the authentication center before they request for services. The center
sends each user a smart card after registration. The registration phase and login
phase are as follows.

63.3.1 Registration Phase

In the registration phase, the user forwards his identity and password to the
authentication center (Auc), the Auc sends a smart card to the user if he/she is
authenticated.

Step R.1. Ui ? Auc: ID, PW
The user forwards his/her identity ID and password PW to the authentication

center personally or through a secure channel.
Step R.2. Auc ? Ui: smart card
The Auc verifies (ID, PW) to authenticate user. After the user is authenticated,

Auc computes S ¼ hðID� xÞ � PW and stores it along with a secure hash function
hð�Þ into smart card. Then the center sends the smart card to the user.
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63.3.2 Login phase

The login phase provides user to ask for services. When user logins the first service
provider (SP), the service provider authenticates the user with the help of
authentication center. Hereafter, the user can request services for different service
providers.

63.3.2.1 User Login to the First Service Provider

When a user wants to login a service provider for services, he/she inserts smart cart
to the cardholder. The steps of the login phase are as followings.

Step L.1. Ui ? SP: ID; C1;C2; T1

The user inputs password to the smart card. The smart card generates a random
number R with at least 128 bit-length, and computes C1 ¼ S� PW � R and
C2 ¼ hðR; T1Þ, where T1 is the timestamp. Note that C1 ¼ S� PW � R
¼ hðID� xÞ � R. Next, the user forwards (ID; C1;C2; T1) to service provider.

Step L.2. SP ? Auc: ID; C1;C2; T1

Because secret x is unknown by the SP, the SP cannot authenticate the user with
(ID; C1;C2; T1). The SP forwards the message to the Auc.

Step L.3. Auc ? SP: C3

After receiving (ID; C1;C2; T1), Auc checks the freshness of T1 and computes
R0 ¼ C1 � hðID� xÞ. Auc can authenticate the user if hðR0; T1Þ ¼ C2. Next, Auc
computes Token ¼ fID; hðRÞ;Assertion, Auc; T2gpri Auc and sends C3 to the user,
where C3 ¼ Token; hðRÞ; ID; SPpubSP and T2 is the new timestamp.

Note that other parameters such as serial number, date and version, can also be
included in the Token. Since Token is signed by Auc, everyone even not a PKI
user can verify Token by using the public-key of Auc.

Step L.4. SP ? Ui: C4

After receiving C3, the service provider obtains ðToken; hðRÞ; ID; SPÞ by using
private key. After Token and h(R) is verified, the service provider generates a
partial session key K1. Next, the service provider computes and forwards C4 ¼
ðToken;K1; ID; SPÞhðRÞ to the user.

Step L.5. Ui ? SP: C5

After receiving C4, the user recovers ðToken;K1; ID; SPÞ with h(R). The user
generates another partial session key K2 after Token is verified. The user obtains
the session key K byK ¼ K1 � K2. Then the user sends C5 to the service provider,
where C5 ¼ ðK2; hðKÞÞpub SP.

After receiving C5, the service provider decrypts it to obtain ðK2; hðKÞÞ. Next,
the service provider obtains the session key K’ by K 0 ¼ K1 � K2. Finally, the user
will be authenticated if hðKÞ ¼ hðK 0Þ. Hereafter, the service provider can provide
service to the user securely through the session key K.
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63.3.2.2 User Logins to Another Service Provider

If the user wants to login another service provider (SP’) for service, the procedures
are as follows:

Step L.6. Ui ? SP0: C6

The user generates a new partial session key K 01 and sends C6 to the service
provider, where C6 ¼ ðToken;K 01; hðRÞ; ID; SP0Þpub SP0 .

Step L.7. SP0 ? Ui: C7

After receiving C6, the service provider recovers ðToken;K 01; hðRÞ; ID; SP0Þ and
verifies Token and hðRÞ. The service provider generates another partial session key
K 02 and obtains session key by K 0 ¼ K 01 � K 02. Next, SP computes and sends C7 to
the user, where C7 ¼ ðID; SP0;K 02; hðK 0ÞÞhðRÞ.

After receiving C7, the user decrypts it to recover ðID; SP’;K 02; hðK 0ÞÞ with
h(R). The service provider is authenticated if hðK 0Þ ¼ hðK 01 � K 02Þ. Thereafter, the
user and the service provider can communicate securely with session key K0.

63.3.3 Security Discussions

The proposed smart-card-based single sign-on system provides mutual authenti-
cation. It is very simple and has merits as follows:

Adversary cannot know secret x of the authentication center. Since smart card is
a tamper-free device and S ¼ hðID� xÞ � PW, x cannot be revealed even if
password is known. Moreover because C1 and C2 come from R, x, and T1 with
hash function, R and x have at least 128 bit-length, the adversary is infeasible to
obtain x from C1 and C2. If adversary wants to obtain R from C2 and then using R
to find x, it is also infeasible due to the long bit-length of R and irreversible hash
function.

Adversary cannot masquerade as a legal user to login the system. Since C1 ¼
hðID� xÞ � R and C2 ¼ hðR; T1Þ, without knowing x, the adversary cannot forge
C1 and C2 consistently for a successful login. Similarly, due to K ¼ K1 � K2 and
K1 cannot be obtained from C4 without knowing h(R), the adversary cannot forge
C5 for authentication. Thus the adversary cannot login the system.

It can resist online password guessing attacks. If the adversary uses a stolen
smart card to login, the probability for a successful login is p ¼ 2� PWj j which is
quite low, where PWj j denotes bit-length of the password. If the attacker continues
to guess the password, the server will reject the illegal attempt by limiting the
number of fail trials. If the adversary has no smart card, as described in (2), he/she
cannot forge C1 and C2 to login the system.

It can resist offline password guessing attacks and protect the smart card. In
general, the offline guessing attack can be avoided if there are no enough messages
for the attacker to verify his/her guessing. The attack falls into either of the
following cases:
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(a) The attacker has no smart card. As mentioned above, since R and x are
unknown, an attacker cannot generate C1 and C2 consistently to masquerade a
legal user. That is, the scheme can withstand off-line guessing attacks when
attackers have no smart card.

(b) The attacker has stolen or somehow obtained a smart card. If an adversary
obtains smart card, he/she tries to guess password offline. Because R is a random
number changed on each login session, C1 and C2 are renewed on each session
even if timestamp remains the same. If an attacker obtains the smart card and
knows C1 and C2 at previous successful login session, he/she still cannot verify
his/her guess because C1 and C2 are changed on each trial. That is the adversary
cannot know whether his guessing is right or wrong. Thus our new scheme can
resist offline password guessing attacks and protect the cardholder even if the
smart card is lost.

It can resist replay attacks. Since both C2 and Token include timestamps, the
server can detect replay attacks if an attacker resubmits an intercepted message.
The nonce can also be used to resist the replay attack.

It does not require password verification table. For an authentication system
with verification table, a hacker usually attacks the system by obtaining or mod-
ifying the verification table. The proposed scheme can resist such attacks since
there is no verification table at the server end.

It can resist service provider impersonate attack. In the system, Token is signed
by Auc, the service provider, the user and the adversary cannot forge C6 for a
successful login. Moreover, since ID is included in the Token, the service provider
cannot impersonate a legal user to login other service providers even though he
knows user’s Token.

63.4 The Passwords-Based Mobile Single
Sign-On System

The proposed second single sign-on system is based on password. In the system,
users need no smart cards and it provides users to login networks only by pass-
words. The password verification table is required in authentication center. The
registration phase and login phase are described as follows.

63.4.1 Registration Phase

In this system, the user should also register to Auc beforehand. The user sends his/
her ID and password to Auc for registration. After registration, the user and the
authentication center share the common password PW.
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63.4.2 Login Phase

Similar to the steps of the smart-card-based single sign-on system, the user logins
the service provider when he/she asks for services, and thereby the service pro-
vider releases services after the authentication center verifies the user. The pass-
word- based single sign-on system is simple and no smart cards are required.

63.4.2.1 User Login to Some Service Provider

When user asks for services from a service provider, the login phase is as follows.
Step L.1. Ui ? SP: C1

The user inputs password PW, and generates a random number R. Next, he/she
computes C1 by C1 ¼ fID; SP; PW; R; T1gpub Auc.

Note that the random number R is updated on each login session and T1 is the
timestamp. Next, the user sends C1 to the service provider.

Step L.2. SP ? Auc: C1

The service provider forwards the message C1 to Auc.
Step L.3. Auc ? SP: C2

After receiving C1, Auc decrypts it to obtain ðID; SP; PW; R; T1Þ. Then Auc
generates a Token and sends C2 to the service provider if password PW is verified
and T1is fresh, where C2 ¼ f Token; hðRÞ; ID; SPgpub SP and Token ¼ fID;
hðRÞ;Assertion;Auc; T2gpri Auc.

Step L.4. SP ? U: C3

After receiving C2, the service provider will obtain ðToken; hðRÞ; ID; SPÞ. Then
the service provider generates a partial session key K1 after Token and h(R) are
verified. Next, the service provider computes and forwards C3 ¼
ðToken;K1; ID; SPÞhðRÞ to the user.

Step L.5. Ui ? SP: C4

After receiving C3, the user recovers ðToken;K1; ID; SPÞ with h(R). Then the
user generates another partial session key K2 after Token is verified. The user
obtains the session key K by K ¼ K1 � K2. Then the user sends C4 to the service
provider, where C4 ¼ ðK2; hðKÞÞpub SP.

After receiving C4, the service provider obtains K2. With the partial session key
K1 generated previously and the recovered partial keyK2, the service provider will
obtain session key K’ by K 0 ¼ K1 � K2.

Finally, the user will be authenticated if hðKÞ ¼ hðK 0Þ. Thereafter, the user and the
service provider can communicate and provide services securely with session key K.

63.4.2.2 User Logins to another Service Provider

If the user asks for another service provider SP’ for service, the procedures are the
same as the smart-card-based system.
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63.5 Security Discussions

Like the smart-card-based single sign-on system, the proposed password based
mobile single sign-on system also has the advantages as follows:

It can resist online password guessing attacks. Since the message in Step L.1
and L.2 is C1 which is f ID; SP; PW; R; T1gpub Auc, the attacker should guess
password PW to obtain C1 for a successful login. The probability to guess pass-
word is only p ¼ 2� PWj j. If an attacker continues to guess the password, the Auc
will reject the illegal attempt by limiting the number of error trials.

It can resist offline password guessing attacks. Since R is renewed and thereby
C1 is changed in each login session, the attacker cannot verify his/her guess even
he/she intercepts message at the previous login session. Thus our new scheme can
resist offline password guessing attacks.

It can resist replay attacks. Since both C1 and Token include timestamps, the
server can detect replay attacks if an attacker resubmits an intercepted message.

It can resist service provider impersonate attack. Since ID and h(R) are included
in the Token, the service provider cannot impersonate a legal user to login other SP
though he knows user‘s Token after a successful login.

No smart card is needed in the system. The proposed system only uses password
for authentication, it is simple and low cost for single sign-on systems. Note that,
for security reason, the stored password in the database is h(PW) instead of PW.

63.6 Conclusions

We have proposed two new single sign-on systems with the merits of mobility and
resisting password guessing attack. One of the proposed systems is based on smart
cards, and the second one only uses passwords to login. The smart-card-based
system does not need password verification table and can resist smart stolen-
attack, the password-based system is simple and cost is quite low. Both the sys-
tems are simple and can stand online and offline guessing attacks.
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Chapter 64
The Implementation of Face Detection
Algorithm AdaBoost Based
in the Embedded System

Wenxian Xiao, Zhen Liu, Ning Li and Wenlong Wan

Abstract To solve the real-time problem of face detection, for the realization
bottleneck of AdaBoost pure software algorithm, FPGA-based hardware acceler-
ation platform strategy is proposed, using pipeline processing technology to
achieve rapid calculation of integral image. Using PowerPC 405 processor VIrtex
TM II Pro platform FPGA in the experiment, under the conditions of the size of the
input image 352 9 288 pixels, detection speed reaches 50 frames per second;
detection rate was 98%, false detection rate of about 1%, and thus achieving the
requirement of real-time face detection.

Keywords Detection � Algorithm � Hardware acceleration

64.1 Introduction

Face detection is defined as the process of the identification of all of the face
region in an image, regardless of the location of the face, direction and background
conditions. Face detection technology can be used in face recognition, video
conferencing, image and video retrieval, intelligent human–computer interaction
and other fields. With the development of embedded technology and smart device,
in some special applications fields [1], the requirements of mobilization and
outdoor work make the needs of embedded face detection technology more and
more urgent [2].
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Measures the performance of face detection are two key indicators, namely,
accuracy and speed. By the Freund and Scrapire AdaBoost proposed target
detection algorithm in the precision and speed has reached a higher level. P. Viola,
etc. AdaBoost face detection algorithm is applied and to achieve a true real-time
detection, which makes real-time embedded platform, face detection possible.
There is already research and practice in this area, but the research work, mostly in
software, however, AdaBoost algorithm is a computational load and data
throughput of the algorithm are large, pure software implementation of the access
points chart the bottleneck of the algorithm, therefore, has to implement the
detection algorithm embedded platform, the ability of the processor alone can
not achieve real-time requirements, which need to find hardware acceleration
AdaBoost algorithm approach [3]. Theo arid proposes a framework for array-based
algorithm, but the structure of hardware resources consuming too much, there are
certain difficulties to implement. In this chapter, based on its design improved
algorithms for software implementation bottlenecks, hardware-accelerated method
to achieve the square and the integral image and integration of real-time calcu-
lation and classification features of value to achieve a deep pipeline. Power
architecture using processors in IBM PowerPC 405 VirtexTM II Pro implemented
on FPGA platform [4].

64.1.1 AdaBoost Face Detection Algorithm Principle

AdaBoost basic idea of the algorithm is to use the classification capability of a
large number of simple and general methods of classification by some together [5],
and form a very strong classification ability classifier, then a number of strong
classifier hierarchical classification series completes image search detection.
According to AdaBoost algorithm, an image is classified as a sub-regional human
face region if and only if the sub-region through the algorithm, all of the cascade
classifier; and a sub-region through a classification only when the promoter region
of the classifier on all the characteristics of the Eigen values is greater than the
threshold of the classifier. In this chapter, based on Haar-like AdaBoost features
face detection algorithm.

64.1.2 Harr-Like Characteristics and Points of Calculation

Characteristics of the so-called Harr-like structure is composed of a series of
rectangles. This feature representation in the form of simple, fast calculation in
favor, while in various forms. Now many researches have been established based
on the positive characteristics of Harr-like face detection system, in Fig. 64.1a
shows the four basic Haar-like rectangular features, the white areas and black
areas, and the difference between the pixel gray characteristics for the Harr-like the

542 W. Xiao et al.



characteristics of value [6]. Figure 64.1b shows typical facial features of Haar,
application of these typical characteristics of the face can be effectively separated
from the non-human face region.

Integral map is a transformation of the original image, which is defined as
follows:

ii(x,y) =
X

x0\x;y0\y

i(x0; y0Þ: ð64:1Þ

Where is the integral figure in the point of the integral value, the image gray
values at the point? Visualization of the calculation process is shown in Fig. 64.2.
Figure 64.2 points the black dot in the figure a point [7], its value is equal to the
original image from the upper left corner to the point (not including the black spots
where the rows and columns) of all pixels and, in the gray area of figure gray and.
Figure and calculations indicate points in Fig. 64.2.

Using the points chart, any rectangle feature regional and use of the four
reference points can be calculated. Figure 64.2 in the rectangular area ABCD pixel
gray value and can be A, B, C, D four reference points

sum ¼ ii Cð Þ þ ii Að Þii Bð Þ ii Dð Þ ð64:2Þ

which, are the gray pixels of the area of ABCD.

64.2 Adaboost Algorithm for Bottleneck Analysis

According to the algorithm theory, integral graphs and data classification algo-
rithm for the implementation of critical data. The face detection involves four
layers from the inside to the outside loop: traverse the classification characteristics
of each Harr and calculate the characteristic values of the cascade classifier V
traverse each level through each window classifier V detection window progressive
amplification. One of the central part of the innermost of the two cycles (execution

Fig. 64.1 Harr-like
characteristics. a Basic
Harr-like features, b the
typical features of face
in Harr-like

64 The Implementation of Face Detection Algorithm AdaBoost 543



time mainly by the classifier Harr number of features in the detection window and
progression through the classification decision), computing capacity, memory
access frequency, it is difficult to achieve real-time requirements, therefore,
Harr characteristics and the integral method of calculation is the bottleneck in a
software implementation, through testing, the calculation of integral figure
accounted for about 40% of the detection time [8], and that through algorithm
analysis, the calculation of the relative integral map more independent, can be used
as a separate module to design the hardware acceleration.

64.3 Hardware Implementation of Face Detection

64.3.1 System Structure

System structure shown in Fig. 64.3. First, FPGA grayscale image under test into
the SRAM 1, at the same time, integration plans and square and have been cal-
culated in real time and stored in SRAM 2, the classifier ROM (CROM) device
data storage cascade. Then, FPGA using the integral image and the square and
through the classifier to detect face detection results and write SRAM 3, then the
interface chip through the PCI have agreed to use the test results output. SRAM 1,
SRAM 2 have the same structure, under the control of the frame sync signal
interchangeable functions, equivalent to a PINGPONG cache structure, thus
forming a top two lines, which greatly accelerated the speed of memory access.

64.3.2 Hardware-Accelerated Computing Integral Images

For compute-intensive and high parallel application acceleration hardware accel-
eration is usually a better solution for complex algorithms can obtain better
performance [9]. This design uses an array of cell-based hardware architecture.
To make the implementation of the algorithm on Haar process parameters without

Fig. 64.2 Diagrams and
calculation of plot points
indicate
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the need to make any adjustments (you can use the ROM stored data for hardware
used classification), using the same training samples when the classification
images, the fixed size of 24 9 24 array unit, no longer used to expand the window
of detection methods, but by changing (reducing) the size of the image is detected
to detect, disguise window to expand testing to achieve the image at any fixed
size face detection window, while avoiding large calculations image points and,
so greatly reduced the scale of integration plans, thereby reducing the hardware
scale and simplifying the hardware functions.

Array structure, 24 9 24 units composed of two-dimensional array of inter-
connected and form to the right lateral movement of the vertical lines and lines of
upward mobility.

Array structure, 24 9 24 units composed of two-dimensional array of inter-
connected and form to the right lateral movement of the vertical lines and lines of
upward mobility. Array structure, 24 9 24 units composed of two-dimensional
array of interconnected and form to the right lateral movement of the vertical lines
and lines of upward mobility.

Haar horizontal lines used to calculate the characteristic value; the line integral
logic input data for horizontal integration, streamlined and gray rectangles to
complete the calculation is complete

IPi ¼
X

i

j¼1

pj 1� i� 24ð Þ:

Vertical lines in the input data flow process to complete the vertical integration,
integration of data will be sent after the vertical lines accumulated and were
passed, used to achieve rapid calculation of integral graphs. Principle of vertical
integration calculation shown in Fig. 64.4.

Each circle in Fig. 64.4 represents a pixel, one pixel vertical integration is the
top of the column with the same gray value of all the pixels and, for example,
point C3 (i.e. a point) of the vertical integration is C3 ? C2 ? C1; point F6

Fig. 64.3 System structure
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(that c points) of vertical integration is F6 ? F5 ? F4 ? F3 ? F2 ? F1, so the
rectangle ABCD, the integral and the (C6–C2) ? (D6–D2) ? (E6–E2) ? (F6–F2).

In theory, the calculation of an integral figure to be seized of the window that is
a gray rectangle, and at least 24 cycles, but two-way lines, each cycle can have a
rectangular array of parameters from the left to center, but from the right by
Integral map information. Therefore, once the pipeline fills the average gray level
of a rectangle and only one cycle, a pure software approach to solve the bottleneck
problem. This is the hardware accelerator that can greatly accelerate the process of
face detection being the key reason.

64.3.3 Loading and Testing Process Optimization

When loading the basic unit of behavior, each window into 24 9 24 pixel
array units, and complete the integration plans and square, and the calculations.
The order of a vertical scan window scan, the y coordinate of priority, the
advantages of doing the same column with two different consecutive one-line
window, and the remaining 23 rows of data are identical, can be shared, just read a
line of new data that may be, that is, read the review window to be compared with
the previous window, the line increment, and placed FIFO, thus greatly reducing
the frequency of the image SRAM access times. Because the data SRAM, and
ROM width is 64 bits, while the line formed by the 24 bytes, so a row of data read
at least 3–4 times SRAM access. In order to avoid acceleration module delay to
load images as pause, in the SRAM or ROM, and array elements as a buffer
between the both FIFO. This ensures speed Module in 24 cycles without pause to
read the entire window of 24 lines. When the module starts to accelerate post-test,
test sub-window control module to read the next few lines into the FIFO in order to
reduce the data bandwidth is limited and result in a short time delay to read large

Fig. 64.4 Calculation of
vertical integration
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amounts of data. In the detection phase, the accelerator is read from the CROM
cascade classifier data, and placed in the horizontal line array unit constituted in a
rectangular gray and fast calculation speed up the detection process to achieve the
purpose.

64.4 Analysis of Experimental Platform and Results

The system uses PowerPC405 processor VIrtex TMII Pro platform FPGA
implementation of face detection, PowerPC405 300 MHz processor embedded
Harvard (Harvard) RISC nuclear structure, with five data channels pipeline,
hardware multiply and divide unit, 32 32-bit general registers, memory manage-
ment unit (MMU) and a dedicated on-chip memory interface [10].

In this study, Open CV the AdaBoost fixed-point processing algorithms ported
to embedded platforms, the classifier using the Open CV library provides the
training data, a total of 25, containing 2913 Haar features. Tested under the
300 MHz clock detect a human face 352 9 288 image requires only 20 ms (Paul
VIolaetal PIII700 MHz of the PC on the need to 67 ms), because the system
algorithm and PC platforms using exactly the same algorithm, so the test results
are correct and exactly the same PC platform, but the detection rate significantly
improved, reaching 50 fps performance; another face with a video containing 360
individuals tested, were detected effective face 353, of which non-human face 3,
detection rate was 0.98, false detection rate of about 1% to the real-time face
detection. Test results shown in Fig. 64.5.

In order to verify the image points and computing hardware-accelerated effects,
the AdaBoost face detection algorithm is a pure software implementation and
collaboration with hardware acceleration hardware and software programs to
compare the detection results, the two programs included 14 test positive with a
human face 352 9 288 pictures of the performance test data as shown in
Table 64.1.

Fig. 64.5 Face detection results
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Test results can be seen, compared to pure software, hardware accelerators can
reach more than 13 times speedup and greatly improve the detection performance
of the system, and mainly in the detection of the acceleration part to part, or other
parts of the software, so there is no too much time on the increase.

64.5 Conclusion

In this chapter, aiming to the implementation bottlenecks of AdaBoost face
detection algorithm software, in the embedded platform by leveraging the
advantages of parallel processing hardware, reducing hardware size; to grayscale
and calculate in the form of flowing water to improve the detection rate; full
account access memory access bandwidth and storage optimization order to
enhance the system’s processing performance, etc., and ultimately realize a high
precision real-time face detection.
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Table 64.1 Data comparing the performance test program Case detection time side

Scheme Testing time
(cycle)

Detection
accelerating
rate

Other time
(cycle)

Total time
(cycle)

General
acceleration
ratio

Pure software 823,950,935 1 21,942,756 845,893,691 1
Hardware

acceleration
60,265,450 13.67 19,325, 351 79,590,801 10.63
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Chapter 65
An Enhanced Authenticated 3-round
Identity-Based Group Key
Agreement Protocol

Wei Yuan, Liang Hu, Hongtu Li and Jianfeng Chu

Abstract In 2008, Gang Yao et al. proposed an authenticated 3-round identity-
based group key agreement protocol, which is based on Burmester and Desmedt’s
protocol proposed at Eurocrypt 94. However, their protocol can only prevent passive
attack. If active attack is allowed, the protocol is vulnerable and an internal attacker
can forge her neighbor’s keying material. It is obvious that the protocol does not
achieve the aim of authentication. In this chapter, we propose an enhanced provably
secure protocol based on their protocol. Finally, we make a detailed security analysis
of our enhanced authenticated identity-based group key agreement protocol.

Keywords Authentication � Identity-based � Key agreement � Bilinear pairing �
Cryptanalysis � Attack

65.1 Introduction

Secure and reliable communications [1] have become critical in modern society.
Centralized services such as file sharing, can be changed into distributed or col-
laborated systems based on multiple systems and networks. Basic cryptographic
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functions such as data confidentiality, data integrity, and identity authentication
are required to construct these secure systems.

Key agreement protocol [2–4] allows two or more participants, each of
whom has a long-term key, respectively, to exchange information over a public
communication channel with each other. However, the participants cannot
ensure others’ identity. Though Alice wants to consult a session key with Bob,
Alice cannot distinguish it if Eve pretends that she is Bob. The authenticated
key agreement protocol overcomes this flaw and makes unfamiliar participants
to ensure others’ identities and consult a common session key in the public
channel.

Shamir [5] introduced an identity-based public key cryptosystem in 1984, in
which a user’s public key can be calculated from his identity and defined as hash
function, while the user’s private key can be calculated by a trusted party called
Private Key Generator (PKG). The identity-based public key cryptosystem sim-
plifies the program of key management and increases the efficiency. In 2001,
Boneh and Franklin [6] found bilinear pairing positive applications in cryptogra-
phy and proposed the first practical identity-based encryption protocol with
bilinear pairings. Soon, the bilinear pairings became important tools in con-
structing identity-based protocols and a number of identity-based encryption or
signature schemes [7–12] and authenticated key agreement protocols [13–17] were
proposed.

In 2008, Gang et al. [18] proposed an authenticated three-round identity-based
group key agreement protocol. The first round is for identity authentication, the
second round is for key agreement, and the third round is for key confirmation.
Their protocol is based on the protocol of Burmester and Desmedt [19] which was
proposed at Eurocrypt 94. They declared the proposed protocol provably secure in
the random oracle model.

In this chapter, we show that an authenticated 3-round identity-based group key
agreement protocol proposed by Gang Yao et al. is vulnerable: an internal attacker
can forge her neighbors’ keying material. Then we propose an improved provably
secure protocol based on Burmester and Desmedt’s as well. Finally, we summarize
several security attributes of our improved authenticated identity-based group key
agreement protocol.

65.2 Paper Preparation

65.2.1 Bilinear Pairing

Let P denote a generator of G1, where G1 is an additive group of large order q and
let G2 be a multiplicative group with jG1j ¼ jG2j. A bilinear pairing is a map
e : G1 � G1 ! G2 which has the following properties:
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1. Bilinearity. Given Q;W ; Z 2 G1; eðQ;W þ ZÞ ¼ eðQ;WÞ � eðQ; ZÞ and eðQþ
W ; ZÞ ¼ eðQ; ZÞ � eðW ; ZÞ: There, for any q; b 2 Zq : eðaQ; bWÞ ¼ eðQ;WÞab

¼ eðabQ;WÞ ¼ eðQ; abWÞ ¼ eðbQ;WÞa:
2. Non-degenerative. eðP;PÞ 6¼ 1, where 1 is the identity element of G2.
3. Computable, If Q;W 2 G1, one can compute eðQ;WÞ 2 G2 in polynomial time

efficiently.

65.2.2 Computational Problems

Let G1 and G2 be two groups of prime order q, let e : G1 � G1 ! G2 be a bilinear
pairing and let P be a generator of G1.

• Discrete logarithm problem (DLP). Given P;Q 2 G1, find n 2 Zq such that
P ¼ nQ whenever such n exists.

• Computational Diffie–Hellman problem (CDHP). Given P; aP; bPð Þ 2 G1 for
a; b 2 Z�q , find the element abP.

• Bilinear Diffie–Hellman problem (BDHP). Given P; xP; yP; zPð Þ 2 G1 for
x; y; z 2 Z�q , compute eðP;PÞxyz 2 G2

65.2.3 Introduction of BR Security Model

To describe the security model for entity authentication and key agreement aims,
Bellare and Rogaway proposed the BR93 model [13] for a two-party authenticated
key agreement protocol in 1993 and the BR95 model [14] for three-party
authenticated key agreement protocol in 1995. In BR model, the adversary can
control the communication channel and interact with a set of Pi

Ux;Uy
oracles, which

specify the behavior between the honest players Ux and Uy in their it instantiation.
The predefined oracle queries are described informally as follows:

• Send (Ux; Uy; i, m). The adversary sends message m to the oracle Pi
Ux;Uy

. The

oracle Pi
Ux;Uy

will return the session key if the conversation has been accepted by

Ux and Uy or terminate and tell the adversary.
• Reveal (Ux; Uy; i). It allows the adversary to expose an old session key that

has been previously accepted. After receiving this query, Pi
Ux;Uy

will send this

session key to the adversary, if it has accepted and holds some session key.
• Corrupt (Ux, K). The adversary corrupts Ux and learns all the internal state of

Ux. The corrupt query also allows the adversary to overwrite the long-term key
of corrupted principal with any other value K.

• Test (Ux; Uy;i). It is the only oracle query that does not correspond to any of the
adversary’s abilities. If Pi

Ux;Uy
has accepted with some session key and is being
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asked a Test (Ux; Uy; i) query, then depending on a randomly chosen bit b, the
adversary is given either the actual session key or a session key drawn randomly
from the session key distribution.

Freshness. The notion is used to identify the session keys about which adver-
sary should not know anything because she has not revealed any oracles that have
accepted the key and has not corrupted any principals knowing the key. Oracle
Pi

A;B is fresh at the end of execution, if, and only if, oracle Pi
A;B has accepted with

or without a partner oracle Pi
B;A, both oracle Pi

A;B and its partner oracle Pi
B;Ahave

not been sent a Reveal query, and the principals A and B of oracles Pi
A;B and Pi

B;A

(if such a partner exists) have not been sent a Corrupt query.
Security is defined using the game G, played between a malicious adversary and

a collection lection of Pi
Ux;Uy

oracles and instances. The adversary runs the game

simulation G, whose setting is as follows.
Phase 1. Adversary is able to send any Send, Reveal, and Corrupt oracle queries

at will in the game simulation G.
Phase 2. At some point during G, adversary will choose a fresh session on

which sxit is to be tested and send a Test query to the fresh oracle associated with
the test session. Note that the test session chosen must be fresh. Depending on a
randomly chosen bit b, adversary is given either the actual session key or a session
key drawn randomly from the session key distribution.

Phase 3. Adversary continues making any Send, Reveal, and Corrupt oracle
queries of its choice.

Finally, adversary terminates the game simulation and outputs a bit b’, which is
its guess of the value of b. Success of adversary in G is measured in terms of
adversary’s advantage in distinguishing whether adversary receives the real key or
a random value. A wins if, after asking a Test (Ux; Uy; i) query, where Pi

Ux;Uy
is

fresh and has accepted, adversary’s guess bit b’ equals the bit b selected during the
Test (Ux; Uy; i) query.

A protocol is secure in the BR model if both the validity and indistinguish-
ability requirements are satisfied:

• Validity. When the protocol is run between two oracles in the absence of a
malicious adversary, the two oracles accept the same key.

• Indistinguishability. For all probabilistic, polynomial-time (PPT) adversaries A,
AdvA (k) is negligible.

65.3 Improvement of Gang Yao et al.’s Protocol

In this section, we first review Bermester and Desmedt’s group key exchange
protocol. Then we propose a non-authentication protocol based on their protocol
with bilinear pairing. Finally, we improve the non-authentication group key
agreement protocol to an authentication group key agreement protocol.
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65.3.1 Bermester and Desmedt’s Group Key Exchange Protocol

Letn be the size of the group, the Bermester and Desmedt’s group key exchange
protocol works as follows:

• Each participant Ui chooses a random number xi and broadcasts zi ¼ gxi ;
• Each participant computes Zi ¼ zxi

i�1 and Ziþ1 ¼ zxiþ1
i ¼ zxi

iþ1; and broadcasts

Xi ¼ Ziþ1=Zi
;

• Each participant computes his session key as Ki ¼ Zn
i Xn�1

i Xn�2
iþ1 . . .Xiþn�2. It is

easy to see that each Uican compute the same session key Ki ¼
Pn

j¼1

Zj ¼ gx1x2þx2x3þ���þxnx1

65.3.2 Non-Authentication Protocol Transformed
from Bermester and Desmedt’s Protocol

G1 and G2 are two cyclic groups of order q for some large prime q. G1is a cyclic
additive group and G2 is a cyclic multiplicative group. Let P be an arbitrary
generator of G1; e : G1 � G1 ! G2 be a bilinear pairing and n be the size of the
group, the non-authentication protocol works as follows:

• Each user Ui chooses a random number ri 2 Z�q and broadcasts zi ¼ riP

• Each user Ui computes Zi ¼ rizi�1; Ziþ1 ¼ riziþ1; and broadcasts Xi ¼ Ziþ1 � Zi

• Each player Uican computes his session key as:

Ki ¼ nZi þ ðn� 1ÞXi þ ðn� 2ÞXiþ1 þ � � � þ Xiþn�2

It is easy to see that for each Ui; Ki ¼
Pn

j¼1 Zj ¼ r1r2 þ r2r3 þ � � � þ rnr1ð ÞP

65.3.3 Our Authenticated Identity-Based Group Key
Agreement Protocol

Let U1; . . .;Un be n participants, and PKG be the private key generator. Let IDi be
the identity of Ui. Suppose that G1 and G2 are two cyclic groups of order q for some
large prime q. G1is a cyclic additive group and G2 is a cyclic multiplicative group.
Let P be an arbitrary generator of G1; and e : G1 � G1 ! G2 be a bilinear pairing.

Our protocol is described as follows:

Setup. The PKG chooses a random numbers s 2 Z�q , sets R ¼ sP, chooses two

hash functions, H0 and H, where H0 : 0; 1f g�! G�1. Then the PKG publishes
system parameters q;G1;G2; e;P;R;H0;Hf g, and keeps the master key s as a
secret.
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Extract. Given a public identity ID 2 0; 1f g�, the PKG computes the public key
Q ¼ H0ðIDÞ 2 G1and generates the associated private key S ¼ sQ. The PKG
outputs S as the private key to the user via some secure channel. Let n users
U1; . . .;Un with respective public key Qi ¼ H0ðIDiÞ 1� i� nð Þ decide to agree
upon a common secret key. Si ¼ sQi is the long term secret key of Ui sent by the
PKG on submitting Ui’s public identity 1� i� nð Þ. Let U denote U1jj � � � jjUn.

We assume that U1 is the protocol initiator. The protocol may be performed in
three rounds as follows:

Round 1. Each participant Ui chooses a random number ri 2 Z�q , computes zi ¼
riP;Bi ¼ HðIDi; ziÞ; vi ¼ BiSi and broadcasts IDi; zi; við Þ.

Round 2. After receiving each IDi; zi; við Þ 1� i� nð Þ, each user can compute

Bi ¼ HðIDi; ziÞ;Qi ¼ H0ðIDiÞ 1� i� nð Þ

and verify whether the equation

eðvi;PÞ¼
?

eðBiQi;RÞ

sets or not. If the equation sets, Ui can ensure that IDi; zi; við Þis not modified or
forged by attackers. Then he computes Zi ¼ rizi�1; Ziþ1 ¼ riziþ1;Xi ¼ Ziþ1 � Zi;
Ci ¼ HðIDi;XiÞ;wi ¼ CiSi and broadcasts IDi;Xi;wið Þ.

Round 3. After receiving each IDi;Xi;wið Þ 1� i� nð Þ; each user can compute

Ci ¼ HðIDi;XiÞ;Qi ¼ H0ðIDiÞ 1� i� nð Þ

and verify whether the equation

eðwi;PÞ¼
?

eðCiQi;RÞ

sets or not. If the equation sets, Ui can ensure that IDi;Xi;wið Þ is not modified or
forged by attackers. Then he computes the keying material

Di ¼ nZi þ ðn� 1ÞXi þ ðn� 2ÞXiþ1 þ � � � þ Xiþn�2

Actually,

Di ¼ nZi þ ðn� 1ÞXi þ ðn� 2ÞXiþ1 þ � � � þ Xiþn�2

¼
X

n

j¼1

Zj ¼ r1r2 þ r2r3 þ � � � þ rnr1ð ÞP

Then each user computes the session key as

Ki ¼ HðUjjz1jj � � � jjznjjX1jj � � � jjXnjjDiÞ
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65.4 Security Analysis of our Protocol

Theorem 4.1 Any modification can be found by the short signature if the hash
function H is collision resistance.

Proof In the function of eðvi;PÞ¼
?

eðBiQi;RÞ, the parameters P and R are public,
which cannot be forged or modified, and Bi ¼ HðIDi; ziÞ,Qi ¼ H0ðIDiÞare com-
puted by the receiver. Though vi and zi may be modified by the attacker, the
collision resistance hash function H will make it impossible to gain suitable pairs
of vi and zi to pass the verification function. So if the attacker modifies any

elements of IDi; zi; við Þ, other users can find it. The function eðwi;PÞ¼
?

eðCiQi;RÞ
has a similar situation with eðvi;PÞ¼

?
eðBiQi;RÞ. That is why any modification can

be found by the short signature.

Theorem 4.2 The attacker cannot obtain the session key from the intermediate
messages if CDH problem is hard.

Proof Suppose the challenger C wants to solve the CDH problem. That is,
givenðaP; bPÞ, C should compute abP. In our protocol, the intermediate messages
transmitted in the public channel are IDi; zi; við Þ in the first round and IDi;Xi;wið Þ
in the second round. The efficient elements are zi and Xi, and other elements are
used to protect them. Supposed that the attacker can obtain the session key
Ki ¼ HðUjjz1jj. . .jjznjjX1jj. . .jjXnjjDiÞ. That is, she can obtain the keying material
Di. For Di ¼ nZi þ ðn� 1ÞXi þ ðn� 2ÞXiþ1 þ � � � þ Xiþn�2, she can obtain Zi

according to the equation Zi ¼ Di � ðn� 1ÞXi þ ðn� 2ÞXiþ1 þ � � � þ Xiþn�2½ �=n,
where Xi and n had been obtained by the attacker. As it is known to us, zi ¼
riP and Zi ¼ rizi�1 ¼ riri�1P: Define zi ¼ aP and zi�1 ¼ bP; which is given to the
attacker. If she can obtain the session key, she can compute Zi ¼ abP and she
solves the CDH problem. That is to say, if CDH problem is hard, the attacker
cannot obtain the session key.

65.5 Conclusions

In this chapter, we propose an improved provably secure protocol based on
Burmester and Desmedt’s protocol as well. Finally, we summarize some security
attributes of our improved authenticated identity-based group key agreement
protocol.
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Chapter 66
Modal Identification of Crane Structure
Based on Output-Only Data

Weiguo Zhang, Huiqing Qiu, Kailiang Lu, Zhiyong Hao
and Yuan Liu

Abstract In this chapter, the Balance realization (BR) method is employed
to identify the modal parameters of a crane structure from the output-only
data obtained from the FEM simulation with Newmark method. Comparison and
validation studies show that the BR method can extract the modal parameters of
the crane structure accurately from in-operation output-only data.

Keywords Stationary random � Modal identification � Output-only data � Crane
structure

66.1 Introduction

Most of the industrial structures such as bridge and crane are very large in size.
It is difficult to carry out artificial excitation, and in most cases, only the response
of the structures can be measured while the actual loading conditions are unknown.
Therefore, it is necessary for the system identification process to be conducted
based on the output-only data from the system itself. Over the past decades, several
modal parameter identification techniques have been proposed to study modal
parameter extraction from output-only data. They include natural excitation
technique (NEXT) [1–3], autoregressive moving averaging models (AMAM) [4]
and stochastic subspace technique (SST) [5–8].
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Among all of the modal estimation techniques, NEXT and SST are very
important and effective. Under the assumption that the system is excited by
stationary white noise, James [1] deduced that the cross-correlation functions
between the responses signals are a sum of decaying sinusoids of the same form as
the impulse response function of the original system. Each decaying sinusoid
has a damped natural frequency and damping ratio which is identical to that of a
corresponding structural mode.

The balance realization (BR) method is a kind of stochastic subspace identi-
fication method [9]. In this chapter, the BR method is employed to estimate the
modal parameters of a crane structure by the simulated ‘output-only data’. This
chapter is organized as follows: First, the stationary random load spectra are
simulated by the Shinozuka unary multidimensional stationary random process
simulation method. Second, the output data of a crane structure is acquired by
applying the simulated spectra on the FEM model. Third, the BR method is used to
identify the modal parameters from in-operation output-only data which is
obtained from FEM by applying the Newmark method. Finally, comparisons
between BR and FEM are conducted to verify the modal identification of crane
structure based on output-only data.

66.2 Balance Realization Method

The BR method is based on ‘‘subspace’’ techniques to identify frequency, damping
and mode shapes of the structure.

For the ‘‘subspace’’ techniques, the discrete-time output vector fykg is defined
by a discrete-time stochastic state-space model:

fxkþ1g ¼ ½A�fxkg þ fwkg
fykg ¼ ½C�fxkg þ fvkg

ð66:1Þ

where fxkg represents the state vector of dimension n, fwkg and fvkg are zero-mean
white-noise vector sequences, representing the process noise and measurement
noise, respectively. The matrices ½A� and ½C� are the state space matrix and the output
matrix, respectively.The dynamics of the system are completely characterized by the
eigenvalues and the observed parts of the eigenvectors of the [A] matrix.

Let ½Hp;q� be the following block-Hankel matrix filled up with p block rows and
q block columns of the correlation matrix ½Rk�:

½Hp;q� ¼

½R1� ½R2� . . . ½Rq�
½R2� ½R3� . . . ½Rqþ1�

. . . . . . . .
. ..

.

½Rp� ½Rpþ1� . . . ½Rpþq�1�

2

6

6

6

6

4

3

7

7

7

7

5

ð66:2Þ
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where

½Rk� ¼ EðfykþmgfymgT
refÞ

Eð:Þ denotes the expected value operator and fymgref is a subset of the output
vector fymg containing Nref outputs which are serving as references.

And the ½Hp;q� can be factored by

½Hp;q� ¼ ½OP�½Cq� ð66:3Þ

For large enoughp andq, along with this model, the observability matrix ½Op� of
order p and the controllability matrix ½Cq� of order q are defined as:

½Op� ¼

½C�
½C�½A�

..

.

½C�½A�p�1

2

6

6

6

4

3

7

7

7

5

: ½Cq� ¼ ½G�½A�½G� � � � ½A�q�1½G� ð66:4Þ

where

½G� ¼ Eðfxkþ1gfykgTÞ ð66:5Þ

Eð:Þ denotes the expectation operator. The matrices ½Op� and ½Cq� are assumed to
be of rank 2Nm; and Nm is the number of system modes.

Let ½W1� and ½W2� be two user-defined invertible weighting matrices of size
pNresp and qNresp ,respectively. Pre- and post-multiplying the Hankel matrix with
the matrices ½W1� and ½W2� and performing a SVD decomposition on the weighted
Hankel matrix gives the following:

½W1�½Hp;q�½W2� ¼ ½½U1�½U2��
½S1� ½0�
½0� ½0�

� � ½V1�T

½V2�T

" #

¼ ½U1�½S1�½V1�T ð66:6Þ

where ½S1� contains n non-zero singular values in decreasing order,the n columns
of ½U1�are the corresponding left singular vectors and the n columns of ½V1� are the
corresponding right singular vectors.

On the other hand, the factorization property of the weighted Hankel matrix
results in

½W1�½Hp;q�½W2�T ¼ ½W1�½Op�½Cq�½W2�T ð66:7Þ

From (66.6) and (66.7), it can be easily observed that the observability matrix
can be recovered, up to a similarity transformation, as

½Op� ¼ ½W1��1½U1�½S1�1=2 ð66:8Þ
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The system matrices are then estimated, up to similarity transformation, using
the shift structure of ½Op�. So,

½C� ¼ ffirst block row of ½Op�g ð66:9Þ

And ½A� is computed as the solution of

½O"p�1� ¼ ½Op�1�½A� ð66:10Þ

where ½Op�1� is the matrix obtained by deleting the last block row of ½Op�
and½O"p�1� is the upper shifted matrix by one block row.

In case of BR, the weighting is as follows:

½W1� ¼ ½I� and ½W2� ¼ ½I� ð66:11Þ

So, no weighting is involved.

66.3 Stationary Random Road Spectra Simulation

When running on the rail, the vibration of the crane structure occurs due to the
track irregularities. From the testing results of high speed railway from
ZHENGZHOU to GUANGZHOU by China Academy of Railway Science, the
power spectra of track irregularities are fitted by (66.12),

sðf Þ ¼ Aðf 2 þ Bf þ CÞ
f 4 þ Df 3 þ Ef 2 þ Ff þ G

ð66:12Þ

where, sðf Þ is power spectrum density, mm2/(1/m); f is special frequency of rail
irregularity, (1/m); A, B, C, D, E, F, G are characteristic parameters which can
refer to [10];

Taking the track irregularity as a stationary random process, and considering
the track irregularities in different directions having the weak correlation, vertical
and lateral track irregularity curves (Fig. 66.1) of the left and right track are
simulated by the Shinozuka unary multidimensional stationary random process
simulation method [11]. Making the mathematical statistics for the track irregu-
larity, the simulated PSD agrees well with the theory of PSD, see Fig. 66.2.

66.4 Output-Only Data Simulation

The output data of crane structure is simulated by Newmark method, for the
linearity structure, the dynamic equation is:

½M�fu::g þ ½C�fu: g þ ½K�fug ¼ fFag ð66:13Þ
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Where, ½M�; ½C�; ½K�; fu::g; fu: g; fug are the mass matrix, damping matrix, stiff
matrix, nodal acceleration vector, nodal velocity vector and nodal displacement
vector, respectively. fFag is the applied load vector.

The Newmark method uses finite difference expansions in the time interval Dt,
in which it is assumed that:

f _unþ1g ¼ f _ung þ ½ð1� dÞf€ung þ df€unþ1g�Dt ð66:14Þ

Fig. 66.1 Vertical and lateral track irregularity curve of the left and right track

Fig. 66.2 Comparison of the
theoretical spectrum and the
simulated spectrum of the left
track’s vertical irregularity
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funþ1g ¼ fung þ f _ungDt þ 1
2
� a

� �

f€ung þ af€unþ1g
� �

Dt2 ð66:15Þ

where a; d are Newmark integration parameters; Dt ¼ tnþ1 � tn; un; _un; €un are
respectively the nodal displacement vector, velocity vector and acceleration vector
at time tn; unþ1; _unþ1; €unþ1 are respectively the nodal displacement vector, velocity
vector and acceleration vector at time tnþ1:

The primary aim is to calculate the displacements unþ1; so at time tnþ1:

½M�f€unþ1g þ ½C�f _unþ1g þ ½K�funþ1g ¼ fFag ð66:16Þ

The solution for the displacement at time tnþ1 is obtained by rearranging
(66.14), (66.15) and (66.16), such that:

f€unþ1g ¼ a0ðfunþ1g � fung � a2f _ung � a3f€ung ð66:17Þ

f _unþ1g ¼ f _ung þ a6f€ung þ a7f€unþ1g ð66:18Þ

ða0½M� þ a1½C� þ ½K�Þfunþ1g ¼ fFa þ ½M�ða0fung þ a2f _ung þ a3f€ungÞ
þ ½C�ða1fung þ a4f _ung þ a5f€ungÞ ð66:19Þ

where,

a0 ¼
1

aDt2
; a1 ¼

d
aDt

; a2 ¼
1

aDt
; a3 ¼

1
2a
� 1; a4 ¼

d
a
� 1;

a5 ¼
Dt

2
d
a
� 2

� �

; a6 ¼ Dtð1� dÞ; a7 ¼ dDt

From Ref. [12] the unconditional stability can be achieved when:

a [
1
4

1
2
þ d

� �2

; d� 1
2
;

1
2
þ dþ a[ 0 ð66:20Þ

d ¼ 0:5 and a ¼ 0:5 in this chapter.
The FEM model (Fig. 66.3) of the crane has 3250 nodes and 1277 elements, the

main element type being beam 44, beam 189, Mass 21 and link 10. Apply the
stationary random road spectrum to the four legs of this crane structure, and then
use the Newmark method to simulate the output data.

66.5 Modal Parameters Identification

It is well known that the reference should be selected in such a way that the outputs
contain as much relevant modal information as possible. In the present study, the
beam 19 (at the middle of the beam) in X-direction and lcmtz-1 (at the land side
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leg) in Y-direction and beam 33 (at the end of the beam) in Z-direction are selected
as the references.

With respect to the selection of the model order, the stability of modal
parameters has been investigated for increasing model order in stabilization dia-
grams. Figures 66.4 and 66.5 show the frequency and damping ratio of mode 1
which is identified by BR as the function of the model order. From the figures,
approximately constant values are found for model orders between 12 and 17.
So we take 2.074 Hz and 0.371% as mode 1 frequency and damping ratio at model
order 16, respectively. The modal parameters between mode 2 and mode 5 are
determined by the same way. Comparisons between the results of FEM and BR
have been listed in Table 66.1.

Further validations were conducted, for example:MAC (modal assurance cri-
terion), MPC (modal phase collinearity), MPD (mean phase deviation) and MP
(modal participation) values have been calculated. The MAC values in Table 66.2
show that the five identified modes are linear and normal which can also be

Fig. 66.3 Crane FEM model

Fig. 66.4 Frequency of
mode 1 identified by BR,
plot as a function of the
model order
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concluded from the MPC and MPD values in Table 66.3. Moreover, the MP factor
values (see Table 66.3) are all 100% indicating that the corresponding mode is
well excited by the stationary random road spectrum.

Fig. 66.5 Damping ratio of mode 1 identified by BR, plot as a function of the model order

Table 66.1 A comparison between FEM and BR

Freq. (Hz) Damping ratio (%) Model order

FEM BR

Mode 1 2.089 2.074 0.371 16
Mode 2 3.271 3.267 0.221 16
Mode 3 4.276 4.265 0.332 15
Mode 4 5.530 5.528 0.159 16
Mode 5 6.940 6.944 0.305 16

Table 66.2 Auto Modal Assurance Criterion (%)

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Mode 1 100 1.981 0.965 0.918 0.002
Mode 2 1.981 100 0.722 0.812 0.004
Mode 3 0.965 0.722 100 0.980 0.762
Mode 4 0.918 0.812 0.980 100 1.736
Mode 5 0.002 0.004 0.762 1.736 100

Table 66.3 Validations for MPC, MPD and MP (%)

Freq. (Hz) MPC (%) MPD (0) MP (%)

Mode 1 2.074 99.960 1.314 100
Mode 2 3.267 99.981 0.868 100
Mode 3 4.265 98.084 7.800 100
Mode 4 5.528 99.980 0.790 100
Mode 5 6.944 99.988 0.695 100
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66.6 Conclusions

The stationary random road spectra are well simulated by the Shinozuka unary
multidimensional stationary random process simulation method, and the crane
structure of FEM is well excited by the stationary random input. The comparisons
between the frequencies of FEM and BR show that the frequencies identified by
BR agree well with those by FEM. Further validations (e.g. MAC, MPC, MPD)
show that the identified five modes are exactly all normal modes, linearly inde-
pendent and orthogonal. The present work indicates that the BR method can
identify the modal parameters of the crane structure accurately by the output-only
data.
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Chapter 67
CVS-MH: An Efficient Certificate
Validation Scheme Based
on Multi-Hashing

Mengbo Hou and Qiuliang Xu

Abstract In the recent years, the Public Key Infrastructure with the X.509
authentication is becoming a prominent security model for a variety of e-com-
merce applications and large-scale distributed computing, while it has not been
sufficiently investigated in the certificate revocation and verification mechanism.
We discuss its need and importance and analyze the limitations of several cer-
tificate validation schemes that are widely used. Then we propose an alternative
scheme. The underlying idea is that the certificate holder provides certificate
validation proof to the verifiers in manner of initiative. According to this scheme,
The certificate validation proof is a proof issued by a trusted third party for the
certificate stating whether it was revoked or not. For both parties in any transac-
tion, the certificate holder provides the certificate validation proof to the verifier,
the verifier knows about the validity status of the certificate by validation effi-
ciently without any extra information except the certificate. The certificate vali-
dation proof is created by multi-operations with a HASH function and operations
are associated with the current time. The suggested scheme is principally simple
with characteristics of distributed processing, high security, low communication
costs and good practicability.

Keywords Public Key Infrastructure � X.509 certificate � Certificate validation �
Hash function
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67.1 Introduction

As more and more security infrastructures developed, Public Key Infrastructure
(PKI) [1, 2] gained considerable attention as it seems to hold a promising foun-
dation for secure electronic commerce, Grid computation, cloud computing and
Ad Hoc network. With cryptographic primitives, such as asymmetric encryption,
symmetric encryption, hash function and message authentication code (MAC),
it provides data confidentiality, data integrity, authentication and non-repudiation
for applications. The wide use of public key cryptography requires the ability to
verify the authenticity of public keys. This is achieved through the use of digital
certificates to serve as a means for transferring trust, such as X.509 certificate [1]
or PKIX certificate [2]. A digital certificate is a message signed by a publicly
trusted Certification Authority (CA) which includes a subject entity, subject public
key and additional data, such as expiration date, and information regarding the key
and the subject entity.

When a digital certificate is issued, its validity is limited by a starting date and
an expiration date. However, there are circumstances where a certificate must be
revoked prior to its expiration date, such as when a private key is revealed or a
subject’s affiliation or position is changed. Thus, the verification process of
a digital certificate is a necessary but not sufficient evidence for its validity, and a
mechanism is needed for determining whether a certificate was revoked. Certifi-
cate revocation [2, 3, 4, 5] is the act of invalidating the association between the
public key and attributes embodied in a certificate. However, certificate revocation
is inherently difficult [6, 7]. No solution has been found that meets the timeliness
and performance requirements of all applications and environments.

In a typical PKI environment, a certificate revocation and verification scheme
needs to be fast, efficient, timely and particularly appropriated for large infra-
structures. It is necessary to reduce the number of time-consuming calculations
like verification processes of a digital signature and to apply other mechanisms,
or to minimize the amount of data transmitted. In this paper, we suggest an
alternative scheme which is principally simple with characteristics of distributed
processing, high security, low communication costs and good practicability.

The remainder of this paper is organized as follows: In Sect. 67.2, we briefly
review several schemes (CRL [2], OCSP [8], CRT [9], and CRS [10]). Our scheme
called CVS-MH and its analysis are described in detail in Sects. 67.3 and 67.4.
Finally, in Sect. 67.5, we give the conclusion.

67.2 Discussion of Several Certificate Validation Schemes

Several different schemes were proposed in the literature in the recent years.
We discuss them below, including their advantages and disadvantages.
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67.2.1 Certificate Revocation List (CRL)

A CRL [2] is a signed list issued by the CA identifying all revoked certificates by
their serial numbers. It is sent to the directory on a periodic basis. The main
advantages of the scheme are simplicity, easy to implement and deploy. However,
it has several disadvantages. (1) The cost of CRL management and distribution is
high. Because of the periodical distribution of CRL and potential size of CRL,
scaling to large communities can be difficult. (2) It is inapt for transactions that
require real-time revocation status. (3) The CRL distribution period is very hard to
make certain. (4) It does not provide a positive response. Because it only identifies
revoked certificates, the existence of a certificate cannot be determined solely from
validity information.

67.2.2 Online Certificate Status Protocol (OCSP)

In order to overcome the limitation inherent to the CRL schemes, several
approaches of online certificate validation have been proposed [8, 11, 12]. The
most widely used of these is the Online Certificate Status Protocol (OCSP) [8].
It allows CA to set up responders that can, when given a certificate identifier,
responds with either ‘‘good’’, ‘‘revoked’’ or ‘‘unknown’’. It overcomes the chief
limitation of the CRL and makes verifying certificates happen in a rapid and
online fashion. There are still some problems existing in the OCSP scheme: (1)
The requester must know the proper OCSP responder to query in advance. (2) The
responder needs to know about the certificate in question as well as the signing
authority. (3) Wide-band network and high performance OCSP server are required
to ensure the speed of requests and responses. (4) If the responder is centralized,
it is vulnerable to DOS attack. (5) Compromise of responder’s private key affects
the entire system.

67.2.3 Certificate Revocation Tree (CRT)

Kocher [9] suggested the use of Certificate Revocation Trees (CRT) in order to
enable the verifier of a certificate to get a short proof that the certificate was not
revoked. A CRT is a hash tree with leaves corresponding to a set of statements about
certificate serial number n issued by a CA. The set of statements is produced from
the set of revoked certificates of every CA. It provides the information whether a
certificate n is revoked or not. To produce the CRT, the CRT issuer builds a binary
hash tree with leaves corresponding to the above statements. A proof for a certificate
status is a path in the hash tree. The main advantages of CRT over CRL are that the
entire CRL is not needed for verifying a specific certificate and that a user may hold
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a succinct proof of the validity of his certificate. The main disadvantage of CRT is in
the computational work needed to update the CRT. Any change in the set of revoked
certificates may result in re-computation of the entire CRT.

67.2.4 Certificate Revocation System (CRS)

Micali [10] suggested the Certificate Revocation System (CRS) in order to
improve the CRL communication costs. The underlying idea is to sign a message
for every certificate stating whether it was revoked or not, and to use an offline/
online signature scheme to reduce the cost of periodically updating these signa-
tures. The directory is updated daily by the CA sending this signature for each
certificate. The advantage of CRS over CRL is in its query communication costs.
Although the daily update of the CRS is more expensive than a CRL update, the
cost of CRS querying is much lower. The main disadvantage of this system is
the increase in the CA-to-directory communication. Moreover, since the CA’s
communication costs are proportional to the directory update rate, CA-to-directory
communication costs limit the directory update rate.

It has been argued at length by Rivest [13] that CRL is both semantically and
technically inferior to other approaches, and then he asked whether CRL could,
and should, be eliminated in favor of other mechanisms. According to his
underlying idea, we proposed a new scheme whereby the certificate verifier can
easily make sure of the certificate validity status by the certificate holder showing
proper proof directly.

67.3 CVS-MH: Our Alternative Scheme

67.3.1 System Architecture of CVS-MH

The CA provides a trusted third party that can vouch for the validity of the
credentials of both parties in any transaction. It is based upon open standards of
which the most important is X.509 [1, 2] and PKIX [14, 15] thus allowing it to work
with other CA systems that use X.509 certificates. Its architecture is designed to be
modular with components defined in key areas of functionality. At the top of the
tree-type structure, the CA is central to the viability of the system, responsible for
generating, publishing and revoking digital certificates. The CA is managed by the
CA Operator (CAO) and beneath the CA are Registration Authorities (RAs) which
act as the interfaces between the end users and the CA, carrying the burden of
enrolments and acting as intermediary for authentication. In turn, the RAs are
managed by RA Operators (RAOs). Each of the CA, CAO, RA and RAO has its
own certificate so that each component of the PKI is able to identify itself with other
components and communicate securely. Figure 67.1 shows an example of a
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classical CA system except for the Certificate Validation Proof Server (CVPS)
components.

CVPS components are deployed in our scheme in order to issue user’s
Certificate Validation Proof (CVP) according to the demand of the sub-security
domain users. The demand, here, is a query message, indicated to acquire a proof
for the current validity status of user certificate.

The CVPS is deployed as an important component of the RA system, and is
administrated by the RAO. For each of the RAs, there is a CVPS deployed. With
the protected channel (such as SSL Channel), the CVPS communicates with the
CA component securely. For the common certificate holder and its relying party in
the application, the CVP is acquired from the CVPS by anyone at any time. There
is no serious security requirement in the communication between the CVPS and
the requesters, so the CVP of a certificate can be acquired by either the certificate
holder or the relying party. In our scheme, the certificate holder is preferred,
because the relying party can hardly know which CVPS to query in advance, while
the certificate holder knows about that. Due to the distributed design of the CVPS
system, high performance and convenience are enabled.

67.3.2 Generation of User Certificate

(1) Modification of X.509 certificate. The CA component defines a time interval
n, according to the certificate validity period (e.g., with respect to one year for
the certificate validity period, define n = 365 and increment i represents a
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Security
Domain 1

Users

CVPS 1

Network

RA
Component 2

Security
Domain 2

Users

CVPS 2

RA
Component n

Security
Domain n

Users

CVPS n

. . .

Fig. 67.1 Architecture of CVS-MH
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day). Using X.509 certificates, the number of extension fields needs to be
extended by two fields: Y indicates the certificate validity and N indicates the
certificate invalidity. Because of the CA’s signature, the authenticity of both
values is guaranteed.

(2) Generating secrets. The CA chooses two pseudo-random numbers Y0 and N0
(Y0 = N0) for each certificate requester distinctly, keeps them secret and
sends them to the responding CVPS at the RA end in a secure manner.

(3) Choosing one hash function. The CA constitutes a proper hash function H,
then the CA calculates as below, and generates a certificate for the certificate
requester:

Y  Yn ¼ HnðY0Þ; N  HðN0Þ
ðdefine H1 xð Þ ¼ H xð Þ; and Hn xð Þ ¼ H Hn�1 xð Þð Þ; n ¼ 2; 3; . . .Þ

67.3.3 Revocation and Reuse of User Certificate

When the certificate holder or the CA wants to revoke certificates for some rea-
sons, proper revocation request message should be submitted to the responding
CVPS, the CVPS will revoke the certificate after careful auditing. The revocation
operation is merely a symbol marking to indicate the revoked status of the cer-
tificate; if the user wants to reuse the formerly revoked certificate, proper reuse
request messages should be submitted to the responding CVPS, and the CVPS will
recover the certificate after careful auditing. The reuse operation is merely a
symbol marking to indicate the validity status of the certificate too. Although the
revocation and reuse of a certificate are very simple, the authentication of oper-
ations should be considered seriously.

67.3.4 Generation of Users’ Certificate
Validation Proof (CVP)

Whenever the user wants to communicate with other relying parties in a secure
manner, besides the certificate, a CVP should be provided to indicate the validity
status of its certificate. The CVP is generated and acquired from the CVPS in the
user’s security domain according to the current validity status of the user’s cer-
tificate. (1) If the certificate is currently valid and i days have passed from the very
beginning of the certificate validity date, the CVPS calculates: CVPi ¼ Hn�iðY0Þ:
Apparently, we have HiðCVPiÞ ¼ Y: (2) If the certificate is currently revoked, then
the CVPS calculates: CVPi ¼ N0: Apparently, we have HðCVPiÞ ¼ N.

Theorem 1 Forging of the Certificate validation proof (CVP) is computationally
infeasible if the hash function H(x) is strongly collision-free.
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67.3.5 Operations of the Certificate Holders

If certificate validity verification is required in any application, the certificate
holder can, at any time, acquire its CVP from the CVPS and submit it to the
relying party, along with the corresponding certificate in manner of initiative. For
example, within a Client/Server application system with authentication based on
certificate that allows the client operators to interact with the server in a secure
manner, the operator merely acquires the CVP for the first time login, even though
he logs in many times in a day, hence only one interaction with the CVPS is
required. The CVP can be cached locally for all the day until the next day to be
refreshed.

67.3.6 Operations of the Relying Party

When the relying party gets the certificate and the CVP of the certificate holder,
it verifies the validity of certificate status as the following steps (suppose the
certificate is not out-of-date): The relying party computes the number of days
between the issuing day and current day, noted as i, then computes Y

0 ¼ Hi CVPð Þ.
If Y0 = Y, then the certificate is valid (not revoked); If H (CVP) = N, then the
certificate is revoked before now.

67.4 Analysis of Security and Performance

We show that the proposed scheme is secure from attacks. The adversary can
neither modify Y and N in the certificate, nor reveal Y0 and N0 from Y and N,
because Y0 and N0 are privately generated and occupied by CA and CVPS. If the
certificate has been revoked, the certificate holder can hardly acquire a valid CVP,
even a valid CVP acquired before the certificate revoked, he still could not con-
struct the valid CVP of current time by the old CVPs (by Theorem 1). Although
the adversary could acquire the valid CVP of other users from the CVPS easily, he
still could not gain any advantage from that. The security of the scheme mainly
focuses on the confidentiality and randomicity of Y0 and N0. Accuracy of the
system time is also a serious concern, especially at the end of the relying parties, as
the validation of the verification is time-related. The proposed scheme has many
advantages compared to other schemes:

The certificate holder submits the CVP to the relying party in manner of
initiative. The relying party could verify the validity of certificate without extra
information. It is quite suitable for the Client/Server or Browser/Web applications.

The CVP proof is a small value of hashing operations, so the communication
costs are saved.
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The verification processes are totally operations of hash function computations,
so high speed can be guaranteed.

As for the CVPS, the CVP requesters are all from the local security domains,
and each CVPS is only responsible for the users of its domain, the operations of
CVPS are totally hash function computations. Additionally, for each CVPS, the
CVP requests are periodical, so the burden of each CVPS is very limited. Due to
the distributed architecture of CVPS, it is much more efficient than other schemes.

The CA component defines time interval n according to the validity time.
Parameter n is variable(If n represents the number of days, then the certificate
holder need only request CVP proof one time for one day. If n represents the
number of weeks, then the CVP proof need not to be refreshed once a week). To
some extent, the value of n is measurement of certificate verification security level.

The certificate holder merely interacts with one of the distributed CVPSs, but
not the centralized CA, so the certificate revocation processes are distributed and
without the CA’s awareness.

67.5 Conclusion

In this chapter, we proposed a new certificate validity scheme according to the idea
that the certificate holder providing the certificate validity proof in manner of
initiative. For both parties in any transaction, the certificate holder provides the
certificate validity proof to the verifier, the verifier knows about the validity status
of the certificate by verifying certificate validity proof efficiently without any extra
information except the certificate. The certificate validity proof is created by multi-
operations with hash function computations; the operations are associated with
the current time. The new scheme is principally simple with characteristics
of distributed processing, high security, low communication costs and good
practicability.
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Chapter 68
Improvement of Selvi et al.’s
Identity-Based Threshold
Signcryption Scheme

Wei Yuan, Liang Hu, Hongtu Li and Jianfeng Chu

Abstract Signcryption can realize the function of encryption and signature in a
reasonable logic step, which can lower computational costs and communication
overheads. In 2008, Selvi et al. proposed an identity-based threshold signcryption
scheme. Our previous analysis has been showed that the threshold signcryption
scheme of Selvi et al. is vulnerable if the attacker can replace the group public key and
has pointed out that the receiver uses the senders’ public key without any verification
in the unsigncrypt stage cause this attack. Further, we propose a probably secure
improved scheme to correct the vulnerable and give the unforgeability and confi-
dentiality of our improved scheme under the existing security assumption.

Keywords Identity-based �Signcryption �Bilinear pairing �Cryptanalysis �Attack

68.1 Introduction

Encryption and signature are the two basic cryptographic tools offered by public
key cryptography for achieving confidentiality and authentication. Signcryption
can realize the function of encryption and signature in a reasonable logic step
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which is proposed by Zheng [1] in 1997. Comparing to the traditional way of
signature then encryption or encryption then signature, signcryption can lower the
computational costs and communication overheads. As a result, a number of
signcryption schemes [2–8] were proposed following Zheng’s work. The security
notion for signcryption was first formally defined in 2002 by Baek et al. [9] against
adaptive chosen ciphertext attack and adaptive chosen message attack. The same
as signature and encryption, signcryption meets the attributes of confidentiality
and unforgeability as well.

In 1984, Shamir [10] introduced identity-based public key cryptosystem, in
which a user’s public key can be calculated from his identity and defined hash
function, while the user’s private key can be calculated by a trusted party called
Private Key Generator (PKG). The identity can be any binary string, such as an
email address and need not to be authenticated by the certification authentication.
As a result, the identity-based public key cryptosystem simplifies the program of
key management to the conventional public key infrastructure. In 2001, Boneh and
Franklin [11] found bilinear pairings positive in cryptography and proposed the
first practical identity-based encryption protocol using bilinear pairings. Soon,
many identity-based [12, 14–16] and other relational [13, 17, 18] schemes were
proposed and the bilinear pairings became important tools in constructing identity-
based protocols.

Group-oriented cryptography [19] was introduced by Desmedt in 1987. Elab-
orating on this concept, Desmedt and Frankel [20] proposed a (t, n) threshold
signature scheme-based RSA system [21]. In such a (t, n) threshold signature
scheme, any out of n signers in the group can collaboratively sign messages on
behalf of the group for sharing the signing capability.

Identity-based signcryption schemes combine the advantages of identity-based
public key cryptosystem and signcryption. The first identity-based threshold
signature scheme was proposed by Baek and Zheng [22] in 2004. Then Duan
et al. proposed an identity-based threshold signcryption scheme [23] in the same
year by combining the concepts of identity-based threshold signature and
encryption together. However, in Duan et al.’s scheme, the master-key of the
PKG is distributed to a number of other PKGs, which creates a bottleneck on the
PKGs. In 2005, Peng and Li proposed an identity-based threshold signcryption
scheme [24] based on Libert and Quisquater’s identity-based signcryption
scheme [25]. However, Peng and Li’s scheme dose not provide the forward
security. In 2008, another scheme [26] was proposed by Fagen Li et al., which is
more efficient compared to previous scheme. However, Selvi et al. pointed out
that Fagen Li et al.’s scheme is not equilibrium between the usual members and
a dealer called clerk in Fagen Li et al.’s scheme and proposed an improved
scheme [27].

In this chapter, we propose a probably secure improved scheme to correct the
vulnerable and give the unforgeability and confidentiality of our improved scheme
under the existing security assumption.
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68.2 The Improvement of Selvi et al.’s Scheme

The scheme involves four roles: the PKG [28], a trust dealer, a sender group
UA ¼ M1;M2; . . .;Mnf g with identity IDA and a receiver Bob with identity IDB.

Setup. Given a security parameter k, the PKG chooses groups G1 and G2 of
prime order q (with G1 additive and G2 multiplicative), a generator P of G1, a
bilinear map e : G1 � G1 ! G2, a secure symmetric cipher (E, D) and hash func-
tions H1 : 0; 1f g�! G1; H2 : G2 ! 0; 1f gn1 ; H3 : 0; 1f g��G1 � 0; 1f g��G1 !
Z�q : The PKG chooses a master-key s 2 RZ�q and computes Ppub ¼ sP. The PKG

publishes system parameters G1;G2; n1; e;P;Ppub;E;D;H1;H2;H3
� �

and keeps the
master-key s secret.

Extract. Given an identity ID, the PKG computes QID ¼ H1ðIDÞ and the private
key SID ¼ sQID: Then PKG sends the private key to its owner in a secure way.

Keydis. Suppose that a threshold t and n satisfy 1� t� n\q: To share the
private key SIDA among the group UA; the trusted dealer performs the steps below.

(1) Choose F1; . . .;Ft�1 uniformly at random from G�1; construct a polynomial
FðxÞ ¼ SIDA þ xF1 þ � � � þ xt�1Ft�1:

(2) Compute Si ¼ FðiÞ for i ¼ 0; . . .; n: (S0 ¼ SIDA ). Send Si to member Mi for
i ¼ 1; . . .; n secretly.

(3) Broadcast y0 ¼ eðSIDA ;PÞ and yj ¼ eðFj;PÞ for j ¼ 1; . . .; t � 1:
(4) Each Mi then checks whether his share Si is valid by computing

eðSi;PÞ ¼
Q

t�1
j¼0yi j

j . If Si is not valid, Mi broadcasts an error and requests a
valid one.

Signcrypt. Let M1; . . .;Mt be the t members who want to cooperate to signcrypt
a message m on behalf of the group UA:

(1) Each Mi chooses xi 2 RZ�q ; computes R1i ¼ xiP;R2i ¼ xiPpub; si ¼ eðR2i;QIDBÞ
sends R1i; sð Þ to the clerk C.

(2) The clerk C (one among the t cooperating players) computes
R1 ¼

Q

t
i¼1R1i; s ¼

Q

t
i¼1si; k ¼ H2ðsÞ; c ¼ EkðmÞ and h ¼ H3ðm;R1; k;QIDAÞ:

(3) Then the clerk C sends h to Mi for i ¼ 0; . . .; t:
(4) Each Mi computes the partial signature Wi ¼ xiPpub þ hgiSi and sends it to the

clerk C, where g ¼
Q

t
j¼1;j 6¼i � jði� jÞ�1mod q.

(5) Clerk C verifies the correctness of partial signatures by checking if the fol-
lowing equation holds:

e P;Wið Þ ¼ e R1i;Ppub

� �

Y

t�1

j¼0

yi j

j

 !hgi

If all partial signatures are verified to be legal, the clerk C computes
W ¼

P

t
i¼1Wi; otherwise rejects it and requests a valid one.

(6) The final threshold signcryption is r ¼ ðc;R1;WÞ:
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Unsigncrypt. When receiving r, Bob follows the steps below.

(1) Compute s ¼ eðR1; SIDBÞ and k ¼ H2ðsÞ:
(2) Recover m ¼ DkðcÞ:
(3) Compute h ¼ H3ðm;R1; k;QIDAÞ and accept r if and only if the following

equation holds:

eðP;WÞ ¼ eð Ppub;R1 þ hQIDA

� �

:

68.3 Security Analysis of Our Improved Scheme

In this section, we will give a formal proof on Unforgeability and Confidentiality
of our scheme under CDH problem and DBDH problem [29, 30].

Theorem 1 (Unforgeability) Our improved scheme is secure against chosen
message attack under the random oracle model if CDH problem is hard.

Proof Suppose the challenger C wants to solve the CDH problem. That is, given
aP; bPð Þ; C should computes abP:

C chooses system parameters G1;G2; n1; e;P;Ppub;E;D;H1;H2;H3
� �

, sets
Ppub ¼ aP and sends parameters to the adversary E (the hash functions H1;H2;H3

are random oracles).
H1 query: C maintains a list L1 to record H1 queries. L1 has the form of

ðID; a;QID; SIDÞ: Suppose the adversary Eve can make H1 queries less than qH1

times. C selects a random number j 2 ½1; qH1 �. If C receives the jth query, he will
return QIDj ¼ bP to Eve and sets IDj;?;QIDj ¼ bP;?

� �

on L1. Else C selects
ai 2 Z�q ; computes QIDi ¼ aiP; SIDi ¼ aiPpub; returns QIDi to E and sets
IDi; ai;Qi; Sið Þ on L1.

H2 query: C maintains a list L2 to record H2 queries. L2 has the form of ðs; kÞ:
If C receives a query about si;, selects ki 2 Z�q ; returns ki to E and sets ðsi; kiÞ on L2.

H3 query: C maintains a list L3 to record H3 queries. L3 has the form of
ðm;R; k;Q; hÞ. If C receives a query about ðmi;R1i; ki;QIDiÞ; selects hi 2 Z�q ;

returns hi to Eve and sets ðmi;R1i; ki;QIDi ; hiÞ on L3:
Signcrypt query: if C receives a query about signcrypt with message mi; identity

IDi

1. Select xi 2 Z�q ;Wi 2 G1:

2. Look-up L1; L2; set QIDi ¼ aiP in L1; ki ¼ ki in L2; and compute Ri ¼ xiQIDi :
3. Set hi ¼ H3 mi;Ri; ki;QIDið Þ:
4. Return ðhi;WiÞ to Eve.

Finally, Eve output a forged signcryption m; hi;Wi;QIDið Þ: If QIDi 6¼ QIDj ; Eve
fails. Else, if QIDi ¼ QIDj ; Eve succeeds in forging a signcryption.
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As a result, C gains two signcryption ciphertexts which meet:

eðP;WiÞ ¼ e Ppub;Ri þ hiQIDi

� �

eðP;WjÞ ¼ e Ppub;Rj þ hjQIDj

� �

Thus,

e P; Wi �Wj

� �� �

¼ e Ppub; Ri þ hiQIDið Þ � Rj þ hjQIDj

� �� �

ð68:1Þ

Note Q ¼ QIDi ¼ QIDj ;

(1) can be expressed as

e P; Wi �Wj

� �� �

¼ e Ppub; Ri � Rj

� �

þ hi � hj

� �

Q
� �

ð68:2Þ

*Ppub ¼ aP;QIDj ¼ bP

(2) can be expressed as e P; Wi �Wj

� �� �

¼ e aP; ai � aj

� �

þ hi � hj

� �� �

bP
� �

)Wi �Wj ¼ ai � aj

� �

þ hi � hj

� �� �

abP

Hence, the CDH problem abP ¼ Wi�Wj

ðai�ajÞþðhi�hjÞ can be computed by C with

aP and bP:

Theorem 2 (Confidentiality) Our improved scheme is secure against adaptive
chosen ciphertext and identity attack under the random oracle model if DBDH
problem is hard.

Proof Suppose the challenger C wants to solve the DBDH problem. That is, given

P; aP; bP; cP; sð Þ; C should decide whether s ¼ eðP;PÞabc or not. If there exists an
adaptive chosen ciphertext and identity attacker for our improved scheme, C can
solve the DBDHP.

C chooses system parameters G1;G2; n1; e;P;Ppub;E;D;H1;H2;H3
� �

; sets
Ppub ¼ aP and sends parameters to the adversary E (the hash functions H1;H2;H3

are random oracles).
H1 query: C maintains a list L1 to record H1 queries. L1 has the form of

ID; a;QID; SIDð Þ: Suppose the adversary Eve can make H1 queries less than qH1

times. C selects a random number j 2 ½1; qH1 �. If C receives the jth query, he will
return QIDj ¼ bP to Eve and sets IDj;?;QIDj ¼ bP;?

� �

on L1. Else C selects
ai 2 Z�q ; computes QIDi ¼ aiP; SIDi ¼ aiPpub; returns QIDi to E and sets
IDi; ai;Qi; Sið Þ on L1:

H2 query: C maintains a list L2 to record H2 queries. L2 has the form of ðs; kÞ.
If C receives a query about si, selects ki 2 Z�q , returns ki to E, and sets ðsi; kiÞ on L2.
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H3 query: C maintains a list L3 to record H3 queries. L3 has the form of
ðm;R; k;Q; hÞ: If C receives a query about ðmi;R1i; ki;QIDiÞ; selects hi 2 Z�q ;

returns hi to Eve and sets mi;R1i; ki;QIDi ; hið Þ on L3:
Signcrypt query: if C receives a query about Signcrypt with message mi;

identity IDi

1. Selectci 2 Z�q ;Wi 2 G1:

2. Look-up L1; L2; set QIDi ¼ aiP in L1; ki ¼ ki in L2: Compute Ri ¼ ciP; if IDi 6
¼ IDj: Else, if IDi ¼ IDj; compute Ri ¼ cP:

3. Set hi ¼ H3 mi;Ri; ki;QIDið Þ.
4. Return hi;Wið Þto Eve.

After the first stage, Eve chooses a pair of identities on which he wishes to be
challenged on IDi; IDj

� �

: Note that Eve cannot query the identity of IDA: Then Eve
outputs two plaintexts m0 and m1: C chooses a bit b 2 f0; 1g and signcrypts mb:
To do so, he sets R�1 ¼ cP; obtains k� ¼ H2ðsÞ from the hash function H2; and
computes cb ¼ Ek�1

ðmbÞ: Then C chooses W� 2 G1 and sends the ciphertext

r� ¼ cb;R�1;W
�� �

to Eve. Eve can perform a second series of queries like at the
first one. At the end of the simulation, he produces a bit b0: for which he believes

the relation r� ¼ Signcrypt mb0 ; fSigi¼1;...;t; IDj

� �

holds. If b ¼ b0; C outputs s ¼

e R�1; SIDj

� �

¼ eðcP; abPÞ ¼ eðP;PÞabc: Else, C outputs s 6¼ eðP;PÞabc: So C can
solve the BDDH problem.

68.4 Conclusion

In this chapter, we show that the threshold signcryption scheme of Selvi et al. is
vulnerable if the attacker can replace the group public key. Then we point out that
the receiver uses the senders’ public key without any verification in the unsign-
crypt stage cause this attack. Further, we propose a probably secure improved
scheme to correct the vulnerable and give the unforgeability and confidentiality of
our improved scheme under the existing security assumption.
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Chapter 69
Analysis of an ID-Based Threshold
Signcryption Scheme

Wei Yuan, Liang Hu, Xiaochun Cheng, Hongtu Li,
Jianfeng Chu and Yuyu Sun

Abstract Signcryption can realize the function of encryption and signature in a
reasonable logic step, which can lower computational costs and communication
overheads. In 2008, Li et al. proposed an efficient secure id-based threshold
signcryption scheme. The authors declared that their scheme had the attributes of
confidentiality and unforgeability in the random oracle model. In this paper, we
show that scheme is insecure against malicious attackers and give our attacker
method to forge the ciphertext.
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69.1 Introduction

Encryption and signature are the two basic cryptographic tools offered by public key
cryptography for achieving confidentiality and authentication. Signcryption can
realize the function of encryption and signature in a reasonable logic step which is
proposed by zheng [1] in 1997. Comparing to the traditional way of signature then
encryption or encryption then signature, signcryption can lower the computational
costs and communication overheads. As a result, a number of signcryption schemes
[2–8] were proposed following Zheng’s work. The security notion for signcryption
was first formally defined in 2002 by Baek et al. [9] against adaptive chosen
ciphertext attack and adaptive chosen message attack. The same as signature and
encryption, signcryption meets the attributes of confidentiality and unforgeability as
well. In 1984, Shamir [10] introduced identity-based public key cryptosystem, in
which a user’s public key can be calculated from his identity and defined hash
function, while the user’s private key can be calculated by a trusted party called
private key generator (PKG). The identity can be any binary string, such as an email
address and that need not be authenticated by the certification authentication. As a
result, the identity-based public key cryptosystem simplifies the program of key
management to the conventional public key infrastructure. In 2001, Boneh and
Franklin [11] found bilinear pairings positive in cryptography and proposed the first
practical identity-based encryption protocol using bilinear pairings. Soon, many
identity-based [12–15] and other relational [16–18] schemes were proposed and the
bilinear pairings became important tools in constructing identity-based protocols.
Group-oriented cryptography was introduced by Desmedt [19] in 1987. Elaborating
on this concept, Desmedt and Frankel [20] proposed a (t, n) threshold signature
scheme based RSA system [21]. In such a (t, n) threshold signature scheme, any to
out of n signers in the group can collaboratively sign messages on behalf of the group
for sharing the signing capability. Identity-based signcryption schemes combine the
advantages of identity-based public key cryptosystem and Signcryption. The first
identity-based threshold signature scheme was proposed by Baek and Zheng [22] in
2004. Then Duan et al. [23] proposed an identity-based threshold signcryption
scheme in the same year by combining the concepts of identity-based threshold
signature and encryption together. However, in Duan et al.’s scheme, the master-key
of the PKG is distributed to a number of other PKGs, which creates a bottleneck on
the PKGs. In 2005, Peng and Li [24] proposed an identity-based threshold sign-
cryption scheme based on Libert and Quisquater’s [25] identity-based signcryption
scheme. However, Peng and Li’s scheme dose not provide the forward security.
In 2008, another scheme was proposed by Li et al. [26] which is more efficient
comparing to previous scheme.

In this paper, we show that the threshold signcryption scheme of Li et al. [26] is
vulnerable if the attacker can replace the group public key or even the attacker can
intercept the intermediate messages. Further, we propose a probably-secure
improved scheme to correct the vulnerable and give the unforgeability and con-
fidentiality of our improved scheme under the existing security assumption.
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69.2 Review of Fagen Li’s ID-Based Threshold
Signcryption Scheme

In this section, we review the identity-based threshold signcryption scheme as
proposed by Li and Yu [26]. The scheme involves four roles: the PKG, a trust
dealer, a sender group UA ¼ M1; M2; . . .; Mnf g with identity IDA and a receiver
Bob with identity IDB.

Setup. Given a security parameter k, the PKG chooses groups G1 and G2 of prime
order q (with G1 additive and G2 multiplicative), a generator P of G1, a bilinear map
e : G1 � G1 ! G2, a secure symmetric cipher (E, D) and hash functions
H1 : 0; 1f g�! G1, H2 : G2 ! 0; 1f gn1 , H3 : 0; 1f g�! Z�q . The PKG chooses a
master-key s 2 RZ�q and computes Ppub ¼ sP. The PKG publishes system parameters

G1; G2; n1; e; P; Ppub; E; D; H1; H2; H3
� �

and keeps the master-key secret.
Extract. Given an identity ID, the PKG computes QID ¼ H1ðIDÞ and the private

key SID ¼ sQID. Then PKG sends the private key to its owner in a secure way.
Keydis. Suppose that a threshold t and n satisfy 1� t� n\q. To share the

private key SIDA among the group UA, the trusted dealer performs the steps below.

(1) Choose F1; . . .; Ft�1 uniformly at random from G�1 , construct a polynomial
FðxÞ ¼ SIDA þ xF1 þ � � � þ xt�1Ft�1 and compute Si ¼ FðiÞ for i ¼ 0; . . .; n.
Note that S0 ¼ SIDA .

(2) Send Si to member Mi for i ¼ 1; . . .; n secretly. Broadcast y0 ¼ eðSIDA ; PÞ
and yj ¼ e Fj; P

� �

for j ¼ 1; . . .; t � 1.
(3) Each Mi then checks whether his share Si is valid by computing

e Si; Pð Þ ¼
Q

t�1
j¼0yi j

j . If Si is not valid, Mi broadcasts an error and requests a
valid one.

Signcrypt. Without loss of generality, we assume that M1; . . .; Mt are the
t members who want to cooperate to signcrypt a message m on behalf of the group UA.

(1) Each Mi chooses xi 2 RZ�q , computes R1i ¼ xiP and R2i ¼ xiPpub, and sends
R1i; R2ið Þ to the clerk C.

(2) The clerk C computes R1 ¼
Q

t
i¼1R1i, R2 ¼

Q

t
i¼1R2i, s ¼ e R2; QIDBð Þ,

k ¼ H2ðsÞ, c ¼ EkðmÞ, and h ¼ H3ðm; R1; kÞ. Then the clerk C sends h to
Mi for i ¼ 0; . . .; t.

(3) Each Mi computes the partial signature Wi ¼ xiPpub þ hgiSi and sends it to the

clerk C, where g ¼
Q

t
j¼1; j 6¼i � jði� jÞ�1 mod q.

(4) When receiving Mi’s partial signature Wi, the clerk C verifies its correctness
by checking if the following equation holds:

e P; Wið Þ ¼ e R1i; Ppub

� �

Y

t�1

j¼0

yi j

j

 !hgi
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If all partial signatures are verified to be legal, the clerk C computes
W ¼

P

t
i¼1Wi; otherwise rejects it and requests a valid one. The final threshold

signcryption is r ¼ ðc; R1; WÞ.
Unsigncrypt. When receiving r, Bob follows the steps below.

(1) Compute s ¼ e R1; SIDBð Þ and k ¼ H2ðsÞ.
(2) Recover m ¼ DkðcÞ.
(3) Compute h ¼ H3 m; R1; kð Þ and accept r if and only if the following

equation holds:

eðP; WÞ ¼ e Ppub; R1 þ hQIDA

� �

69.3 Analysis of Fagen Li’s ID-Based Threshold
Signcryption Scheme

69.3.1 Forgery Attack

Suppose that an attacker can control the communication channel, which means that
s/he can gain each user’s corresponding ciphertext in the channel and modify or
forge it to replace the original one. Then s/he will try to disrupt the scheme as
follows:

All the attack process will be finished in the Signcrypt stage. We describe it as
follows:

(1) The attacker records R1i; R2ið Þ sent from Mi for i ¼ 0; . . .; t .
(2) The attacker intercepts h sent from clerk C. Then s/he computes

R1 ¼
Q

t
i¼1R1i and R2 ¼

Q

t
i¼1R2i using R1i; R2ið Þ, computes s ¼ e R2; QIDBð Þ,

and k ¼ H2ðsÞ. Further, s/he selects a message m
0

which s/he wants to forge,
computes c

0 ¼ Ek m
0� �

, and h
0 ¼ H3 m

0
; R1; k

� �

. Finally, s/he sends h
0

to Mi

for i ¼ 0; . . .; t.
(3) The attacker intercepts Wi sent from Mi, for i ¼ 0; . . .; t. Note that the mes-

sage Wi ¼ xiPpub þ h
0
giSi here. Then s/he computes

W
0

i ¼ R2i þ ðWi � R2iÞ � h
.

h
0

¼ xiPpub þ xiPpub þ h
0
giSi � xiPpub

� �

� h
.

h
0

¼ xiPpub þ hgiSi

and send W
0
i to clerk C.
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(4) Because W
0
i ¼ xiPpub þ hgiSi. The verification function e P; W

0
i

� �

¼

e R1i; Ppub

� �

Q

t�1

j¼0
yi j

j

 !hgi

will hold. Then the clerk C will send r ¼

c; R1; W
0� �

; where W
0 ¼
P

t
i¼1W

0
i ; to the receiver.

The attacker intercepts r ¼ c; R1; W
0� �

, computes W ¼
P

t
i¼1Wi, and sends

r
0 ¼ c

0
; R1; W

� �

to the receiver.
In the Unsigncrypt stage:
After receiving r

0
, the receiver Bob executes the following steps

(1) He will compute s ¼ e R1; SIDBð Þ and k ¼ H2ðsÞ.
(2) He will recover m

0 ¼ Dk c
0� �

.

(3) He will compute h
0 ¼ H3 m

0
; R1; k

� �

here. Then the equation eðP; WÞ ¼
e Ppub; R1 þ h

0
QIDA

� �

will hold. Because

eðP; WÞ ¼ e P;
X

t

i¼1

Wi

 !

¼ e P;
X

t

i¼1

xiPpub þ h
0
giSi

� �

 !

¼ e P; R2 þ h
0
SIDA

� �

¼ e Ppub; R1 þ h
0
QIDA

� �

So the receiver accepts the forged message m
0
.

69.3.2 Key Replacement Attack

Li et al. scheme is insecure from the view of a malicious attacker who can control
the communication channel.

The attacker intercepts the ciphertext r ¼ c; R1; Wð Þ from sender.

(1) Randomly choose a; x 2 Z�q and prepare a forged message m
0
.

(2) Compute R
0
1 ¼ xP, R

0
2 ¼ xPpub, s

0 ¼ e R
0
2; QIDB

� �

, k
0 ¼ H2ðsÞ, c

0 ¼ Ek0 m
0� �

,

h
0 ¼ H3 m

0
; R

0
1; k

0� �

.

(3) Compute W
0 ¼ aPpub, set Q

0
A ¼ ða� xÞP=h

0
as a public key of UA.

(4) The final ciphertext is r
0 ¼ c

0
; R

0
1; W

0� �

.
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(5) Attacker sends the forged ciphertext and the replaced public key to the
receiver.

After receiving the ciphertext r
0 ¼ c

0
; R

0
1; W

0� �

, the receiver.

(1) Compute s ¼ e R
0
1; SIDB

� �

¼ e R
0
2; QIDB

� �

¼ s
0
, k ¼ H2ðsÞ ¼ H2 s

0� � ¼ k
0
.

(2) Recover m ¼ Dk c
0� � ¼ Dk0 c

0� � ¼ m
0
, h ¼ H3 m

0
; R

0
1; k

0� �

¼ h
0
.

(3) Verify e P; W
0� �

¼? e Ppub; R
0
1 þ hQ

0
IDA

� �

* e Ppub; R
0

1 þ hQ
0

IDA

� �

¼ e Ppub; xPþ h � ða� xÞP=h
0

� �

¼ e Ppub; aP
� �

¼ e P; W
0

� �

) The equation e P; W
0� �

¼ e Ppub; R
0

1 þ hQ
0

IDA

� �

set.

In the view of the attacker, [26] can be simulated as following basic Sign-
cryption scheme:

A sender ‘‘Alice’’ with key pairs QAlice ¼ H1 Aliceð Þ; SAlice ¼ sH1 Aliceð Þf g.
A receiver ‘‘Bob’’ with key pairs QBob ¼ H1 Bobð Þ; SBob ¼ sH1 Bobð Þf g.
Alice chooses x 2 Z�q , R1 ¼ xP, R2 ¼ xPpub, s ¼ e R2; QBobð Þ, k ¼ H2ðsÞ,

c ¼ EkðmÞ, h ¼ H3ðm; R1; kÞ, W ¼ xPpub þ hSAlice and sends r ¼ ðc; R1; WÞ to
Bob as the ciphertext of his message.

There is a small mistake of the definition H3 : 0; 1f g�! Z�q . We think the

authors’ real intention is H3 : 0; 1f g��G1 � 0; 1f g�! Z�q to meet
h ¼ H3ðm; R1; kÞ. In this hash function, any message about the sender is not
contained. If an attacker Eve says ‘‘I am Alice’’ to Bob, Bob can not distinguish
with only the hash value h. Our attacker just utilizes this attribute of Li’s scheme.

Suppose that H3 is defined as H3 : 0; 1f g��G1 � 0; 1f g��G1 ! Z�q , and
h ¼ H3 m; R1; k; QAliceð Þ. The attacker Eve intercepts the ciphertext r ¼
ðc; R1; WÞ from sender Alice and s/he runs the algorithm of forging ciphertext
like:

(1) Randomly choose a; x 2 Z�q and prepare a forged message m
0
.

(2) Compute R
0
1 ¼ xP, R

0
2 ¼ xPpub, s

0 ¼ e R
0
2; QBob

� �

, k
0 ¼ H2ðsÞ, c

0 ¼ Ek0 m
0� �

,

h
0 ¼ H3 m

0
;R

0
1; k

0
; Q

0
Alice

� �

.

(3) Compute W
0 ¼ aPpub, set Q

0
Alice ¼ ða� xÞP=h

0
as a public key of UA.

(4) The final ciphertext is r
0 ¼ c

0
; R

0
1; W

0� �

.
(5) Send the forged ciphertext and the replaced public key to the receiver.

S/he will meet a hard problem that if s/he wants to compute h
0
, Q

0

Alice is
necessary or if s/he wants to computes Q

0

Alice, h
0
must be known. As a result, if s/he

can succeed in forging the ciphertext, s/he must own the ability to solve the DL
problem.
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69.4 Conclusion

In this paper, we show that the threshold signcryption scheme of Li et al. [26] is
vulnerable if the attacker can replace the group public key. Then we point out that
the receiver uses the senders’ public key without any verification in the unsign-
crypt stage to cause this attack.
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Chapter 70
Provably Secure Cross-Realm
Client-To-Client Password-Authenticated
Key Exchange Protocol

Wenmin Li, Qiaoyan Wen and Qi Su

Abstract The cross-realm client-to-client password-authenticated key exchange
protocol, which was proposed by Byun et al. in 2002, allows two clients in dif-
ferent realms with different passwords to agree on a common session key through
their corresponding servers. From then on, many research works have been done.
In this paper, we define a new formal security model of cross-realm C2C-PAKE
which captures more desirable security requirements than the previous models.
Then, we construct a new cross-realm C2C-PAKE key exchange protocol based on
quadratic residues and prove its security in the model. In addition, both the
communication complexity and the computational complexity are reduced in our
protocol.

Keywords Password � Key exchange � Cross-realm � Provable security

70.1 Introduction

With rapid changes in the modern communication environment such as ad hoc
networks, mobile network and ubiquitous computing, it is necessary to construct a
secure end-to-end channel between clients in cross-realm setting. The first protocol
in the setting is proposed in Ref. [1] by Byun et al. in 2002. Unfortunately,
dictionary attack is found against this protocol by [2]. Subsequent works [3–6]
include other attacks and a few variants either to resist existing attacks or to
improve the efficiency. However, all these variants were designed with heuristic
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security analysis. In Ref. [7], Byun et al. provided formal treatments for cross-
realm C2C-PAKE protocol and introduced a protocol with security proof. Sub-
sequently, Wang et al. [8] pointed out that protocol in Ref. [7] is vulnerable to
password compromise impersonate attack and man-in-the-middle attack if the key
between servers is compromised. In Ref. [9], Phan et al. showed undetectable
online dictionary attack by any adversary on the same protocol. In addition, Ref.
[10] pointed out the flaws in Byun et al.’s security model. Besides, [10] modified
formal security model and proposed a new cross-realm C2C-PAKE protocol with
security proof. However, the public-key encryption used in the protocol is time-
consuming, the number of steps is not optimal and several security properties are
not captured in the improved security model.

In this paper, our work is divided into two parts. First, we define a new stronger
security model for cross-realm C2C-PAKE than previous models. In addition to
this, we show how the model captures the security properties. Our model is based
on the recent formal models [10–12]. Compared with previous models, our model
can not only capture forward security but also resistance to password compromise
impersonation, unknown-key share and so on. Second, we construct a new cross-
realm client-to-client password-authenticated key exchange protocol using qua-
dratic residues. In our protocol, the interaction between client and the corre-
sponding server is based on the protocol in [13]. Number–theoretic techniques
provide additional security assumption; therefore, password is no longer the only
way to verify the identity of the client. So we can make counter measures against
adversary’s attacks without using public-key system. At the same time, both the
communication complexity and the computational complexity are reduced.

The remainder of this paper is organized as follows. In Sect. 70.2, we introduce
the security requirement of cross-realm C2C-PAKE and define a security model
for the cross-realm C2C-PAKE in Sect. 70.2.2. In Sect. 70.3, we present the
computational assumptions upon which the security of our protocol is based. Then,
in Sect. 70.3.2, we describe our cross-realm C2C-PAKE protocol, along with
security proof and efficiency analysis. Finally, we conclude in Sect. 70.4.

70.2 Security Model

In this section, we describe how an adversary will be allowed to interfere in the
protocol. Our work integrate previous works [10–12] on password-authenticated
key exchange protocols by considering the following properties in a single model:

Indistinguishability. This notion provides security properties with respect to
session keys, i.e., key secrecy (KS), forward secrecy (FS), key privacy (KP) and
resistance to password compromise impersonation (PCI) attack and unknown key
share (UKS) attack.

Password Protection. This notion provides security properties with respect to
passwords, i.e., resistance to undetectable on-line dictionary attack (UDonDA) and
to off-line dictionary attack (offDA).
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70.2.1 Adversary Capabilities

The adversary interacts with the protocol via the following oracle queries:

Execute Pi
U ;P

j
U0

� �

. This query models passive attacks. It outputs the whole
transcript of an honest execution of the protocol.

Send Pi
U ; m

� �

. This query models active attacks. It outputs the message that

instance Pi
U would generate upon receiving such a messagem.

Reveal Pi
U

� �

. This query models misuses of session keys. The output of

the query is the session key for client Pi
U , if it has ever been defined. Otherwise,

return ?.
Corrupt Pi

U

� �

. This query models exposure of the password held by the client

U or the server U. The output of this query is the password of instance Pi
U . Note

that we consider weak corruptions only, where the long term secrets are revealed,
but not the internal states.

Establish Party U; S; pwUð Þ. This query models the adversary to register a
static secret pwU on behalf of a client. In this way the adversary totally controls
that client. Clients against whom the adversary did not issue this query are called
honest.

TestPassword U; pw0ð Þ. This query does not model the adversarial ability, but
no leakage of the password. If the guess password pw0 is just the same as the client
U’s password pw, then return 1. Otherwise, returns 0. Note that, the adversary can
TestPassword query only once at any time during the experiment.

Test Pi
U

� �

. This query is only used to measure an adversary’s knowledge about

a session key. If no session key is defined for instance Pi
U or if instance Pi

U is not
fresh (see notion of freshness below), then this query is answered by ?. If this
query has already been asked, then it outputs the same answer. Otherwise, a coin is
flipped to generate a random bit b. If b ¼ 1, it outputs the real session key
from Reveal Pi

U

� �� �

; and if b ¼ 0, it outputs a random one of the same size.

70.2.2 Security Definitions

Following are some definitions needed in the security proof [10, 12]:
SID. The value of sid is taken to be the partial transcript of the communication

between the clients before the session key has been accepted.

Partner. Two instances Pi
U and P j

�U are said to be partners if and only if the

following four conditions hold: (1) Both Pi
U and P j

�U are accepted; (2) Both Pi
U

and P j
�U share the same side; (3) The partner for Pi

U is P j
�U and vice versa; (4) No

instance other than Pi
U accepts partner P j

�U and vice versa.
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Freshness. We say an oracle instance Pi
U is fresh if the following conditions

hold: (1) It has accepted and generated a valid session key; (2) No Reveal queries
have been made to Pi

U or its partner; (3) U’s partner (and the server of U’s partner)
is not corrupted (not being issued the Corrupt query); and (4) If U (or the server of

U) is corrupted, then Send P j
�U ;m

� �

query and Send Pt
�S;m

� �

should not be made,

where �U is U’s partner, �S is the server of �U, and m is a message chosen by an
adversary.

Oracle-Generated Messages. We say that m is an oracle-generated-message if

there exists an instance Pi
U , for a participant P j

�U 2 U such that m ¼ Send Pi
U ;

�

P j
�U ; m0Þ for some message m0.
Indistinguishability. An outside adversary A, against protocol P, is allowed to

make Execute, Send, Corrupt, Reveal, Establish Party-queries, as well as Test
queries to fresh instances only and outputs a guess bit b0. Let Succind denote the
event that b0 ¼ b, where b is the random bit chosen in the Test-query. Then, we
define the advantage of A by:

Advind
P Að Þ ¼ 2Pr Succind

� �

� 1 and Advind
P t;Rð Þ ¼ maxA Advind

P Að Þ
� �

, where
the maximum is over all A with time-complexity at most t and using the number of
queries to oracles at most R.

We say that a cross-realm client-to-client password-based key exchange pro-
tocol P satisfies indistinguishability of the session key, if Advind

P t;Rð Þ\
c�q
N þ neglðÞ, where N, is the size of the dictionary, where the passwords are uni-
formly drawn, and c is a small constant (ideally 1).

Password protection. The notion of indistinguishability cannot capture insider
attacks; therefore, we consider the notion of password protection against malicious
clients or malicious server from other realm. This notion provides security prop-
erties with respect to passwords, i.e., resistance to UDonDA and to offDA.

The adversary is allowed to make Execute, Send, Corrupt, Reveal, and Test-
Password queries. Let Succpw denote the event that TestPassword outputs 1. Note
that, we restrict the adversary such that U and the corresponding server are honest,
and neither of them is corrupt. If the adversary guesses a password of a client
correctly, it is considered successful. The advantage of A is defined as following:
AdvpwðAÞ ¼ Pr Succpw½ � and Advpw t;Rð Þ ¼ maxA Advpw Að Þf g where the maxi-
mum is over all A with time-complexity at most t and using the number of queries
to its oracle at most R.

We say that a cross-realm client-to-client password-based key exchange pro-
tocol P satisfies password protection against malicious clients or malicious server
from other realm, if Advpw t; Rð Þ\ c�q

N þ neglðÞ; where N is the size of the dic-
tionary, the passwords are uniformly drawn, c is a small constant, and q is the
number of sent queries in which messages are found as ‘‘invalid’’ by the target
client.
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70.2.3 Comparison

The security model in [7] cannot grasp the notion of UDonDA, and resistance to
PCI and UKS attack. Besides, FS and resistance to UKS are also out of scope in
the security model of [10]. The reason is that adversary capabilities do not include
any query for corruption of parties in the test session. Therefore, conditions of
UKS and FS cannot be represented. The comparison between previous security
models and ours is shown in Table 70.1.

70.3 Our Protocol

70.3.1 Protocol Description

In this section, we propose an efficient C2C-PAKE protocol. In an instance of the
protocol, there are four entities, denoted as A, SA, B and SB, respectively, where
A (B) is a client in the realm of server SA (SB).

Initialization phase. Each client shares his (her) password pw with corre-
sponding server S and learn the selected Blum number N by using algorithms Gpw

and R. The initialization process also specifies a set of cryptographic function (e.g.,
hash function) and sets a number of cryptographic parameters.

Protocol description. The concrete protocol is described as follows:

1. A chooses random values aA 2 QNA ; rA 2 0; 1f gk; xA 2 Z�N and computes
cA ¼ H pwA; rA; IDSA ; IDA; NAð Þ. If gcd cA;NAð Þ ¼ 1, A assigns cA to kA;

otherwise, A assigns a random number of Z�NA
to kA. Next, A computes ZA ¼

kAa2
A

� �2tA�1

mod NA and kA ¼ H1 pwA; aA; rA; IDSA ; IDA; NAð Þ. Subsequently,
A generates CA ¼ gxA ; pwA½ �kA

and sends IDA; rA; zA; CAf g to SA.
2. Upon receiving the message, SA computes cA ¼ H pwA; rA; IDSA ; IDA; NAð Þ

and checks if gcd cA; NAð Þ ¼ 1. If gcd cA; NAð Þ 6¼ 1, SA chooses bA 2 Z�NA

randomly; otherwise, SA computes bA 2 QNA satisfying cAb2
A

� �2tA�1

¼ zA mod NA.
Next, SA computes k0A ¼ H1 pwA; bA; rA; IDSA ; IDA;ð NAÞ and obtain
gxA ; pw0Aby decrypting CA with k0A. If pw0A 6¼ pwA, SA aborts the session,

Table 70.1 The comparison
between previous security
models and ours

FS PCI UKI UDonDA

Ref. [7] Yes No No No
Ref. [10] No Yes No Yes
Ours Yes Yes Yes Yes
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otherwise, SA chooses sA 2 Z�N , generates TicketB ¼ IDA; gsAxA ; gsA ; L½ �K and

½gsA �k0A , and sends TicketB; gsA½ �k0A
n o

to A.

3. Upon receiving the message from SA, A decrypts ½gsA �k0A by kA. Then A computes

gsAxA and forwards IDA;TicketBf g to B.
4. B performs similar operation as A did in step 1, generates kB and sends

IDA; IDB; rB; zB; TicketBf g to SB.
5. Upon receiving the message from B, SB computes cB and k0B as SA did in step 2.

Next, SB decrypts TicketB using K to obtain IDA; gsAxA ; gsA ; L. Then SB verifies
the validity of TicketB by checking the lifetime L and IDA. Finally, SB chooses
sB randomly, generates CB ¼ IDA; IDB; gsAxAsB ; gsAsB ; gsAxA ; pwB½ �k0B and sends

CB to B.
6. B decrypts CB to obtain gsAxAsB ; gsAsB ; gsAxA ; pw0B. If pw0B 6¼ pwB, B aborts the

session, otherwise, B selects xB 2 Z�N randomly, computes gsAsBxAxB ; gsAsBxB and
MB ¼ H2 IDB; IDA; gsAxA ; csð Þ, and sends gsAsBxB ; MB to A.

7. Upon receiving the message gsAsBxB ;MB, A computes gsAsBxAxB and verify the
validity of MB. If it is invalid, A aborts the session. Otherwise, A computes
sk ¼ H3 IDA; IDB; IDSA ; IDSB ; g

sAsBxAxBð Þ, generates MA ¼ H2 IDA; IDB; gsAxA ;ð
gsAsBxAxBÞ and sends MAto A for key conformation.

8. B authenticates A by the validity of the received message MA. If it is invalid, B
aborts the session, otherwise, generate a common session key sk.

70.3.2 Security Result

Theorem 3.1 The proposed cross-realm C2C-PAKE protocol satisfies indistin-
guishability, provided that the CDH, DDH [14] and factoring assumption hold, the
underlying symmetric encryption scheme is secure.

Proof In this proof, we are interested in the event Sn which occurs if the adversary
correctly guesses the bit b involved in the Test-queries. Our proof uses a sequence
of games, starting with the real attack and ending in a game in which the adver-
sary’s advantage is 0. Each game addresses a different security aspect. Game G0 is
the real protocol in the random oracle and ideal cipher models. In Game G1, we
simulate hash oracles H; H1; H2 and H3ð Þ and the ideal encryption and decryp-
tion oracles ðE; DÞ by maintaining corresponding lists KH ; KH1 ; KH2 ; KH3 ; KE

and KD. The Execute, Reveal, Send, Test and Corrupt Oracles are also simulated
as in the real attack in the same game. In Game G2, we cancel games in which
collisions on the transcripts, the output of H1; H2; H3; H; E and D appear. The
adversary’s advantage in this game can be computed according to the birthday
paradox. In Game G3, we replace the ephemeral key kA; kB with random keys
rkA ; rkB . The passwords are no longer used in computing the ephemeral keys by
client A (B) and the corresponding server SA(SB). The success probability of the
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adversary in distinguishing the difference between kA and rkA is smaller than
qsend

jDj þ neglðÞ as shown in [13]. In Game G4, we replace the pre-shared key K by rK .

The difference between Games G4 and G3 can not be detected as long as the sym-
metric encryption is security. In the last game G5, we injected a random DDH triple
into the protocol, then the triple is used to compute the session key. We show that
the computed session key is indistinguishable from random values in this game.

Theorem 3.2 Assuming the underlying symmetric encryption scheme is seman-
tically secure, and then our scheme satisfies password protection.

Proof In this proof, we show that the malicious client insiders, who can trivially
know the session key, can not learn the password of other clients. The password is
used only in two steps. First, it is used as the input of the Hash function, together
with a private random number. Secondly, the password is been encrypted by the
symmetric encryption. It is impossible for the malicious client insiders to obtain
the private random number or the encryption key. Consequently, the proposed
protocol has password protection against malicious insiders.

70.3.3 Efficiency analysis

In this section, we analyze the computational and communicational complexities
of the proposed C2C-PAKE protocol, which need for deployment in a practical
circumstance. First, the proposed protocol has at least one step less than the other
protocols [7, 10]. Second, in order to improve computational efficiency, the pro-
posed protocol does not require server’s public key and use symmetric encryption
scheme. Third, the interactive procedure during the registration process increases
the communication overhead on participates and some power-consuming opera-
tions could also be pre-computed in the process.

70.4 Conclusion

In this paper, we first investigate the design of formal security model for C2C-
PAKE and propose a new model. Then we present an efficient C2C-PAKE pro-
tocol based on number-theoretic techniques and prove its security in the model.
In particular, the proposed protocol is implemented without the server’s public
key. Therefore, it is more suitable to an imbalanced computing environment where
a low-end client device communicates with a powerful server over a broadband
network.
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(Grant Nos. 60873191, 60903152, 60821001), Beijing Natural Science Foundation (Grant No.
4072020).

70 Provably Secure Cross-Realm 599



References

1. Byun J, Jeong I, Lee D, Park C (2002) Password-authenticated key exchange between clients
with different passwords. In: Proceedings of ICICS02, LNCS, vol 2513, Springer, London,
pp 134–146

2. Chen L. A weakness of the password-authenticated key agreement between clients with
different passwords scheme, ISO/IEC JTC 1/SC27 N3716. Inf Sci 177(19):211–216

3. Byun J, Jeong I, Lee D, Park C (2003) Password-authenticated key agreement between
clients with different passwords, working draft of ISO/IEC 11770-4 in document 27 N 3576

4. Kim J, Kim S, Kwak J, Won D (2004) Cryptoanalysis and improvements of password
authenticated key exchange scheme between clients with different passwords. In: Proceedings
of ICCSA 2004. LNCS 3044:895–902

5. Phan RC-W, Goi B-M (2005) Cryptanalysis of an improved client-to-client password-
authenticated key exchange (C2C-PAKE) scheme. In: Proceedings of ACNS 2005. LNCS
3531:33–39

6. Wang S, Wang J, Xu M (2004) Weakness of a password-authenticated key exchange protocol
between clients with different passwords. In: Proceedings of ACNS 2004. LNCS 3089:
414–425

7. Byun J, Lee D, Lim J (2007) EC2C-PAKA: an efficient client-to-client password-
authenticated key agreement. Inf Sci 177(19):3995–4013

8. Wang J, Zhang Y. Cryptanalysis of a client-to-client password-authenticated key agreement
protocol, eprint.iacr.org/2008/248.pdf

9. Phan RC-W, Goi B-M (2006) Cryptanalysis of two provably secure cross-realm C2C-PAKE
protocols. In: Proceedings of INDOCRYPT 2006. LNCS 4329:104–117

10. Feng D, Xu J (2009) A new client-to-client password-authenticated key agreement protocol.
In: Proceedings of IWCC 2009. LNCS 5557:63–76

11. Yoneyama K (2008) Efficient and strongly secure password-based server aided key exchange.
In: Proceedings of INDOCRYPT 2008. LNCS 5365:172–184

12. Abdalla M, Izabachéne M, Pointcheval D (2008) Anonymous and transparent gateway-based
password-authenticated key exchange. In: Proceedings of CANS’08. LNCS 5339:133–148

13. Zhang M (2007) Computationally-efficient password authenticated key exchange based on
quadratic residues. In: Proceedings of INDOCRYPT 2007. LNCS 859:312–321

14. Abdalla M, Chevassut O, Fouque P-A, Pointcheval D (2005) A simple threshold
authenticated key exchange from short secrets. In: Proceedings of Asiacrypt’05. LNCS
3788:566–584

600 W. Li et al.



Chapter 71
A Research on SRC Plus Homotopy
in Disguised Face Recognition

Junying Gan and Peng Wang

Abstract Disguised face recognition is a great challenge to general face recog-
nition systems, since a variety of disguises, to some degree, corrupt the infor-
mation needed in identification. This chapter presents sparse representation-based
classification (SRC) combined with homotopy algorithm to cope with disguised
face recognition. To represent the face image sparsely, SRC constructs the over-
complete dictionary using training samples as atoms, and we employ homotopy to
compute the expansion coefficients effectively. Experimental results based on
Aleix Martinez and Robert Benavente (AR) face database show the validity of
SRC combined with homotopy algorithm in face recognition.

Keywords Disguised face recognition � SRC � Homotopy

71.1 Introduction

A practical face recognition system should be capable of identifying individuals
who use disguises or occlusion to deliberately alter their appearances. Researchers
have proposed several approaches to solve the problems of variation in pose,
illumination, and expression [1, 2]. However, very few researchers have well
handled the challenge of face recognition when an individual hides one’s identity
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using disguises [3]. In the fields of statistical signal processing, sparse linear
representations with respect to an overcomplete dictionary of base elements or
signal atoms [4, 5], as a preprocessing method before signal analysis, has been a
hot topic in the recent five years [6].

In this chapter, sparse representation-based classification (SRC) algorithm is
used to perform disguised face recognition. Experimental results show that
whenever the optimal representation is sufficiently sparse, it can be efficiently
solved by convex optimization [4], which can be formulated as an l1-minimization
problem [7, 8]. Moreover, the l1-minimization problem can be well solved by
homotopy algorithm [9]. In view of this, we combine SRC and homotopy to
perform the disguised face recognition.

71.2 Approaches Presented

SRC. To convert every w� h face image into the corresponding vector x 2 Rm,
where m ¼ wh, one can concatenate its columns orderly. Suppose there are ni

training samples belonging to the ith class, represented by Xi ¼ xi;1; xi;2; . . .;
�

xi;j; . . .; xi;ni � 2 Rm�ni , where xi;j 2 Rm; j ¼ 1; 2; . . .; ni is the vector associated with
the jth face image from the ith class. Taking sufficient training samples belonging to
the ith class Xi ¼ xi;1; xi;2; . . .; xi;j; . . .; xi;ni

� �

2 Rm�ni into account, any test sample
y 2 Rm from the same class will approximately reside in the linear subspace
spanned by the training samples associated with the ith class. Thus one can get

y ¼ ai;1xi;1 þ ai;2xi;2 þ � � � þ ai;ni xi;ni ¼ Xiai; ð71:1Þ

where ai ¼ ½ai;1; ai;2; � � � ; ai;ni �
T 2 Rni is a coefficient vector. However, the mem-

bership of the test sample y is initially unknown, and we construct an augmented
matrix X that collects the n training samples of all k classes involved:

X ¼ ½X1;X2; . . .;Xk� 2 Rm�n; ð71:2Þ

where n ¼
Pk

i¼1 ni. Then, the linear expansion of y can be rewritten with respect
to all the training samples by

y ¼ X1a1 þ X2a2 þ � � � þ Xkak ¼ XA 2 Rm; ð71:3Þ

where A ¼ a1; a2; . . .; ak½ �T¼ 0; . . .; 0; ai;1; ai;2; . . .; ai;ni ; 0; . . .; 0
� �T2 Rn, whose ele-

ments should be zero in terms of theory except those associated with the ith class.
In practical face recognition, since m\n, the equation y ¼ XA is typically

underdetermined, then its solution is not unique. Conventionally, this difficulty is
resolved by choosing the solution in terms of the minimum of l1-norm:
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Aopt ¼ arg min Ak k1 subject to y ¼ XA ð71:4Þ

Homotopy. Obviously, formula (71.4) can be reconstructed as an unconstrained
optimization problem in formula (71.5):

Aopt ¼ arg min
a

JðA; kÞ

¼ arg min
a

1
2

y� XAk k2
2þk Ak k1

� �

¼ arg min
a

f ðAÞ þ kgðAÞf g;

ð71:5Þ

where k 6¼ 0 is a scalar regularization parameter. For a fixed k, the optimal

solution is achieved by assigning oJðA;kÞ
oA ¼ 0, then One can easily get

of ðAÞ
oA ¼ XTðXA� yÞ ¼ �cðAÞ. Hence, one maintains a sparse support set:

S ¼ i cl
i

�

�

�

� ¼ k 6¼ 0
�

�

� �

, where i labels the nonzero elements of cðAÞ associated with
A, and l is the loop index. The algorithm computes the solution A along the
updated direction dl, which is the solution to the following system:

XT
S XSdlðSÞ ¼ sgnðclðSÞÞ; ð71:6Þ

where XS is a submatrix of X that collects the column vectors of X with respect to
S, and clðSÞ is a vector that contains the coefficients of cl in terms of S. Along the
direction indicated by dl, an update on A may lead to a breakpoint
cl ¼ min cl

þ; c
l
�

� �

, which occurs in two conditions:
The first condition is

cl
þ ¼ min

i62S

k� ci

1� xT
i XSdlðSÞ

;
kþ ci

1þ xT
i XSdlðSÞ

� �

: ð71:7Þ

The second condition is

cl
� ¼ min

i2S
� ai

di

� �

: ð71:8Þ

One can update A, with an initial value A0 ¼ 0, by Alþ1 ¼ Al þ cldl, then the
algorithm shall terminate when the update approaches zero.

Classification procedure. For each class i, we define a mapping ui : Rn ! Rn

to select the coefficients associated with the i th class, namely, for Aopt 2 Rn,
uiðAoptÞ 2 Rn is a new vector whose elements are all zero except those, only
related to the ith class, maintaining the original value. We rebuild the test
sample y by

eyi ¼ XuiðAoptÞ: ð71:9Þ
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Then y can be classified as the i�th class according to the minimum residual
between y and eyi , expressed by

i� ¼ arg min
i

eiðyÞ ¼ y� eyik k2: ð71:10Þ

71.3 Experimental Results and Analysis

Based on Aleix Martinez and Robert Benavente (AR) database, we chose 100
individuals consisting of 50 male subjects and 50 female subjects to conduct this
experiment. For each individual, there exists 26 face images with the variations of
illumination, expressions and disguises. We select the former 20 face images as
training samples, and the others as test samples.

As mentioned before, precisely extracting sparse coefficients is a significant
step. As portrayed in Fig. 71.1, for a random test sample, the distribution of sparse
coefficients is disorderly and unsystematic. Thus, in order to identify the test
sample, we should obtain the reconstructed residual error. As shown in Fig. 71.2,
we can see that the energy of the residual error associated with the object class is
obviously lower which can be used to determine the object class.

Moreover, the reconstructed results about two random test samples are dem-
onstrated in Fig. 71.3. We can see that the corruption due to disguises is reduced
greatly in our reconstructed images, which contribute to the improvement of
recognition rate compared with other works [10].

Experimental results listed in Table 71.1 show that, as the iterations of
homotopy increase, the time consumed is growing but the recognition rate are not
always improved, and the highest recognition rate is 96.6667%, then we obtain the
optimal iterations, 100 times.

Fig. 71.1 Sparse coefficient
extracted
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71.4 Conclusions

This chapter presents SRC combined with homotopy algorithm to perform dis-
guised face recognition, which obtains favorable effect. SRC using residual rep-
resention based on an overcomplete dictionary ensures the stability of numerical
calculation, which is robust to the corruption of face images attributed to disguise.
Above all, the method of homotopy solves the l1-minimization problem exactly
needed in SRC. However, for the images in a more complex condition, how to
improve the recognition rates need to be further studied.

Fig. 71.2 Residual error

Fig. 71.3 Comparision of
original images and
reconstructed images

Table 71.1 Recognition rate
and time consumed vary with
the iterations

Iterations Time consumed (s) Recognition rate (%)

50 15.1720 88.3333
100 19.9840 96.6667
150 28.0160 96.6667
300 57.5310 95.8333
400 66.3750 95.8333
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Chapter 72
Adaptive Neural Network Tracking
Control for a Class of Nonlinear
Pure-Feedback Systems

Hui Hu, Peng Guo and Cheng Liu

Abstract A new output feedback tracking control algorithm using neural network
for a class of SISO pure-feedback nonlinear systems is presented, under the
constraints that only the system output variable can be measured. The previous
output-feedback control algorithms are all based on the backstepping scheme and
the state observer, which makes the control law and stability analysis of the closed-
loop system and real implementation very complicated. In this paper, the algo-
rithm is not based on backstepping scheme and no state observer is employed.
Only the output error is used in control laws and weights update laws and no
robustifying control term is employed. The stability of closed-loop system and
signals boundedness are demonstrated by Lyapunov stability theorem.

Keywords Output feedback � Pure-feedback � Nonlinear � Neural network

72.1 Introduction

In recent years, adaptive control of uncertain nonlinear systems has received
increasing attention and many significant developments have been achieved. The
existing methods for dealing with uncertainties include adaptive control and robust
control. However, the real systems always contain some uncertain elements which
cannot be modeled. So, most of the adaptive controllers involve certain types of
function approximators such as neural networks (NNs) and fuzzy logic systems in
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their mechanisms [1–4]. By combining the concepts of backstepping approach and
neural network approximation, several adaptive neural backstepping approaches
for strict- and pure-feedback nonlinear systems have been proposed in [1–8]. The
suggested controllers achieved the good tracking performance, and also guaranteed
uniform ultimate boundedness of all the signals in the closed-loop system. A major
problem of the adaptive backstepping approach is that the assumption of linearity
in the unknown parameters is required and tedious and complex analysis is needed
to determine regression matrices. The complexity is inherited to the approximator-
based adaptive backstepping controller. Moreover, the complexity exhibits an
exponential increase as the order of the controlled system grows, so that the
learning time tends to be unacceptably large for the higher order systems and the
time-consuming process is unavoidable when the controllers above are imple-
mented. Recently in [9], an adaptive predictive neural controller that is not based
on backstepping has been proposed for a class of discrete pure-feedback systems.
In [10], an adaptive neuron control algorithm for a SISO strict-feedback nonlinear
system is proposed without backstepping. But the algorithm is based on the higher
order observer which makes the stability analysis of the closed-loop system and
real implementation very complicated.

In this paper, we propose an adaptive neural network controller for a class of
pure-feedback nonlinear system. The proposed control scheme is not based on
backstepping scheme and no state observer is employed in the algorithm. Only the
output error is used in control laws and weights update laws. Based on this fact, it
is shown that controller design and stability analysis are considerably simpler than
the previous backstepping-based algorithms. Lyapunov theory is applied to
guarantee the boundedness of all signals in the closed-loop system. Therefore, it is
convenient to realize the algorithm in engineering.

72.2 Problem Formulation

Consider the following pure-feedback nonlinear system:

_xi ¼ fið�xiÞ i ¼ 1; . . .; n� 1
_xn ¼ fn �xn; uð Þ
y ¼ x1

8

<

:

ð72:1Þ

where �xi ¼ x1; . . .; xi½ � 2 Ri and u; y 2 R are system state vector, system input and
output, respectively. It is assumed that only y is measurable. fið�Þ; i ¼ 1; 2; . . .; n
are unknown smooth functions. For the controllability issue, the following
assumption must be made.

Assumption 1 The values of the ofi=oxiþ1; i ¼ 1; 2; . . .; n and ofn=ou are all
nonzero. Without loss of generality, we assume that
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ofi

oxiþ1
[ 0; i ¼ 1; 2; . . .; n ð72:2Þ

ofn

ou
[ 0 ð72:3Þ

The control objective is to design an adaptive neural network tracking con-
troller for system (72.1) such that the system output y follows a desired trajectory
yd without observer and all signals in the closed-loop system remain bounded.

The following process shows that the original system (72.1) can be viewed as
the standard normal form with respect to the newly defined state variables. Let
z1,y; z2,_z1 ¼ f1 þ g1x2: The time derivative of z2 is derived as

_z2 ¼
of1
ox1

_x1 þ _x2

¼ of1
ox1

f1 þ
of1

ox2
f2

, a2ð�x2Þ þ b2ð�x3Þ ð72:4Þ

where a2ð�x2Þ ¼
of1
ox1

f1; b2ð�x3Þ ¼
of1

ox2
f2: Let z3 , a2ð�x2Þ þ b2ð�x3Þ; whose time

derivative is derived as

_z3 ¼
X

2

j¼1

o

oxj
a2ð�x2Þ þ b2ð�x3Þð Þ _xj þ

ob2ð�x3Þ
ox3

_x3

¼
X

2

j¼1

o

oxj
a2ð�x2Þ þ b2ð�x3Þð Þfj þ

of1

ox2

of2
ox3

f3

, a3ð�x3Þ þ b3ð�x4Þ ð72:5Þ

where a3ð�x3Þ ¼
P

2

j¼1

o

oxj
a2ð�x2Þ þ b2ð�x3Þð Þfj; b3ð�x4Þ ¼

of1

ox2

of2
ox3

f3: In general, by

induction, the following general formulas are derived for i ¼ 2; . . .; n

zi , ai�1ð�xi�1Þ þ bi�1ð�xiÞ
_zi ¼ aið�xiÞ þ bið�xiþ1Þ

ð72:6Þ

where a1 ¼ 0; b1 ¼ f1ð�x2Þ and for i ¼ 2; . . .; n

aið�xiÞ ¼
X

i�1

j¼1

o

oxj
ai�1ð�xi�1Þ þ bi�1ð�xiÞð Þfj �xjþ1

� �

ð72:7Þ
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bið�xiþ1Þ ¼
Y

i�1

j¼1

ofjð�xjþ1Þ
oxjþ1

 !

fi �xiþ1ð Þ ð72:8Þ

while �xnþ1 ¼ �xT
n ; u

� �T
. As a result the pure-feedback system (72.1) can be

redescribed as the following normal form with respect to the newly defined state
variables zi is:

_zi ¼ ziþ1 i ¼ 1; 2; . . .; n� 1

_zn ¼ anð�xÞ þ bnð�x; uÞ
y ¼ z1

ð72:9Þ

A low-pass filter is employed to transform (72.9) into affine in the pseudo-input
dynamics. The transfer function of the low-pass filter is

LðsÞ ¼ u

up
¼ r

sþ r
ð72:10Þ

where r is a positive design constant. Define the augmented state variable as

�z ¼ z1; z2; . . .; zn; _zn½ �T¼ y; _y; . . .; yðn�1Þ; yðnÞ
� �T

; and let g ¼ �xT
n ; u

� �T
; then

_zi ¼ ziþ1 i ¼ 1; 2; . . .; n� 1

_zn ¼ anð�xÞ þ bnðgÞ ¼: zm

_zm ¼
o

og
anð�xÞ þ bnðgÞð Þ _g

¼
X

n

i¼1

o

oxi
anð�xÞ þ bnðgÞð Þ _xi þ

obn

ou
_u

¼
X

n

i¼1

o

oxi
anð�xÞ þ bnðgÞð Þfi � a

obn

ou
u

 !

þ a
obn

ou
up

ð72:11Þ

Define the functions aðgÞ and bðgÞ as

aðgÞ ¼
X

n

i¼1

o

oxi
anð�xÞ þ bnðgÞð Þfi � a

obn

ou
u

bðgÞ ¼ a
obn

ou
up

ð72:12Þ

Then the nonaffine nonlinear system becomes the mth-order affine in the
pseudo-input nonlinear system:

_zi ¼ ziþ1 i ¼ 1; 2; . . .; n

_zm ¼ aðgÞ þ bðgÞup
ð72:13Þ
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where the functions að�Þ and bð�Þ are totally unknown. From the definitions of
bnð�x; uÞ; the function bðgÞ is nonzero and positive according to Assumption 1.
Thus, there exist positive constant �b [ 0 such that bðgÞ� �b for all g 2 Rm:

72.3 Controller Design and Stability Analysis

Define vector xd; �e and tracking error e and a filtered tracking error s as

xd ¼ yd _yd . . . yðnÞd

h iT
ð72:14Þ

e ¼ yd � y ð72:15Þ

�e ¼ xd � �z ¼ e _e . . . eðnÞ
� �T ð72:16Þ

s ¼ d
dt
þ k

� �n

e ¼ sT 1
� �

�e ¼ K�e ð72:17Þ

where k[ 0 is a design constant and s ¼ kn; ðnÞkn�1; . . .; nk
� �T

; K ¼ sT 1½ �:
A filtered tracking error is defined as

_s ¼ KT
1 �eþ yðnþ1Þ

d � yðnþ1Þ

¼ KT
1 xd � KT

1�zþ yðnþ1Þ
d � aðgÞ � bðgÞup

¼ �aðgÞ � KT
1�z� bðgÞup þ v1

ð72:18Þ

where K1 ¼ 0sT½ �T ; v1 ¼ yðnþ1Þ
d þ KT

1 xd:

If aðgÞ and bðgÞ are known, and the ideal control input is determined as

u� ¼ kðtÞkn�1eþ �að�xÞ þ v

bð�xÞ ð72:19Þ

where kðtÞ[ 1=2 is a design parameter. �aðgÞ ¼ �aðgÞ � KT
1�z� bðgÞksT

2�z;

vðg; v1; v2Þ ¼ v1 þ bðgÞv2; v2 ¼ ksT
2 �xd; s2 ¼ 0; nkn�1; . . .; nk; 1

� �T
: Then, s con-

verges to zero.

Proof Consider the Lyapunov function Vs ¼ 1
2 s2: Taking the time derivative of Vs

along (72.18) yields

_Vs ¼ s_s ¼ s �aðgÞ � KT
1�z� bðgÞup þ v1

� �

¼ s �bðgÞkðtÞkne� bðgÞksT
2 �e

� �

¼ �bðgÞkðtÞs2

ð72:20Þ
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According to the Lyapunov theorem, the result implies that lim
t!1

s ¼ 0:

However, in our case, since, aðgÞ; bðgÞ are unknown and only output is
measurable then the ideal controller u�cannot be realized. Rewriting (72.19), we
obtain

u� ¼ kðtÞkn�1eþ u�ad ð72:21Þ

where u�ad ¼ �aðgÞ þ v=bðgÞ is an unknown function. Because NNs have the
universal function approximation property, we employ an RBFNN to estimate the
unknown function u�ad using universal function approximation property of the NNs
as follows:

u�ad ¼
�aðgÞ þ v

bðgÞ ¼ W�
T
/ðnÞ þ e ð72:22Þ

where W is the adjustable parameter vector, /ðnÞ is Gaussian function and e is the
approximation error which satisfies ej j � e0: n ¼ yðtÞ; yðt � d1Þ; . . .; yðt � nd1Þ;½
v1ðtÞ; v2ðtÞ�T ; d1 [ 0 is a positive time delay. Then the optimal parameter is
defined as

W� ¼ arg min
W2Xx

sup WT/ðnÞ � u�ad

�

�

�

�

	 


ð72:23Þ

where Xx ¼ W j Wk k� exf g; ex [ 0 is the design constant. Then NN output
feedback controller is

u ¼ kkn�1eþ ûadðnÞ ð72:24Þ

where ûadðnÞ ¼ ŴT/ðnÞ is the output of the NNs.
The update law for Ŵ is determined as

_̂W ¼ cðe/� r ej jŴÞ ð72:25Þ

where the adaptive gains c; r [ 0: Then, for adaptive algorithm (72.25), there
exists a compact set

Hx ¼ Ŵ j Ŵ
�

�

�

�� /m

r

� 

ð72:26Þ

where /ðnÞk k�/m; with /m constant, such that, if Ŵð0Þ 2 Hx; then ŴðtÞ 2 Hx;
8t� 0:

Proof Let the Lyapunov function Vx ¼ 1
2c ŴT Ŵ ; whose time derivative is

_Vx ¼
1
c

ŴT _̂W ¼ ŴT e/� r ej jŴ
� �

¼ ŴT e/� r ej j Ŵ
�

�

�

�

2� � ej j Ŵ
�

�

�

� r Ŵ
�

�

�

�� /m

� �

ð72:27Þ
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It follows that _Vx� 0 as long as Ŵ
�

�

�

�[ /m=r: Therefore, ŴðtÞ 2 Hx; 8t� 0:

According to (72.18), the time derivative of the filter tracking error can be
derived as

_s ¼ �aðgÞ � KT
1�z� bðgÞuþ v1

¼ �aðgÞ � KT
1�z� bðgÞu� bðgÞu�ad þ bðgÞu�ad þ v1

¼ bðgÞ �ks� ~WT/þ e
� �

ð72:28Þ

where ~W ¼ Ŵ �W�:

Theorem 1 Consider the pure-feedback system (72.1) with the control input
(72.24) and adaptive law (72.25). Then all the signals in the closed-loop system
are bounded and the state vector �z remains in

Xz ¼ �zðtÞj eiðtÞj j � 2iki�n�1 bx/m þ e0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k � 0:5
p ; i ¼ 1; 2; . . .; nþ 1

� 

; 8t� T

where bx ¼ /m=rþ W�k k:

Proof Let the Lyapunov function Vs ¼ 1
2 s2; whose time derivative is

_Vs ¼ s_s ¼ bðgÞ �ks� ~WT/þ e
� �

s

� � bðgÞks2 þ bðgÞ sj j ~W
�

�

�

� /k k þ e0
� � ð72:29Þ

since Ŵ is bounded, it follows that ~W
�

�

�

�� bx; with bx ¼ /m
r þ W�k k: Then

_Vs� � bðgÞks2 þ bðgÞ sj j bx/m þ e0ð Þ ð72:30Þ

From the inequality aj j bj j � ða2 þ b2Þ
�

2; it follows that

_Vs� � bðgÞks2 þ 0:5 bðgÞ bx/m þ e0ð Þ2þs2
� �

¼ �2bðgÞðk � 0:5Þ Vs �
ðbx/m þ e0Þ2

4ðk � 0:5Þ

" # ð72:31Þ

Let �Vs ¼ Vs �
ðbx/m þ e0Þ2

4ðk � 0:5Þ : Using the comparison principle in [11], it follows

that

�Vs� �Vsð0Þe
�2ðk�0:5Þ

R

t

0

bðgðsÞÞds

ð72:32Þ

This implies that

Vs �
ðbx/m þ e0Þ2

4ðk � 0:5Þ � Vsð0Þ �
ðbx/m þ e0Þ2

4ðk � 0:5Þ

" #

e
�2ðk�0:5Þ

R

t

0

bðgðsÞÞds

ð72:33Þ
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Since bðgÞ� �b [ 0 and �ðbx/m þ e0Þ2

4ðk � 0:5Þ e�2ðk�0:5Þ�bt � 0; it follows that

Vs� �Vsð0Þe�2ðk�0:5Þ�bt þ ðbx/m þ e0Þ2

4ðk � 0:5Þ ð72:34Þ

Therefore

s2� s2ð0Þe�2ðk�0:5Þ�bt þ ðbx/m þ e0Þ2

2ðk � 0:5Þ ð72:35Þ

The boundedness of s implies that �z is bounded. According to the properties of
the filter tracking error, the state errors �z will remain in Xz:

72.4 Conclusions

A new and simple output-feedback adaptive neural network controller for pure-
feedback nonlinear system is proposed. The control problem of the pure-feedback
system is treated as the same problem as the affine system in the normal form,
which results in avoiding backstepping in the controller design. At the same time,
the previous output-feedback control algorithms are all based on the state obser-
ver,which makes the stability analysis of the closed-loop system and real imple-
mentation very complicated. The proposed algorithm in this paper is that no state
observer and robustfying term are employed. Only the output error is used to
generate control input and update laws for neural network parameters. Only one
RBFNN is employed to approximate unknown lumped nonlinear function. It is
shown that the filtered tracking error and RBFNN weight vector are uniformly
ultimately bounded in theory.

Acknowledgments This project is supported by The Research Foundation of Education Bureau
of Hunan Province, China (Grant No. 09B022) and Provincial Natural Science Foundation of
Hunan, China (Grant No. 09JJ3094) and the Science-Technology Project of Hunan Province,
China (Grant No. 2008FJ3029). The Key Construction Discipline of Hunan Provinces. Science
and Technology Innovation Team of Hunan Province: Complex Network Control.

References

1. Zhang C, Qi X (2006) Adaptive control of general nonlinear systems in strict feedback form.
Cont Theo Appl 23:621–626

2. Zhang J, Ge SS, Lee TH (2005) Output feedback control of a class of discrete MIMO
nonlinear systems with triangular form inputs. IEEE Trans Neural Netw 16:1491–1503

3. Ge SS, Wang C (2002) Direct adaptive NN control of a class of nonlinear systems. IEEE
Trans Neural Netw 13:214–221

616 H. Hu et al.



4. Wang C, Hill DJ, Ge SS, Chen G (2006) An ISS-modular approach for adaptive neural
control of pure-feedback systems. Automatica 42:723–731

5. Yang Y, Zhou C (2005) Robust adaptive fuzzy tracking control for a class of perturbed strict-
feedback nonlinear systems via small-gain approach. Inf Sci 170:211–234

6. Li Y, Qiang S, Zhuang X, Kaynak O (2004) Robust and adaptive backstepping control for
nonlinear systems using RBF neural networks. IEEE Trans Neural Netw 15:693–701

7. Zhou L, Jiang CS, Qian CS (2008) A fast adaptive backstepping method based on neural
networks. J Astronaut 29:1888–1894

8. Wang D, Huang J (2005) Neural network-based adaptive dynamics surface control for a class
of uncertain nonlinear systems in strict-feedback form. IEEE Trans Neural Netw 16:195–202

9. Ge SS, Yang C, Lee TH (2008) Adaptive predictive control using neural network for a class
of pure-feedback systems in discrete-time. IEEE Trans Neural Netw 19:1599–1614

10. Park JH, Kim SH, Moon CJ (2009) Adaptive neural control for strict-feedback nonlinear
systems without backstepping. IEEE Trans Neural Netw 20:1204–1209

11. Lakshmikanthan VL, Leela S (1969) Differential and integral inequalities. Academic Press,
New York

72 Adaptive Neural Network Tracking Control 617



Chapter 73
Application of Double-Loop PID
Controller in the Inversed Pendulum
Real-Time Control System

Xiaokan Wang, Zhongliang Sun and Shouxiang Zai

Abstract The proposed double-loop PID control scheme may solve the problems
of the unstable inverted pendulum system with single-input and double-outputs
and strong nonlinear coupling. The feasibility of double-loop PID control’s mul-
tiple combinations scheme is studied by simulating with MATLAB. The simula-
tion results showed that double-loop PD–PD control scheme was the best options
when comparing all kinds of double-loop PID control methods. The real-time
control experiment of the actual single inverted pendulum device confirmed that
the proposed control scheme could realize the double closed-loop control of the
car position and the swing link angle.

Keywords Double-loop PID control � Real-time control � Inverted pendulum �
Simulation

73.1 Introduction

The inverted pendulum system is a natural instable nonlinear system, and is the
ideal verification platform for the control theory teaching and the research of
various control strategies. The inverted pendulum system with high times,
unstable, multivariable, nonlinear and strong coupling is always regarded as the
best test object to verify the control theoretical method for many modern control
theory researchers. The new control method was constantly discovered by
researching the inverted pendulum control which applied in the many high-tech
fields such as space technology and robotics [1].
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At present, there are many successful application of inverted pendulum system
reports with advanced control algorithms such as optimal control [2], adaptive
control [3], intelligent control [3–6] and disturbance rejection control [7]; but it is
difficult to see success with conventional PID control to control the inverted
pendulum system. And it was also heard that the conventional PID control could
not successfully control the inverted pendulum system. As we all know, PID
controller is used most widely and the most common by far. In the actual control
field, many researchers believe that PID controller is often better than the
advanced controller. Therefore, whether you can confirm the conclusion that
inverted pendulum cannot be successfully controlled by the conventional PID
control is valid? This is the study subject of this chapter.

73.2 Mathematical Model of Linear First-Level
Inverted Pendulum

The mathematical model of the first-level linear inverted pendulum is given for
simulation and study [8]. The motion equations of linear inverted pendulum can be
deduced from kinetic theory, and carries on approximate processing to its motion
equation, then it may obtain the system state equation which is shown in the
formula (73.1) [2]

x
:

x
::

/
:

/
::

2

6

6

4

3

7

7

5

¼

0 1 0 0

0
� Iþml2ð Þb

IðMþmÞþMml2
m2gl2

IðMþmÞþMml2 0
0 0 0 1
0 �mlb

IðMþmÞþMml2
mglðMþmÞ

IðMþmÞþMml2 1

2

6

6

4

3

7

7

5

�

x
x
:

/
/
:

2

6

6

4

3

7

7

5

þ

0
Iþml2

IðMþmÞþMml2

0
ml

IðMþmÞþMml2

2

6

6

4

3

7

7

5

� u

ð73:1Þ

In the formula: x is the car displacement; / is the angle between the swing link and
the vertical upward direction; u is the input value which represents the input force F
of the controlled object; M is the car quality; m is the swing link quality; b is the car
friction coefficient; l is the length between the swing link rotation axle center and the
pole centroid and I is the swing link inertia. These parameter values are:
M = 1.125 kg, m = 0.13 kg, l = 0.5 m, b = 0.14 N/m/s and I = 0.0036 N*m.

73.3 Simulation and Research of Control Strategy

The controlled object is a single input (The force F) and the double outputs (the car
displacement, the swing link’s angle) which is known by the mathematical model
equation (73.1) of linear inverted pendulum. If using the conventional PID control,
we would consider a single-loop PID control, double-loop PID control and double-
loop PID control with decoupling control scheme.
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73.3.1 Single-Loop PID Control Scheme

In Fig. 73.1, Pos expresses the car displacement and Angle expresses swing link’s
angle. Seen from Fig. 73.1, we could know that the single-Loop PID control
system does only control the swing link’s angle and is not useful to car’s position.

The reference input signal is r ¼ 0:1 e tð Þ � e t � 1ð Þð Þ in the simulation response
curve of Fig. 73.2. It is seen from the Fig. 73.2 that the pendulum’s angle value
tends to 0 after a period of time; all this explained that the pendulum may be
upright. At the same time, the absolute value of the car’s displacement increased
over time becomes larger and larger (in the negative direction), indicating that the
car has been offset in one direction. All of above showed that the single-loop PID
control of inverted pendulum is successful in the vertical control, but the car
displacement control is failure. In fact, pendulum device manufacturers provide
PID control scheme which is the single-loop control scheme. The actual testing
result of the pendulum is upright and drifts to one side, and finally the car will stop
running when it hits the end limit.

73.3.2 Double-Loop PID Control Scheme

The double-loop PID control system is shown in Fig. 73.3 which not only has
carried on the closed-loop control to the swing link’s angle, but has also added on a
closed-loop control to car’s position.

In Fig. 73.4, the pendulum’s angle tends to 0 after a period of time, while the car’s
displacement tends to a constant -0.6. This shows that the pendulum is in the upright
position even when stable car is deviated from the rail in the middle of the 0.6. So we
thought the double-loop PID control scheme of inverted pendulum is successful.

73.3.3 Research on Double-Loop PID Control Strategy

Double-loop PID control has many kinds of schemes according to two loops of
PID control law. Suppose the car position is the fronted and the swing link angle is

Fig. 73.1 The structure of single-loop PID control system
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the last, the combination types of the two loops control strategy has 16 kinds which
are P–P, P–PI, P–PD, P–PID, PI–P, PI–PI, PI–PD, PI–PID, PD–P, PD–PI, PD–PD,
PD–PID, PID–P, PID–PI, PID–PD and PID–PID. Which is the best combination?
Seven specially selected combinations (P–PD, PI–PD, PD–P, PD–PI, PD–PD, PD–
PID, PID–PD) of the simulation results show that: swing loop with P or PI control
is not stability; position loop with P or PI control is unstable; PD–PID and PID–PD
combination of control response are similar, but the combination of PD–PID

Fig. 73.2 The single-loop PID control response curve

Fig. 73.3 Double-loop PID control system structure
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control of position has steady-state deviation (Fig. 73.5). So the best combination
is PD–PD (Fig. 73.6).

From all study and analysis of above, the integral control is not suitable for the
inverted pendulum and the function of pure proportional control is insufficient, so the
double-loop control scheme of the proportion that adds the differential is the best.

73.3.4 Decoupling Control Scheme

From the above analysis, it is not necessary to add decoupling control for the
inverted pendulum control system because double-loop PD–PD control has been
able to perfectly control the inverted pendulum.

73.4 Actual Control Test

According to the above simulation results, we do the actual control test with
double-loop PD–PD control in the linear first-level inverted pendulum device of
some high-tech Co., Ltd.

Fig. 73.4 The response curve of double-loop PID control
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The actual control test has obtained success by controlling loop configuration
and debugging process parameters. The inverted pendulum quickly maintained
stability upright and continued for 15 h.

Seen from the real-time response curve for the inverted pendulum in Fig. 73.7,
the moves car back and forth in the near center, the largest deviation distance from
the center rail is less than 0.06 m; the angle change of swing link is also very
small, the angle between the maximum deflection direction and the vertical
upward direction approximately is 0.02841 radian (1.63�).

73.5 Conclusion

In summary, we could achieve the following conclusions.

(1) The conventional PID control can be successfully applied in the inverted
pendulum control system. The actual experiment described in this article has
confirmed this conclusion for the linear first-level inverted pendulum set up.

(2) The double-loop PID control scheme is feasible for the first-level linear
inverted pendulum, but the single-loop PID control scheme is not acceptable.

(3) The integral control is not suitable and the function of pure proportional
control is insufficient for the inverted pendulum, the double-loop control

Fig. 73.5 The response curve of double-loop PD–PID control
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Fig. 73.6 The response curve of double-loop PD–PD control

Fig. 73.7 The real-time response curve of the inverted pendulum
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strategy of the proportion adds the differential is most suitable. That is, the
control scheme of double-loop PD–PD combination is the best.

(4) It is not necessary to add decoupling control for the first-level linear inverted
pendulum control system.
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Chapter 74
Using Ontology to Construct a Restricted
Administrable Mechanism to Agents

Xin Cui

Abstract In many web application fields, multi-agent systems are required to
be developed. One key issue in multi-agent systems is to develop a mechanism
of being restricted administrable how to interact and exchange information
autonomously across applications. Ontology, as a kind of knowledge base, has
become the key technique to annotate semantics and provide a common founda-
tion for various complex resources on the semantic web. Efficient administrable
mechanism to agents is the fundamental basis based on ontology, but extant related
mechanisms are insufficient to manage semantic information and enable interop-
eration based on them. It is well known that the current standard Web Ontology
Language has no well-defined solution for administration among agents. So, this
chapter proposes a restrictive administrable approach as a common framework to
manage agents and its evolution information for semantic interoperation. Under
the guidance of this framework, it is feasible to perform semantic restricted
management to agents on the semantic web.

Keywords Ontology � OWL � Agent � Restricted Management

74.1 Introduction

The multi-agent systems field has been rapidly growing during the last decade. They
are now used in the industrial context, and the standardization process initiated by the
FIPA organization1 is gaining momentum. The knowledge representation field is
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also gaining momentum with the semantic web supported by the W3C. More
precisely, works that have been done on languages like RDF, DAML ? OIL and
OWL, show a strong trend towards a broadening of knowledge representation use in
everyday Internet technologies. On the semantic web, a large-scale domainal
application of ontology usually requests to communicate with many relative agents.
Every formal ontology and agent which itself possesses belief, has both goal and
functional behavior as unattached formalism. Therefore, there exists a crucial issue
of how agents collaborate when an ontology acts as a knowledge-based formalism.
While the second generation Web Ontology Language standard (OWL) [1] has no
satisfying solution, it only provides an interface structure ‘owl:import’ that allows an
ontology to import other entities. Because there is no restriction and filter by the
means using a reference URI, the OWL for such a purpose is clearly insufficient and it
is difficult to resolve the difficult problem.

In order to achieve this kind of communication in an effective way, we propose
a way of ontological administration with agents by extending the Web Ontology
Language OWL (i.e. IOWL) which is very necessary for the extensive application
of the semantic web. Considering OWL-Full goes beyond the scope of the abstract
description logic (ADL) which is the basics of OWL, our work is restricted into the
area of OWL-Lite or OWL-DL. First, an ontological restricted administrable
model with agents is proposed, where a clustering agent structure is constructed
according the relation of subdomains. Then we add some axioms into OWL that
includes the Agent-Link between the ontology and an agent, its property, data
structure and trigger sign of agents’ modality and so on. Finally, the author also
does some work about reasoning characteristic supported by the IOWL-DL.

74.2 Related Works

For the ontological administration with agents, many works have been done
recently. They include mainly three classes.

The first, interoperation standard of Intelligent Physical Agents recommended
by the FIPA organization [2], use a so-called OKBC (Open Knowledge Base
Connectivity) as a complete open, no restricted knowledge base to support
the heterogeneous agents communicating with each other, and use ACL(agent
communication language) initiated by FIPA to achieve the ontological cooperation
with agents in the sight of its semantic or functional sense. The literature [3]
presents a method that holds the two characters above to construct ontology using
FIPA ACL.

The second is usually implemented with DAML ? OIL [4] technology. DAML
(Darpa Agent Markup Language) [5] is based on the RDF, OIL (Ontology Inter-
face Layer) is called ontology interface language, they unify the frame system
based on RDF(s) and many methods based on description logics to support the
administration. There is also a combination of the two methods above to transform
the ontology to carry out the cooperation [6].
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The third, under the open environment, uses lots of agents with distinct
functions to bridge the gap of the administration between a formal ontology and
some heterogeneous agents [7]. This solution defines several distinct agents such
as mapping agent (MA), interface agent(IA), similarity agent(SA), ontology
agent(OA), query agent (QA). OA, driven by various resources, takes charge of all
relative task about ontology, operates on the structure of an ontology and its
mapping file; IA can define its application domain, and MA runs after it to get all
the relative information provided by OA and SA, the understandable knowledge
can be obtained by SA.

All the above methods need to construct a shared intelligent interface between
the two entities. This interface definition eliminates the semantic conceptual
difference of the independent heterogeneous formalism, and bridges the gap to
construct a mapping relation. But there are obvious shortcomings. On the one
hand, ontology is so completely shared from the point of view of the agent that all
operations on it are not restricted. On the other hand, ontology only utilizes the
interface owl: import to import foreign information from agents without filtering
and restriction, so the expression leads to indecision easily. In addition, there also
exist larger costs of communication. Therefore it is difficult for all the above
methods to be applied broadly.

Certainly, there are also many closely resembling works as before. The
literature [8] supposes an architecture specially designed to model agent-based
virtual organizations, offers mechanisms to take into account their structure,
behavior, dynamic, norms and environment. The literature [9] presents a system to
collect information through the cooperation of intelligent agent software, in
addition to providing warnings after analysis to monitor and predict some possible
error indications among controlled objects in the network. Using four main
components: an Interface Agent, a Proxy Agent, a Monitoring Agent, and a Search
Agent, it offers a kind of graphic network monitoring system to provide fast,
convenient, and profound network solutions to the users. The literature [10]
demonstrates how taking business, information and organizational perspectives are
applied to help managers evaluate the impact of their decision-making by pro-
viding them with a set of ‘‘what-if’’ scenarios, which are enacted by intelligent
agents, and by discussing a case example, demonstrates a kind of framework
HABIO that can be applied effectively using a multi-agent system to analyze the
outsourcing decision for a call centre sector in the retail industry. This work
proposes a prototype of the multi-agent system which presents that intelligent
agents are endowed with specific domain ontologies, appropriate to solve a
specific problem, and with a reasoning mechanism to achieve specific goals and to
collaborate together to produce a set of ‘‘what-if scenarios’’ to the outsourcing
managers. The literature [11] proposes that an effective and efficient knowledge
support system is crucial for a universal design process, as it has become a major
design issue in the last decade with the growth of the elderly population and
disabled people. The literature [12] proposes a multi-agent system for building
indirect alignment between multilingual ontologies, and also presents a novel
architecture to reuse and compose alignments between ontologies, also it has
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implemented an information retrieval system for searching for tourism
information.

Our work will be defined inside the OWL-DL domain to resolve this difficult
problem by adding administrable interface between an ontology and agents which
include the link itself, its property, data structure, trigger sign, and so on. This
OWL-based expansion (IOWL) constructs a restricted administrable model in
itself, in which a clustered structure is constructed according to the relation of
various subdomains. Finally, the author has also done some work about some
reasoning characteristics supported by the IOWL-DL. Recently, OWL-DL has
become the underlying of the ontological development. In order to implement this
kind of administration in an effective way, extensive application of the semantic
web to extend the standard is necessary.

This is a theoretical chapter to explain the basic idea of the mechanism of being
restricted administrably on how to interact and exchange information autono-
mously across applications.

74.3 A Restricted Ontological Administration to Agents

An ontology serves as the service specification of an agent operating in the
domain, and will be used in making ontological commitments among other
software agents [13]. An ontological commitment is an agreement to use a
vocabulary in a way that is consistent with respect to the theory specified by the
ontology, i.e., an agreement on what local models are about to achieve user goals
[7]. We build agents that commit to our ontology. Conversely, we design ontol-
ogies in order to share knowledge with and among these agents [13]. On the
semantic web, a large-scale domainal application of ontology usually requests to
communicate with many relative agents. In the course of ontological administra-
tion with agents, to reach the sharing and reusing of knowledge when they express
their domainal knowledge, the ontology and agent are both required to keep their
semantics identical. The ontology concentrates on the desired behaviors and
management service descriptions. It serves both as a specification and the refer-
ence model to which the agents operating in the domain should comply to.

This kind of administration should follow the three basic semantic principles:

(1) mutual semantic relationship. If there is a mutual semantic relationship
between an ontology and an agent, then this kind of mutual semantic rela-
tionship must be the two sides domainal intersection. Otherwise, when a clash
appears, then its primary issue is to eliminate the clash.

(2) semantic completeness. If the semantic element from an agent accords with an
applicational demand for ontology, it must be completeness.

(3) semantic structure consistency. Semantic structure of ontology and agent
should set up an abstract data structure matched automatically.
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On the basis of the principle above, we will construct an ontological admin-
istration model with an agent. it can be divided into five main components.

(1) Registration. All the agents cooperating with this ontology should be regis-
tered in the ontology utilizing EnumeratedAgentClass defined in IOWL.

(2) Domain partition. Ontology should offer unified data structure to all kinds of
agencies, so it is easy to realize division of field, and every class has a unified
clusterID as a chain beginning of agent-link for all registered agents based on
all the principles above and unified semantic among IOWL.

(3) Classification. Ontology should classify agents by utilizing AgentClass.
All agents carrying on mutual operation over the same semantic data structure
belong to the same clustering (or class).

(4) Modality. Agent’s active state should be written down, and the modality sign
expresses that the ontology can arouse the cooperation under ready state,
offering a kind of mechanism of triggering agent.

(5) Restriction. One integrated chain, not only defines subdomain to offer a
manipulatable field to the other side, but also defines its own range. In addi-
tion, any foreign agent entity should also be identified. This kind of restriction
has followed the context of the newly increased knowledge of the ontology.

In the following section, we will extend the standard of OWL on the basis of the
mode above, this extension is called IOWL, and the whole cluster of an agent chain
is called a cluster.

74.4 A Restricted Administrable Interface

The Ontology Web Language (OWL) is a W3C recommendation for an ontology
description language that has gained widespread adoption and for which a
considerable number of tools have been developed. Many health care processes,
such as computer aided decision-making or disease diagnosis and treatment, are
often best modeled using a declarative approach, leading to a very active interest
in rule-based systems [14]. However, our work wants to use more basic changes by
means of lower level of language rather than rules over upper level.

W3C gives an available method for agent in RDF (s), and it should be available
for ontology too. At the same time, OWL reserves one interface owl: import, an
ontology can be channeled into another ontology or other entities, this import is a
kind of ‘‘ways of affirming totally’’ by using a URI reference. Both these ways are
not to add any restraint, filter. Considered the factor of security etc., an ontology as
a knowledge base, should not offer the overall and open operation mode for all
agents. For this reason it is necessary to add an interface definition inside OWL
frame, to extend the standard OWL and call the extension IOWL. When we define
the interface, we not only think that some meta data structures should be reserved,
but also some condition of being restrained attached to the interface. By means of
the expanded expression method EBNF of BNF (brace {} shows that this item can

74 Using Ontology to Construct a Restricted Administrable Mechanism to Agents 631



appear arbitrary times, square bracket [] say this item appears less than or equal to
one time, the ended sign agrees with quotation marks of adding, and no ended sign
need not to add quotation marks). At first, we add axioms into OWL as follows:

Axiom:: = ‘Agent-Link(‘agent-linkID’[‘deprecate’]
{‘annotation’}{‘domain(‘Description’)’}{‘datastruct(‘Description’)’}
{‘range (‘Description’)’}{‘ForeignAgent (‘{agentClassID}{agentID}’)}’)’

Here, domain is the definition field of this ontological interface, it limits the
field where this interface can be employed, what range described is the field that
foreign agent can operate on, the purpose to define datastruct provides a semantic
data structure for foreign agent, it should be consistent with range, and every entity
agent should have only one identification agentID. Certainly, entity agent should
also observe the corresponding development standard. At the same time agent-
ClassID expresses every chain, which includes corresponding agentIDs inside,
affiliated type. An agent-linkID regarded as a bridge between the ontology and one
or more agents here, have dispelled the wide gap.

Axiom:: = ‘AgentClass(‘agentClassID’[‘deprecated’] modality{‘annotation’}
{‘domain(‘Description’)}datastruct(‘Description’))’

modality:: = ‘active’|‘inactive’
agentPropertyID :: = URIreference
AgentClass can help to register for all agents that want to operate with an

ontology, it will make the same semantic datastruct agents to be a cluster. At the
same time, an agent’s active state should be written down, and the modality sign
expresses that the ontology can arouse the cooperation under ready state, offering a
kind of mechanism of triggering agent.

Next, in the IOWL, an enumeratable agent class can be defined further.
Axiom ::=‘EnumeratedAgentClass(‘ agentClassID[‘deprecated’]{annotation}

{individualID}’)’
When ontology collaborates with agents, theEnumeratedAgentClass defined

above can form many clusters managed by ontology. As for these defined clusters,
they cannot cross with each other where no common individual agent for any two
clusters exists. To OWL DL, ontology should be allowed to manage these clustered
agents by means of a layered way. We add further the following definitions.

Axiom ::=‘disjointAgentClass(‘ {description}’)’ |’EquivalentAgentClass
(‘ {description}’)’

|‘SubClassofAgentClass(‘ {description}’)’
This kind of extension helps to achieve layered management in a larger

applicational field; the description of the axiom above can be defined as follows:
Description:: = agentClassID | restriction | ‘unionOf(‘ {description} ‘)’

| ‘intersectionOf (‘ {description} ’)’
| ‘complementOf(‘ description ’)’ | {agentID} ‘)’

Restriction:: = ‘Restriction (’ Agent-Link {agentRestrictionComponent}‘)’
agentRestrictionComponent:: =

‘allValueFrom(’Description‘)’|‘someValuesFrom(’Description‘)’.
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The IOWL, which is constructed in this section, has solved the restricted
ontological administrable problem with agents from the point of syntactic
component views.

74.5 Some Important Characteristics

Because IOWL is totally confined to the range of OWL-DL, next we will discuss
the theory supported by OWL-DL. First, we will introduce some relevant basic
signs.

Suppose that K1 is an ontology constructed over an application field based on
OWL-DL, K2 is another ontology based on IOWL-DL and K1, and V1, V2 is the
thesaurus corresponding to K1, K2 respectively, then there is a supplementary set
of V1 in the V2, mark it V0. Apparently K1 ( K2, V1 ( V2, at the same time
V1 ( K2. if we use I as an interpretation of description logics, the interpretation to
V 1 and V 2 should be written down as I (V1)I (V2) respectively.

Theorem 1 V0 has been an independent thesaurus restricted to agents

Prove: Each agent has its own independent formalism. Every ontology includes
axioms and facts in the abstract syntactic meaning. V0 is a supplementary set of V1

in the V2. It is made of some agent individual agentID and Agentclass name
according the meaning of datastruct, whose field is confined to the typed agent
category that includes cluster (class), property, objects. V0 observes the abstract
OWL syntax and each individual agent belongs to its own class. So, V0 has been a
thesaurus restricted to agents.

Theorem 2 I (V0) shows user application context in the V2 thesaurus.

Prove: Each agent has its own semantic context, According to the IOWL made
in the fourth section, agentID, as an individual identification based on semantic
context which users employed, is the source of some new knowledge appeared
in V2, by theorem 1, V0 is an independent thesaurus restricted to agents, not
controlled by V1. On the contrary, V2 controlled by V0, the reason is that new
knowledge comes from every agentID that is marked in the V0. So, I (V0),
interpretation to V0 based on the description logic, shows user application context
in the V2 thesaurus on the semantic maining.

Definition 1 If the construction of an ontology K accords with OWL-DL standard,
then we will call the ontology K supports OWL-DL.

Theorem 3 OWL-DL supports the ontology K2 based on IOWL-DL.

Prove: The ontology K2 can be divided into two relatively independent
components: K0, K1. Among them K1 is an ontology in the application field, it is
constructed in the abstract syntax of OWL-DL, obviously K1 supports OWL-DL;
Considering the IOWL and section three, each agent is registered in the mutual
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ontology, and merges into its own cluster (class) according to his semantic data
structure, and belongs to an enumerated agentID set under an agent-linkID chain.
AgentClass is a kind of abstract agent type based on datastruct, and Agent-Link is
further an abstract that is based on class AgentClass, that is to say, independent
thesaurus V0 itself has been a construction based on OWL-DL. On this meaning,
the IOWL-DL definition in this chapter submits itself to OWL-DL, so OWL-DL
supports the ontology K2 based on IOWL-DL.

Further, consider the reasoning of OWL-DL can do it too in K2. Then theorem 4
can be concluded.

Theorem 4 The ontology K2 based on IOWL-DL can support the reasoning of
OWL-DL.

74.6 Conclusions

One key issue in multi-agent systems is to develop a mechanism of being restricted
administrably and how to interact and exchange information autonomously across
applications among multi-agents. A new restrictive administrable approach is
proposed in this chapter, which differs from the current various methods, and the
standard OWL is extended by adding agent-link in the form of axiom that includes
the link itself, its property, data structure, trigger sign, and so on. This IOWL itself
constructs a administrable restricted model, in which a clustered structure is
constructed according to the relation of various subdomains. In the fifth section,
the author has also come to the conclusion that an ontology based on IOWL-DL
can run the reasoning of the IOWL-DL. Therefore, this extension has solved the
ontological administrable issues with agents from the ontology itself, and is a
feasible solution to reflect the heterogeneous context. This chapter comes from our
current work, and certainly there are still many problems to be solved which we
want to study further.
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Chapter 75
Research on the Access Control Model
under Grid Environment

Zenan Chu, Xinzhi Guo and Xinfa Wang

Abstract The protection of a more reasonable and safer means of grid authori-
zation, which guarantees the efficient implementation of grid tasks, is required by
the application and development of grid technology. Aiming at some difficult
problems caused by Role-Based Access Control (RBAC), introducing the concept
of context, tasks and conditions as well as the addition of monitoring devices, this
paper proposes a Multi-restriction Access Control model on grounds of RBAC
with reference to the existing traditional access control methods, meets the min-
imum privileges principle, and achieves the purpose of dynamic grid authorization,
conditional sharing and secure interoperability among cross-domain resources.
Experiments show that this approach can effectively avoid the insecurity of static
authorization holders, and has superiority over other approaches in security.

Keywords Grid security � Access control � Role � RBAC � MRAC

75.1 Introduction

Grid computing has become a high-performance computing method based on the
Internet, but a lot of academic and business applications, and grid security prob-
lems have always restricted rapid grid development [1]. Grid safety requires using
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large amounts of resources, dynamic application and release resources [2],
establishing credibility and realizing the dynamic relationship, implementating the
safety interoperability between different resource management domains and trust
domains.

At present, the access control model under grid environment protects resources
mostly from angle system, which cannot solve the above requirements. Traditional
access controls are based on access matrix, against system extension and manage
maintenance. Role-based Access Control (RBAC) uses the main body of static
authorization, no logo in object class jurisdiction as stipulated by the application
range, which lack sufficient flexibility and dynamics [3]. Previous studies have
many solutions to these questions, but the period of validity of the control, the
dynamic authorized, multiple management domain, the context awareness etc.
problems are without any well-integrated solutions [4]. To address this, this paper
proposes the multi-restriction access control model, making it not only associated
authorized with role but also considered in context, concrete task request and to
condition the influence, thus realizing cross-realm resources conditions sharing,
and security interoperability, according to the context, the task execution state,
user attributes and object attribute changes to the dynamic authorization.

75.2 Principle Basis

75.2.1 Traditional Access Control Principle

Traditional access control based primarily on main attribute, object attribute and
access control to authorize, mainly means independent access control and man-
datory access control. Traditional access control model based access matrix to
authorized, when the subject and object numbers increase, the growing of matrix
becomes very large, against system expansion, and is hard to manage and
maintain.

75.2.2 Role-Based Access Control Principle

RBAC Model contains user sets, role sets, access authority, conversation and
restriction, access authority into operation sets and object sets. Introducing the role
concept with permissions will have users connected effectively. The core, to define
multiple roles and set the corresponding user access, was awarded the role, to get
access. RBAC can be based on practical role setting, authorized more agile and can
realize the fine grain access control. But, role based on subject attributes and object
attribute by the static authorization way, has still some problems [5]: (1) in RBAC
Static authorization, to perform tasks, the subject has prior permissions, task
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execution or executed will still have access, and makes the system safe from hidden
trouble, there is a large against management authority. (2) RBAC Authorized
process only considers roles that did not consider the task, to a different task as long
as the same role can get the same permissions, not satisfying the authorized
‘‘minimum privileges’’ principle. (3) as RBAC Authorized in advance, the cause of
RBAC cannot dynamically consider the changing of subject’s or object’s attributes.

75.3 Multi-Restriction Access Control model

The groups authorized technologies based on role, although it overcame the dis-
advantages of enabling access control list independently authorizing the increases
indefinitely, while it could not solve the problems existing in the role authorized
itself well. For grid needs, we proposed the Multi-Restriction access control
model. Because this model considers the multiple restriction conditions, the model
is called Multi-Restriction Access Control (MRAC) [6], as shown in Fig. 75.1.

Based on task MRAC, it can realize the fine grain authorized and meet the
needs of this mission. Permissions can have timely recovery, avoiding abuse of the
authority. Through introducing the monitoring function, preventing achieving
dynamic authorized by the user attribute, the execution environment changes
but appears as over-rides operation. At the same time, since condition testing
can implement environmental or other factors, performance condition could not
eliminate the phenomenon of operating authority.

75.3.1 Model Composition

In Multi-Restriction Access Control, the elements are defined as follows:

Users: operating object entity. Attributes including identity, safety, level, credi-
bility, account information, etc.
Objects: user operation objects. Object attribute including security level, credi-
bility, etc.
Role: a group of users executing operating set within the organization, means that
the user functions within the organization.
Task: a group of operations that the user completes implements a requestion.
Conditions: use authorized rules authorized, let users access objects prior to
inspection decision factors set. Conditions are environmental or decision factors
for system.
Context: might trigger a role and permissions changing factors set, including the
dynamic Context environment as well as the dynamic produced sensitive
information.
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Active Role: Dynamic Assigned roles (u:Users, c:Cont) ? 2Roles, Users and
corresponding permissions changes with context.
Active Permissions: Dynamic Assigned permissions (r:Roles, c:Cont) ? 2Perms,
Users and corresponding role changes with the context.
Domain Management: Used for maintenance domain access control strategy.
Communication: Used for cross-realm access control requests, including domain
between dynamic role mapping.

75.3.2 Domain Model Definition

MRAC domain model expressed as a six-member group (U, O, R, T, C, P). Among
them, U stands for users, O for object, R for role, T for task, C for conditions, P for
permissions. ATT (U) represent user attributes, ATT (O) the object attribute.

Fig. 75.1 MRAC access control model
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RPA stands for roles and permissions relations, RPA ( Permission 9 Role, with
RPA (p, r) as the role r with permissions p.
The URA is the users and role relationship, URA ( Subject 9 Role, use URA
(u, r) represent user u belonging to role r.
TPA is tasks and permissions relationship, TPA ( Permission 9 Task, with TPA
(p, t) as task t requirements operating permissions p.
UPA says a user has permissions, UPA ( Permission 9 Subject, UPA (u, o, t, p)
said the mission t, users u for object o have permissions p.
Policy (attributes): Attribute set of attributes according to users is the role of
decision this user belongs to.

Definition 1 task execution of prior authorization:

(1) URA (u, r) = policy (ATT(u))
(2) UPA (u, o, t, p) = RPA (p, r) \ TPA (p, t) Among them, the P1 said the

permissions owned role r, P2 says task t required privileges, P says mission t
users u for object o have to permissions.

(3) Allowed (u, o, t, p) = preA (UPA (u, o, t, p), c)

PreA says authorized before the start mission, satisfy condition c, complete a
task t user u for object o allowed the permissions are p.
In advance license, according to user attribute decision and role, which will take
intersects with the users under the permissions and task required access, satisfy
conditions. If context does not conform, it cannot complete authorized.

Definition 2 task execution Authority:

(1) Because ATT (u) = Update (ATT(u)) so URA (Update(ATT(u)), r0) = policy
(Update(ATT(u)))

Update (ATT (u)) shows that dynamic Update user attributes. r0 says users
attribute changes, users u belong to the new role.

(2) UPA (u, o, t, p0) = RPA (p1
0, r0) \ TPA (p2, t), Among them, the p1

0 says new
role r’ have operating privileges, p’ says user role changes, in order to mission
t user u for object o have jurisdiction.

(3) Because preA (UPA (u, o, t, p), c) , onA (UPA (u, o, t, p), c), so allowed
(u, o, t, p0) = onA (UPA(u, o, t, p0), c0), Because preA(UPA(u, o, t, p), c) . onA
(UPA(u, o, t, p0), c0), so stop. Among them, the onA said authorized in task
execution, c0 says users attribute or execution environment changes condition.

MRAC increased in monitoring function, can realize dynamic authorized.
Authorized users attribute change will trigger, judge whether or not to change
role or conditions, and obtain new meet access, if new access contains old
access, continues to perform tasks; Otherwise stop the task.
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75.3.3 Domain Between Dynamic Role Mapping

75.3.3.1 Management Domain and its Tectonic Definition

Definition 1 Domain Di = (Ui, Ri, Pi, UAi, PAi, RHi),Among them, i [ N, Says the
first i domain; Ui says users set; Ri said role sets (if Guest 62 Ri, then Ri = Ri [
{Guest}); Pi says permissions set; UAi says users to role assignment; PAi says
permissions to role assignment; RHi says role level (Partial order relation
RHi ( Ri 9 Ri).

Definition 2 Grid system, Grid = {DijDi = (Ui, Ri, Pi, UAi, PAi, RHi), i [ [1, n]},
Among them, n represent management domain number. D i[ Grid, According to
their own domain setup define the corresponding role sets Ri and role hierarchy
RHi. Ri roles in only Di meaningful, once losing context, can’t get its semantic
analytical. Therefore, to realize interoperability, each management domain in Grid
must first consultation each other’s role semantics. In Di when user userim [ Ui,
and role rin [ Ri visit Dj, Dj according to the role rin semantic in rin and role sets Rj

build a dynamic maps, get a combination role hierarchical relationships, provide
decision-making basis for the implementation of the access control.

Definition 3 Domain between dynamic role mapping: Risaid role sets in Di, RHi

says role level in Di. If (rik, ril) [ RHi, Among them rik, ril [ Ri , show rik [ ril. From
role rik in Ri to role sets Rj in Dj role mapping is fRjðrjkÞ ¼ fðrik; rjlÞjrjl 2 Rji 6¼ jg
If (rik, rjl) [ fRj (rik), recorded rik!rjl, said rik� rjl. Di role sets Ri to Dj role sets Rj

all role mapping set: RiRj ¼
S

jRij

k¼1
fRjðrikÞ.

Ri role rik in RiRj mapping head set: HRiRjðrikÞ ¼ frjðrik; rÞ 2 RiRjg
Ri role rik in RiRj mapping tail set: TRjRiðrikÞ ¼ frjðrik; rÞ 2 RjRig
Ri role rik ancestors role set: AncestorðrikÞ ¼ friljril 2 Riril� rik; k 6¼ 1g
Ri role rik sons role set: ChildðrikÞ ¼ friljril 2 Ririk� ril; k 6¼ 1g

75.3.3.2 Domain Mapping Rules Between Dynamic Roles

Di role sets Ri and Dj role sets Rj (i 6¼ j) established dynamic role mapping, can
adopt different rules. Define four rules:

(1) The default rules: 8rik 2 Ri; fRjðrikÞ ¼ fðrik;GuestjÞg Among them Guest [ Rj

(2) Specifies rules: 8rik 2 Ri; fRjðrikÞ ¼ fðrik; rjlÞjrjl 2 Rjg
(3) Some designated rules: 9 rik 2 Rj; fRjðrikÞ 6¼ U; If 9 ril 2 Ri; ril� rik; fRjðrilÞ 6¼

U; then fRjðrilÞ ¼ fRjðrikÞ
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(4) Temporary specified rules: When domain Dj cannot establish appropriate for
the rik role mapping, first set up temporary roles trjl, According to rik semantics
trjl distribution permissions, make fRjðrikÞ ¼ fðrik; trjlÞg:

The rules (1) mapps all roles in Ri to role GUESTj in Rj, providing basic
interoperability, but the lack of flexibility and of different roles without discrim-
ination. Rules (2) for each role in Ri explicitly indicates the role mapping in Rj,
although it can differentiate between different roles, but it also brought heavy role
mapping burden. Rules (3) is the rule (1) and rules (2) compromise, do not have to
compromise in each role for Ri explicitly indicate that in the role of Rj mapping,
no explicit indicated mapping role through its role hierarchical relationships can be
indirect gain role mapping. The rules (4) used not to establish appropriate role
mapping, is to rules (2) and rules (3) supplement.

75.3.4 Based on the Context of the Dynamic Security Engine

In grid environment, the need for dynamics produces sensitive data security pro-
tection, taking into account the context of the proposed changes, causing the
concept of dynamic security engine. The process of dynamic security engine role
is shown in Fig. 75.2.

75.4 To Achieve the MRAC in Grid Platform

75.4.1 MMRAC Implementation Process

MRAC implementation is shown in Fig. 75.3. Users in a domain login, through the
logon authentications, access and authorize users according to related domain
between the domain mapping rules set authorized users to delegate context agent
role to users host environment and initiate relevant role state machine, context
agent control state machine to dynamic adjustment activities role. Once allowing
resources and services, it will provide service into the grid startup corresponding

Fig. 75.2 dynamic security
engine
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role permissions state machine. A character might be related to multiple resources.
According to the resources and services and other circumstances dynamic
adjustment role permissions are set. Permissions state machine visit a moment at
the moment the resources mean in this context, in which the user belongs to certain
roles of operating in a certain context.

75.4.2 Results Analysis

In order to test the function of the system, we deployed three nodes. Nodes A,
B and C use Linux platform, installed JAVA environment, GT4, Tomcat and
PostgreSQL database system. The user-role relationship table in Authorized
servers are influenced by the number of users. Single user access to resources,
MRAC and RBAC distinction is not obvious. In many tests users access to
authorize server, by writing a script producing multiple, simultaneous operations
of the visit statements. Many users to access test results are as shown in Fig. 75.4.

Fig. 75.3 MRAC basic processes

Fig. 75.4 more users to
access the results
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After verification, the model experiments deployment MRAC grid environment
based on multiple successfully realized restriction conditions of dynamic access
control. Compared with RBAC, when there are 200 users sending resources
requests, the system response time is higher by 11%, a proof of this model about
decision-making that higher efficiency can increase in the case of loss of grid, thus
greatly enhancing security with higher practicability.

75.5 Conclusion

The application and development of grid technology requires a more reasonable,
safe grid accredit way as guarantee, to ensure effective implementation of grid
task. Based on the existing access control methods, RBAC, based MRAC model,
the introduction of context, tasks, and conditions of the concept, joining moni-
toring function, realized the dynamic grid environment, guaranteed the authorized
principle of least privilege, and avoided static hold authority because of users and
appearing all sorts of unsafe phenomenon. At present, this is the study model of the
stage, there are still some problems needing further in-depth study.
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Chapter 76
The Illegal Ex-connection Monitoring
System of Electric Power Network

Junhui Fu, Yanpei Liu, Yafeng Han and Xueyong Li

Abstract The monitoring module of the illegal Ex-connection monitoring system
in this chapter has the strict judgment logic and thorough detailed judgment
process, which overcomes the network ways that traditional monitoring model can
not monitor. The three-way handshake mechanism is adopted in the communi-
cation protocol, which can prevent a malicious program posing as server to the
client, sends a message. After testing, the monitoring model demonstrates strong
robustness, adaptability and security environment.

Keywords Electric power network � Illegal Ex-connection �Monitoring � Process
hide

The monitoring system of Electric power and data scheduling network as a critical
infrastructure of electric power system, the security issue has been the focus of
state departments. The intranet power network has done well in resisting the
attacks of hackers, viruses, malicious code from outside network, especially the
attacks against the group, so as to ensure real-time closed-loop power control
system and the security of data scheduling network. However, if a host connects to
the external network or if in such a closed-loop scheduling data network, it will
lead to, adding a physical link without firewall protection between the internal and
external network, so as to damage the security of the existing internal network,
hackers are likely to access the internal network by the host, by the means of
‘‘overlapping’’ to ‘‘bug’’ the transmission power control information, then to
collect and ‘‘tamper’’ the internal key information or sensitive information by
sniffing, cracking password, etc., to attack other hosts on the intranet by the host as
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a ‘‘springboard’’ [1–3]. Therefore, it has become an important research direction to
solve illegal Ex-connection problem of electric power network [4].

76.1 The Study Status of Host Within Intranet Illegal
Ex-connection Monitoring Technique

Currently there are two main methods about monitoring illegal Ex-connection
system, one is based on detection of internal and external network monitoring
program, referred to as dual-architecture generally used in large-scale local area
network; the other is based on monitoring the device driver Agent monitor pro-
gram, namely the Client/Server (C/S) architecture, two architectures have their
own advantages and disadvantages. In local isolated networks generally use the
C/S architecture. C/S structure that is illegal Ex-connection monitoring system
based on monitoring agent, is an embedded program in host procedures, embed the
monitor program in device drivers by the development of bottom system, through
monitoring illegal foreign Communication with the device to achieve monitoring
the illegal acts of Ex-connection. Based on the traditional C/S structure the
monitoring system consists of two parts: the monitoring agent and monitoring
alarm center [5, 6].

The task of monitoring alarm center is to take charge monitoring policy setting
and issue monitoring agent software, and to process the real-time feedback of the
monitoring agent dial-up information, when monitored host violate the security
policy to dial-up, to generate the real-time alarm information [7].

Monitoring agent is to take charge of monitoring the host’s dial-up behavior,
cut off the dial-up or alarm, meanwhile store the relevant information in the log to
prepare for queries.

C/S structure of the illegal Ex-connection has advantage of not only monitoring
the online hosts but also off-line hosts, and can disconnect the user’s illegal
Ex-connection is not be achieved in the double structure. Even if the host is offline,
the monitoring agency on it will monitor the user’s dial-up behavior as the same,
once connect, monitoring agent will immediately establish contact with the
monitoring alarm center, and will report host offline user behavior during this time.
But C/S structure is likely to restrict on cross-boundary local area network, and the
protective measures between monitoring agents and the alarm center will result in
omission, so will these deficiencies [8, 9]. The existence of these problems can be
solved using a variety of ways. In this paper, combined with the specific needs of
electric power company about internal network illegal Ex-connection based on C/S
structure, gives an improved surveillance detection logic model [10].
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76.2 Improved Monitoring System Architecture

The basic function of The Illegal Ex-connection Monitoring System of Electric
Power Network is real-time monitoring of each host in the intranet, cut off the dial-
up connection of the host once the host tries an illegal Ex-connection. In addition,
it also has functions: alarm, logging, real-time viewing, process-hidden features
and other extension functions generally used in network environment and single
host environment [11]. The software adopts C/S architecture, including server
subsystem and client terminal subsystem.

76.2.1 The Server System

This subsystem works as a master control program. It runs on stable server in local
area network, receives signals sent by each host and detects active host in network
currently, and provides management and configuration interface to the adminis-
trator. The subsystem consists of three modules: the control center module, the
communication management module and the log management module.

The control center complete system setting functions and initializes the system
according to the settings (mainly by communication managers and log managers);
communication managers supervise all the network traffic, show the data receiving
on real time monitoring UI, and generate server logs by log manager; The log
manager is responsible for formatting information, provides log view, search and
other function for the log UI.

76.2.2 The Client System

The client system consists of six modules: check module, protection module,
communication module, situation processing module, log management module
and information processing module [12].

From the point of implementation, the client subsystem is mainly composed
of the following four threads: the main thread, which mostly accomplishes the
function of information processing module; the check thread, which completes
the function of inspection module; the protection thread, which completes the main
function of protection module; the communication thread, which accomplishes the
function of communication module. The main thread generates other sub-threads,
control and abstract information from sub-threads, produces corresponding action.
The relationship between the various threads and each modules is shown
in Fig. 76.1.
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76.3 Design and Implementation of Key Modules
in System

76.3.1 Design of Monitoring Detection Model

The traditional control model could find all the ordinary dial-up to access Internet,
but could not judge the ADSL, wireless Internet access and other Internet services.
This model could not only judge the general features of the Internet, but also be
able to estimate the features shown by ASDL, wireless Internet and other way
access to internet.

(1) Check the existence of PPP virtual network in host, if exists, can judge illegal
network connection, if not, go to (2).

(2) Check whether there are multiple network cards in host, if there are multiple
network cards, then try and establish connection to the outside world
(by means of establishing the connection with the well-known website, the
process to establish the connection with the Internet well-known websites is as
follows: first, resolve the domain name, if successful, then connect to the other
host on port 80, if the connection has been built successfully, it illustrates that
watched host has connected with Internet), if the connection is successful, it can
be judged that there is illegal network connection; if the connection fails, no
illicit network connections exist. If there are multiple network cards, go to (3).

(3) Check whether the server transfers the legal gateway list, and if so, check
whether the current gateway exists in legal list (the legal list is provided by
administrator), if it exists there is no illegal network connections, if it does not
exist, then to try connect the outside world; if the server does not pass legal
gateway list, go to (4).

(4) Try to connect external.

the main thread

situation processing module

log management module

information processing module

generates

check
thread

inspectio
n module

protection
thread

protect-
ion 

module

commun-
ication thread

commun-
ication 
module

Fig. 76.1 The client of
implementation module
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From the above strategy, criterion most time is whether try to connect external,
in order to ensure reliable, a few well-known Web site domain names are added.
Only two exceptions, one is finding the PPP protocol existing that can immediately
determine the illegal Ex-connection Internet; the other one is the current gateway
existing in the current legal list of the gateway, that can be determined by no
illegal network Ex-connection.

When illegal network connection has been judged to exist, the program will cut
off the connection work. To do: (1) to identify the items about server connected in
routing table, and retain these. (2) delete the other items in routing table. This will
not only remove the illegal connections, but also retain the normal connect
between the client and service.

76.3.2 The Implementation of Client Process Hide Technology

Since the client is installed on the monitored host, so as to detect whether the
monitored computer acts against the requirements, and report the behavior
information to the server, so it requires the good counter-surveillance feature,
which demands the client hidden to run in the monitored host, so the client can not
be found by users, and can not be stopped even if found or deleted [13].

In the VC, in addition to function HOOK, DLL in Windows is also the exe-
cutable file. DLL file does not have program logic, that is made up of a number of
performance function, which can not run independently, generally called by pro-
cesses. Because the DLL file can not be run independently, so the process list does
not appear in DLL, therefore we have written DLL into the client process, and run
it through processes, so the processes will occur in the process list, DLL will not
appear, thus completely solving the shortage of the hidden process with HOOK
functions blocking all the system messages.

76.3.3 The Implementation of Server and Client Communicate

Server and client communication protocol uses three-way handshake mechanism:

(1) server first sends a packet containing number A composed of random 128-bit
to client;

(2) client returns B of 128-bit, which is a certain algorithm encryption of A
(algorithm has been agreed);

(3) server encrypt number A using algorithm, then compare with the number of B,
if equal server sends a 128-bit C, which is the encryption of B; or else
disconnect;

(4) client encrypt B with algorithm, then compare with the number of C, if equal
client startup a normal communication; or else disconnect.

76 The Illegal Ex-connection Monitoring System of Electric Power Network 651



In this way the connection is established, and it can prevent malicious programs
imitating server to send messages to the client, such as stopping client command,
to ensure the secure connection.

In addition to three-way handshake, server and client communication is also in
accordance with a communication protocol, including:

(1) client regularly sends online declarations;
(2) server periodically sends polling packets;
(3) client accepts server’s control commands [13]. � terminate client command

A_CMD_STOP. ` log extract command A_CMD_QUERY. ´ suspend
monitoring command A_CMD_PAUSE;

(4) client transfers data to server: � two types of alarming information; methods
of Ex-connection dial-up, ISDN, ADSL. ` log search information.

Because the ‘‘flow’’ has no boundaries, so programmer determine the bound-
aries of the data, using three-step approach, the fixed head length of 8 bytes,
(the boundary alignment), process of data is: first read head Information, then
redistribution the buffer, finally read the data, and interpret according to type code.
Type code is defined by the macro.

76.3.4 Implementation of Server Monitoring Host Online

Server sends probe packets to host on internal network to detect whether the host is
online and its status. In order to ensure the accuracy of detection, the system uses
the ARP protocol. ARP protocol is used for transmitting the hardware address
between the LAN hosts, only for local area network. Most of the firewall does not
filter ARP protocol, because once filtered will result in obstacle communicated
with. In the windows system, cache of the machine can be seen with the arp—a
command, including the LAN IP address and the hardware address of each host. In
other words, as long as the arp cache of the local host saves records of the host,
identifying that the host must be boot-strap. Using this idea, we adopt the fol-
lowing detection mechanism [14, 15]: (1) clear arp cache records of local host; (2)
send ping packets to the host within the LAN; (3) Check arp cache of local host to
find the IP address records whose hardware address not be 00-00-00-00-00 - 00,
mark it as online.

76.4 Test and Debug

In the test environment, mainly do three important test of the system including
management test, function test and log audit test. Test items of Management test
consist of system installation, management manner, administrator identification,
the division of authority, etc., afterward testing in several aspects, the results meet
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the demand. Test items of function test involve fetching the monitored host
information, dial-up, event detection, the security of controlled host and so on,
after conducting the tests, results are satisfactory, and show superiority particularly
in event detection and security of controlled host. Log audit test is comprised of
alarm information, system configuration management logs and record logs and so
on. The results have demonstrated the completeness and superiority of logs alarm
information.

76.5 Conclusion

Analyzing the current status of illegal Ex-connection monitoring system, bring
forward a timely technical scheme to cut off the illegal Ex-connection computer
programs, test results show that the system has the following features: real-time,
automatically, accuracy, availability, efficient and compatibility. Here cutting off
means illegal connections between the computer and external, rather than con-
nection between computers within the network.
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Chapter 77
Design and Implementation
of Temperature Programmed
Controller by Fuzzy PID
Based on SOPC

Suying Yang, He Zhang, Jianying Lin and Miaomiao Gao

Abstract According to the designing requirement, this paper puts forward a new
way of combining the fuzzy PID control IP core with programmed temperature
control of the Nios II soft processor by SOPC technology. The bottom layer of the
fuzzy PID controller in IP core is achieved by the fuzzy rule table and the tradi-
tional PID algorithm. The output of the fuzzy rule table is the increment of PID
parameters, which can be obtained from the deviation and the deviation variance
ratio of the control system, and data transfer between the top layer and the Nios II
processor is fulfilled through the parallel registers and Avalon interfaces. This
controller is tested in programmed temperature control in which its object is of the
micro reactor with features of first-order inertia and pure delay. The results show
that the control can realize good traceability, zero steady-state error, non-over-
shoot, and strong anti- interference effect. Its time delay is no more than 10 s.

Keywords Temperature programmed control � Fuzzy PID � SOPC � IP core

77.1 Introduction

Traditional PID control is still the mainstream in chemical production. The PID
controller can apply to different control plants, and obtain better control performance
by actual parameters adjustment except for dynamic performance deteriorates [1].
With the rapid development of computer technology, some new modern control
theories are well used in industrial control applications [2], such as fuzzy PID control
algorithm which is the combination of PID control algorithm and fuzzy algorithm.
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Specific to the features of micro-reactor, a control system which possesses obvious
characters for time-lag, time varying, and nonlinear models is required, fuzzy control
can meet the above conditions. The fuzzy PID control can better achieve temperature
control of the reactor. Fuzzy reasoning rule makes online adjustments to the three
parameters of PID controller [3]. The innovation of this article achieves customizing
fuzzy PID IP core by hardware description language, and then sets the communi-
cation and control interface to combine with the embedded Nios II soft processor,
finally the design of programmed temperature controller by fuzzy PID based on
SOPC is accomplished, the fuzzy PID controller with Nios II soft core has the
advantages of both the micro processor and FPGA system.

77.2 Design Model of Fuzzy PID Programmed
Temperature Controller

Fuzzy PID programmed temperature controller is made up of fuzzy PID IP core
and Nios II soft core processor system which is with the function of programmed
temperature control.

The core mission of Nios II processor is the temperature programmed control
which includes the response of key interrupt, temperature parameters setting,
programmed temperature control, and the schedule of different operating condi-
tion. In addition, Nios II soft core processor is also responsible for the schedule
and the operation of function modules, such as data acquisition, communication,
and PWM control.

The core task of controller IP core is to realize the fuzzy PID controller. The
development environment is Quartus II and SOPC Builder. The structure of the design
model with fuzzy PID IP core can be divided into two layers. The bottom layer is PID
controller, which realizes the combination of PID control algorithm and fuzzy rule
table by introducing hardware description language on parallel FPGA, and achieves
the basic function offuzzy PID control. The top layer achieves data exchange between
IP core and Nios II processor system. The module makes the micro processor access to
the hardware language on FPGA seamlessly by the driver of IP core.

The design structure of fuzzy PID programmed temperature controller is shown
in Fig. 77.1.

77.3 Fuzzy PID Controller IP Core

FPGA design of fuzzy PID. Reference [4] implements the PID control algorithm by
parallel Verilog HDL logical language, and achieves the FPGA design of PID
control. The structure of the fuzzy PID controller is shown in Fig. 77.2.

The simplest implementation of fuzzy controller is that it makes a series of
fuzzy control rules transform into a query table which is stored in the controller for
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querying. The fuzzy control is the most basic form for simple construct and
convenient use [5]; the first step is to confirm the structure of the fuzzy controller,
and take DKp, DKi, and DKd as the output of fuzzy reasoning, taking e and De as
input. The second step is to create fuzzy control rule in which e and De are
regarded as the deviation and the deviation variance ratio of the input temperature,
DKp, DKi, and DKd are regarded as output. The third step is to confirm the
assignment table of fuzzy variable and the membership function of fuzzy language
variable, and then confirm the degree of membership of elements in the domain for
fuzzy language variable [6]. The last step is to establish fuzzy control table, the
parameters are simulated by Matlab through fuzzy reasoning, and then export table
is reasoned by invoking the toolbox.

IP core data interaction. There are two types of data interactions, IP core
parallel register set and Avalon bus interface. The internal register of IP core can
be addressed through Avalon interface ‘‘base address ? offset’’.

The function of Avalon bus realizes the internal linkage between master and
slave components of SOPC system. Custom fuzzy PID module must provide some
signals as a subordinate peripheral of the SOPC system. The signals make the
address, data, and control of the Avalon connecting with the module, each signal
needs to be assigned an effective signal type of Avalon.

In general, application program connects the basic equipment with Hardware
abstraction layer (HAL) system library other than accessing directly.

77.4 Design of Programmed Temperature Control

The temperature control program is accomplished in the Nios II processor.
In general, there are two main tasks in the Nios II soft processor, one is the setting
of temperature segment, time segment, and PID parameters, the other is to realize
programmed temperature control by invoking fuzzy PID IP core.

Design of key interrupt. The function of the key in the design is to set the
parameters of temperature segment and time segment in programmed temperature
control. The function prototype of key interrupt is:

Nios  II processor
Programmed temperature

control

Data interference
module 

Fuzzy rule table
+

PID control

Fuzzy PID IP core

FPGA EP2C35F672C6 

D
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driver
PW
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 control

driver

K
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driver
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Fig. 77.1 Design structure
of fuzzy PID IP core
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void button_interrupts (void *edge_capture, int id);
Variable edge_capture represents the value of integer point. The id represents

the interrupt number. The edge_capture is assigned with an integer value
according to different keys when interrupt occurs.

Temperature parameters setting. Programmed temperature control can be
described by three parameters including segment temperature ci, segment time ti,
and segment number n (0 \ i \ n). The parameters setting flow of Nios II soft
processor controller is shown in Fig. 77.3.

Programmed temperature control. The value of the temperature is measured by
the control program in every control circle when the processor is working at the
running state of the control. The program calculates the heating rate and current
temperature expectation according to the segment temperature and segment time,
and then writes the current temperature expectation and the measured value by
invoking fuzzy PID controller IP core, the control value calculated by the IP core
is transferred to the processor, solid-state relay which is in charge of temperature
control obtains the value by the output of PWM control.

Fuzzy
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PID
Controller

de/dt

Controlled
Object

e
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Fig. 77.2 Structure of the fuzzy PID controller
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77.5 Verification

Programmed temperature control can apply to the catalytic engine and chemical
control field. A programmed temperature control system verifies the functions of
fuzzy PID programmed temperature controller IP core. The core of control system
is embedded Nios II fuzzy PID programmed temperature controller. The blocks of
temperature programmed control system is shown in Fig. 77.4.

The sensor of the control system is a K-type thermocouple with the measured
range from 0 to 1300�C. The analog–digital conversion (A/DC) with twelve bits
converts analog voltage into digital data. The output of the controller is the Pulse
Width Modulation (PWM) control IP core, which is in charge of the on or off of
the solid-state relay. Seven switches and three keys are used for the state control
and parameters setting of the temperature programmed controller. Data commu-
nication module realizes the communication between the controller and the
computer by RS232 serial circuit.

Micro-reactor is the temperature controlled object for testing the control effects
of the design. Its mathematical model of the micro reactor can be described by

WðsÞ ¼ 1:21
1480sþ1

� e�8:64s ð77:1Þ

where the pure delay time is 8.64 s, the proportional coefficient is 1.21, and the
time constant is 1480. The controlled object is first order inertial system with pure
time delay, and the heating speed of the object is fast. The temperature curves are
adjusted to a steady state and the remaining stable according to fuzzy PID control
and the adjustment of overshoot. Six segments effect chart of programmed tem-
perature control is shown in Fig. 77.5.

The initial temperature of the micro-reactor is 35�C, and the setting value is
40�C. The first segment temperature is 100�C. From the chart, it can be observed
that the curve quickly catches up with small fluctuations and non-overshoot.
The second segment is 100�C constantly, the measured temperature is 100�C, the
steady-state error is zero, and the curve is smooth. The temperature in the third
segment is up to 150�C, when the measured value is 150�C, the curvet is of
non-overshoot and the relay time is less than 10 s. The fourth segment is also
constant with the setting temperature of 150�C, the measured value is 150�C with
good stability. The temperature in the fifth segment is set up to 200�C, the mea-
sured value is 200�C with non-overshoot, and relay time is less than 10 s. The last

Fuzzy PID
programmed

temperature controller
based on embedded

Nios II

Data
communication

Man machine
Interface

Relay circuit

A/D
Convert

Micro
Reactor

Sensor

Fig. 77.4 Blocks of temperature programmed control system
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segment is constant with the setting temperature of 200�C, the measured value is
200�C without steady-state error.

The controller always suffers the interference from the environment. The
interference tests of the controller are made to verify the performance of anti-
interference. One effect of the test is shown in Fig. 77.6. When the temperature is
stable at 150�C, take the thermocouple outside for a moment, then put it back after
10 s. The other test is shown in Fig. 77.7. When the temperature is 90�C, cut off

Fig. 77.5 Six segments
effect chart of temperature
control

Fig. 77.6 Test for anti-
interference performance

Fig. 77.7 Test for anti-
interference performance
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the relay making the object cool down for a moment, and then turn on the power to
continue.

The results show that the programmed temperature controller tracks the tem-
perature quickly with non-overshoot, the steady-state error is zero and the recovery
time after the disturbance is less than 6 min. The performance of the fuzzy PID
programmed temperature controller is adequate for the micro reactor.

77.6 Conclusions

The key idea of the design based on SOPC in the paper is the combination of the
fuzzy PID control by IP core with programmed temperature control of the Nios II
soft processor, to realize the programmed temperature control of the fuzzy PID
controller. The FPGA IP core describes the fuzzy PID algorithm and fuzzy rule
table with Verilog HDL language. The controller adopting the fuzzy PID control
algorithm achieves a better effect than traditional PID control. The design con-
siders the micro reactor as a controlled object. Fuzzy PID based on SOPC controls
the temperature up to the set value, the controller can achieve good tracking
performance, the temperature rise curve is smooth without overshoot and steady-
state error, lagging time is less than 10 s. The curve can keep steady after dis-
turbance. For constituting the control system conveniently, the design provides
man–machine interactive interface, including the keys and switches to set
parameters. The controller linked to the computer observes the control effect
directly. The design can bring about industrialization of SOPC technology and
contribute to good practical application.
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Chapter 78
Research on the Dynamic Strength Tester
Based on Servo Control System

Xiaoguang Xu, Lijuan Yin and Feng Luo

Abstract Based on the requirement of dynamic strength in free-wheeling toys at
the toy safety standard, we designed and developed the practical automatic
dynamic strength tester. The tester, taking Siemens S7-224 PLC to control the
motion of Minas A4 Series AC Servo Actuator, uses Pulse Train Output generator
issued variable frequency high-speed pulse to control Servo Actuator, applies
internal high-speed Counter to receive and count the feedback signal coding of
Servo Actuator and applies Pulse Width Modulation generator to realize speed
synchronization following function. Using this tester can not only be realized as
the automatic test of dynamic strength in free-wheeling toys and greatly improved
the precision of the test but also can enhance the level of whole system’s
automation.

Keywords PLC � Servo control � Dynamic strength test � High-speed pulse � Toy
safety test
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78.1 Introduction

In order to ensure the health and safety of children, the children’s playing toy must
undergo a series of testing according to toy safety standard. Dynamic strength test
is the key phase in mechanical and physical properties of free-wheeling toys. For
example, the requirement of Dynamic strength test in the Nation toy safety
standard (GB6675) and European Standard EN71-1 is: Toys propelled by a child
or by other means and intended to bear the mass of a child, e.g.: roller-skates,
inline skates, tricycles and hand carts shall conform to the requirements of the
strength and stability of the toys. In strength and stability testing, we must load the
toy on its sitting or standing surface with the appropriate mass at position that
corresponds approximately to the normal use of the toy, accelerate smoothly, drive
the toy three times at steady speed of (2 ± 0.2) m/s perpendicularly into a non-
resilient step with height of (50 ± 2) mm [1].

At present, it has some questions in dynamic strength test: (1) unable to reach
the accurate impact speed; (2) unable to ensure if the toys bear the outside force in
the testing process; (3) difficult to fix up the toys; (4) difficult to load mass in
testing process; (5) safety factor is low in case the testing failed; (6) cannot do fast
testing because of the low testing efficiency.

With the development of computer-controlled technology, programable logic
controller (PLC) has characteristics of modular structure, high anti-jamming I/O
processing components, flexible hardware configuration, expansible and stability,
which provides a stable platform in different application. It has been widely used
in the field of automation control device [2]. With the application of AC Servo
system, the AC Servo Actuator usually has been used in high accuracy and
capability control system.

The advanced PLC control technology, the digital AC Servo system and high-
performance and fine-segmentation driver control technology is used to design and
develop an automation tester of dynamic strength. The tester, which has high
precision, high efficiency and great stability, can meet with the related clause about
strength testing requirement of Europe standard toy safety EN71-1 and national
standard toy safety GB6675 and provide guarantee for the test of toy safety.

78.2 Working Process

The automation tester of toy dynamic strength is frame form configuration. The
tester is composed of five parts: human–computer interaction part, control part,
drive part, steel-frame part and load-mass part.

Human–Computer interaction part: Use the F920 operation panel of Japan’s
Mitsubishi and the operational button to set the various operational functions. Test
parameters and test results can display on the screen. The operations are simple
and convenient. The results are displayed timely and correctly.
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Control part: Controller with high precision, respond rapidly and reliable sta-
bility characteristic is the S7-224 PLC of Siemens Co. Its primary function is to
accept input signals, determine and process data in according with signals, output
control signals to the driver of the tester. In this part, it is composed of two pair of
time sensors and a pair of position sensors. The time sensors are used to record the
time of the tested toy past by. In according to the setting distance of the sensors,
we can calculate the tester’s speed. The position sensors are used to check the
impact position in order to send pulse signal to stop the Servo Actuator.

Drive part: Including an AC Servo Actuator, a Servo Driver and a synchroni-
zation strap wheel. The MDDDT540003 Servo Driver of Panasonic MINAS A4
Series is used to receive pulse signals. It controls the rotation direction and degree
of Servo Actuator and provides all kinds of driving service in the test [5]. Output
signals of Servo Actuator’s rotary encoder form A and B phase orthogonal signals
through Servo Driver, then the orthogonal signals become the signal source of the
PLC counter by signal transform and come into being closed loop system con-
trolled by processor of PLC. The drive part also includes synchronization strap
wheel and a pair of feed screw nut.

Framed structure part: Mechanical part of the automatic tester mainly consists
of the beams, inside and outside assistant clamp, non-resilient step, orbit, fixing
screws and so on.

Load fixing part: In the test, it is necessary to simulate the real environment and
apply the load which simulated the weight of children on the small vehicles, so this
part mainly consists of the clamps of tester, load, wire rope, stationary rings, etc.

The mechanical structure of the automation tester of dynamic strength is shown
in Fig. 78.1.

The automation tester of dynamic strength gets smooth speed with the Servo
Actuator to ensure that the toy can reach the required speed evenly.

Framed structure of the tester is designed to ensure that the toy can drive per-
pendicularly to the 50 mm non-resilient step. On the upper part of the frame struc-
ture, the stationary ring connects with the load using a steel wire, so that the toy will
not damage while the load falls after the toy impact. On the lower part of the frame
structure there are three pairs of LED sensor on each side symmetrically. At the
bottom of frame structure, four orbits are used to ensure that the toy moves per-
pendicular to the stage with linear motion. They are assistant clamps too. With these
clamps the usual skateboards can be guided and moved. We can also use the specific
clamps to make toys such as roller-skates or others to go along the orbits smoothly.

The Servo Actuator is fixed in the same plate, with the synchronization strap
wheel installed on its output axis. When the output axis rotates and pulls the cord,
the motor below it will drive the plate and the Servo Actuator perpendicular to the
direction of the cord’s movement. So the cord in the Servo Actuator’s output axis
rotates in spiral convolution. The purpose of this design is to make the cord’s
speed uniform, so that the test can be done smoothly with the uniform speed.

On the control panel, the test speed can be set and the torque curve of the
gearbox axis can be drawn automatically. The status of sensor and trigger time
point can be recorded.
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78.3 Working Principle

To meet the requirement of the precise control of the toys’ speed, we choose the AC
servo speed governing system as a transmission device. The rotary encoder at the end
of the axis ensures the high accuracy of the AC Servo Actuator. Panasonic MINAS
A4 series general-purpose AC Servo Actuator uses 17 bits encoder, the drive rotates
one round when it receives 217 = 131,072 pulses, which means the pulse equivalent
is 360/131,072 = 9.89 s. It is 1/655 of the pulse equivalent of step motor which the

Fig. 78.1 Mechanical structure of the dynamic strength tester. 1 Synchronization strap wheel,
2 Gear wheel, 3 Screw thread, 4 Wire, 5 Position sensors, 6 Time sensors, 7 Time sensors,
8 Flexible rope, 9 Servo actuator, 10 Output axis, 11 Control panel, 12 Stop button, 13 Power
switch, 14 Adjust-high wheel, 15 Chain wheel, 16 Spring, 17 Steel wire, 18 Test sample,
19 Stationary ring, 20 Orbit, 21 Load mass, 22 Clamp, 23 Fastness bolt, 24 Non-resilient step,
25 Placed sensors, 26 Foots bolt, 27 Framework, 28 Outside assistant clamp, 29 Inside assistant
clamp, 30 Foot bolt
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step angle is 1.8�. For example, MDMA152P1G has rated power of 200 W, and rated
speed of 2000 RPM. It takes only a few milliseconds to accelerate from standstill to
its rated speed 2000 RPM, and has strong overload ability [3].

78.3.1 Principle and Actualization of the Integrated
Pulse Output Function of PLC

Each CPU of Siemens S7-224 PLC has two PWM/PTO generators, which are
allocated to digital output ports Q0.0 and Q0.1, in order to create square wave of
high-speed pulse train output and pulse width modulation.

Pulse Train Output Function. The PTO generator creates square wave of spe-
cific pulse numbers (50% duty cycle pulse), which controls cycles and pulse
numbers. The equipment uses this function to control the AC Servo Actuator to
realize orientation function and accelerate control function.

Pulse Width Modulation Function. The PWM generator is used to provide
continuous and variable duty cycle pulses output, and provide the users the cycles
of control and the pulse width. The equipment uses this function to control the AC
Servo Actuator to realize speed synchronization following function.

78.3.2 High-Speed Pulse Output Control the AC Servo
Actuator to Realize Speed Following and Precision
Orientation Function

AC Servo Actuator usually has two control modes, which are position and speed
controls. This equipment sets it to speed control mode. When the equipment is
running, it receives high frequency pulses based on the high-speed pulse generator
in PLC emitting. The pulse numbers determine the rotation angle of the Servo
Actuator and the pulse frequency determines the rotation speed of the Servo
Actuator. The rotation direction is controlled by varying the pulse output ports [6].

In Servo Actuator PLC controlling, S7-224 output high-speed pulses and
direction signals to control the rotation of the Servo Actuator, and the same time
receives the feedback high-speed pulse signals of the Servo Actuator and realizes
closed loop control system.

S7-224 has two PTO/PWM generators to establish high-speed pulse train output
or pulse width modulation waveform. A generator is assigned to digital outputs
Q0.0, another generator assigned to the digital outputs Q0.1. PTO feature provides
50% duty cycle square wave output or a specified number of pulses and a specified
period. PWM feature set available with variable accounting for a fixed period than
the output. Each PTO/PWM generator has an 8-bit control byte, an unsigned 16-bit
period value, an unsigned 16-bit pulse width value and an unsigned 32-bit pulse
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value [4]. These values are all stored in special memory region specified location
SM, once set these special memory bit, select the desired operation,and the
implementation of pulse output commands starts operation.

The speed synchronization following function. Rationale for speed synchroni-
zation following is let the actuator accelerate to the speed currently or larger a bit,
and then follow it in real time. The first and second sections adopt PTO output; the
third section adopts PWM function and realizes speed following at real time,
shown in Fig. 78.2. The following in real time according to the collected corre-
sponding frequency pulse with the speed output. It receives the feedback high-
speed pulse of the Servo Actuator and realizes the following in real time. In this
equipment because the diameter of the output shaft is 80 mm, for ensuring the
tested sample keep 2 m/s speed running, and calculate the output angle speed
x ¼ V=2pr = 8 rps = 480 rpm, so it just needs the synchronized following
actuator output speed of 480 rpm.

The precision orientation function. The control of precision orientation is
actually one application of the PLC pulse output function in many segments of
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PTO output [7]. Using this function, the equipment can easily control Servo
Actuator realize accelerating smoothly to the steady speed, and decelerating to
stop in the end. So it can orient to certain position. The main procedure realizes the
frequency–time curve which is shown in Fig. 78.3. According to the test
requirement, the test of dynamic strength in free-wheeling toys needs to quickly
accelerate to the test speed and run in steady speed for a certain time. In the test
speed do the collision test and stop the sample quickly.

78.4 Software Design

The I/O variables of the tester of dynamic strength are composed of digital input
signals, digital output signals and intermediate variables. Digital input signals:
running signal, start timing signal, stop timing signal, stop signal, begin position
signal, stop position signal, clockwise rotate signal and counter-clockwise rotate
signal; digital output signals: running control signal; intermediate variables: dis-
tance setting, speed setting, accelerate time and accelerate distance setting.

According to the received digital input signals and intermediate variables, PLC
starts and controls the tester running. The control program is shown in Fig. 78.4.

Set Parameter

Beforehand Test

The actuator rotates back to
the origin position 

 Start the actuator,
 Pull the sample

Show the results 

Touch off the photoelectric
sensor1, start the timer 

Start

If achieve test speed 
Adjust

parameter
No

Yes

Touch off the photoelectric
sensor2, stop the timer 

Touch off the optical reflector
sensor,  stop the actuator, the sample

impacts the nonresilient step  

Inquire about the torque
transformation value and 

the torque graph 

Test finish

If Test speed accurate

Yes

No

Fig. 78.4 Control program of the dynamic strength tester
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First set the parameter, second take the test sample to do the first test. After that
make sure whether the speed achieves the standard requirement or not, take the
actuator back to the origin position and then start the actuator which will pull the
sample. The sample first touches off the photoelectric sensor 1 and at the same
time starts the timer, second it touches off the photoelectric sensor 2 and stops the
timer, finally it touches off the optical reflector sensor and the actuator stops
running, so that the sample impacts the non-resilient step. The actual impact speed
shows in the screen and can inquire about the torque transformation value and the
torque graph. And then the test finishes.

78.5 Conclusions

The tester of dynamic strength uses the Siemens S7-224 PLC controller and
Japan’s Panasonic advanced MINAS A4 series MDDDT540003 Servo Actuator
driver to ensure stable operation, rapid response and high accuracy. Using this
tester can not only reduce the work labor intensity but also improve the test
efficiency and accuracy, and advance the level of automation in the test work as
well. This tester has broad application prospect in the test of toy safety.
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Chapter 79
Grey Sliding Mode Control
for Autonomous Underwater Vehicle

Furong Liu and Dalin Zhu

Abstract The autonomous underwater vehicle has been attracting increasing
interests in various areas like ocean resource exploitation. It is well known that the
controller design of an underwater vehicle is complex for various reasons. The
grey predicting theory is introduced into sliding mode control and a grey sliding
mode controller is designed. The grey estimation can forecast and reject distur-
bances and parameter variations. The simulation results show that the application
of grey estimation can improve the accuracy of the system and the application of
grey compensation is effective to overcome uncertain disturbances. This system
has a fast response and a good disturbance rejection capability.

Keywords Autonomous underwater vehicle � Grey sliding mode control � Grey
estimation � Simulation

79.1 Introduction

The autonomous underwater vehicle (AUV) is a free swimming marine robot that
requires little or no human intervention. In fact, AUV motion control in the
unstructured underwater environment is a research hotspot. Till now, many motion
control algorithms have applied in AUV motion control such as PID, Fuzzy
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method, neural network, self-adaptive method. However, the developing trend in
control schemes is the integrated control fusing more than one control algorithm to
compensate the respective restrictions of each algorithm.

One of the popular methods of robust control is the so-called sliding mode
control (SMC). It has been proven as an effective and robust control technology.
The sliding mode control can offer fast dynamic response, insensitivity to
parameter variations, and external disturbances rejection. However, this theory
still has the problem of state catching and chattering. The Grey system theory was
first introduced in early 1980s by Professor Deng Ju-long [1]. The theory has since
then become quite popular with its ability to deal with the systems that have
partially unknown parameters. The grey prediction method only requires a few
sampled data to develop the grey model and to forecast the future.

In this chapter, a grey predictor is used to forecast the values about uncertain
outside disturbance parameters for use in the SMC. AUV modeling, including
reference coordinates and rigid body dynamic, are discussed. SMC and grey
predictor model are developed, respectively. The simulation results are presented
to show the effectiveness of the proposed controller for AUV motion control with
uncertain disturbances. Finally, conclusions are presented.

79.2 Modeling of AUV

The six degrees-of-freedom nonlinear equations of motion of AUV are defined
with respect to two coordinate systems as shown in Fig. 79.1.

The AUV coordinates system ðo� xyzÞ has six velocity components of motion
(surge, sway, heave, roll, pitch, and yaw). The velocity vector in the vehicle

coordinate system is expressed as v ¼ ½u; v;w; p; q; r�T : The global coordinate
system ðE � ngfÞ is a fixed coordinate system. Translational and rotational

movements in the global reference frame are represented by g ¼ ½x; y; z;u; h;w�T
that includes earth fixed positions and Euler angles.

The equations of motion for AUV without manipulators can be written as
follows [2]:

MðvÞ _vþ CDðvÞvþ gðgÞ þ d ¼ s _g ¼ JðgÞv ð79:1Þ

Fig. 79.1 The coordinate
systems for AUV
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where M vð Þ 2 <6�6 is a 6 9 6 inertia matrix as a sum of the rigid body inertia
matrix and the hydrodynamic virtual inertia (added mass); CDðvÞ 2 <6�6 is a
6 9 6 Coriolis, centripetal and damping matrix; gðgÞ 2 <6 is a 6 9 1 vector
containing the restoring terms formed by the AUV’s buoyancy and gravitational
terms; d is a 6 9 1 disturbance vector representing the environmental forces and
moments(e.g. current); s is a 6 9 1 vector including the control forces and
moments; JðgÞ is a 6 9 6 velocity transformation matrix that transforms velocities
of the vehicle-fixed to the earth-fixed reference frame.

The expansion equations of the motion for 6-DOF of AUV based on rigid-body
dynamics are written as follows [3]:

m � _u� vr þ wqð Þ � xG � q2 þ r2ð Þ þ yG pq� _rð Þ þ zG pr þ _qð Þ½ � ¼ X
m � _v� wpþ urð Þ � yG � p2 þ r2ð Þ þ zG qr � _pð Þ þ xG pqþ _rð Þ½ � ¼ Y
m � _w� upþ vpð Þ � zG � q2 þ p2ð Þ þ xG pr � _qð Þ þ yG qr þ _pð Þ½ � ¼ Z
Ix _pþ Iz � Iy

� �

qr þ m � yG _wþ pv� quð Þ þ zG _vþ ru� pwð Þ½ � ¼ K
Iy _qþ Iz � Izð Þpr þ m � zG _uþ wq� vrð Þ þ xG _wþ pv� uqð Þ½ � ¼ M
Iz _r þ Iy � Ix

� �

qpþ m � xG _vþ ur � pwð Þ þ yG _uþ qw� vrð Þ½ � ¼ N

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð79:2Þ

79.3 Design of the Grey Sliding Mode Controller

79.3.1 System Description

Assume D x; kð Þ is a disturbance additive to input u kð Þ and the sampling time
constant is T, discrete-time state-space model is presented as follows:

x k þ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ BD x; kð Þ ð79:3Þ

where D x; kð Þ denotes system uncertainty, including model parameter uncertainty
and external disturbance. D x; kð Þ can be a linear combination of x kð Þ :

D x; kð Þ ¼ V1x1 kð Þ þ V2x2 kð Þ þ � � � þ Vnxn kð Þ þ d kð Þ ð79:4Þ

where Vi and d kð Þ are disturbance parameters.

79.3.2 Sliding Mode Control

The design procedure of sliding mode control methodology consists of two main
steps: First, a sliding surface that models the desired closed-loop performance is
chosen, and then, the control law, such that the system state trajectories are forced
toward the sliding surface is derived [3].
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In this chapter, SMC is used to track the reference yaw angle trajectory. Hence,
the switching function s is defined as

s ¼ C½R kð Þ � x kð Þ� ¼ 0 ð79:5Þ

where R kð Þ is reference yaw angle trajectory. Vector C satisfies stability condition
of sliding motion, C ¼ ½C1C2 � � �Cn�;Cn ¼ 1

According to the definition of switching function s kð Þ ¼ C R kð Þ � x kð Þð Þ, the
following formulation can be gained

s k þ 1ð Þ ¼ C R k þ 1ð Þ � x k þ 1ð Þð Þ
¼ C R k þ 1ð Þ � Ax kð Þ � Bu kð Þð Þ

ð79:6Þ

Then the control law is presented:

u kð Þ ¼ CBð Þ�1 CR k þ 1ð Þ � CAx kð Þ � s k þ 1ð Þð Þ ð79:7Þ

where s k þ 1ð Þ ¼ s kð Þ þ ð�eTsgn s kð Þð Þ � qTs kð ÞÞ is discrete-time exponential
convergence law.

Substituting (79.6) into (79.7) gives discrete-time control law based on expo-
nential convergence law

us kð Þ ¼ CBð Þ�1 C R k þ 1ð Þ � R kð Þ � C A� Ið Þx kð Þ � ds kð Þð Þ½ � ð79:8Þ

where ds kð Þ ¼ �eTsgn s kð Þð Þ � qTs kð Þ; e [ 0; q [ 0; 1� qT [ 0

79.3.3 Grey Estimation

Grey system theory-based approaches can achieve good performance characteris-
tics when applied to real-time systems, since grey predictors adapt their parameters
to new conditions as new outputs become available. Because of this reason, grey
controllers are more robust with respect to noise, lack of modeling information, and
to other disturbances. Let x 0ð Þ be the original discrete-time data sequence

x 0ð Þ ¼ x 0ð Þ 1ð Þx 0ð Þ 2ð Þ � � � x 0ð Þ nð Þ
� �

ð79:9Þ

where n is the sampling size of the recorded data.
In order to smooth the randomness, the primitive data obtained from the system

is subjected to an operator, named accumulating generation operation (AGO) [4]].
When this sequence is subjected to the AGO, the following sequence x 1ð Þ k1ð Þ is
obtained.

x 1ð Þ k1ð Þ ¼
X

k

m¼1

x 0ð Þ mð Þ ð79:10Þ
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where i ¼ 1; 2; . . .; n; k ¼ 1; 2; . . .;N; k1 ¼ 1; 2; . . .;N � 2:
The following equation can be derived from (79.3)

D x; kð Þ ¼ Bð Þ�1 x k þ 1ð Þ � Ax kð Þ � Bu kð Þð Þ ð79:11Þ

where u kð Þ is sliding mode control law based on exponential convergence law, i.e.
u kð Þ ¼ us kð Þ:

Using Eq. 79.11, discrete-time data sequence D 0ð Þ kð Þ corresponding with
D x; kð Þ can be achieved. Consequently, D 1ð Þ k1ð Þ is made by accumulating, i.e.

D 1ð Þ k1ð Þ ¼
P

k

m¼1
D 0ð Þ mð Þ:

According to the least squares method, if BBT BB has inverse, grey system
identification results in

V̂T ¼ BBT BB
� ��1

BBT D 1ð Þ ð79:12Þ

where V̂ ¼ V̂1 V̂2 � � � V̂n d̂
� �

; BB ¼

x 1ð Þ
1 2ð Þ � � � x 1ð Þ

n 2ð Þ 1

x 1ð Þ
1 3ð Þ � � � x 1ð Þ

n 3ð Þ 2

..

. ..
. ..

. ..
.

x 1ð Þ
1 Nð Þ � � � x 1ð Þ

n Nð Þ N � 2

2

6

6

6

6

4

3

7

7

7

7

5

79.3.4 Grey Sliding Mode Compensation

To integrate grey prediction into the proposed SMC, an effective disturbance
compensation utilizing predicted disturbance parameters is given. Grey compen-
sation controller is defined as [5]

uc ¼ �
X

n

i¼1

V̂ixi þ d̂

 !

ð79:13Þ

The total grey sliding mode control input u therefore can be defined as
u ¼ us þ uc:

79.4 Simulation Results

In this section, the newly proposed control scheme was numerically evaluated on a
simulation example of an AUV with some parameters as follows [6]: Mass:
m = 800 kg; Length: L = 2.5 m; Diameter: D = 1.2 m; Volume: V = 2.5m3;
Water density: qwater = 1000 kg/m 3; AUV hull density: qAUV = 320 kg/m3;
Only yaw angle of AUV in the horizontal surface is given simulation results.
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The reference signal is chosen to sinusoidal signal. The simulation comprises two
partitions:

79.4.1 Grey Prediction

Making use of the original data sequence at time k ¼ 1; 2; . . .;N; the accumulating
data sequence at time k1 ¼ 1; 2; . . .;N � 2 can be found; sequentially matrix BB

Fig. 79.2 Tracking without
grey compensation

Fig. 79.3 Phase trajectory
without grey compensation
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also can be gained. The estimation values of disturbance parameters are
V̂ ¼ ½5:0000 � 3:0000 0:5000�:

79.4.2 Adopting Grey Prediction Compensation

The simulation results are showed in Figs. 79.1 and 79.2 without grey prediction
compensation. The results demonstrate that the only SMC controller cannot

Fig. 79.4 Tracking with
grey compensation

Fig. 79.5 Phase trajectory
with grey compensation
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remove the effect of the disturbance. With grey prediction compensation, the
controller can effectively overcome uncertain disturbance, as shown in Figs. 79.3,
79.4 and 79.5.

79.5 Summary

In this study, an SMC and an SMC with a grey predictor for AUV motion control
have been proposed, and their performances have been compared both by simu-
lation studies. According to various simulation results, the most attractive char-
acteristic of the proposed controller is the robustness in the presence of the
uncertainties in the system, such as noisy measurements or disturbances. The
proposed grey controller has the ability to handle these difficulties.
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Part VIII
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Chapter 80
Dynamics Analysis for a Generalized
Approximate 3x 1 1 Function

Shuai Liu, Weina Fu, Xiangjiu Che and Zhengxuan Wang

Abstract To study character of the generalized 3x ? 1 function is a difficult
problem in fractal. At first, we put forward a generalized approximate 3x ? 1
function D(z) and point out fractal character of D(z) is similar to generalized
3x ? 1 function. Secondly we execute dynamics analysis of D(z) and find the fixed
point and periodic point. Thirdly, we point out all fixed points are at real axis of
complex plane. We proved there is no other attract fixed point except zero and find
the distribution of periodic point in complex plane. Then we proved that iteration
of D(z) is not divergence at whole number. Finally, we draw fractal figures to
validate the dynamics character of D(z).

Keywords Fractal � Generalized 3x ? 1 function � Periodic point � Fixed point �
Complex plane

80.1 Introduction

Collatz puts forward the 3n ? 1 problem in 1950. In 60 years, many scholars
studied 3n ? 1 problem [1–4] and put forward a 3n ? 1 conjecture. This con-
jecture is shown below.
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For a natural number n, to convert with function F(n).

FðnÞ ¼
n
2 n � 0 mod 2

3nþ 1
2 n � 0 mod 2

�

Then we trust that there exists integer k� 0 to make Fk (n) = 1 for each n. As
usual, Fk nð Þ ¼ F � Fk�1 nð Þ

� �

. Many researchers study this conjecture for long time
and find many conclusions [5, 6]. But with more study, the scholars find that there
is a long way to solve it.

For a long time, this conjecture could hardly find a way to solve until
Mandelbrot created Mandelbrot Set by computer [7]. Soon Mandelbrot Set became
a symbol of chaos dynamic which is called fractal. Because fractal figures are
created by iteration of initial function, it is possible to study 3n ? 1 conjecture by
fractal technology. Firstly, Pe and Dumont create 3x ? 1 piecewise function and
give dynamic analysis of this function by fractal. The created fractal figures are
good visual effect [8]. It is the first study of 3n ? 1 conjecture by fractal. In fact,
the piecewise function is hard to solve with the existing formula . So the gen-
eralized 3x ? 1 function is created. Of course, it is a continuous function. Many
scholars do dynamic analysis of it [9–12].

Nowadays, the study of generalized 3x ? 1 functions are more in T xð Þ ¼
1
2 x3sin2 px

2ð Þ þ sin2 px
2

� �

h i

and fewer in C xð Þ ¼ x� x
2 cos pxþ 1�cos px

4 : So we create a

approximate generalized 3x ? 1 function D xð Þ ¼ x� x cos px
2 : In fact, D xð Þ ¼ 3x

2
when x is odd, and D(x) = x/2 when x is even. So it is similar to generalized
3x ? 1 function. When we study more about D(x), we will find that
D(x) B C(x) B D(x) ? 0.5. Thus, characters of D(x) is similar to C(x) too.

So we do dynamic analysis of D(x) and find its fixed points and periodic points
in complex plane. Then we study the convergence and divergence of whole
number of D(x) and prove that iteration with whole number is not divergence.
It extended the 3n ? 1 conjecture.

80.2 Fixed Point and Periodic Point of D(z)

80.2.1 Fixed Point of D(z)

When extended D(x) to complex plane, we call it D(z) instead. We find distribution
and attraction of D(z)’s fixed point by Theorem 1 and 2.

Theorem 1 There exists fixed points of D(z). All fixed points are at real axis. All
fixed points are n ? 0.5 (n [ Z) except 0.

Proof Set D zð Þ � z ¼ �ðzcospzÞ=2 ¼ 0, we can easily find that z = 0 is a root of
this equation. When z 6¼ 0, the equation changed to cospz ¼ 0: To solve it, we get
the roots are z ¼ nþ 0:5ðn 2 ZÞ: Theorem is proved.
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Theorem 2 The only attractive fixed points of D(z) is zero. All other fixed points
are repulsive.

Proof We know that D0 zð Þ ¼ 1� cos pz
2 þ pz sin pz

2 : To set z = 0 into it, we
find D0 xð Þ ¼ 0:5\1:So zero is attractive. When z = n ? 0.5, we know that cospz ¼
0; sinpz ¼ �1 and D0 xð Þ ¼ 1� pz=2: To solve inequality, we find�4p=\� z\0:
We know there are fixed points -0.5 and 0.5 at this bound by Theorem 1. To set them
in D0 zð Þ, we get D0ð0:5Þ ¼ D0ð�0:5Þ ¼ 1þ p=4 [ 1: So we know that they are all
repulsive fixed points.

To consider all above, Theorem 2 is proved.
So we know that D(z)’s fixed points are all at real axis and only zero is

attractive. To extend conclusion from fixed point to periodic point, we gain the
conclusion of periodic points.

80.2.2 Periodic Point of D(z)

We use Theorem 3 to explain the distribution of periodic points at real axis of D(z).
To prove Theorem 3, we have to prove Lemma 1 and 2 to gain the relation of i-
periodic point and i ? 1 periodic points of two next fixed points. We define
Di(z) = D(Di-1(z)) and D1(z) = D(z) in calculation.

Lemma 1 There exists i ? 1 periodic points in (n - 0.5, n ? 0.5) when there
exists z0 to make Di(z0) = n ? 1 in (n-0.5, n ? 0.5) (n [ 1, n [ Z).

Proof We know n - 0.5 and n ? 0.5 are all fixed points of D(z), so there exists x1

make D(x1) = n. When n [ 1 and 2|n, we find that Di+1(x1) = n/2 \ n-0.5 \ x1

and Di+1(z0) = 3(n ? 1)/2 [ n ? 0.5 [ z0. So there exists k make
Di+1(k) = k between z0 and x1. In opposite, when n is odd, we know that
Di+1(x1) [ x1 and Di+1(z0) \ z0. It is to say that i ? 1 periodic point is exist
between x1 and z0. So Lemma 1 is proved.

Lemma 2 There exists i ? 1 periodic points in (n - 0.5, n ? 0.5) when there
exists z0 to make Di(z0) = n - 1 in (n - 0.5, n ? 0.5) (n [ 3, n [ Z).

Proof The proof is similar to Lemma 1, ellipsis.
We can find the distribution of D(z)’s periodic points. Then we gain Theorem 3

to explain it.

Theorem 3 There exists periodic points of every period in (n - 0.5, n ? 0.5)
when n [ 0, n [ Z and n = ±2. There is not any other periodic point except zero
in (-0.5, 0.5).

Proof We know xsinpx� 0 in [-0.5, 0.5]. So D0 zð Þ ¼ 1� cos pz
2 þ pz sin pz

2 [ 0: It is
to say that D(x) is monotone increasing. It is easy to find that D zð Þ � z ¼ � z cos pz

2 is
not negative in (-0.5, 0] and not positive in [0, 0.5). So we find that zero is the only
fixed point of D(z) in this bound. Thus, we gain that D(z) [ z when z in (-0.5, 0) and
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D(z) \ z when z in (0, 0.5). So we know that Dk zð Þj j\ Dk � 1 zð Þj j\ � � �\ zj j.
It is to say that all points in this bound is attracted by zero. Then, it is not any other
periodic point.

Proof finished.
Then we start to prove the conclusion in (n-0.5, n ? 0.5).
Because D(z) is an odd function, we assume that n C 1.

Of course, n is in (n - 0.5, n ? 0.5). So D nð Þ � nj j is n/2. (whether D(n) = n/2
or 3n/2). When n [ 1 and n is odd, there exists z0 to make D(z0) = n ? 1. So we
know that there exist 2-periodic point from Lemma 1 and so on. Then D(z) has
periodic points with every period in this bound. When n is even, there exists z0 to
make D(z0) = n - 1. The theorem is proved when n [ 3 by Lemma 2.

To consider all above, Theorem 3 is proved.
Then we can extend the conclusion to complex plane to gain the similar con-

clusion of D(z).

80.2.3 Periodic Point of D(z) in Complex Plane

We use Theorem 4 to gain the distribution of D(z)’s periodic point in complex
plane.

To set z = a ? bi, then we gain formulas below.

D zð Þ ¼ z� z cos pz

2
¼ aþ bi� 1

2
aþ bið Þcosðpaþ pbiÞ ð80:1Þ

To use definition of complex function, we gain formula (80.2).

cos paþ pbið Þ ¼ epb þ e�pb

2
cos pa� i

epb � e�pb

2
sin pa ð80:2Þ

To set D zð Þ ¼ Aþ Bi; u ¼ epbþe�pb

2 cos pa and v ¼ epb�e�pb

2 sin pa; we put formula
(80.2) into (80.1).

A ¼ a� ua
2 � vb

2

B ¼ b� ub
2 þ va

2

(

From the definition of u and v we know that they increase exponentially when
bj j increase and they increases periodically with period 2 increase. A and B have

similar characters because A and B are linear calculations by u and v. So we know
that when bj j is large enough, D(z) has no periodic point. In fact, D zð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 þ B2
p

¼ zj j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ u2þv2

4 � u
q

; so when we solve H ¼ 1þ u2þv2

4 � u; we can

know the convergence and divergence of D(z). Otherwise, we know that

H ¼ 1þ u2þv2�4u
4 [ ðepbþe�pb

4 � cos paÞ2; so D zð Þj j= zj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ u2þv2

4 � u
q

� j epbþe�pb

4 � cos paj:
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It is to say that D zð Þj j[ zj j when epbþe�pb

4 � cospa
�

�

�

�

�

�
[ 1: As we know, D(z) has no

fixed point in this condition. To extend it, we gain Theorem 4.

Theorem 4 To set z = a ? bi, z is not a n ? 1 periodic point when
epbþe�pb

4 � cos pa
�

�

�

�

�

�
[ 2n:

Proof To consider with Dnþ 1 zð Þj j ¼ zj j �
Qn

i¼0 1� cos pDiðzÞð Þ
2

�

�

�

�

�

�
� 1=2ð Þn � zj j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ u2þv2

4 � u
q

; we can know that Theorem 4 is proved.

We know that D(z) has no n ? 1 periodic point when b [ ln (2n ? 2 ? 4)1/p by
Theorem 4. To think from the opposite, we gain Inference 1.

Inference 1 z is not a n ? 1 periodic point of D(z) when
epbþe�pb

4 � cos pa
�

�

�

�

�

�
þ sinpaj j\ 2=3ð Þn:

Especially, we gain region with center a = k (k is even) by solving
epbþe�pb

4 � cos pa
�

�

�

�

�

�
þ sinpaj j\1: It is similar to the region with center a = 0. The

fixed point is outside the region. Then we gain another region by solving
epbþe�pb

4 � cos pa
�

�

�

�

�

�
[ 1 and the fixed point is inside it. So the fixed point is in the

two root regions. Just like Fig. 80.1 shown. It is validate Theorem 1 and 4.

80.3 Dynamic Character and Fractal Figure of D(z)

We gain Theorem 5 to explain the symmetry of D(z).

Theorem 5 D(z)’s fractal figure is symmetry with both real axis and image axis.

Proof Because Dð�zÞ ¼ �z� �z cos p�z
2 ¼ �z� �zcospz

2 ¼ z� z cos pz
2 ¼ DðzÞ; D(z) is sym-

metry with image axis. Otherwise, we know that D �zð Þ ¼ �z 1� cos pð�zÞ
2

� �

¼
�D zð Þ; so D(z) is symmetry with real axis. Theorem 5 is proved.

When we try to use generalized 3x ? 1 function to solve 3n ? 1 conjecture, we
must consider about the whole number. It is hard to prove. But we can easily gain
Theorem 6 to prove that the iteration of D(z) is not divergence.

1 1

0.5 0.5

0 0

-0.5 -0.5

-1 - 0.5 0 0.5 1 -1 -6 -4 -2 0 2 4 6

(a) (b)

Fig. 80.1 a Is root region of (-1, 1) 9 (-1, 1) and b is root region in complex plane
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Theorem 6 Set all integer n = 2in1 (n1 is odd) except 0, Dk nð Þ ¼ 3
2 n1 when k [ i.

Proof We know that Di(n) = n1 and Dk�i n1ð Þ ¼ D n1ð Þ ¼ 3
2 n1 is a fixed point. So

Theorem 6 is proved.

Because D(z) is not divergent at integer and n ? 0.5, so D(z) can divide to
connectivity regions with single point connect by the points which are iterated to
fixed point. Then we can find the similarity by regions which converge to the same
region.

As we know, D(z) has no n ? 1 periodic point when b [ ln (2n+2 ? 4)1/p. So
the main fractal character of D(z) is near real axis (For example: there is no 2
periodic point when b [ 0.7910, and no 3 periodic point when b [ 0.9536…). We
know that D(z) has periodic point with every period between next foxed point
bound in real axis except (-2.5, -1.5) and (1.5, 2.5) from Theorem 3. So we solve

equation
Q1

i¼0 1� cos pDiðzÞð Þ
2

� �

¼ 1 to gain attractive 2 periodic point (1.2161,

1.6893) in (1.5, 2.5). So we guess that there is no attractive 3 periodic point of
D(z) in real axis by chaos formula.

By concluding all the discussion of D(z), we can find the character of D(z)’s
fractal figures.

(i) There are endless points to make Dn(z) ? ? at real axis.
(ii) Dn(z)’s attractive regions are attract by zero or 2-periodic orbits (1.2161,

1.6893) and (-1.2161, -1.6893).
(iii) All integer at real axis is in Julia set of D(z).

Then we use escape time algorithm to draw D(z)’s fractal to validate the above
conclusions.

The max iteration number is 50 in all figures. The threshold is 1,000. The
displayed area is in each figure.

We can easily validate Theorem 5 from Fig. 80.2. Then we can simply to find
that all fractal figures is between y = i and y = -i. To study with figures at real
axis we find the discontinuous. It is to say that there are endless z to make
D zð Þj ! 1j from Fig. 80.3. We can find the self-similar by Fig. 80.4. Figures’

displayed region in Fig. 80.4 are shown.

Fig. 80.2 D(z)’s fractal figure at (0, 0), (-8, 8) 9 (-1.5, 1.5)
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The center of each figures satisfy D3(a) = D2(b) = D(c) = d and finally reach
to orbit (1.2161, 1.6893).

80.4 Conclusion

We created and analyzed dynamic an approximate generalized 3x ? 1 function
D(z). Then we created fractal figures of D(z) to validate the conclusions. Other-
wise, we found the convergence is well from Fig. 80.2. It is to say that D(z) can be
used as a basic function of fractal algorithm.

As we know, D zð Þ ¼ z� z cos pz
2 : Then we found that it is same to 3n ? 1

conjecture when z is even and difference is 0.5 when z is odd. We found that the
iteration of D(z) is not divergence at integer. It is a new way to solve 3n ? 1
conjecture.

References

1. Alves JF, Graca MM, Dias MES et al (2005) A linear algebra approach to the conjecture of
Collatz. Lin Alg Appl 394(1):277–289

2. Lagarias JC (1985) The 3x ? l problem and its generalizations. Am Math Mon 92(1):3–23

Fig. 80.3 (2.9999, 3.0001) 9 (-0.000075, 0.000075)

Fig. 80.4 The self-similar of D(z)’s fractal. a (9.9950758, 9.9950766) 9 (0.4687087,
0.4687095), b (-1.464046945, -1.464006945) 9 (-0.22868174, -0.22864174), c
(-1.657693754, -1.657643754) 9 (0.32355618, 0.32360618), d (-1.213206622,
-1.213006622) 9 (-0.672442411, -0.672242411)

80 Dynamics Analysis for a Generalized Approximate 3x ? 1 Function 687



3. Wirsehing GJ (1998) The dynamical system generated by the 3n +1 function. Lect Notes
Math 1681:153–159

4. Wu J, Hao S (2003) On equality of the adequate stopping time and the coefficient stopping
time of n in the 3 N ? 1 conjecture. J Huazhong Univ Sci Tech (Nature Science Edition)
31(5):114–116

5. Belaga E, Mignotte M (1998) Embedding the 3x ? 1 Conjecture in a 3x ? d context. Exp
Math 7(2):145–151

6. Simons J, de Weger B (2005) Theoretical and computational bounds for m-cycles of the
3n ? 1 problem. Acta Arith 117(1):51–70

7. Mandelbrot BB (1982) The fractal geometry of nature. Freeman W H, San Francisco,
pp 1–122

8. Pe JL (2004) The 3x ? 1 fractal. Comput Graph 25(3):431–435
9. Dumont JP, Reiter CA (2001) Visualizing generalized 3x ? 1 function dynamics. Comput

Graph 25(5):553–595
10. Liu S, Wang Z (2009) Fixed point and fractal images for a generalized approximate 3x ? 1

function. J Comput Aided Des Comput Graph 21(12):1740–1744
11. Liu S et al (2011) The existence of fixed point for a generalized 3x ? 1 function. Appl Mech

Mater 55–57:1341–1345
12. Liu S et al (2011) periodic point at real axis for a generalized 3x ? 1 function. Appl Mech

Mater 55–57:1670–1674

688 S. Liu et al.



Chapter 81
Attraction in Positive Direction
of Real Axis of Two Generalized
3x 1 1 Functions

Liu Shuai, Fu Weina, Ke Hongchang and Wang Xin

Abstract To study attractive character of two generalized 3x ? 1 functions
T(z) and C(z) at positive direction of real axis, at first, we define attractive domain
and series. Secondly, we analyze attractive domain and series of T(z) and C(z) and
point out the structure of attractive domains surrounding the same attractive series
that are similar to each other. Finally, we draw the fractal figures of the two
functions by escape time algorithm and validate the structure rule of the attractive
domain and series of T(z) and C(z) from the figures.

Keywords Fractal � Generalized 3x ? 1 function � Dynamic system � Attractive
series � Escape time

81.1 Introduction

The 3n ? 1 conjecture was born in the 1950s. For 60 years, many scholars studied
the 3n ? 1 problem, but none could solve it. This conjecture is shown as below.

For a natural number n, to convert with function F(n).

FðnÞ ¼
n

2
n � 0 mod 2

3nþ 1
2

n � 1 mod 2

8

>

<

>

:
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Then there exists integer k C 0 to make Fk(n) = 1 for each n. As usual,
Fk(n) = Fj(Fk-1(n)) and F1(n) = F(n). Many researchers have studied this con-
jecture for a long time [1, 2]. The experiments are from 1 to 240 and every positive
integer fits this conjecture. But the proof cannot be shown right now.

Many scholars trust that it cannot be proved in the current mathematic domain.
So when Mandelbrot [3] created Mandelbrot Set on the computer, scholars tried to
study the 3n ? 1 conjecture by fractal technology. In fact, fractal figures of
functions are similar to its dynamic. Convergence of fractal is its stable region.
First, Pe and Dumont created 3x ? 1 function and drew its dynamic system by
fractal. The created fractal figures were good visual effects [4]. It was the first
study of 3n ? 1 conjecture by fractal. Soon they created another function called
generalized 3x ? 1 function [5]. Of course, this is a continuous function. Many
scholars do dynamic analysis of it [6–9].

Nowadays, the study of generalized 3x ? 1 functions are mostly for T xð Þ ¼

1
2

h

x3sin2 px
2ð Þ þ sin2 px

2

� �i

and C xð Þ ¼ x� x

2
cos pxþ 1� cos px

4
: However,

dynamic characters are hard to find because of their complexity. The study is an all
near real axis [9] or for approximate function [7]. So after summarize studies
heretofore, we compare T(x) and C(x) near real axis. We define attractive domain
and series and find these characters of T(x) and C(x). In fact attractive domain and
series of T(x) and C(x) are similar to each other. Then we draw their fractal figures
to validate the similarity.

Our contribution is to show the similarity and self-similarity of C(x) and T(x)’s
attractive domain and series. So we put forward a conjecture to guess that all series
are attracted by zero and orbit (1, 2).

81.2 Attractive Domain and Series

81.2.1 Divergence Domain, Attractive Domain
and Attractive Series

To iterate C(x) and T(x) as basic function and set Cn(z) = C(Cn-1(z)),
Tn(z) = T(Tn-1(z)), We conclude the iteration result of random point z in complex
plane to three conditions.

A. When result = ?, we call z divergence points and call set assemble by all
these points divergence domain.

B. When there exists positive integer k make Fk(z) = z1 and z1 is a fixed
point or z1 is a periodic point of m-periodic orbit, the series assemble by
{z, C(z),…, Fk-1(z)} is called z1’s series. In this case, we call the series
attractive series.
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C. When points neither fit case A nor B, we call these points wandering-
domain. It is obvious that lim

k!1
FkðzÞ 6¼ 1 for any point z in wandering-domain

and Fm(z) = Fn(z) for any positive integer m and n when m = n.
In this chapter, we study attractive point and series mainly. It is easy to divide

them into two kinds. One is to attract fixed points, the other is to attract periodic
orbits. To set z1 as a point attract to attractive point and series, in other words,
Fk(z1) = z when z is an attractive n-periodic point, we can see that |(Fn(z))0| \ 1.
Thus, |(Fn+k(z1))0| = |(Fn(Fk(z1)))0|�|(Fk(z1))0| \ 1. So we can say that the domain
near z1 is attractive domain.

81.2.2 Attractive Domain and Expansion Coefficient at Positive
Integer

When we study characters as positive integers, we know that lim
k!1

CkðnÞ ¼
lim

k!1
TkðnÞ because the results are the same as the 3n ? 1 conjecture. So we set

expansion coefficient as k times derivative of function F by period k. Then we get
Theorem 1.

Theorem 1 When n is integer, Ck(n) = Tk(n),Ck0 (n) = Tk’ (n) (k = 1…?).

Then we solve equation C(x) = T(x) in real domain and find theorem 2.

Theorem 2 When x [ R, the solution of C(x) = T(x) is x [ Z.

Proof The equation C(x) = T(x) is
1
2

x3sin2ðpx
2 Þ þ sin2 px

2

� �h i

¼ x� x

2
cos pxþ

1� cos px

4
: To simplify it we know that

xð3sin2ðpx
2 Þ � 2 sin2ðpx

2
Þ � 1Þ ¼ 0: ð81:1Þ

Obviously x = 0 is a root of Eq. (81.1). When x = 0, to set sin2ðpx
2 Þ ¼ X; we

can simplify Eq. (81.1) to 3X - 2X - 1 = 0. To solve it, we know it has two roots

X1 = 0 and X2 = 1. Then we solve sin2 px

2

� �

¼ 0; 1 and find that the solutions are

all integers.

To conclude the above, the theorem is proved.
Because both C(x) and T(x) are continuously derivable, we know that C(x) and

T(x) have similar attractive domains near positive integers. It is known as theorems
3 and 4.

Theorem 3 When n [ Z, n1 = C(n), Q is a continuous closed domain that contains
n, Cn(z) = ? for all points z (n ? ?), Closed curve R is Q’s boundary, R1 is

81 Attraction at Positive Direction of Real Axis 691



Closed curve C(R), Q1 is domain enclosed by R1, domain (n1,e) is similar to (n, e/2)
of C(x)’s dynamic system. T(x) has the same conclusion.

Proof C
0

nð Þ ¼ 1� cosðpnÞ
2 þ pn

2 sinðpnÞ þ p sinðpnÞ
4 :C

0
nð Þ ¼ 0:5 when n is even.

To use Taylor formula, we know C(n ? e) = C(n) ? e�C0(n) ? O(e2). When e
is small enough, we know C(n ? e) = n1 ? e/2 ? O(e2). It is to say that n with
neighborhood e is similar to n1 with neighborhood e/2.

As the same proof, we know that T(x) has similar characters.
The theorem is proved.

Theorem 4 When n is odd, n1 = C(n), domain (n1,e) is similar to (n, 3e/2) of
C(x)’s dynamic system. T(x) has the same conclusion.

Proof The proof is similar to theorem 3, ellipsis.
So we get inference 1 from theorems 3 and 4.

Inference 1 When x [ R, x1 = C(x), domain (x1
0e) is similar to (x, eC0(x)) of C(x)’s

dynamic system. T(x) has the same conclusion.
So we know that characters of dynamic system near real axis of T(x) and C(x) is

depend on derivative of them. As we known, C
0

xð Þ ¼ 1� cosðpxÞ
2

þ px

2
sinðpxÞ þ

p sinðpxÞ
4

; T
0

xð Þ ¼ 1
2
� 3sin2ðpx

2 Þ 1þ p ln 3
2

x � sinðpxÞ
� �

þ p
4

sinðpxÞ: Then, we define

K xð Þ¼T
0

xð Þ�C
0

xð Þ¼ 1
2� 3sin2ðpx

2 Þ�2sin2 px
2

� �

�1
� �

þpx

2
sinðpxÞ ln3

2
�3sin2ðpx

2 Þ�1

� �

:

To analyze K(x) we find that K(x) cross real axis by turns. To compare with K(x),
C0(x) and T0(x), we gain Fig. 81.1. We can see C0(x) and T0(x) are all zero near
integer and K0(x) is two multiple frequency than C0(x) and T0(x). In other words, it
is to say that C(x) and T(x) are all attract at integer point. But K(x) is attract at all
points like n and n ? 0.5. So we know that dynamic system of T(x) and C(x) are
similar to each other at integer point from Theorems 1–4, inference 1 and
Fig. 81.1. Now we extend the conclusion to real axis.

Fig. 81.1 a K(x) b C0(x) c T’(x)
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81.2.3 Compare Near Real Axis

We know that T(x) [ R by x [ R. Then if we set x1 = T(x), we confirm that
dynamic systems near x1 and x of T(x) are similar to each other. As the same prove,
we can use it to C(x). It is that if we set x2 = C(x), dynamic systems near x2 and x
of C(x) are similar to each other. Because T(x) and C(x) are similar, dynamic
system near x1 of T(x) and x2 of C(x) are similar.

When we set complex number z = a ? bi, because increment is too fast of
|T(z)| and |C(z)| since b [ 1, we define that b \ 1 in this chapter. In fact, when
b [ 1, we can not use escape time algorithm to draw their fractal because both
threshold and computation are too large.

So we analyze them with b \ 1 in complex plane, to combine the past con-
clusions in this chapter, we gain conjecture 1 and 2.

Conjecture 1 When b \ 1 and z1 = T(z*), the stable-domain created by z1 is
similar to the stable-domain created by z*. So as C(z).

Conjecture 2 When b \ 1 and z1 = T(z*),…, zn = Tn(z*), the stable-domain
created by z1, z2,…,zn and z* are similar to each other. So as C(z).

Then when we consider that T(z) and C(z) are all transcendental holomorphic
functions, we confirm that there exist endless roots of equation T(z) = z0 and
C(z) = z0 by argument z for every complex number z0. To define roots as {T-1(z)}
or {C-1(z)}, we trust that there exist similar fractals to z0.

81.3 Fractals of C(z) and T(z)

81.3.1 Fractals Near Real Axis

We use escape time algorithm to draw fractals of T(z) and C(z) in Fig. 81.2. We set
the max iteration time as 100 and the threshold as 1,000. We iterate all points in
display region since points iteration values are larger than threshold or iteration
times reaching max times. We color points with different iteration times by dif-
ferent colors. We use black color to color the convergence region.

We draw some square borders in Fig. 81.2. From fractals of the two dynamic
systems we find that the basic characters are similar to each other, though T(z)’s
fractal is more complex than C(z).

We get some random points z* and z1 = T(z*), z2 = C(z*) to observe in
complex plane. The created figures is Fig. 81.3. Multiple in Fig. 81.3 means the
display region is the neighbor-domain (-2/n,2/n) 9 (-1.5/n,1.5/n) of z*.
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We can validate conjectures 1 and 2 from Fig. 81.3. In fact, we can get many
similar sets by different attractive orbits z*, z1*,…, zn*. Otherwise, these similar
sets construct fractals of generalized 3x ? 1 functions.

81.3.2 Fractals at Positive Integer

In order to observe rules at integer point of T(z) and C(z), we create an integer
chain of generalized 3x ? 1 functions by 3n ? 1 conjecture and draw fractals of
T(n) and C(n) by using integer chain in Fig. 81.4.

We can see that when transformation is z/2 except circle 1–2, just as a hori-
zontal arrow, the convergence region changed nearly 0.5 times. When transfor-
mation is to 3z ? 1, just as vertical arrow, the convergence region changed nearly
1.5 times. It validates theorems 3 and 4, and also validates inference 1.

We observe that fractal near points 1, 2, 5 and 8 do not fit this rule. More-
over, we call points ‘well points’ when they fit theorems 3 and 4. Conversely,
we call points ‘ill points’ when they do not fit theorems 3 and 4. Then we can
find that all ill points are fit form n* = 2 ? 3k except number 1. To observe
deeply, we find that these points fit both theorems 3 and 4. In other words, there
are two arrows pointing at these points. So we know that these points are
restricted by both theorems 3 and 4 and they changed to ill points. Then we get

Fig. 81.2 Fractals at (0, 0) of C(z) and T(z). Display region is (-4,4) 9 (-1.5,1.5)
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conjecture 3. Of course, conjecture 3 can explain orbit 1–2 because they restrict
each other.

Conjecture 3 When n* fit form 2 ? 3k (k [ N), fractal at n* are restricted by both
6k ? 4 and 2k ? 1

Fig. 81.3 Fractal at some points of C(z) and T(z)
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81.4 Conclusion

We compared the dynamic systems of two generalized 3x ? 1 functions C(z) and
T(z). We find that they are similar to each other, especially at integer points. That
is to say, we can describe it with IFS if we can get the factors.

From this chapter we find two results. One is that characters of dynamic sys-
tems of C(z) and T(z) are similar in complex plane. Moreover, the character of one
point is similar to the character of its iteration. The other is that we find integer
points of C(z) and T(z) have the same results as chains created by 3n ? 1 con-
jecture. To consider these two functions having the same iteration as 3n ? 1
conjecture with integer points, we can study 3n ? 1 conjectures deeply based on
the conclusions of this chapter.
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Chapter 82
The Initial and Neumann Boundary Value
Problem for A Class Parabolic Monge–
Ampère Equation

Juan Wang, Huizhao Liu and Jinlin Yang

Abstract Monge–Ampère equation is a typical fully nonlinear non-uniformly
equation. The study of MA is motivated by the following two problems: Min-
kowski problem and Weyl problem. We consider the existence and uniqueness of a
classical solution to the initial and Neumann boundary value problem for a class
nonlinear parabolic equation of Monge–Ampère type. We show that such a
solution exists for all times and is unique.

Keywords Parabolic Monge–Ampère equation � Neumann � Boundary value

82.1 Introduction

Monge–Ampère equation is a typical fully nonlinear non-uniformly equation. The
study of MA is motivated by the following two problems: Minkowski problem and
Weyl problem. One prescribes curvature type and the other is of embedding type.
Monge–Ampère has many applications. In recent years new applications have
been found in affine geometry and optical transportation problems. The otp was
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proposed by Monge in 1781, and the main breakthrough was made by Kantorovich
in 1940. Kantorovich introduced a very useful linear dual functional. The optimal
mapping can be determined by the potential functions, namely maximizers of the
dual functional, under certain conditions on the cost functions. The potential
functions satisfy the second boundary condition of a Monge–Ampère type
equation.

In this paper, we consider the existence and uniqueness of a classical solution to
the initial and Neumann boundary value problem for a class parabolic equation of
Monge–Ampère type :

u
� ¼ det

1
nðD2

xuÞ � gðx; uÞ in X� 0; Tð �
um ¼ uðx; uÞ on oX� ½0; T�
ujt¼0¼ u0 in X

8

<

:

ð82:1Þ

where u ¼ ou
ot ;X is a bounded, uniformly convex domain inRnwith the boundary

oX 2 C4þa m denotes the unit inner normal on oX which has been extended on QT

to become a properly smooth vector field independent of t. The function g 2
C2þa;2þaðX� RÞ; u 2 C3þa;3þaðX� RÞ and the initial value u0 2 C4þaðXÞ; is a
strictly convex function on X: In the sequel we assume for simplicity 0 2 X:

To guarantee the existence of the classical solutions for (82.1) and convergence
to a solution with prescribed curvature, we have to assume several structure
conditions analogous to [1]. These are

uz �
ouðx; zÞ

oz
� cu [ 0 ð82:2Þ

g [ 0 and gz �
ogðx; zÞ

oz
� 0 ð82:3Þ

det
1
nðD2

xu0Þ � gðx; u0Þ� 0: ð82:4Þ

Moreover, we will always assume the following compatibility conditions to be
fulfilled on qX 9 {t = 0}

ðu0Þm ¼ uðx; u0Þ ð82:5Þ

det
1
nðD2

xu0

� �

� gðx; u0ÞÞm�uzðx; u0Þ det
1
nðD2

xu0Þ � gðx; u0Þ
� �

: ð82:6Þ

For elliptic equations of Monge–Ampère type have been explored by using the
continuity method. Some of the techniques used there will be applied in our paper
as well. For the parabolic case, Oliver and Knut Smoczyk [1] consider the flow of a
strictly convex hypersurface driven by the Gauss curvature. For the Neumann
boundary value problem and for the second boundary value problem they show
that such a flow exists for all times and converges eventually to a solution of the
prescribed Gauss curvature equation.
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In Sect. 82.1, we shall obtain the uniqueness of the strictly convex classical
solutions by the comparison principle. In Sect. 82.2, we shall prove uniform

estimates for j u� j. This will be used in Sect. 82.3 to derive C0� estimates.
C1� estimates then follow from [2–4, 12]. In Sect. 82.4, we shall derive

C2� estimates and the C2þb;1þb
2 estimates. In Sect. 82.5, we will give the proof of

Theorem 0.1.
Our main result is as follows.

Theorem 0.1 Assume that X is a bounded, uniformly convex domain in Rn with
the boundary oX 2 C4þa v denotes the unit inner normal on oX which has been
extended on QT to become a properly smooth vector field independent of t. Let
g 2 C2þa;2þaðX� RÞ and u 2 C3þa;3þaðX� RÞ that satisfy (82.2)–(82.3). Let u0 2
C4þaðXÞ; be a strictly convex function that satisfies (82.4). Moreover, the com-
patibility conditions (82.5–82.6) are fulfilled. Then there exists a unique strictly
convex solution of (82.1) in K4þa for some a 2 ð0; 1Þ; where

K4þa: ¼ vð; tÞjvðx; tÞ 2 C2;1ðQTÞ \ C1;0ðQTÞ and vð�; tÞ is strictly convex for
�

every t 2 ½0; T �g \ C4þa;2þa
2ðQTÞ; QT ¼ X� ð0; T �; v is the inward ponting unit

normal of qX.

Proof Uniqueness of the strictly convex classical solution is given by Theorem
1.2. From the estimates obtained in Sects. 82.2–82.4, we get the existence of the
classical solution in Sect. 82.5.

82.2 Comparison Principle and Uniqueness

Lemma 1.1 Assume u; v 2 C2;1ðQTÞ and uð�; tÞ; vð�; tÞ are all convex for every

time t 2 ð0; T �: Let g 2 C2;2ðX� RÞ and gz ¼ ogðx;zÞ
oz � 0: Moreover, assume that

� u
� þ det

1
nðD2

xuÞ � gðx; uÞ� � v
� þ det

1
nðD2

xvÞ � gðx; vÞ in X� ð0; T �;

if u [ v; then um [ vm on oX� ½0; T �;

u� v on X� t ¼ 0f g;

where m is the inward pointing unit normal of qX, then u B v in QT :

Proof Using the given condition and the weak parabolic maximum principle.

Theorem 1.2 Under the assumptions of theorem 0.1, there exists a unique clas-
sical solution of (82.1).

Proof Using lemma 1.1.
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82.3 _u-Estimates

The proof of the _uestimates can be carried out as in [1]. For a constant k we define

the function r ¼ ektð _uÞ2 thus Eq. (82.1) implies the following evolution equation
for r

r
� ¼ 1

n
det

1
nðD2

xuÞuijrij �
2
n

ekt det
1
nðD2

xuÞuij ui
�

uj
� þðk� 2gzÞr ð82:7Þ

Theorem 2.1 As long as a strictly convex solution of (82.1) exists we obtain the

estimates u
��
�

�

�

�

�

0;QT

�M;

where M is a controllable constant.

Lemma 2.2 If 0� u
� ðx; 0Þ 6¼ 0 for t = 0, then a solution of (82.1) satisfies u

�
[ 0

or equivalently det
1
nðD2

xuÞ � gðx; uÞ[ 0 for t [ 0:.

82.4 C0- and C1-Estimates

In this section, we derive the C0- and C1-estimates of the solution to problem
(82.1).

Theorem 3.1 Let X be a bounded, uniformly convex domain in Rn:u 2 C2;1ðQTÞ \
C1;0ðQTÞ; is a strictly convex solution of (82.1). Then there exists a controllable
constant M0, such that uj j0;QT

�M0:

Proof. Proof u is uniformly a priori bounded from below and above.

Theorem 3.2 Let X be a bounded, uniformly convex domain in Rn and u 2
C4;2ðQTÞ \ C1;0ðQTÞ is a strictly convex solution of (82.1). Then we have

sup
QT

Duj j �M	

where M	is a controllable constant.

82.5 C2- and C2+b;1+b
2-Estimates

Theorem 5.1 Assume that X is a C4 bounded, uniformly convex domain in Rnand
u 2 C4;2ðQTÞ is a strictly convex solution of (82.1). Let g 2 C2;2ðX� RÞ and u 2
C3;3ðX� RÞ: Then we have
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sup
QT

D2
xu

�

�

�

��M00:

where M00 is a controllable constant.

From the uniform c0 -estimates, u
�

-estimates and the assumptions on g, we can
conclude that FðD2uÞ has a priori positive bound from below. And using the
uniform C2-estimates for u, we obtain that the equation of (82.1) is uniformly

parabolic. So we can apply the method of [5] to obtain the C2þb;1þb
2 interior

estimates and the estimates near the bottom. Using the estimates near the side in
[6–8], we can get the Hölder semi-norm estimates for u and D2

xu: Thus we have the

C2þb;1þb
2-estimates.

82.6 The Proof of Theorem 0.1

In Sect.82.2 we prove the uniqueness of the strictly convex solution for (82.1). The
existence of the strictly convex solution for (82.1) is obtained by using the con-
tinuity method. Applying Theorem 5.3 in [9–11], the implicit function theorem
and the Arzela–Ascoli theorem, we can get the desired result. Then the standard

regularity of parabolic equation implies u 2 C4þb;2þb
2: Since there are sufficient

a priori estimates,we can extend a solution of (82.1) on a time interval [0, T] to
½0; T þ eÞ for a small e [ 0: In this way we obtain existence for all t C 0 from the
a priori estimates.

Now we complete the proof of Theorem 0.1.
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Chapter 83
Method of Lower and Upper Solutions
for Fourth-Order Multi-Point
Boundary Value Problem
with p-Laplacian Operator

Xianrui Meng, Yuxia Tong and Shujun Wang

Abstract In this chapter, the following fourth-order three-point boundary value
problem is studied:

/p u00 tð Þð Þ
� �00¼ f t; u tð Þ; u00 tð Þð Þ
u 0ð Þ ¼ au nð Þ; u 1ð Þ ¼ bu nð Þ
u00 0ð Þ ¼ cu00 gð Þ; u00 1ð Þ ¼ du00 gð Þ

8

>

<

>

:

with the condition that the nonlinear term f is monotone, it is proved that there
exists at least one solution to the above the fourth-order three-point boundary value
problem by using the upper and lower solutions method and fixed point theorem.

Keywords Lower and upper solutions � p-Laplacian operator � Fixed point
theorem
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83.1 Introduction

Boundary value problems for ordinary differential equations play a very important
role in both theory and applications. They describe a large number of physi-
cal,biological and chemical phenomena. Multi-point boundary value problems
(BVPs)for ordinary differential equations arise in a variety of areas of applied
mathematics and physics [1]; also, many problems in the theory of elastic stability
can be handled by multi-point problems in [2].

In recent years, boundary value problems for even order differential equations can
arise,especially for the fourth-order equations. The existence of solutions of second-
order multi-point boundary value problems with p-Laplacian operator has been
studied by many authors using the nonlinear alternative of Leray–Schauder,
coincidence degree theory and fixed point theorem in cones [3–8]. There are very
few works on the multi-point boundary value problem for higher order ordinary
differential equation with p-Laplacian operator.

Recently, the existence of solutions of fourth-order three-point boundary value
problems with p-Laplacian has been studied by Ref. [9] using the Leggett–
Williams fixed point Theorem

/p u00 tð Þð Þ
� �00¼ a tð Þf u tð Þð Þ; t 2 0; 1ð Þ
u 0ð Þ ¼ nu 1ð Þ; u0 1ð Þ ¼ gu0 0ð Þ
u00 0ð Þ ¼ a1u00 dð Þ; u00 1ð Þ ¼ b1u00 dð Þ

8

>

<

>

:

Motivated by the chapter [9], we are going to investigate fourth-order four-
point boundary value problem of type p-Laplacian with the following four-point
boundary value conditions

/p u00 tð Þð Þ
� �00¼ f t; u tð Þ; u00 tð Þð Þ
u 0ð Þ ¼ au nð Þ; u 1ð Þ ¼ bu nð Þ
u00 0ð Þ ¼ cu00 gð Þ; u00 1ð Þ ¼ du00 gð Þ

8

>

<

>

:

ð83:1Þ

where up uð Þ ¼ jujp�2u; 1\p\1; 0\n; g\1; 0� a; b; c; d\1; f : 0; 1½ � � R2 !
R is continuous, it is easy to verify that the inverse function of up is uq; where
1
pþ 1

q ¼ 1: Moreover, up uð Þ and uq uð Þ are increasing functions with respect to

u 2 �1;þ1ð Þ; and they are odd functions.
The way of processing in this chapter is different from paper [9]. Under the

conditions of existence of a upper solution-lower solution pair, we proved that the
boundary value problem (83.1) has at least one solution.
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83.2 Preliminaries and Lemmas

Denote B ¼
�

u 2 C2½0; 1� : up u00ð Þ 2 C2½0; 1�
�

; which are equipped with the norm
jjujj ¼ maxt2½0;1� ju tð Þj; then B; jj�jjð Þ is a Banach space.

Definition 1 Letting b 2 B; we say b is an upper solution for the problem (83.1) if
b satisfies

/p b00 tð Þð Þ
� �00 � f t; b tð Þ; b00 tð Þð Þ; for t 2 0; 1ð Þ
b 0ð Þ� ab nð Þ; b 1ð Þ� bb nð Þ
b00 0ð Þb00 gð Þ; b00 1ð Þ� db00 gð Þ

8

<

:

ð83:2Þ

Definition 2 Letting a 2 B; we say a is a lower solution for the problem (83.1) if a
satisfies

/p a00 tð Þð Þ
� �00 � f t; a tð Þ; a00 tð Þð Þ; for t 2 0; 1ð Þ
a 0ð Þ� aa nð Þ; a 1ð Þ� ba nð Þ
a00 0ð Þ� ca00 gð Þ; a00 1ð Þ� da00 gð Þ

8

<

:

ð83:3Þ

Definition 3 For u; v 2 B;we say u� v; if and only if uðtÞ� vðtÞ; u00ðtÞ� v00ðtÞ;
t 2 ½0; 1�

Lemma 1 [9] If f 2 C R;Rð Þ;M1 ¼ 1� a� b� að Þn 6¼ 0; then the unique solu-
tion of the following second-order three-point boundary value problem

� u00 ¼ f tð Þ; t 2 0; 1ð Þ
u 0ð Þ ¼ au nð Þ; u 1ð Þ ¼ bu nð Þ

(

ð83:4Þ

is

u tð Þ ¼
Z

1

0

G t; sð Þf sð Þds ð83:5Þ

where

H t; sð Þ ¼ 1
M1

s 1� tð Þ þ bs t � nð Þ; 0� s�\n\1 or
0� s� n� t� 1

t 1� sð Þ þ bt s� nð Þ þ a 1� nð Þ s� tð Þ; 0� t� s� n\1
s 1� tð Þ þ bn t � sð Þ þ a 1� tð Þ n� sð Þ; 0� n� s� t� 1
1� sð Þ t � at þ anð Þ; 0\n� t� s� 1 or

0� t\n� s� 1

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð83:6Þ
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Now let us consider the following linear boundary value problem

/p u00 tð Þð Þ
� �00¼ y tð Þ
u 0ð Þ ¼ au nð Þ; u 1ð Þ ¼ bu nð Þ
u00 0ð Þ ¼ cu00 gð Þ; u00 1ð Þ ¼ du00 gð Þ

8

>

<

>

:

ð83:7Þ

For BVP (83.7), we have the following lemma which is a direct conclusion of
Lemma 1.

Lemma 2 Let 0\n; g\1; 0� a; b; c; d\1; M1 ¼ 1� a� b� að Þn 6¼ 0; M2 ¼
1� c1 � d1 � c1ð Þg 6¼ 0; and c1 ¼ up cð Þ; d1 ¼ up dð Þ; if y 2 C 0; 1½ �; then the BVP
(83.7) has a unique solution

u tð Þ ¼
Z

1

0

G t; sð Þ/q

Z

1

0

H s; sð Þy tð Þds

0

@

1

Ads ð83:8Þ

where

H t; sð Þ ¼ 1
M2

s 1� tð Þ þ d1s t � gð Þ; 0� s� t\g\1 or
0� s� g� t� 1

t 1� sð Þ þ d1t s� gð Þ þ c1 1� gð Þ s� tð Þ; 0� t� s� g\1
s 1� tð Þ þ d1g t � sð Þ þ c1 1� tð Þ g� sð Þ; 0� g� s� t� 1
1� sð Þ t � c1t þ c1gð Þ; 0\g� t� s� 1 or

0� t\g� s� 1

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð83:9Þ

For any u 2 B; the operator K is defined as following

ðKuÞðtÞ ¼
Z

1

0

Gðt; sÞ � /q

Z

1

0

Hðs; sÞf ðs; uðsÞ; u00ðsÞÞds

0

@

1

Ads; ð83:10Þ

It is easy to say that, K is a completely continuous operator. It is obvious that
the function u is the solution to p-Laplacian BVP (83.1) if and only if u 2 B and
u ¼ Ku; that means u is the fixed point of operator K.

83.3 Main Result

In this section,we will obtain existence of solution for p-Laplacian BVPs (83.1) by
the upper and lower solutions method.

Theorem Assume that function f is increasing in u,decreasing in u00; if there exist
lower solution a tð Þ and upper solution b tð Þ of BVP (83.1), then p-Laplacian BVP
(83.1) have a solution u 2 B such that a� u� b:
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Proof Define X ¼ fu 2 B : a� u� bg: We show that KX � X

In fact, for any u 2 X; denote Ku ¼ x; let x tð Þ ¼ up b00 tð Þð Þ � up x00 tð Þð Þ; from
(83.2) and (83.10), and f is increasing in u, decreasing in u00; we can get

x00 tð Þ ¼ up b00 tð Þð Þ
� �00� up x00 tð Þð Þ

� �00 � f t; b tð Þ; b tð Þ00
� �

� f t; u tð Þ; u tð Þ00
� �

� 0;

x 0ð Þ � c1x gð Þ ¼ up b00 0ð Þð Þ � up x00 0ð Þð Þ � c1 up b00 gð Þð Þ � up x00 gð Þð Þ
� �

� 0

x 1ð Þ � d1x gð Þ ¼ up b00 1ð Þð Þ � up x00 1ð Þð Þ � d1 up b00 gð Þð Þ � up x00 gð Þð Þ
� �

� 0

8

>

>

<

>

>

:

ð83:11Þ

This means

x00 tð Þ� 0; t 2 0; 1ð Þ
x 0ð Þ � c1x gð Þ� 0; 1ð Þ � d1x gð Þ� 0

�

ð83:12Þ

Let x00 tð Þ ¼ g tð Þ� 0; x 0ð Þ � c1x gð Þ ¼ A� 0; x 1ð Þ � d1x gð Þ ¼ B� 0, then x tð Þ
satisfy the following conditions

x00 tð Þ ¼ g tð Þ; t 2 0; 1ð Þ
x 0ð Þ � c1x gð Þ ¼ A; x 1ð Þ � d1x gð Þ ¼ B

�

ð83:13Þ

Then the unique solution of (83.13) is

x tð Þ ¼ h tð Þ �
Z

1

0

H t; sð Þg sð Þds ð83:14Þ

where

h tð Þ ¼
1� d1g� t þ d1tð ÞAþ

�

c1gþ 1� c1ð Þt
�

B

1� c1ð Þ 1� d1gð Þ þ c1g 1� d1ð Þ � 0 ð83:15Þ

because H t; sð Þ� 0; g tð Þ� 0; we know that x tð Þ� 0; which implies that
up b00 tð Þð Þ � up x00 tð Þð Þ� 0; since up is monotone increasing, we have

b00 tð Þ�x00 tð Þ; t 2 0; 1ð Þ ð83:16Þ

Let y tð Þ ¼ b tð Þ � x tð Þ; from (83.16) and (83.2) we can get

y00 tð Þ� 0

y 0ð Þ � ay nð Þ� 0; y 1ð Þ � by nð Þ� 0

(

ð83:17Þ

Thence y tð Þ� 0; which implies

b tð Þ�x tð Þ ð83:18Þ

from (83.16) and (83.18), we can get
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x� b ð83:19Þ

In the similar way, we can obtain that

a�x ð83:20Þ

From (83.19) and (83.20), we know that

a�Ku� b ð83:21Þ

It is true that KX � X: Therefore, by Schauder fixed point theorem, there exists
a fixed point u 2 B such that u ¼ Ku: It is obvious that a� u� b: The proof of
theorem is completed.
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Chapter 84
The Existence of Solutions
to Fourth-Order Boundary Value
Problems for Impulsive Differential
Equations

Xianrui Meng, Liping Du and Nana Li

Abstract In this chapter, the existence of solutions to fourth-order three-point
boundary value problem for impulsive differential equations is studied. With the
condition that nonlinear term f is monotone and the existence of an upper–lower
pair, it is proved that there exists at least one solution to fourth-order three-point
boundary value problem with impulsive effects by using the upper and lower
solutions method and monotone iterative theorem.

Keywords Lower and upper solutions � p-Laplacian operator � Impulsive

84.1 Introduction

During many evolution processes, evolution is subjected to a rapid change, that is, a
jump in their states. This phenomenon is described by impulsive differential equa-
tions in mathematics. For the background, theory and applications of impulsive
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differential equations, we refer the readers to the monographs and some recent
contributions as [1, 2].

Recently, the existence of positive solutions for Sturm–Liouville impulsive prob-
lem has been studied by Ref. [3] using the critical point theory and variational methods.

Motivated by the paper [3], we are going to investigate fourth-order boundary
value problem for impulsive differential equations

/p x00 tð Þð Þ
� �00¼ f t; x tð Þ; x00 tð Þð Þ; ti\t\tiþ1

a1x 0ð Þ � b1x0 0ð Þ ¼ 0; c1x 1ð Þ þ d1x0 1ð Þ ¼ 0
x00 0ð Þ � c2x00 gð Þ ¼ 0; x00 1ð Þ � d2x00 gð Þ ¼ 0;
Dx tið Þ ¼ a1 ið Þ;
Dx0 tið Þ ¼ a2 i; x tið Þ; x00 tið Þð Þ
D/p x00 tið Þð Þ ¼ a3 ið Þ
D /p x00 tið Þð Þ
� �0¼ a4 i; x tið Þ; x00 tið Þð Þ

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

i ¼ 0; 1; 2. . .k ð84:1Þ

where 0 ¼ t0\t1\ � � �\tk\tkþ1 ¼ 1;0� a1; b1; c1; d1; c; d\1; 0\g\1; g 6¼
tk; up uð Þ ¼ jujp�2u; 1\p\1; a1 ið Þ and a3 ið Þ is constant, al : R2 ! R; l ¼ 2; 4 is

continuous, 1� i� k; Dx tð Þ ¼ x tþð Þ � x t�ð Þ and x tið Þ ¼ x t�i
� �

; i ¼ 1; 2. . .k:
Moreover, up uð Þ is increasing functions with respect to u 2 �1;þ1ð Þ; and it is
odd function.

Under the conditions of existence of a upper solution–lower solution pair, we
prove that the boundary value problem (84.1) has at least one solution.

84.2 Preliminaries and Lemmas

Let PC2½0; 1� be the set of piecewise continuous functions defined [0,1] which
satisfy x jð Þ is piecewise continuous on [0,1], j ¼ 0; 1; 2: x 2 PC2½0; 1� means that
x is defined on [0,1] and x 2 C2ðti; tiþ1�; xðjÞðt�i Þ exists, i ¼ 0; 1; . . .k; j ¼ 0; 1; 2:

Denote B ¼ fx 2 PC2½0; 1� : x 2 C2ðti; tiþ1�; i ¼ 0; 1; . . .kg; which equipped
with the norm xj j ¼ maxi¼0;1;...kf xj ji; x0j ji; x00j jig; and xj ji¼ supti � t� tiþ1

xðtÞj j: then
B; jjgjjð Þ is a Banach space.

Definition 1 Letting b 2 B a 2 Bð Þ; we say b(a) is a upper(lower) solution for the
problem (84.1) if b(a) satisfies

/p b00 tð Þð Þ
� �00 � ð� Þf t; b tð Þ; b00 tð Þð Þ; ti\t\tiþ1

a1b 0ð Þ � b1b
0 0ð Þ ¼ 0; c1b 1ð Þ þ d1b

0 1ð Þ ¼ 0
b00 0ð Þ � c2b

00 gð Þ ¼ 0; b00 1ð Þ � d2b
00 gð Þ ¼ 0;

Db tið Þ ¼ a1 ið Þ; i ¼ 0; 1; 2. . .k
Db0 tið Þ� ð� Þa2 i; b tið Þ; b00 tið Þð Þ
D/p b00 tið Þð Þ ¼ a3 ið Þ
D /p b00 tið Þð Þ
� �0 � ð� Þa4 i; b tið Þ; b00 tið Þð Þ

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

ð84:2Þ
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Definition 2 For u; v 2 B; we say u� v if and only if uðtÞ� vðtÞ; u00ðtÞ� v00ðtÞ;
t 2 ðti; tiþ1�; i ¼ 0; 1; . . .k

Lemma 1 if f 2 C½0; 1�;M2 ¼ 1� up c2ð Þ � up d2ð Þ � up c2ð Þ
� �

g 6¼ 0; Then the
unique solution of the following second-order three-point boundary value problem

y00 tð Þ ¼ f tð Þ; ti\t\tiþ1

y 0ð Þ � up c2ð Þy gð Þ ¼ 0; y 1ð Þ � up d2ð Þy gð Þ ¼ 0;

Dy tið Þ ¼ a3 ið Þ;Dy0 tið Þ ¼ a4 i; x tið Þ; x00 tið Þð Þ

8

>

<

>

:

i ¼ 0; 1; . . .k ð84:3Þ

is

y tð Þ ¼ I2 t; a3; a4ð Þ þ
Z

1

0

H t; sð Þf sð Þds ð84:4Þ

where

I2 t; a3; a4ð Þ ¼
X

k

i¼1

I2 i; t; a3 ið Þ; a4 ið Þð Þ ð84:5Þ

I2 i; t; a3 ið Þ; a4 ið Þð Þ ¼
t �a3 ið Þ � 1� tið Þa4 ið Þð Þ; 0� t� ti

1� tð Þ a3 ið Þ � tia4 ið Þð Þ; ti� t� 1;

(

; i ¼ 1; 2. . .k ð84:6Þ

H t;sð Þ¼�1
M2

s 1� tð Þþup d2ð Þs t�gð Þ; 0�s�t�g\1 or
0�s�g�t�1

t 1�sð Þþup d2ð Þt s�gð Þþup c2ð Þ 1�gð Þ s� tð Þ; 0� t�s�g\1
s 1� tð Þþup d2ð Þg t�sð Þþup c2ð Þ 1� tð Þ g� sð Þ; 0�g�s�t�1

0�g�t�s�1 or
1�sð Þ t�up c2ð Þtþup c2ð Þg

� �

; 0� t�g�s�1

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð84:7Þ

Proof From Ref. [4, 5] and superposition principle, the conclusion is obvious.
Now let us consider the following linear boundary value problem

/p x00 tð Þð Þ ¼ y tð Þ; ti\t\tiþ1

a1x 0ð Þ � b1x0 0ð Þ ¼ 0; c1x 1ð Þ þ d1x0 1ð Þ ¼ 0;
Dx tið Þ ¼ a1 ið Þ;Dx0 tið Þ ¼ a2 i; x tið Þ; x00 tið Þð Þ

8

<

:

i ¼ 0; 1; . . .k ð84:8Þ

For BVP (84.8), we have the following lemma which is a direct conclusion of
lemma 1.

Lemma 2 Let q1 ¼ a1d1 þ a1c1 þ b1c1 [ 0; M2 ¼ 1� up c2ð Þ � up d2ð Þ � up

�

c2ð ÞÞg 6¼ 0; if y 2 C 0; 1½ �;
then the BVP (84.8) has a unique solution
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x tð Þ ¼ I2 t; a1; a2ð Þ þ
Z

1

0

G t; sð Þ/�1
p y sð Þð Þds ð84:9Þ

where

G t; sð Þ ¼ �1
q1

a1t þ b1ð Þ c1 1� sð Þ þ d1ð Þ; 0� t� s� 1

a1sþ b1ð Þ c1 1� tð Þ þ d1ð Þ; 0� s� t� 1

(

ð84:10Þ

For any x 2 B; the operator T is defined as following

ðTxÞðtÞ ¼ I2ðt; a1; a2ðx; x00ÞÞ þ ðKxÞðtÞ; t 2 ½0; 1�; ð84:11Þ

ðKxÞðtÞ ¼
Z

1

0

Gðt; sÞ �/q I2ðs; a3; a4ðx; x00ÞÞ þ
Z

1

0

Hðs; sÞf ðs; xðsÞ; x00ðsÞÞds

0

@

1

Ads

ð84:12Þ

It is easy to see that, T is a completely continuous operator
It is obvious that the function u is the solution to P-Laplacian BVP (84.1) if and

only if u 2 B and u ¼ Ku; that means u is the fixed point of operator T.

84.3 Main Result

In this section, we will obtain existence of solution for p-Laplacian BVPs (84.1) by
the monotone iterative method.

Theorem Assume that function f and a4 are increasing in x, decreasing in x00;
function a2 is decreasing in x, increasing in x00: If there exists lower solution a0 tð Þ
and upper solution b0 tð Þ of BVP (84.1), and a0� b0; then p-Laplacian BVP (84.1)
has a solution u 2 B:

Proof We divide our proof into three steps.

Step1: We show that T is a monotone operator, i.e. if x� y; then Tx� Ty:
8x; y 2 B; x� y; i.e. x� y;�x00 tð Þ� � y00 tð Þ t 2 ðti; tiþ1�; i ¼ 0; 1; . . .k, from

(84.5) and (84.6), we can get

I2 t; a1; a2 x; x00ð Þð Þ� I2 t; a1; a2 y; y00ð Þð Þ; I2 t; a3; a4 x; x00ð Þð Þ� I2 t; a3; a4 y; y00ð Þð Þ
ð84:13Þ

Note that G t; sð Þ� 0; H t; sð Þ� 0; function f is increasing in x, decreasing in x00;
we get
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I2 t; a3; a4 x; x00ð Þð Þ þ
Z

1

0

H t; sð Þf s; x sð Þ; x00 sð Þð Þds

� I2 t; a3; a4 y; y00ð Þð Þ þ
Z

1

0

H t; sð Þf s; y sð Þ; y00 sð Þð Þds

ð84:14Þ

Since uq uð Þ are increasing, then from (84.13) and (84.14), we get

Txð Þ tð Þ� Tyð Þ tð Þ ð84:15Þ

Moreover

d2

dt2
Txð Þ tð Þ ¼ /q I2 t; a3; a4 x; x00ð Þð Þ þ

Z

1

0

H t; sð Þf s; x; x00ð Þds

0

@

1

A

�/q I2 t; a3; a4 y; y00ð Þð Þ þ
R

1

0
H t; sð Þf s; y; y00ð Þds

� �

¼ d2

dt2
Tyð Þ tð Þ

ð84:16Þ

Then from (84.15) and (84.16), we can know

Tx� Ty ð84:17Þ

Step 2: We show that Ta� a; b� Tb

ðTbÞðtÞ¼I2ðt;a1;a2ðb;b00ÞÞþ
Z

1

0

Gðt;sÞ/q I2ðs;a3;a4Þþ
Z

1

0

Hðs;sÞf ðs;b;b00Þds

0

@

1

Ads

�I2ðt;Db;Db0Þþ
Z

1

0

Gðt;sÞ/q I2ðs;D/pðb00Þ;Dð/pðb00ÞÞ0Þþ
Z

1

0

Hðs;sÞ /pðb00Þ
� �00

ds

0

@

1

Ads

¼bðtÞ:
ð84:18Þ

d2

dt2
Tbð Þ tð Þ ¼ /q I2 t; a3; a4ð Þ þ

Z

1

0

H t; sð Þf s; b; b00ð Þds

0

@

1

A

�/q I2 t; D/p b00ð Þ;D /p b00ð Þ
� �0

� �

þ
Z

1

0

G t; sð Þ /p b00 sð Þð Þ
� �00

ds

0

@

1

A

¼ d2

dt2
b tð Þ

ð84:19Þ
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Thence b� Tb: In the similar way, we can obtain that Ta� a
Step 3: We will obtain existence of solution for p-Laplacian BVPs (84.1) by

the monotone iterative method.
Denote the sequences bnf g and anf g by bnþ1 ¼ Tbn;anþ1 ¼ Tan; ðn ¼

0; 1; 2. . .Þ; then from step 1 and step 2 we can know that

a0� Ta0 ¼ a1� b1 ¼ Tb0� b0 ð84:20Þ

By an induction argument, we have an� anþ1� bnþ1� bn; ðn� 1Þ; therefore,
there exist two functions a tð Þ; b tð Þ in B such that bn ! b n!1ð Þ; an !
a n!1ð Þ; and a� b: In order to explain this, it needs to note that b jð Þ

n t�i
� �

exists

j ¼ 0; 1; 2; n� 1; for anf g; a00n
� 	

it is also true. therefore anf g; a00n
� 	

; bnf g; b00n
� 	

converge uniformly on the intervals ti; tiþ1½ �; i ¼ 0; 1; 2. . .k So the above conclu-
sions are true.

Since a and b are the fixed point to T, then they are the solutions of BVPs
(84.1).
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Chapter 85
Some Discussions on the Uniform
Continuity Function

Bin Ran

Abstract Uniform continuity of the function is an important theoretical
mathematical analysis course. In this study we begin with concept for the conti-
nuity of the function, discuss uniform continuity of the function, give proposition
for uniform continuity of the criterion function, and take examples of its appli-
cation, so that we can have a more comprehensive understanding of meaning and
understanding for consistent with the continuity of the function.

Keywords Function � Uniformly continuous � Non-uniformly continuous

85.1 Introduction

Uniform continuity of the function is very common, important and abstract
mathematical concept in application of mathematical analysis. It reflects overall
nature of the function in an interval [1]. It is the basis of calculus and plays a key
role in follow-up courses of the study.

We know that function is the mathematical study of the course, continuity is a
function of a form of state. The function f ðxÞ in an interval is continuous, defined
as the function f ðxÞ continuous at every point within the range, which reflects the
local nature of the function f ðxÞ in the vicinal interval, but uniformly continuously
reflects the overall nature of the function f ðxÞ in the interval. Therefore, the
understanding and application of uniform continuity for function f ðxÞ and the
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mastery of the criterion for uniform continuity of function f ðxÞ will help to study
the trend and nature for the function.

85.2 Some Definitions on Consistency

Uniform continuity is a very important concept, often used in calculus and
other subjects, and for the function sequence, uniform convergence and uniform
continuity has a close relationship [2]. In the research for convergence of function
sequence, the convergence between the function sequence and functions, the
relationship between uniform continuity and uniform convergence of are often
used. We will discuss the function of the uniform continuity as follows:

We know that the following definition:

Definition 1 Suppose that the function f ðxÞ is defined in the interval I, if, 9d[0,
8x1; x2 2 I : x1� x2j j\d, then | f ðx1Þ- f ðx2Þ| \ e, so say function uniform
continuous in the interval I.

Obviously, iffunction f ðxÞ in the interval I meet Lipschitz condition: jf ðx1Þ � f ðx2Þj
�Ljx1 � x2j; then function must be uniformly continuous in the interval I.

The definition of uniform continuity of functions makes us consider the issue
from the perspective of the issue into the overall localization issue such as:
bounded continuous function on the closed interval must be uniformly continuous.
In the research of the overall nature of function, the uniform continuity seems to be
particularly useful. For example: Riemann integral exists, there is such a propo-
sition as follows [3, 4]:

Proposition, if the function f ðxÞ in the interval [a, b] is bounded on, and at most
a finite number of discontinuity points, then the function f ðxÞ in the interval [a, b]
can be integrated. In particular, the function f ðxÞ in the interval [a, b] is contin-
uous, then the function f ðxÞ in the interval [a, b] can be integrated. In the proof of
this proposition, the uniform continuity of the function plays a very important
role. In the real variable functions, the famous Luzin theorem, mention continuous
functions and the relationship between measurable functions, show that a continuous
function approaching. Measurable function, using the more familiar continuous
function, so that grasp the more abstract measurable function, and in some cases, we
may appropriately change measurable functions into continuous functions [5]. Thus,
many equivalent propositions and theorems for continuity and uniform continuity
provide the basis for practical problems in study. The uniform continuity for the
function sequence {fnðxÞ} is more complex than uniform continuity of function f ðxÞ
because it involves not only a function, but relate to a sequence function of {fnðxÞ},
which is defined as follows:

Definition 2 Suppose that the function {fnðxÞ} is defined in the interval E, if for
any given e [ 0, always exist d[ 0, makes that when X1, X2[E, and |X1-X2|\d,
for any n[N, exist ffnðx1Þg � ffnðx2Þgj\e; then called function sequence ffnðxÞg
is uniformly continuous in interval E.
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Definition 3 Function f ðxÞis continuous in the interval I means that function
f ðxÞis continuous in each point of the interval I, if I include the left point, then the
left point right continuous; if I include the right end point, then the left point left
continuous [6, 7].

Definition 4 Function f ðxÞ is continuous at X0, means that if,9d[ 0; 8x1:
X� X0j j\d; then jf ðxÞ � f ðx0Þj\e:

To grasp uniform continuity of the function concept, should pay attention to the
following three aspects:

Note the difference and contact between continuity and uniform continuity for
function in the interval.

Compare the definition of continuity with uniform continuity for function in
the interval: the former d is not only related to e, but also related to the point
x0, that is, for different x0, d is different in general. It suggests that as long
as the function is continuous at every point in the interval I, the function
continuous in the interval; the latter d only related to e, has nothing to do with
the x0, that is for different x0, d is the same. This indicates that the continuity
of function in the interval, not only requires the function are continuous at each
point in this interval, but also requires a continuous function on the interval is
‘‘consistent’’.

The essence of uniform continuous for function is that when the full value of
the difference between any two points close to each other in the interval, in
absolute terms, can be arbitrarily small, that is if 8x1; x2 2 I : x1 � x2j jhd, then
|f ðx1Þ-f ðx2Þ| \ e.

Pay attention to the negative narrative for uniformly continuous of function.
The negative of uniform continuity is just non-uniform continuity that is set the

function f ðxÞ is defined in the interval I, 9e [ 0; 8d[ 0; 9x1; x2 2 I: x1j
�x2jhd; jf ðx1Þ � f ðx2Þj � e0;then called function f ðxÞis non-uniformly continuous
in the interval.

In general, the continuity of the function reflects the local nature of the function,
and the uniform continuity of function reflects the overall nature of function in the
interval. They are not only different but also related to each other[8].

85.3 Criterion for Uniform Continuity

Theorem 1 (G • Cantor theorem) If the function f ðxÞ in the interval [a, b] is
continuous, the function f ðxÞ in the interval [a, b] is also uniformly continuous.

Proof (by contradiction) Assume that function in [a, b) is non-uniformly con-
tinuous, take d = 1/n, (n = 1,2,……), then there in [a, b) exist two point

x1(n)?x2(n)(n = 1,2,……), there | x1(n)-x2(n)| \ 1/n, but jf ðxðnÞ1 Þ � f ðxðnÞ2 Þj � e0
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According to Weil Stella theorem, in a borded series {x1(n)} there is a
convergence subsequence:

x1(n) ? x0(k ? ?), where x0 [ [a,b].
Also because |x1(n)-x2(n)| \ 1/nk, i.e. x1(n)-x2(n) ? 0(k ? ?)

For x1(n) ? x0(k ? ?), then x2(n) ? x0(k ? ?) and jf ðxðnÞ1 Þ �
f ðxðnÞ2 Þj � e 0 are established for all k. According to the relationship between

function and sequence limit, there limk!x�0
f ðxðnÞ1 Þ ¼ f ðx0Þ; limk!x�0

f ðxðnÞ2 Þ ¼ f ðx0Þ;
then lim

k!x0
f ðxðnÞ1 Þ � lim�k!x0

f ðxðnÞ2 Þ¼ 0 andjf x1 nð Þð Þ � f x2 nð Þð Þj � e0 proof over.

Theorem 2 If the function f ðxÞ satisfy the Lipschitz condition in the interval I,
that is, 8x; y 2 I, f ðxÞ � f ðyÞj j\ k x� yj j, where k is a constant, then the function
f ðxÞ in the interval I is uniform continuous.

Proof As the function f ðxÞ satisfy the Lipschitz condition in the interval I, that is,
8x; y 2 I; f ðxÞ � f ðyÞj j[ k x� yj j, then 8e [ 0, since f ðxÞ � f ðyÞj j\k x� yj j\e;
then x� yj j\e=k;Take d = e/k [ 0, and d is not related to x, y, then
8e [ 0; 9d ¼ e

k [ 0; 8x; y 2 I; x1 � x2j j\d:�� >There f ðx1Þ � f ðx2Þj j \ e, so

function f ðxÞ is uniform continuous in the interval.

Theorem 3 If the function f ðxÞ in the interval I(finite or infinite) exist a bounded
derivative function, i.e 9M[0, 8x C I, f 0ðxÞj j B M, then function f ðxÞ is uniform
continuous.

Proof Since function f ðxÞ in the interval I exist derivate, so function f ðxÞ is
continuous in the interval I. Also because 8x1; 8x2 2 I; function f ðxÞ in the interval
meet the conditions of Lagrange’s theorem. That is, there is a point n in [x1,x2]
makes f ðx1Þ � f ðx2Þj j ¼ f 0ðxÞj j �M x1 � x2j j; according to Theorem 3, function
f ðxÞ in the interval I is uniform continuous.

Theorem 4 The function f ðxÞ in the open interval (a,b) is uniform continuous,
The function f ðxÞ in the open interval (a,b) is continuous and f ðaþ 0Þ, f ðb� 0Þ
both exist and limited.

Proof Sufficiency suppose that f ðaþ 0Þ, f ðb� 0Þ both exist and limited, proceed
f ðxÞ for continuous development.

Define: when x = a, f ðxÞ ¼ f ðaþ 0Þ; when x [ (a,b), F(x) = f ðxÞ; when x = b,
f ðxÞ ¼ f ðb� 0Þ, easy to know F(x) in [a, b] is continuous, then uniform contin-
uous in [a, b]. So function f ðxÞ is uniform continuous in [a, b].

Necessity: If f ðxÞ in (a, b) is uniform continuous, i.e. 8e [ 0; 9d [ 0ðd\ b� aÞ;
when x1; x2 [ (a, b), and x1 � x2j j\ d, there f ðx1Þ � f ðx2Þj j\ e, take x1; x2 in
(a, a ? d) or (b–d,b), then according to Cauchy convergence criteria, f ðaþ 0Þ,
f ðb� 0Þ both exist and limited.

Theorem 5 If function f ðxÞ is continuous in [a, +?), and limx!1 f ðxÞ exist and
limited, then f ðxÞ is uniformly continuous in [a, +?).
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Proof Suppose that limx!1f ðxÞ ¼ A , i.e. 8e [ 0;9n [ 0,8x1; x2 2 ðN;þ1Þ,
there f ðx1Þ � f ðx2Þj j\e, so f ðxÞ is continuous in [a, +?) and also because f ðxÞ is
continuous in [a, N], then f ðxÞ is continuous in [a, N], so f ðxÞ is uniformly
continuous.

Theorem 6 If f ðxÞ is continuous in [a, +?) and limx!þ1ðbx� f ðxÞÞ ¼ 0, there
b is non-zero constant, then f ðxÞ is uniformly continuous.

Proof Suppose F(x) = f ðxÞ-(ax ? b). According above supposition, f ðxÞ is
continuous in [a,+?), and ax ? b is linear function, continuous in [a,+?),
thereby the difference between the continuous function is a continuous function,
and thus the function F (x) in [a, ? ?) is continuous, according to above
meaning of subject, limx!þ1f ðxÞ ¼ 0; so by Theorem 5, F(x) is uniformly
continuous in [a, ? ?) .

Theorem 7 If the monotone bounded function in a limited or infinite interval I is
continuous, then the function in the interval I is uniformly continuous.

Proof Suppose that I = (a, b). Since f ðxÞ is monotone and bounded, then f ðxÞ is
also bounded in the interval (a, b), so limit limx!aþ f ðxÞ and limx!b� f ðxÞ both exist.

According to Theorem 7, function f ðxÞ is uniformly continuous.

85.4 Application Examples

Example 1 Determine uniform continuity for the function f ðxÞ ¼
ffiffiffi

x
p

ln x2 þ x

Proof Take function X for comparison function, there limx!þ1
ffiffi

x
p

Inx2þx
x ¼ 1;

Function g(x) = x is uniformly continuous in the interval (0, ? ?). According to
Theorem 6, function f ðxÞ ¼

ffiffiffi

x
p

Inx2 þ x is uniformly continuous in (0, ? ?).

Example 2 Functionf ðxÞ = x3, x [ (0,1) is uniformly continuous or not.

Proof Obviously, f ðxÞ = x3 is continuous in the interval (0,1), and
limx!0þx3 ¼ 0; limx!0�x3 ¼ 1;Ie,limx!0þx3 ¼ 0 and limx!0�x3 ¼ 1 both exist, so
function f ðxÞ ¼

ffiffiffi

x
p

lnx2 þ x is uniformly continuous in the interval (0,1).

Example 3 f ðxÞ ¼ 1= 1þ x2ð Þ; x 2 ð0; þ1Þ uniformly continuous or not

Proof Obviously, f ðxÞ=1/(1 ? x2) is continuous in the interval (0,1), and
limx!0þ f(x) ¼ limx!0þ ½1=ð1þ x2Þ� ¼ 1; limx!0� f(x) ¼ limx!0� ½1=ð1þ x2Þ� ¼ 0;
so f ðxÞ ¼ 1= 1þ x2ð Þ; x 2 ð0; þ1Þ is uniformly continuous.

Example 4 Determine uniform continuity for the function f ðxÞ = f ðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x4 þ x2 þ sin x
p

in [0, ? ?)
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Proof Construct g(x) = x2, then limx!þ1
f ðxÞ
gðxÞ ¼ limx!þ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x4þx2þsin x
p

x4 ¼ 1; there

g(x) = x2 is non-uniformly continuous in the interval.
According to Theorem 1, f ðxÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x4 þ x2 þ sin x
p

in [0, ? ?) is uniformly
continuous.

Example 5 Determine uniform continuity for the function f ðxÞ ¼ xþ 2ð Þ
e

1
x; x 2 f ðxÞ[1 ? ?).

Proof According to Theorem 1, suppose gðxÞ ¼ xþ 3; g0ðxÞ is limited in the

interval [1, ? ?), so gðxÞ ¼ xþ 3 is uniformly continuous. But f ðxÞ ¼ xþ 2ð Þe1
x

is continuous in the interval [1, ? ?), and limx!þ1 gðxÞ � f ðxÞ½ � ¼

limx!þ1 ðxþ 3Þ � xþ 2ð Þe1
x

h i

¼ 0; Then, f ðxÞ is uniformly continuous in the

interval [1, ? ?).

85.5 Conclusion

Uniform continuity of functions in the mathematical analysis is an important
concept, it is not only the basic theory for continuous function Riemann in the
closed interval, but also are closely related to concept about the subsequent
integral with parameters, series of functions and so on. So to determine the uniform
continuity of the function is an important part of mathematical analysis. This paper
summarizes the definition of uniform continuity of functions, give general
theorems for uniform continuity of function in the different kinds of interval and
take examples of its application.
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Chapter 86
A Popularized Inequality About
Hausdorff Measure

Shanhui Sun, Jing Liu and Shaoyuan Xu

Abstract In this article, using the Helly theorem and other skills, we get a
new inequality about Hausdorff measure. The result popularizes the relevant result
of article (Falconer (1990) Fractal geometry—mathematical foundation and
application. Wiley, New York).

Keywords Hausdorff measure � Hausdorff dimension � Helly theorem

86.1 Introduction

The Hausdorff dimension and Hausdorff measure are the most basic concepts in the
study of fractals. To calculate or estimate their values for fractals is one of the most
important problems. But in most cases, to calculate them, especially to calculate the
Hausdorff measure, is very difficult. Till date, the computation of Hausdorff mea-
sure, even for this simplest class of fractals, is still difficult (see [1–3]). Especially
for fractals with Hausdorff dimensions larger than 1, how to compute Hausdorff
measure remains an open problem. Nevertheless, efforts have been made to estimate
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the lower and upper bounds of their Hausdorff measure. Because of the above
reasons, many authors devote themselves to study inequality about Hausdorff
measure and gain fruitful achievements.

Falconer [4, 1] concluded some useful inequalities about Hausdorff measure.
Zhou [5] gained an inequality named partial estimation principle. Luo, Zhou [6]
gained an isodiametric inequality about Hausdorff measure. In this article, we
study a popularized inequality about Hausdorff measure [7, 8]. First, the Hausdorff
measure and dimension of the set E � R3 are defined either by arbitrary cover or
other types of cover of E: Then, using the famous Helly theorem and other skills,
we gain the main Theorem about Hausdorff measure as follows:

Theorem 0.1 Let E be a subset of R3, then the following inequality

HsðEÞ�BsðEÞ�
ffiffiffi

6
p .

2
� �s

HsðEÞ ð86:1Þ

had been obtained, where s ¼ dimHS, BsðEÞ is defined in (86.8).
Finally, we prove that the constant

ffiffiffi

6
p
�

2 is the minimum and the best one in
the inequality (86.1) about Hausdorff measure.

86.2 Hausdorff Measure and Hausdorff Dimension

Let U is a nonempty subset of Rn [9]. We define the diameter of U as

Uj j ¼ sup x� yj j : x; y 2 Uf g: ð86:2Þ

If E � [iUi and 0\ Uij j � d for each i; we say that fUig is a d� cover of E.
Let E be a subset of Rn and let s be a non-negative number. For d[ 0 define

Hs
dðEÞ ¼ inf

X

1

i¼1

Uij js : fUig is a cover of E

( )

: d ð86:3Þ

It is clear that Hs
dðEÞ is increasing as d decreases. Let d! 0; mark [10]

HsðEÞ ¼ lim
d!0

Hs
dðEÞ: ð86:4Þ

The limit may be 0 and 1. We call HsðEÞ is the s dimensional Hausdorff
measure.

For any subset E of Rn and d\1; it is clear that Hs
d is non-increasing as s

increase. So Hs is non-increasing as s increases [11]. In fact, we can get a better
conclusion:

X

Uij jt� dt�s
X

Uij js: ð86:5Þ

By the definition of Hausdorff measure, we get Hs
d� dt�sHs

dðEÞ. Thus, there is a
unique value, dim E; called the Hausdorrf dimension such that
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Hs ¼ 1; 0� s\dim E;
HsðEÞ ¼ 0; dim E\s\1:

�

ð86:6Þ

Mark

dimHE ¼ inf s : HsðEÞ ¼ 0f g ¼ sup s : HsðEÞ ¼ 1f g: ð86:7Þ

If s\dimHE; then HsðEÞ\1: If s [ dimHE; then HsðEÞ ¼ 0:Mark s ¼ dimHE;
then HsðEÞ may be 0,1; or 0\HsðEÞ\1.

Hausdorrf dimension has the following properties:
If E � Rn is open set, then dimHE ¼ n:
If E � F; then dimHE ¼ dimHF:
If F1;F2;F3; . . . is a list of sets, then dimH [1i¼1 Fi ¼ sup1� i�1 dimHFif g:
If E is countable, then dimHE ¼ 0:
We can define the Hausdorff measure and dimension of the set E � R3 either by

arbitrary cover or other types of cover of E: For example, we can define

Bs
dðEÞ ¼ inf

X

1

i¼1

Bij js: fBig is a ball of E

( )

: d ð86:8Þ

Then, we get a measure BsðEÞ ¼ limd!0 Bs
dðEÞ and a dimension.

86.3 Lemma and Notation

A subset C of Rn is called convex, if x 2 C; y 2 C and 0\k\1; ð1� kÞ
xþ ky 2 C:

Let C be a non-empty convex set of Rn; if C contains all the semi-straight lines
which stars from points in C and has the direction D; we call C is forth and back in
direction D: In other words, C is forth and back in direction yðy 6¼ 0Þ if and only if
for every k� 0 and x 2 C; xþ ky 2 C:

Lemma 2.1 (Helly Theorem) [1] Let Ci : i 2 If g is a family nonempty closed
convex set of Rn; where I is a arbitrary indexed set. Assume Ci have no common
forth and back direction. If the subfamily constituded with nþ 1 (no less than
nþ 1) selements of Ci : i 2 If g has the nonempty intersection, then \i2ICi is
nonempty.

Remark 2.1 If one or more of Ci are bounded, the hypothesis of Helly theorem is
satisfied.

In order to prove the follow Lemmas, we denote that
Symbol OðO; 2rÞ expresses a closed circle with center O and radius r:
Symbol XðO; 2rÞ express a closed ball with center O and radius r:

Lemma 2.2 [3] Assume AB is the longest side of triangle ABC; the length of AB is

d: Then triangle ABC can be covered by a circle, the radius of which is
ffiffiffi

3
p
�

3d.
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Lemma 2.3 Assume AB is the longest side of tetrahedron ABCD, the length of AB
is d: Then tetrahedron ABCD can be covered by a ball, the radius of which is
ffiffiffi

6
p
�

4d.

Proof Since AB is the longest side of tetrahedron ABCD; let C0; D0 and C; D be at
the same side of AB; forming the regular tetrahedron ABC0D0 by using base triangle
ABC0: Let X be the circumscried ball of regular tetrahedron ABC0D0: Note that
\AOB� p� arccos 1=3: Hence, when \AOB [ p� arccos 1=3; point C and D
are in the interior of ball Fig. 86.1 X.

When \AOB ¼ p� arccos 1=3; point C and Dare on the spherical surface of
ball X:

It is easy to see that, the radius of ball X satisfies:

r2 þ r2 � 2 � r2 cos\AOB ¼ d2: ð86:9Þ

So tetrahedron ABCD can be covered by a ball, the radius of which is
ffiffiffi

6
p
�

4d:

Proposition 2.4 Assume U is a subset of R3; the diameter of U is d: Then U can

be cobered by a ball, the diameter of which is
ffiffiffi

6
p
�

2d.

Proof It is easy to see that, U can be covered by a ball X O;
ffiffiffi

6
p
�

2d
� �

; if and only

if for every P 2 U; there exists a common point O 2 \P2UX O;
ffiffiffi

6
p
�

2d
� �

:

For 8P1;P2;P3;P4 2 U; since Uj j ¼ d; P1P2j j � d; P2P3j j � d; P3P4j j � d,
P41P1j j � d. By the Lemma 5.3, there exists a ball XðO; 2rÞ such that
8P1;P2;P3;P4 2 X O;

ffiffiffi

6
p
�

2d
� �

, i.e., there exists a point O such that

P1Oj j �
ffiffiffi

6
p

4
d P2Oj j �

ffiffiffi

6
p

4
d P3Oj j �

ffiffiffi

6
p

4
d P4Oj j �

ffiffiffi

6
p

4
d ð86:10Þ

So, O 2 X P1;
ffiffiffi

6
p
�

2d
� �

\ � � � \ X P4;
ffiffiffi

6
p
�

2d
� �

:

Fig. 86.1 Tetrahedron graph
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For 8P1;P2;P3 2 U; since Uj j ¼ d; P1P2j j � d; P2P3j j � d; P3P1j j � d; and
2=3

ffiffiffi

3
p

d�
ffiffiffi

6
p
�

2d: By the Lemma 5.2, there exists a circle O O; 2=3
ffiffiffi

3
p

d
� �

�
X O;

ffiffiffi

6
p
�

2d
� �

such that

P1;P2;P3 2 O O;
2
3

ffiffiffiffi

3
p

d

	 


� X O;

ffiffiffi

6
p

2
d

	 


ð86:11Þ

i.e., there is exists a point O such that

P1Oj j �
ffiffiffi

3
p

3
d�

ffiffiffi

6
p

4
d P2Oj j �

ffiffiffi

3
p

3
d�

ffiffiffi

6
p

4
d P3Oj j �

ffiffiffi

3
p

3
d�

ffiffiffi

6
p

4
d ð86:12Þ

So, O 2 X P1;
ffiffiffi

6
p
�

2d
� �

\ � � � \ X P3;
ffiffiffi

6
p
�

2d
� �

:

For 8P1;P2 2 U; since d\2=3
ffiffiffi

3
p

d�
ffiffiffi

6
p
�

2d; so X P1;
ffiffiffi

6
p
�

2d
� �

\ X

P2;
ffiffiffi

6
p
�

2d
� �

6¼ /:

By Helly theorem, there exists a common point O 2 \P2UX P;
ffiffiffi

6
p
�

2d
� �

: So, U

can be cobered by a ball, the diameter of which is
ffiffiffi

6
p
�

2d.

Remark 2.2 When U is a regular tetrahedron with the side d; the diameter of the
regular tetrhedron’s circumscribed ball will be

ffiffiffi

6
p
�

2d: So the constant
ffiffiffi

6
p
�

2d is
the best.

86.4 Proof of the Theorem

Proof Since d�ball cover of E is also the cover in the definition of Hs
dðEÞ [12], so

Hs
dðEÞ�Bs

dðEÞ: ð86:13Þ

Let d! 0; we have

HsðEÞ�BsðEÞ: ð86:14Þ

If fUig is a d�cover of E; by the Proposition 5.4, there exists a ball cover fBig
of E such that

Bij j �
ffiffiffi

6
p

2
Uij j �

ffiffiffi

6
p

2
d ð86:15Þ

where Bi is a ball which contains Ui to every i: So,

X

Bij js�
X

ffiffiffi

6
p

2
Uij j

	 
s

¼
ffiffiffi

6
p

2

	 
s
X

Uij js: ð86:16Þ

By the definition of Hs
dðEÞ and Bs

dðEÞ; we have
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Bs
ffiffi

6
p

2 d
ðEÞ�

ffiffiffi

6
p

2

	 
s

Hs
dðEÞ: ð86:17Þ

Let d! 0; we have

BsðEÞ�
ffiffiffi

6
p

2

	 
s

HsðEÞ: ð86:18Þ

Remark 3.1 From the above Psroposition, we can see that the dimensions defined
by the two measures in (86.3) and (86.8) are the same.

Remark 3.2 Proposition 5.5 popularizes the relevant result of pages 32 and 33 in
article [4].

Remark 3.3 From Remark 2, we can see that the constant
ffiffiffi

6
p
�

2d is the best.
This article is Sponsored by the natural science research foundation of Suzhou

University (No: 2009yzk26).
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Chapter 87
Multivariate Statistical Evaluation
of Heavy Metals in Pond Sediments
from a Rural Area in Sixian County,
Northern Anhui Province, China

Linhua Sun and Dongsheng Xu

Abstract Heavy metal concentrations from pond sediments in a rural area in
Sixian County, Northern Anhui Province, China had been determined by using
X-ray fluorescence, and the calculation of enrich factor and index of geo-accu-
mulation, as well as multivariate statistical analysis (including principle compo-
nent analysis and cluster analysis) had been brought out to light. The results
indicate that V, Cr, Cu and Zn of pond sediments are unpolluted, whereas copper is
light pollution when normalize to soil environmental background value of China.
Two sources of heavy metals have been obtained by using multivariate statistical
analysis, including lithogenic (V and Cr) and anthropogenic (Cu), whereas Zn and
Pb are mainly contributed from anthropogenic activities, with little contribution
from the background. The distribution of Cu, Zn and Pb concentrations are similar
to the distribution of towns and roads, also indicate an anthropogenic origin.

Keywords Heavy metals � Pond sediments � Correlation matrix � Principle
component analysis � Cluster analysis

87.1 Introduction

Heavy metals have long been recognized for their hazards in human health,
including their occurrence in water, air, dusts, soils and sediments, although they
have only trace levels. With the evolution of technology (especially the method
related to trace element analysis), as well as economics of the society, more and
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more researches have been applied to heavy metals in cities or city-related envi-
ronments recently. For instance, many studies have been taken place in city
dusts [1], soils [2] and river sediments near the city [3]. However, the similar
consideration paid toward rural area is still far less, with only few documents had
been reported [4].

Pond water in rural area is important because it is always considered not only
for farmland irrigation and laundry, but also drinking in some areas, especially in
many rural areas in North China. It is thus pollution of pond water is not only
dangerous for agriculture, but also potential risk for the health of residents.

Because sediments are good indicators for water safety [5], in this paper, we
report the concentrations of heavy metals (V, Cr, Cu, Zn and Pb) in pond sedi-
ments in a typical rural area in Sixian County, Northern Anhui Province, China.
We tend to (1) determine the degrees of heavy metal pollution and (2) discriminate
the source of them by using multivariate statistical analysis (e.g. correlation,
principle analysis and luster analysis).

87.2 Research Background and Methods

The study area is located in the north part of Sixian County in Northern Anhui
Province, China, with its longitudes range from 117�4500000 to 117�5200000, and
latitudes range from 33�3700000 to 33�4300000. There are four major towns in the
area, including Huangwei, Yangzhuang, Xinji and Dazhuang, and a large village
(Gonggou) located in the north (Fig. 87.1). The study area is surrounded by roads
between four major towns with heavy traffic. There was a lot of industry in
Huangwei, including iron, copper and chemical works, etc. but now some of them
had been banned. It is also known that Huangwei is a high incidence area of cancer
with two to three persons died per year.

Fig. 87.1 Sample location of
study area (long dash line
showing the inner area,
whereas the short dash line
showing the area affected by
town or village)
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Only the surface sediments (0–5 cm) had been collected by using a homemade
sediment sampler. A total of twenty-five pond sediment samples had been collected
in the study area (Fig. 87.1). Sample collection was performed in December, 2010.
Samples were firstly air-dried in natural condition, and the debris of animals and
plants had been removed by hands. Then the samples were powdered to 200 meshes
after parching for 24 h with 80�C in dryer.

Samples were condensed to be tablets by using a 30t condenser, and then
analyzed by X-ray fluorescence (Explorer 9000SDD) in the Engineering Research
Center of Coal Exploration, Anhui Province. National standard sediment sample
(GBW07307) is analyzed simultaneously for calibration, and the relative standard
derivation is less than 10%. Statistical analysis is performed by SPSS (version 11).

87.3 Results

87.3.1 Descriptive Statistics

Concentrations of heavy metals of pond sediments in the study area are listed in
Table 87.1. As can be seen in the table, the mean values of the heavy metal
contents arranged in the following decreasing order: V [ Zn [ Cr [ Cu [ Pb.
Therefore, micronutrients such as V and Zn present higher levels in pond sedi-
ments, whereas Pb presents the lowest values. In comparision with the soil envi-
ronmental background values of China (Table 87.1) [6], Cu of the pond sediments
are only light pollution because they are little higher than the background values
with AEF values (Average Enrich Factor = AC/BC, where AC and BC are the
average concentration of sample and background, respectively)\2 [7], whereas V,
Cr, Zn and Pb are considered as unpolluted as their concentrations are lower than
or equivalent to the background values.

87.3.2 Correlation Between Variables

Table 87.2 is the correlation matrix of the six heavy metals. Because there are 25
samples in this study in total, the critical value of correlation coefficient can be

Table 87.1 Heavy metal concentrations (mg/kg) of pond sediments in the study area

N Min Max Mean Std. dev BC AEF Igeo-1 Igeo-2

V 25 62 101 80.0 9.0 82.4 0.97 -0.63 -0.22
Cr 25 40 67 55.6 7.7 61.0 0.91 -0.72 -0.11
Cu 25 24 74 39.5 9.6 22.6 1.75 0.22 0.13
Zn 25 44 107 69.0 15.9 74.2 0.93 -0.69 0.06
Pb 25 20 34 25.6 4.9 26.0 0.98 -0.61 -0.23

Note BC means soil environmental background values of China [6], Igeo-1 means normalized to
BC, whereas Igeo-2 means normalized to minimum in the Table
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calculated as 0.40. It can be seen from the table that some of the heavy metals such
as V, Cr, Zn and Pb are closely correlated, especially the relationship between V
and Cr (r = 0.71), Zn and Pb (r = 0.76).

87.3.3 Principle Component Analysis

In order to obtain detailed statistical information, more robust statistical methods
are applied to the data set to shed some light on the origin of the elements in this
study. Varimax rotation is applied to minimize the number of variables and
facilitate the interpretation of results.

The results of PCA for heavy metal concentrations are presented in Table 87.3.
According to these results, the eigenvalues of the two extracted components are[1
both before and after the matrix rotation. As a consequence, heavy metals can be
grouped into a two-component model that accounts for 78.5% of all the data
variation. PC1 is responsible for 39.7% of the total variance and is represented by
Cu, Zn and Pb, whereas PC2 explains 38.8% of the total variance and is mainly
participated by V and Cr (Table 87.3, Fig. 87.2a).

Figure 87.2b shows the score plot of the two PCs, it can be concluded that the
pond sediment samples can be subdivided into two groups: Group 1 is charac-
terized by high PC2 scores, whereas Group 2 is characterized by low PC2 scores.

Table 87.2 Correlation matrix of heavy metals of pond sediments in the study area

V Cr Cu Zn Pb

V 1
Cr 0.71** 1
Cu 0.20 -0.01 1
Zn 0.49* 0.21 0.47* 1
Pb 0.43* 0.49* 0.38 0.76** 1

Note ** and * mean correlation are significant at the 0.01 and 0.05 level, respectively

Table 87.3 Total variance explained and component matrixes for heavy metal contents

Component Extraction sums of squared loadings Rotation sums of squared loadings

Total % of variance Cumulative % Total % of variance Cumulative %

PC1 2.7 53.8 53.8 2.0 39.7 39.7
PC2 1.2 24.7 78.5 1.9 38.8 78.5
Component matrix Rotated component matrix

PC1 PC2 PC1 PC2
V 0.77 -0.43 V 0.26 0.85
Cr 0.66 -0.67 Cr 0.01 0.94
Cu 0.51 0.66 Cu 0.83 -0.12
Zn 0.82 0.36 Zn 0.84 0.31
Pb 0.85 0.16 Pb 0.72 0.47
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Moreover, samples (e.g. 5, 8, 9, 11, 15 and 24) show high PC1 scores in Fig. 87.2b
are characterized by high lead concentrations ([30 mg/kg).

87.3.4 Cluster Analysis

The results of the hierarchical cluster analysis of variables and cases are given as
dendrorgams in Figs. 87.3 and 87.4, respectively. As can be seen from Fig. 87.3,

Fig. 87.2 a Principle component analysis loadings for the two rotated components. b Principle
component scores for the pond sediments

Fig. 87.3 Dendrogram of the
hierarchical cluster analysis
of variables (RDCC-Rescaled
distance cluster combine)

Fig. 87.4 Dendrogram of the hierarchical cluster analysis of cases
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the variables are separated into two groups, V–Cr and Cu–Pb–Zn, the result is
similar to the principle component analysis (Fig. 87.2a). Additionally, cluster
analysis also shows that all of the samples can be subdivided into three groups
(Group 1, high V and Cr; Group 2, high Cu, Zn and Pb; Group 3, low concen-
tration of metals), similar but more significant than the result obtained from
principle component analysis.

87.4 Discussions

87.4.1 Source of Heavy Metals

Principle analysis indicates that the sources of heavy metals in this study can be
subdivided into two kinds, including lithogenic and anthropogenic. PC2 is consid-
ered to be a lithogenic component because the variability of the elements has similar
concentrations with their background values (Table 87.1). The parent rock factor
explains 38.8% of the total variance. This result suggests that the distribution of V
and Cr has a lithogenic control because they have high positive loadings in PC2 (0.85
and 0.94, respectively). Additionally, part of Zn and Pb also has a lithogenic con-
tribution because their loadings over PC2 are 0.31 and 0.47, respectively.

However, PC1 are considered to be an anthropogenic component because these
metals (including Cu, Zn and Pb), especially their maximum concentrations are
much higher than those of background values (Table 87.1). The anthropogenic
factor explains 39.7% of the total variance. It can be seen from Table 87.3 that Cu,
Zn and Pb have high positive loadings over PC1 (0.83, 0.84 and 0.72, respec-
tively), indicating that they have an anthropogenic control. It is worth noting that
Cu has high positive loading over PC1, but small negative loading over PC2,
which indicates that copper sediments are anthropogenic in origin without litho-
genic contribution, which is different from Zn and Pb, although they are mainly
controlled by anthropogenic sources, the contribution of lithogenic origin is also
observed in Table 87.3.

87.4.2 Environmental Risk Evaluation

The index of geo-accumulation (Igeo) enables the assessment of contamination by
comparing the current and pre-industrial concentrations originally used with bot-
tom sediments [8], and is computed using Igeo = log2C/(1.5*B) (where C is the
measured concentration of the element in the sediment and B is the geochemical
background value). The measurement of Igeo can be subdivided into five degrees
(\0, unpolluted; 0–1, light pollution; 1–3, moderate pollution; 3–5, heavy pollu-
tion;[5, serious pollution). The calculated Igeo results are listed in Table 87.1. As
seen from the Table, the average Igeo data normalized to soil environmental
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background values of China [6] indicating that V, Cr, Zn and Pb are unpolluted
(Igeo-1 \ 0) with only copper is light pollution (Igeo-1 = 0.22).

Although it is instructive to normalize metal concentrations of the sediments in
this study to the soil environmental background values of China [6] for purposes of
comparison with earlier studies. However, because different areas have different
background values, here we choose the lowest value of metals in the study area as
background values for calculation (Table 87.1). The results of average Igeo-2
indicate that the Cu and Zn are light pollution. However, the Igeo-2 of V, Cr, Cu,
Zn and Pb are 0.12, 0.16, 1.04, 0.70 and 0.18, respectively, indicating that copper
in some of the study area is moderate pollution, whereas other metals are light
pollution with different degrees.

In summary, the pond sediments in the study area can be considered as
unpolluted or only light polluted by heavy metals such as V, Cr, Zn and Pb, with
the exception of Cu. However, as shown by the Igeo data normalized to the
minimum concentration of metals in the study area, Pb, Zn and Cu pollution
should be noticed because these metals are always considered to be related to
motor vehicles or industries. Although the pollution of these metals is limited at
the moment, they will become more serious with migration of industries into the
rural areas, as well as increasing of motor vehicles in the areas.

87.5 Conclusions

Heavy metal concentrations of pond sediments in a rural area in Sixian County,
Northern Anhui Province, China had been determined, and a series conclusions
can be obtained as follows:

Calculation of enrich factor and Igeo based on soil environmental background
of China indicate that V, Cr, Cu and Zn of pond sediments are unpolluted, whereas
copper is light pollution;

Multivariate statistical analysis indicates that these metals have two sources:
lithogenic (V and Cr) and anthropogenic (Cu), whereas Zn and Pb are mainly
contributed from anthropogenic activities, to a lesser extent, the background;

Loading score of principle component analysis, as well as cluster analysis can
subdivide all samples into three groups: high V and Cr, high Cu, Zn and Pb and
low concentration of metals, the distribution of Cu, Zn and Pb concentrations are
similar to those of towns and roads.
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Chapter 88
Minimum Mean Square Error Estimator
for Shearlet Coefficients Reconstruction

Chengzhi Deng

Abstract In this paper, a minimum mean square error (MMSE) estimator for
shearlet coefficient reconstruction is proposed. The MMSE estimator, which is
subband-adaptive, is inspired by a recent wavelet domain method ProbShink.
Experimental results show the new estimator achieves better performance than
several published method such as BLS-GSM and ProbShrink that is a state-of-the-
art denoising technique.

Keywords Image denoising � Shearlet � MMSE estimator � Bayesian estimation

88.1 Introduction

During acquisition and transmission, images are often corrupted by additive noise
that can always be modeled as Gaussian. The main goal of image denoising is to
reduce the noise, while preserving the image features. Partial differential equations
(PDE) and computational harmonic analysis (CHA) are two widely used classes of
methods to achieve this goal.

Recently, Bayesian methods for nonlinear wavelet thresholding and nonlinear
wavelet shrinkage estimators are widely studied by researchers. The Bayesian
methods impose a prior distribution on wavelet coefficients and use a suitable
Bayesian rule to derive a nonlinear mapping function for processing the noisy
wavelet coefficients. The prior distribution which captures the distribution of
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wavelet coefficients is vital in Bayesian methods. Research results show that the
distribution of wavelet coefficients for natural images is heavy-tailed. The popular
prior for wavelet coefficient is a scale mixture of two Gaussian distribution [1], one
Gaussian distribution and a point mass at zero [2], or one Laplacian distribution
and a point mass at zero [3]. Various other probability modes were proposed in the
literature with better capability in modeling the distribution of wavelet coefficients,
e.g., the generalized Gaussian distribution [4], the Gaussian scale mixture model
[5], a-stable distribution [6], Bessel K form model [7], elliptically contoured
exponential mixture model [8], and mixture of Laplacian distribution [9].

However, the conventional wavelets cannot provide a ‘sparse’ representation
for line or curve singularities. That is why they ignore the geometric properties of
objects and do not exploit the regularity of edge curves. When wavelet is used to
image denoising, it will lead to oscillatory artifacts along the edges. Within recent
years, Demetrio and his collaborator developed a new geometric multiscale
transform, named shearlet transform [10, 11]. The shearlet transform breaks the
limitation of the wavelet transform and provides spares representation for the
objects with singularities. In this paper, we proposed minimum mean squared error
(MMSE) estimator for shearlet coefficients reconstruction. The core of the esti-
mator is estimation of the probability that a given coefficient contains a significant
noise-free component. In the end, the experiment is used to evaluate the perfor-
mance of the estimator.

88.2 Shearlet Transform

The shearlet transform is a multiresolution representation with basis functions
well-localized in space, frequency and orientation. It is generated by one single
function which is dilated by a parabolic scaling and a shear matrix and translated
in the time domain. The shearlet mother function is a composite wavelet that
satisfies appropriate admissibility conditions [11].

The composite wavelet, recently introduced in [10], exhibits the geometric and
multiscale properties by taking advantage of classical theory of affine systems.
In dimension n ¼ 2, the affine systems with composite dilations are defined as
follows.

WABðwÞ ¼ wf ;k;lðnÞ ¼ det Aj jj=2wðBlA jn� kÞ : j; l 2 Z; k 2 Z2
n o

ð88:1Þ

where W 2 L2ðR2Þ;A;B, are both 2� 2 invertible matrices, det Bj j ¼ 1. The ele-
ments of this system are called wavelet if WAB forms a Parseval frame for L2ðR2Þ.

The dilations matrices A j and Bl are associated with scale transformations and
area-preserving geometric transformations, respectively. The above framework
can be used to construct Parseval frames whose elements, in addition to ranging at
various scale and location, also range at various orientations.
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The shearlet is a special Parseval frame of composite wavelets in L2ðR2Þ. These
are collections of the form WABðwÞ where A ¼ A0 is the anisotropic dilation matrix
and B ¼ B0 is the shear matrix, which are given by

A0 ¼
4 0
0 2

� �

; B0 ¼
1 1
0 1

� �

As described in [11], the shearlets provide a non-uniform angular covering of
the frequency plane when restricted to the finite discrete setting for implementa-
tion. Thus, it is preferred to reformulate the shearlet transform with restrictions
supported in the regions given by D0 ¼ n1; n2ð Þ 2 R̂2 : n1j j � 1=8; n2=n1j j � 1

� �

and D0 ¼ n1; n2ð Þ 2 R̂2 : n2j j � 1=8; n1=n2j j � 1
� �

. For any n ¼ n1; n2ð Þ 2 R̂2;

n1 6¼ 0; define wð0Þ as

ŵð0ÞðnÞ ¼ ŵð0Þðn1; n2Þ ¼ ŵ1ðn1Þŵ2ðn2=n1Þ ð88:2Þ

where ŵ1; ŵ2 2 C1ðR̂Þ; supp ŵ1 � ½�1=2; 1=6� [ ½1=6; 1=2�; and supp

ŵ2 � ½�1; 1�. This implies that ŵð0Þ is C1 and compactly supported with supp

ŵð0Þ � �1=2; 1=2½ �2. In addition, assume
P

j� 1 ŵ1ð2�2jxÞ
�

�

�

�

�

�

2
¼ 1 for xj j � 1=8.

And for each j� 0, assume
P2 j

l¼2 j ŵ2ð2 jxÞ þ l
�

�

�

�

�

�

2
¼ 1 for xj j � 1. This implies

X

j� 0

X

2 j

l¼�2 j

ŵð0ÞðnA�j
0 B�l

0 Þ
�

�

�

�

�

�

2
þ
X

j� 0

X

2 j

l¼�2 j

ŵ1ð2�2jn1Þ
�

�

�

�

�

�

2
ŵ2ð2 jn2=n1 þ lÞ
�

�

�

�

�

�

2
¼ 1 ð88:3Þ

for ðn1; n2Þ 2 D0. That is, the function fŵð0ÞðnA�j
0 B�l

0 Þg forms a tilling of D0, and
the collection

wð0Þj;k;lðnÞ ¼ 23j=2wð0ÞðBl
0A j

0n� kÞ : j� 0;�2 j� l� 2 j; k 2 Z2
n o

is a Parseval frame for L2ðD0Þ_ ¼ ff 2 L2ðR2Þ : supp f̂ � D0g. Similarly we can
construct a Parseval frame for L2ðD0Þ_. Let

A0 ¼
2 0
0 4

� �

; B0 ¼
1 0
1 1

� �

and u1 be given by ŵð1ÞðnÞ ¼ ŵð1Þðn1; n2Þ ¼ ŵ1ðn2Þŵ2ðn1=n2Þ.
Then the collection wð0Þj;k;lðnÞ ¼ 23j=2wð1ÞðBl

1A j
1n� kÞ : j� 0;�2 j� l� 2 j � 1;

n

k 2 Z2g is a Parseval frame for L2ðD1Þ_. Let u 2 L2ðR2Þ satisfy

ûðnÞj j2þ
X

j� 0

X

2 j

l¼�2 j

ŵð0ÞðnA�j
0 B�l

0 Þ
�

�

�

�

�

�

2
þ
X

j� 0

X

2 j

l¼�2 j

ŵð1ÞðnA�j
1 B�l

1 Þ
�

�

�

�

�

�

2
¼ 1

for n 2 R̂2. Thus, we have the following:
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Theorem 1 Let ukðxÞ ¼ uðx� kÞ and wðdÞj;k;lðnÞ ¼ 23j=2wðdÞ Bl
dA j

dn� k
� �

, where

u;w are given as above. Then the collection of shearlet: fuk : k 2 Z2g [

wðdÞj;k;l : j� 0;�2 j� l� 2 j � 1; k 2 Z2; d ¼ 0; 1
n o

is a Parseval frame for L2ðR2Þ.

For each f 2 L2ðR2Þ, the shearlet transform is the mapping on L2ðR2Þ defined by

SH : f ! SHwf ðj; k; lÞ ¼ f ;wðdÞj;k;l

D E

; d ¼ 0; 1 ð88:4Þ

88.3 Proposed MMSE Estimator

Supposing we observe noisy coefficient g ¼ f þ n where n is independent, zero-
mean Gaussian noise. The aim of denoising is to estimate the noise-free coefficient
f as accurately as possible according to some criteria. After shearlet transform, the
problem can be formulated as y ¼ xþ n where y is the noisy shearlet coefficients,
x is the noise-free shearlet coefficient and n is noise.

For a special threshold s 2 R2, define the shrinkage function SsðxÞ to be x if
xj j � s and zero otherwise. Let H1 denote signal of interest, which is equivalent to
xj j � s. Otherwise, H0 denotes no signal of interest. The MMSE estimate of x is

given as follows.

x̂ ¼ EðxjyÞ ¼ Eðxjy;H1ÞPðH1jyÞ þ Eðxjy;H0ÞPðH0jyÞ ð88:5Þ

Since H0 refers to the absence of a signal of interest, we can set Eðxjy;H0Þ ¼ 0.
We further assume we can approximate Eðxjy;H1Þ by y. These assumptions lead to

x̂ ¼ PðH1jyÞy ð88:6Þ

Using Bayes rule, Eq. 88.6 can be rewritten as

x̂ ¼ PðH1jyÞy ¼ lgy=ð1þ lhÞ ð88:7Þ

where l ¼ PðH1Þ=PðH0Þ; g ¼ pðy=H1Þ=pðy=H0Þ, and the product lg is called the
generalized likelihood ratio.

For the assumed additive noise model where the noise coefficients and the
noise-free coefficients are ,respectively, realizations of two stochastic processes
that are statistically independent, the conditional probability pðy=H1Þ and pðy=H0Þ
can be resulted from the following convolutions.

pðy=H1Þ ¼
Z

1

�1

/ðy� x; rnÞpðxjH1Þdx;
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pðy=H0Þ ¼
Z

1

�1

/ðy� x; rnÞpðxjH0Þdx;

where /ðx; rnÞ denotes the zero-mean Gaussian density with the standard devia-
tion rn. In this paper, we assume that the prior probability of true image shearlet
coefficients is a generalized Laplacian distribution.

PðH1Þ and PðH0Þ are probabilities of the important signal and unimportant
signal. Given the threshold s, they can be estimated by PðH1Þ ¼ 1�

R s
�s f ðxÞdx

and PðH0Þ ¼
R s
�s f ðxÞdx. The factor l can be derived as

l ¼ PðH1Þ=PðH0Þ ¼ 1�
Z

s

�s

f ðxÞdx

0

@

1

A

,

Z

s

�s

f ðxÞdx ð88:8Þ

¼ C
1
m

� �

�
Z

ðksÞm

0

t
1
v�1e�tdt

0

B

@

1

C

A

,

Z

ðksÞm

0

t
1
v�1e�tdt

In this paper, the choice of the threshold s is important. The threshold deter-
mines the actual signal of interest. The signal of interest should be chosen to
minimize mean square error of the denoised image. Traditionally, the threshold is
chosen according to the deviation rn of the noise, i.e., s ¼ rn. Unfortunately, the
shearlet transform is not normal preserving and, therefore, the variance of the
noisy shearlet coefficients will depend on the shearlet index k. In this paper, we set
s ¼ crn, in which c is determined according to shearlet index k. Letting S denote
the discrete shearlet transform matrix, when the AWGN n	N 0; r2

n

� �

, we have

SðnÞ	N 0; SSTr2
n

� �

. We calculate an approximate value r2
k of the individual

variance using Monte Carlo simulations where the diagonal elements of SST are
simply estimated by evaluating the shearlet transform of a few standard white
noise images.

88.4 Experimental Results

We now test our method on a set of 8-bit gray-scale test images (Lena and
Barbara), of size 512 9 512 pixels, each contaminated with computer-generated
additive Gaussian white noise at different variances. In the experiments, we
compare it to other recently published denoising methods. The peak signal-to-
noise ratio (PSNR) and visual quality are used as the assessing criteria of per-
formance. Three other denoising algorithms are considered. In shearlet domain,
the universal hard threshold (SHeT-H) [11] is considered. In wavelet domain, the
new SURE approach (SURE) and Scale Mixtures of Gaussian (BLS-GSM) [5] are
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Table 88.1 Comparison of
PSNR values for different
algorithms

SHeT-H BLS-GSM SURE Proposed method

Lena
10 35.06 34.7 34.4 35.39
20 31.92 31.4 31.1 32.18
30 30.09 29.5 29.2 30.38

Barbara
10 34.07 32.7 32.2 34.28
20 30.11 28.6 27.9 30.68
30 27.89 26.5 25.9 28.61

Fig. 88.1 Detail of the reconstruction results of Lena a Original, b Noisy image, c BLS-GSM,
d SURE, e SHeT-H, f Proposed method
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compared. In wavelet domain, a four-scale orthonormal wavelet with the Symlet-8
filter is used.

Table 88.1 shows the PSNR values (in dB) for the denoised images obtained by
the three methods considered in this paper for three different noise standard
deviations, 10, 20, and 30. In this table, the highest PSNR value is bolded. From
Table 88.1, we can find that the proposed method performances better than almost
all other methods. For example, at noise level 10, the proposed performance
0.7 dB better for Lena, 1.5 dB for Barbara than BLS-GSM. While at noise level
20, the proposed performance 0.8 dB better for Lena, 1.6 dB for Barbara than
BLS-GSM.

Figure 88.1 shows the estimated images for each denoising method for Lena
image with noise level 25. From the results we can find that the new proposed
method yields the best denoising results. Due to the sparse representation of
shearlet transform for curve singularities, the denoising methods in shearlet
domain (SHeT-H and Proposed) show good performance for the edge preserving
denoising. In all the figures, the proposed method achieves the best visual quality.

88.5 Conclusions

In this paper, a MMSE estimator for shearlet coefficients reconstruction is
developed. The generalized Laplacian density is used to model the noise-free
shearlet coefficients. The hard threshold rule is used to determine the interest of
signal. The threshold is adaptively calculated using Monte Carlo simulations in
shearlet domain. Experimental results have shown that the proposed method is
superior to the other methods in terms of the PSNR as well as visual quality.
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Chapter 89
Research on the Self-Assessment
of English Writing Skills by Chinese
University Students

Chunling Sun, Huilan Li, Guoping Feng and Lei Zhou

Abstract This paper attempted to study the reliability and validity of self-
assessment used in evaluating the English writing skills of Chinese university
students. Eighty one Chinese university students participated in this study.
The results showed that the self-assessment of the English writings skills by
Chinese university students was affected by their English proficiency; that is,
students in the low-leveled group were not able to self-evaluate their writing skills
appropriately, and they often overestimated their own and their classmates’ writing
ability, and the scores from self-assessment and peer-assessment of the high-
leveled group were similar to those of teachers’. Hence, self-assessment and
peer-assessment, as testing devices, were not suitable for students in the low-
leveled group.

Keywords Self-assessment � Peer-assessment � Teacher-assessment

89.1 Introduction

From the perspective of students, foreign language test falls into two basic types:
(1) The test is conducted by ways of self-reporting and self-assessment. This kind
of test is a student-centered inner activity. (2) The test is conducted by examin-
ations. This kind of test is an examiner-centered outside activity. At present, the
latter was used widely, while the former was used and less studied .
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With the increasing study of self-assessment, people have found that it has more
advantages. Oscarson [1] listed the advantages of self-assessment in detail:
(1) To promote learning. (2) To increase the degree of self-awareness of students.
(3) To understand better of the purpose of their own learning. (4) To expand the
scope of testing. (5) To reduce the burden on teachers. (6) To benefit self-learning
of students after school. Some studies have also shown the effectiveness of self-
assessment test and there existed significant correlation between self-assessment
test, objective test and teacher-assessment test [2–4]. Of course, some studies have
also showed its existing problems. For example, some studies found that there was
no significant correlation between self-assessment scoring and tests; and students
may not accurately self-evaluate their writing abilities. Low-leveled students
tended to overestimate their language skills, while high-leveled students tended to
underestimate their abilities.

The results of different studies made people use self-assessment test with care.
Although studies have showed that students could accurately assess their English
writing skills, but these studies were based on integrating writing and other
language skills. There was less specific research on self-assessment of writing
ability. The paper aimed to study the reliability and validity of self-assessment
used in evaluating the English writing skills of the Chinese university students.
This paper examined the following questions:

Was the students’ self-assessment of their English writing ability valid and
credible?

Whether students’ self-assessment of their English writing ability was
influenced by their English level?

Which was more reliable and effective, students’ self-assessment or peer-
assessment?

89.2 Research Design

Subjects. In this study, 81 students, who were English-majored sophomores from
the Foreign Language Department (39) and law-majored sophomores from the
Law Department (42), of which there were 47 boys and 34 girls,who took part in
this study. English-majored students were classified as high-leveled group; while
law-majored students as low-leveled group.

Research materials. High-leveled students were required to write an argu-
mentative composition on the topic of ‘‘What, do you think, are the qualities
contributing to success?’’, while low-leveled students were required to write a
composition on the topic of ‘‘My view on Failure’’. Two groups of students must
complete this task in 1 week.

Research procedure. After the students handed in their writing assignments, the
teachers would make three copies of each student composition. First, one copy was
sent back to the student himself, asking him to score his own composition. Before
this scoring, every student was given a detailed scoring criteria, which was based
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primarily on three aspects: content, language and structure. To each part, the
highest score was 5, the lowest was 0, and 0.5 as a rate of scoring. Each student’s
score was the sum of the scores of the above three aspects, the highest was 15
points. Students had 1 day to make this assessment. The second copy was given to
their peer students at random. In this process, the teachers would check the
assigned compositions in case the students should assess their own ones. Similarly,
each student had 1 day to complete this assessment with the same criteria as
mentioned before. The third copy was left to the teachers to make assessment.
The criteria was also the same as before. High-leveled students’ compositions
were scored by two professional English teachers in teaching writing course, while
low-leveled students’ compositions were scored by two college English teachers.
The final score of each student was the average of the total scores from the two
teachers. At the same time, in order to further illustrate the reliability and validity
of teachers’ scoring, the scores from teachers would be compared with the writing
scores and the total paper scores got by students in their final examination (scored
by other teachers) respectively. Finally, the scoring results would be treated with
statistical analysis in terms of reliability and validity.

89.3 Results and Discussions

Students’ self-assessment scores, peer-assessment scores and teacher-assessment
scores were all put into computer, and all the data were analyzed by SPSS software.

89.3.1 Difference Analysis to Indications
in Low-Leveled Group

Table 89.1 shows the results of average points and variance analysis of indications
in low-leveled group. It could be seen that self-assessment average points in low-
leveled group were lower than that of the peer-assessment, higher than that of
teacher-assessment; peer-assessment average points were higher than that of peer-
assessment and teacher-assessment, respectively; while teacher-assessment points
were lower than that of self-assessment and peer-assessment. Analysis of variance
showed that there existed significant difference between self-assessment, peer-
assessment and teacher-assessment in low-leveled group in terms of content,
language and structure scoring, respectively. Scheffe test (Table 89.2) showed that
there existed no significant difference between self-assessment and peer-assess-
ment in low-leveled group in terms of content and language scoring, but there
existed significant difference in structure scoring; no significant difference between
self-assessment and teacher-assessment in low-leveled group in terms of language
and structure scoring was seen, but there existed significant difference in content
scoring; significant difference between peer-assessment and teacher-assessment in
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low-leveled group in terms of content, language and structure scoring was
observed. As for the total points, there existed significant difference between peer-
assessment, peer-assessment and teacher-assessment in low-leveled group
respectively, which suggested self-assessment and peer-assessment in low-leveled
group were not accurate, and low-leveled students tended to overestimate
their own writing ability, and a great gap existed between their assessment and

Table 89.1 Results of average points and variance analysis of indications in low-leveled group

N Mean Std. deviation Sig.

Content
Self-assessment 42 3.7976 0.9043 0.000
Peer-assessment 42 3.8333 0.7938
Teacher-assessment 42 2.9048 0.6648
Total point in content 126 3.5119 0.6240

Language
Self-assessment 42 3.2857 0.9183 0.000
Peer-assessment 42 3.4524 0.7715
Teacher-assessment 42 3.0833 0.6336
Total point in language 126 3.2738 0.5568

Structure
Self-assessment 42 3.1667 0.8239 0.000
Peer-assessment 42 3.5238 0.8900
Teacher-assessment 42 2.9643 0.7358
Total point in structure 126 3.2183 0.5539

Total point
Self-assessment 42 10.250 2.0099 0.000
Peer-assessment 42 10.809 2.0392
Teacher-assessment 42 8.9524 1.5919
Total point 126 10.033 1.5036

Table 89.2 Scheffe test of indications in low-leveled group

Variable (I) (J) Mean (I - J) Std. deviation Sig.

Content Self-assessment Peer-assessment -0.036 0.702 0.743
Self-assessment Teacher-assessment 0.893 0.901 0.000
Peer-assessment Teacher-assessment 0.929 0.928 0.000

Language Self-assessment Peer-assessment -0.167 0.908 0.241
Self-assessment Teacher-assessment 0.2027 1.05 0.218
Peer-assessment Teacher-assessment 0.369 0.898 0.011

Structure Self-assessment Peer-assessment -0.357 0.983 0.023
Self-assessment Teacher-assessment 0.202 1.11 0.244
Peer-assessment Teacher-assessment 0.559 1.04 0.001

Total point Self-assessment Peer-assessment 0.238 0.418 0.002
Self-assessment Teacher-assessment 0.294 0.583 0.002
Peer-assessment Teacher-assessment 0.056 0.443 0.021
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teacher-assessment. In summary, students in low-leveled group could not make
accurate judgments on their writing ability.

89.3.2 Difference Analysis to Indications
in High-Leveled Group

Table 89.3 shows the results of average points and variance analysis of indications in
high-leveled group. It could be seen that self-assessment average points in
high-leveled group were lower than that of peer-assessment, higher than that of
teacher-assessment; peer-assessment average points were higher than that of peer-
assessment and teacher-assessment respectively; while teacher-assessment points
were lower that that of self-assessment and peer-assessment. Analysis of variance
showed that there existed significant difference between self-assessment, peer-
assessment and teacher-assessment in high-leveled groups in terms of content,
language and structure scoring. Scheffe test (Table 89.4) showed that there existed
significant difference between self-assessment and peer-assessment in high-leveled
group in terms of content, language and structure scoring; There were no significant
differences between self-assessment and teacher-assessment in high-leveled group in
terms of language, and structure scoring, but there existed significant difference in
content scoring; also, significant difference was seen between peer-assessment and
teacher-assessment in high-leveled group in terms of content, language and structure

Table 89.3 Results of average points and variance analysis of indications in high-leveled group

N Mean Std. deviation Sig.

Content
Self-assessment 39 3.6026 0.6302 0.008
Peer-assessment 39 4.1538 0.7178
Teacher-assessment 39 3.1667 0.7285
Total point in content 117 3.6410 0.4511

Language
Self-assessment 39 3.4359 0.6196 0.000
Peer-assessment 39 3.9231 0.6543
Teacher-assessment 39 3.3205 0.6929
Total point in language 117 3.5598 0.3927

Structure
Self-assessment 39 3.5000 0.5257 0.002
Peer-assessment 39 3.9103 0.6676
Teacher-assessment 39 3.3333 0.8138
Total points in structure 117 3.5812 0.4238

Total point
Self-assessment 39 10.5385 1.1378 0.000
Peer-assessment 39 11.9872 1.24334
Teacher-assessment 39 9.8205 1.5196
Total point 117 10.782 0.8491

89 Research on the Self-Assessment of English Writing Skills 749



scoring, respectively. As for the total points, there existed no significant difference
between peer-assessment, peer-assessment and teacher-assessment in high-leveled
group, which suggested the scores from self-assessment and peer-assessment in
high-leveled group were similar to those of teacher-assessment.

89.4 Conclusions

The results showed that students’ self-assessment of their English writing ability
was influenced by their English proficiency. Students in low-leveled group could
not make accurate assessment to their own and their classmates’ writing, and they
often overestimated their own writing ability. While students in high-leveled group
could make accurate assessment in language and structure aspects, but could not
do so in the content aspect. But from the perspective of total points, students’
scoring in high-leveled groups was similar to that of teacher-assessment.

Thus, self-assessment and peer-assessment as testing devices should be used
cautiously, and they could be properly used as an aid to teaching writing. If students
are allowed to access their own composition before the teachers’ correcting, they will
have the opportunity to compare their own with the other’s compositions so as to
promote their learning.
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Chapter 90
Some Properties of A*H Over Weak
Hopf Algebras

Yan Yan and Chunfeng Liu Bing Han

Abstract Let H be a weak Hopf algebra and A an H-module algebra. Using the
properties of the trace function we describe some properties of A*H over Weak
Hopf Algebras.

Keywords Right twisted smash product algebra � Weak Hopf algebra � Trace
function

90.1 Introduction

Weak Hopf algebras have been proposed by Bohm and Nill as a generalization of
ordinary Hopf algebras in the following sense: the defining axioms are the same,
but the multiplicativity of the counit and the comultiplicativity of the unit are
replaced by weaker axions. Perhaps the easiest example of a weak Hopf algebra is
a groupoids algebra, other examples are face algebras, quantum groupoids and
generalized Kac algebra.

The initial motivation to study weak Hopf algebras was their connection with
the theory of algebra extension, and another important application of weak Hopf
algebras is that they provide a natural framework for the study of dynamical twists
in Hopf algebras.

It turns out that many important properties of ordinary Hopf algebras have
‘‘weak’’ analogues. For example, using the theory of integrals for weak Hopf
algebras developed in [1], which is essentially parallel to that of ordinary Hopf
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algebras, one can prove an analogue of Maschke’s theorem [2, 3] for weak Hopf
algebras and show that semisimple weak Hopf algebras are finite dimensional.
But the structure of weak Hopf algebras is much more complicated than that
of ordinary Hopf algebras, even in the semisimple case. For example, the antipode
of a semisimple weak Hopf algebra over the field of complex number may have an
infinite order.

In this paper, we mainly study the concept of the right twisted smash products
over weak Hopf algebras and investigate their properties.

90.2 Preliminaries

For the foundations of weak Hopf algebra theory we refer the reader to [1].
Throughout this paper, k denotes a field. We use Sweedler’s notation for the
comultiplication: DðxÞ ¼ x1 � x2:

Definition 2.1 Let K be a field and H ¼\l; g;V ; e [ be both an associative
algebra over K and a coalgebra over K [4, 5]. If H satisfies the following conditions
(1)–(3), it is caller a weak bialgebra. If it satisfies the following conditions (1)–(4),
it is caller a weak Hopf algebra with a weak antipode S.

(1) DðxyÞ ¼ DðxÞ � DðyÞ;
(2) 11 � 12 � 13 ¼ 11 � b1112 � 12

_
¼ 11 � 12

b11 � 12

_
;

(3) eðxyzÞ ¼ eðxy1Þeðy2zÞ ¼ eðxy2Þeðy1zÞ;
(4) x1Sðx2Þ ¼ eð11xÞ12; Sðx1Þx2 ¼ 11eðx12Þ; Sðx1Þx2Sðx3Þ ¼ SðxÞ:

For any weak Hopf algebra H, the following conditions are equivalent:

(1) H is a Hopf algebra,
(2) Dð1Þ ¼ 1� 1;
(3) eðxyÞ ¼ eðxÞeðyÞ; 8 x; y 2 H
(4) eð11xÞ12 ¼ 11eðx12Þ ¼ eðxÞ; 8 x 2 H:

Let H be a weak bialgebra, the linear maps PL;PR : H ! H is defined by the
formulas

PLðxÞ ¼ eð11xÞ12; PRðxÞ ¼ 11eðx12Þ

and we denote their images by HL ¼ PLðHÞ and HR ¼ PRðHÞ: Clealy, they are
the subalgebras of H.

Bohm and Nill [1] proved that in a weak Hopf algebra H, for all x; y 2 H; we
have

PLðxÞ ¼ eð11xÞ12 ¼ x1Sðx2Þ ¼ e Sðx11Þð Þ12 ¼ Sð11Þeð12xÞ
PRðxÞ ¼ 11eðx12Þ ¼ Sðx1Þx2 ¼ 11e 12SðxÞð Þ ¼ eðx11ÞSð12Þ
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And for all x 2 H; we have the following relations

S PLðxÞ
� �

¼ PRðSðxÞÞ; SðPRðxÞÞ ¼ PLðSðxÞÞ
x1 � x2Sðx3Þ ¼ 11x� 12; Sðx1Þx2 � x3 ¼ 11 � x12

x1 � Sðx2Þx3 ¼ x11 � Sð12Þ; x1Sðx2Þ � x3 ¼ Sð11Þ � 12x

Moreover, the relation x1Sðx2Þx3 ¼ x also holds. In fact,

x1Sðx2Þx3 ¼ PLðx1Þx2 ¼ eð11x1Þ12x2 ¼ x

If H is a weak Hopf algebra, its weak antipode S is both an anti-multiplicative
map and an anti-comultiplicative map, that is, for all x; y 2 H [6]

SðxyÞ ¼ SðyÞSðxÞ; Sð1Þ ¼ 1; SðxÞ1 � SðxÞ2 ¼ Sðx2Þ � Sðx1Þ; eðSðxÞÞ ¼ eðxÞ

Definition 2.2 Let H be a weak Hopf algebra with antipode S, and A be an
algebra. A is called an H-bimodule angebra if the following conditions hold:

A is an H-bimodule with the left H-module structure map ‘‘?’’ and with the
right H-module structure map ‘‘/’’;

A is not only left H-module algebra with the left module action ‘‘?’’ but also
right H-module algebra with the right module action ‘‘/’’

Let H be a weak Hopf algebra. An algebra A is a (left) H-module algebra if A is
a left

H-module via x� a 7! x! a and

(1) x! ab ¼ ðx1 ! aÞðx2 ! bÞ
(2) x! 1 ¼ PLðxÞ ! 1

An algebra A is a (left) H-comodule algebra if A is a left H-comodule via
DA : A! H � A; DAðaÞ ¼ a�1 � a0 and

(1) DAðabÞ ¼ a�1b�1 � a0b0

(2) DAð1Þ ¼ 1� 1

A coalgebra A is a (left) H-module coalgebra if A is a left H-module via
x� a 7! x! a and

(1) DAðx! aÞ ¼ ðx1 ! aÞ � ðx2 ! a2Þ
(2) eAðx! aÞ ¼ eHðxÞeAðaÞ

It is clear that a left H-module algebra is also a right H*-comodule algebra if
H is finite dimensional.

Let A be a left H-module algebra, set AH ¼ a 2 A x! a ¼ PLðxÞ ! a;
�

�

�

8 x 2
H:g; then AH is a subalgebra of A, which is called the invariant subalgebra of H. In
fact, for all x 2 H; s; t 2 AH ; we have
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x! st ¼ x1 ! sð Þ x2 ! tð Þ
¼ x1 ! sð Þ PLðx2Þ ! t

� �

¼ x1 ! sð Þ eð11x2Þ12 ! tð Þ
¼ 1

0

1x1 ! s
� �

e 111
0

2x2

� �

12 ! t
� �

¼ 11x1 ! sð Þ eð12x2Þ13 ! tð Þ
¼ 11x1 ! sð Þ 12 ! tð Þ
¼ 1! ðx! sÞtð Þ
¼ x! sð Þt
¼ PLðxÞ ! s
� �

t

While by the same method, we have

PLðxÞ ! ðstÞ ¼ ðPLðxÞ1 ! sÞðPLðxÞ2 ! tÞ
¼ ðPLðxÞ1 ! sÞðPL PLðxÞ2

� �

! tÞ
¼ ð11P

LðxÞ ! sÞð12 ! tÞ
¼ 1! ð¼ ðPLðxÞ ! sÞtÞ
¼ ðPLðxÞ ! sÞt

So, st 2 AH and AH is a subalgera of H.
Now, we introduce the Sweedler’s arrow notation. That is, for any finite

dimensional weak Hopf algebra H, its dual vector space H� ¼ HomkðH; kÞ has
also a weak Hopf algebra structure. And for x 2 H and / 2 H�; set

x! U ¼ U1\U2; x [ ; U x ¼\U1; x [ U2

U! x ¼ x1\U; x2 [ ; x U ¼\U; x1 [ x2

Then for all y 2 H; we have \x! U; y [ ¼\U; yx [ and
\U x; y [ ¼\U; xy [ :

Definition 2.3 Let A be an H-bimodule algebra. A right twisted weak smash product
A*H is defined on the vector space A� H:Define a multiplication ða� hÞðb� gÞ ¼
a h1 ! b Sðh3Þð Þ � h2g on tensor space A� H; for all a; b 2 A; h; l 2 H: Let
a*x denote the class of a� x in A� H; the multiplication in A*H is given by the

familiar formula1
^

1
! a� 1

^

2
h ¼ a� h; a S 1

^

2

� 	

� 1
^

1
h ¼ a� h:

90.3 References Some Properties of A*H

In this section, let H be a weak Hopf algebra with a bijective weak antipode S and
A a H-module algebra [7, 8].

Definition 3.1 A left (right) integral in a weak Hopf algebra H is an element such
that l 2 Hðr 2 HÞ such that xl ¼ pLðxÞlðrx ¼ rpRðxÞÞ for all x 2 H: A left or
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right integral in a weak Hopf algebra H is called nondegenerate if it defines a
non-degenerate functional on H�: A left integral l is pL lð Þ ¼ 1 called
normalized if pL lð Þ ¼ 1:

Similarly, a right integral r is normalized if pR lð Þ ¼ 1.

Lemma 3.2 Let H be a finite dimensional weak Hopf algebra and l a non-zero left
integral of H, and let A be a left H-module algebra. Then the map t̂ : A! A given
by t̂ðaÞ ¼ t! a is an AH-bimodule map with values in AH [9].

Proof Let a 2 A; s 2 AH ; we have 8 x 2 H

x! ðt! aÞ ¼ ðxtÞ ! a ¼ ðPLðxÞtÞ ! a ¼ PLðxÞ ! ðt! aÞ
) t̂ðaÞ ¼ t! a 2 AH :

Next, we proof that t̂ : A! A is a bimodule map.

* t! ðasÞ ¼ ðt1 ! aÞðt2 ! sÞ ¼ ðt1 ! aÞðPLðt2Þ ! sÞ
¼ 1̂! ððt! aÞsÞ ¼ ðt! aÞs
) t̂ðasÞ ¼ t̂ðaÞs
* t! ðsaÞ ¼ ðt1 ! sÞðt2 ! aÞ ¼ ðPLðt1Þ ! sÞðPLðt2Þ ! aÞ
¼ ð1̂1 ! sÞð1̂2 ! ðt! aÞÞ ¼ sðt! aÞ
) t̂ðsaÞ ¼ ŝtðaÞ

Definition 3.3 The map t̂ : A! AH as in Lemma 3.2 is called a (left) trace
function for H on A [10].

Definition 3.4 A ring R is called semiprime if it has no non-zero nilpotent ideals.

Lemma 3.5 Assume that A*H is semiprime, and choose 0 6¼ t 2
R l

H . If I is any

non-zero left or right H-stable ideal of A, then btðIÞ 6¼ 0:

Proof If btðIÞ ¼ 0; then tIt=0. Thus if I is a left ideal, then J = It is a left ideal of
A*H such that J2 ¼ 0: Since A*H is semiprime, J = 0 and thus I = 0 a contra-
diction. If I is a right ideal, the same argument works using J ¼ tI:

Corollary 3.6 Let H be a weak Hopf algebra with a bijective weak antipode S,
and let A be a left H-module algebra. Assume there exists a normalized left
(or right) integral r in H (i.e. H is semisimple artinian). Then if A is semisimple
artinian, so is A*H.

Theorem 3.7 Let H be finite-dimensional acting on A and assume that bt is
surjective. If A is left Noetherian, then so is AH [11].
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Theorem 3.8

AH ffi EndðA�HAÞ

Proof Suppose U:AH ! End A�HAð Þ; and UðaÞ ¼ ar; a 2 AH ; ar is a left multipli-
catine map of A, that is 8b 2 A; arðbÞ ¼ ba: It is clear that U is a injection.
8r 2 End A�HAð Þ; a 2 A; we have ða� 1̂Þ ! 1 ¼ a 1̂1 ! 1 Sð1̂2Þ

� �

¼ a1A ¼ a

So, rðaÞ ¼ r ða� 1̂Þ ! 1
� �

¼ rða! 1Þ ¼ arð1Þ
That is, r ¼ rð1Þ:
8h 2 H; we have h! rð1Þ ¼ 1� h! rð1Þ ¼ rð1� h! 1Þ ¼ rðh! 1Þ

¼ rðpLðhÞ ! 1Þ ¼ pLðhÞrð1Þ8 a; b 2 AH ; 8c 2 A;UðabÞðcÞ ¼ cðabÞ ¼ cab;UðbÞ
UðaÞðcÞ ¼ UðbÞðcaÞ ¼ cab

So, UðabÞ ¼ UðbÞUðaÞ.

Theorem 3.9 Let A be a left Noetherian algebra and H finite dimensional weak
Hopf algebra. Assume that A is an H-module algebra such that the trace function
bt : A! AH is surjective. If A is an k-affine algebra, then so is AH .
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Chapter 91
MRM–BEM Method for Buckling
Eigenvalue Problem and its Convergence
Analysis

Zeng Fengxia, Cui Yuhuan and Wang Xinghua

Abstract The buckling eigenvalue problem as the background in this paper, we
discussed the specific process of the numerical solution, which uses multiple
reciprocity method and boundary element method to solve a class of elliptic
boundary value problems. Firstly, express the integral expression of the boundary
value problem in the closed area, and convert it into the corresponding MRM-
boundary integral equation and MRM-boundary variational equation with the
MRM–BEM method; followed with the corresponding error estimates; Finally,
numerical example shows that the MRM–BEM method is quick and has fast
convergence, high accuracy and so on.

Keywords Boundary value problem MRM–BEM � Boundary variational
equation � Boundary integral equation

91.1 Introduction

Buckling eigenvalue problem in the analysis of the engineering structures stabil-
ization has great significance and now becomes a universal attention subject in
computational mechanics. In control equation of the problem contains Laplace
operator and biharmonic operator, so we should introduce two series of the high-
order fundamental solution sequences, to set up the replacement formula between
each sequence and two sequences. Using replacement repeatedly, we can gain
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MRM-boundary integral equation and MRM-boundary variational equation, and
later the convergence of analysis of MRM method for buckling eigenvalue
problem is given, so as to ensure the reliability of numerical solution method.

91.2 The Conventional Boundary Integral Equation

In this paper we consider the following boundary value problem

D2u� sDu ¼ 0 x 2 X [ X
0

ujC¼ u0;
ou

on

�

�

�

�

C

¼ g0

8

>

<

>

:

ð91:1Þ

where X 2 R2 is an opening region with smooth boundary, C is a piecewise

smooth and closed curve, X
0 ¼ R2nX

�
; s ¼ k2; k is a real number. u0; g0 are

known functions in the definition, n is the outer normal of C. For external problem,
u at infinity must satisfy

u ¼ Oð xj j�2Þ; Dmu ¼ Oð xj j�4Þ ðm ¼ 1; 2Þ ð91:2Þ

In the fixed boundary conditions, buckling eigenvalue problem can be stated as
problem (91.1). By Ref. [1], we can conclude its fundamental solution

u�ðx; yÞ ¼ 2
Z

x�yj j

0

q�1
Z

q

0

sK0ðksÞds

0

@

1

Adq

where K0ðzÞ is an amendary Bessel function of the second kind with order zero
K0ðzÞ ¼

P1
n¼0 anz2n lg zþ

P1
n¼1 bnz2n; a0 ¼ �1; an; bn are constants.

Theorem 1 If u0 2 H3=2ðCÞ, g0 2 H1=2ðCÞ, then the internal and external
boundary value problem of (91.1) has only solution in H2ðXÞ and W2

0 ðX0Þ (The
proof of this theorem and the method of Ref. [1] are similar).

Theorem 2 The boundary integral expression of the solution in closed region X
�

of problem (91.1) is

cðyÞuðyÞ ¼ �
Z

C

u�
oDu

on
� u

oDu�

on
� Du

ou�

on
þ Du�

ou

on

� �

dsx

þ s

Z

C

u�
ou

on
� u

ou�

on

� �

ds ð91:3Þ

Among them, when y 2 X, cðyÞ ¼ 1, expression (91.3) is Integral expression of
the solution u in problem (91.1). When y 2 C, if y is smooth point in the border,
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cðyÞ ¼ 1=2; Else, cðyÞ ¼ h=2p, h ¼ hðyÞ expresses outer angle of the left tangent
and right tangent at point y, expression (91.3) is boundary integral equation of the
problem (91.1). The proof of this theorem and the method of Ref. [2] are similar.
First, multiplying u�ðrÞ to both sides of the above formula, integrating on X, then
using Green formula, it can be attested.

91.3 The Construction of MRM-Boundary Integral Equation

First, introducing two series of the high-order fundamental solution sequences

u�j ðrÞ ¼
r2ð2jþ1Þ

2p42jþ1ðð2jþ 1Þ!Þ2
ln r � lð2jþ 1Þ

m�j ðrÞ ¼
r4j

2p42jðð2jÞ!Þ2
ln r � lð2jÞ

8

>

>

>

<

>

>

>

:

ðj ¼ 1; 2; 3; . . .Þ ð91:4Þ

in which r ¼ x� yj j; lð0Þ ¼ 0; lðmÞ ¼
Pm

k¼1 1=k; It is very easy to verify that high-
order fundamental solution sequences u�j ðrÞ, m�j ðrÞ satisfy the following properties:

u�0ðrÞ ¼ r2=8p ln r and m�0ðrÞ ¼ �1=2p ln r respectively expresses the fundamen-
tal solution of biharmonic operator and Laplace operator, they satisfy

D2u�0ðx; yÞ ¼ dðy� xÞ; Dm�0ðx; yÞ ¼ dðy� xÞ

High-order fundamental solution sequences u�j ðrÞ, m�j ðrÞ satisfy the following
reciprocity formula

D2u�jþ1 ¼ u�j ;D
2m�jþ1 ¼ m�j ; Du�j ¼ m�j ðj ¼ 0; 1; 2; . . .Þ ð91:5Þ

By Ref. [3] the below theorem is existed:

Theorem 3 Let X be a bounded region on plane and C be a smooth boundary
curve, then the solution of problem (91.1) by MRM follows

uðyÞ¼
X

1

j¼0

s2j
Z

C

� u�j ðrÞ
oDuðxÞ

on
�uðxÞ

oDu�j ðrÞ
on

�DuðxÞ
ou�j ðrÞ

on
þDu�j ðrÞ

ouðxÞ
on

� �

dsx

þ
X

1

j¼0

s2jþ1
Z

C

u�j ðrÞ
ouðxÞ
on
�uðxÞ

ou�j ðrÞ
on

� �

dsx

þ
X

1

j¼1

s2j�1
Z

C

� m�j ðrÞ
oDuðxÞ

on
�uðxÞ

oDm�j ðrÞ
on

�DuðxÞ
om�j ðrÞ

on
þDm�j ðrÞ

ouðxÞ
on

� �

dsx

þ
X

1

j¼1

s2j

Z

C

m�j ðrÞ
ouðxÞ
on
�uðxÞ

om�j ðrÞ
on

� �

dsx

ð91:6Þ
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The infinite term must be truncated in calculation, it yields the following error
estimates of MRM–BEM iterative method [5].

Theorem 4 Let X be bounded open region with smooth boundary and uðyÞ be the

solution of equation D2u� sDu ¼ 0, mark the approximate solution by the trun-
cation of n times as follows:

unðyÞ¼
X

n

j¼0

s2j

Z

C

� u�j ðrÞ
oDuðxÞ

on
�uðxÞ

oDu�j ðrÞ
on

�DuðxÞ
ou�j ðrÞ

on
þDu�j ðrÞ

ouðxÞ
on

� �

dsx

þ
X

n

j¼0

s2jþ1
Z

C

u�j ðrÞ
ouðxÞ
on
�uðxÞ

ou�j ðrÞ
on

� �

dsx

þ
X

n

j¼1

s2j�1
Z

C

� m�j ðrÞ
oDuðxÞ

on
�uðxÞ

oDm�j ðrÞ
on

�DuðxÞ
om�j ðrÞ

on
þDm�j ðrÞ

ouðxÞ
on

� �

dsx

þ
X

n

j¼1

s2j

Z

C

m�j ðrÞ
ouðxÞ
on
�uðxÞ

om�j ðrÞ
on

� �

dsxþs2nþ1
Z

X

uðxÞm�nðrÞdX

Then it has the following estimate formula

uðyÞ � unðyÞj j � max
y2X

uðyÞj j s
2nþ1

2pe

ed2

4ð2nÞ

� �2n

8 y 2 X

The proof of the theorem can be in Ref. [4].

91.4 The Construction of MRM-Boundary
Variational Equation

For convenience, let

q�j ðrÞ ¼
s2ju�j ðrÞ þ s2j�1m�j ðrÞ j ¼ 1; 2; . . .

u�0 j ¼ 0

(

then expression (91.6) can be stated as follows:

uðyÞ ¼
X

1

j¼0

�
Z

C

q�j ðrÞ
oDuðxÞ

on
� uðxÞ

oDq�j ðrÞ
on

� DuðxÞ
oq�j ðrÞ

on
þ Dq�j ðrÞ

ouðxÞ
on

� �

dsx

þ
X

1

j¼0

s

Z

C

q�j ðrÞ
ouðxÞ
on
� uðxÞ

oq�j ðrÞ
on

� �

dsx

ð91:7Þ
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Theorem 5 Let the boundary be smooth enough, if u 2 c1ðXÞ \ c1ðX0 Þ \W
0 ðR2Þ

is the solution of the problem (91.1), u and ou=on are continuous in both side, then
the integral expression on the whole plane of the Eq. (91.1) can be stated:

uðyÞ ¼
X

1

j¼0

Z

C

� q�j ðrÞ
oDuðxÞ

on

� �

� uðxÞ½ �
oDq�j ðrÞ

on
� DuðxÞ½ �

oq�j ðrÞ
on

þ Dq�j ðrÞ
ouðxÞ
on

� �� �

dsx

þ
X

1

j¼0

s

Z

C

q�j ðrÞ
ouðxÞ
on

� �

� uðxÞ½ �
oq�j ðrÞ

on

� �

dsx

Let rðxÞ ¼ oDu=on½ �, uðxÞ ¼ Du½ �, W
0

R2ð Þ is dropped function space. If y 2 C,
then the left stated by auþðyÞ þ ð2p� aÞu�ðyÞð Þ=2p, a is an inner angle of the left
tangent and right tangent on. If C is smooth, then a ¼ p, u; ou=on are continuous
when across the border, namely u ¼ ou=on ¼ 0. According to the above expres-
sion, the solution of the problem on the whole plane can be stated:

uðyÞ ¼ �
X

1

j¼0

Z

C

rðxÞq�j ðrÞ � uðxÞ
oq�j ðrÞ
onx

� �

dsx y 2 X [ X0 ð91:8Þ

Contacting the boundary conditions of the problem (91.1), we could gain the
MRM—boundary integral equation:

u0ðyÞ ¼ �
X

1

j¼0

Z

C

rðxÞq�j ðrÞ � uðxÞ
oq�j ðrÞ
onx

� �

dsx 8 y 2 C ð91:9Þ

g0ðyÞ ¼ �
X

1

j¼0

Z

C

rðxÞ
oq�j ðrÞ
ony

� uðxÞ
o2q�j ðrÞ
onyonx

 !

dsx 8 y 2 C ð91:10Þ

According to the Theorem 1, Theorem 5 and trace theorem, expression (91.9) and
(91.10) define an isomorphism mapping on V ! V 0 ðV ¼ H3=2ðCÞ � H1=2ðCÞ; V 0 ¼
H�3=2ðCÞ � H�1=2ðCÞÞ. Multiplying r0ðyÞ 2 H�3=2ðCÞ to both sides of the expres-
sion (91.9), and multiplying u0ðyÞ 2 H�1=2ðCÞ to both sides of the expression
(91.10), integrating on C about y, then subtracting two expressions mutually, it can be
gained:
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find v ¼ ðr;/Þ 2 V; satisfy

bðv; v0Þ ¼ Fðv0Þ; 8 v0 2 V; v0 ¼ ðr0;/0Þ

(

bðv; v0Þ ¼ �
X

1

j¼0

Z

C

Z

C

rðxÞr0ðyÞq�j ðrÞ � /ðxÞr0ðyÞ
oq�j ðrÞ
onx

� �

8

<

:

dsxsy

�
Z

C

Z

C

rðxÞ/0ðyÞ
oq�j ðrÞ
ony

� /ðxÞ/0ðyÞ
o2q�j ðrÞ
onyonx

" #

dsxsy

9

=

;

Fðv0Þ ¼
Z

C

u0r
0ðyÞdsy �

Z

C

g0/
0ðyÞdsy

9

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

=

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

;

ð91:11Þ

Theorem 6 The variational equation (91.11) in H�3=2ðCÞ � H�1=2ðCÞ exists only
one solution

Proof We just need to prove compulsive of the bilinear forms b. The continuity,
symmetry and the continuity of the linear functional in (91.11) are obvious.

bððr;uÞ; ðr;uÞÞ ¼
Z

R2

DuDvdXþ s

Z

R2

rurvdX

¼ uj j2W2
0 ðR2Þþs uj j2W1

0 ðR2Þ

� c uk k2
W2

0 ðR2Þ � c rk k2
H�3=2;Cþ uk k2

H�1=2;C

� �

The last inequality is decided by the continuity of linear functional ðr;uÞ ! u,
namely:

rk k2
H�3=2;Cþ uk k2

H�1=2;C

� �1=2
¼ sup

v2W2
0 ðR2Þ

R

R2 DuDvdXþ s
R

R2 rurvdX
�

�

�

�

vk kW2
0 ðR2Þ

�M uk kW2
0 ðR2Þ

Here M is a constant, according to the Lax–Milgram theorem, variational
equation (91.11) has a unique solution on H�3=2ðCÞ � H�1=2ðCÞ.

To sum up, the way to get the solving problem (91.1): by the variational
equation (91.11) we can gain ðr;uÞ 2 H�3=2ðCÞ � H�1=2ðCÞ, get it into expression
(91.8), then u 2 M 	 W2

0 ðR2Þ is obtained.
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91.5 Numerical Example

So as to validating the precision of the method in this paper, consider the following
example:

D2w� 2Dw ¼ 0 X ¼ ½0; 1� � ½0; 1�
wjC1
¼ e�x; wjC2

¼ e�ðyþ1Þ; wjC3
¼ e�ðxþ1Þ; wjC4

¼ e�y

ow

on

�

�

�

�

C1

¼ e�x;
ow

on

�

�

�

�

C2

¼ �e�ðyþ1Þ

ow

on

�

�

�

�

C3

¼ �e�ðxþ1Þ;
ow

on

�

�

�

�

C4

¼ e�y

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

where

C1 ¼ fðx; yÞ : x 2 ½0; 1�; y ¼ 0g; C2 ¼ fðx; yÞ : y 2 ½0; 1�; x ¼ 1g
C3 ¼ fðx; yÞ : x 2 ½0; 1�; y ¼ 1g; C4 ¼ fðx; yÞ : y 2 ½0; 1�; x ¼ 0g

Fig. 91.1 The value of w
with x ¼ 0

Fig. 91.2 The value of w
with y ¼ 0
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The accurate solution of the above problem is wðx; yÞ ¼ e�ðxþyÞ. We can gain
the calculation results by MRM–BEM method. When x ¼ 0, the change image of
w with y is presented in Fig. 91.1; When y ¼ 0, the change image of w with x is
presented in Fig. 91.2; In Fig. 91.3 all values of the whole area X ¼ ½0; 1� � ½0; 1�
are presented; Fig. 91.4 gives the results of the problem, one is gained by
MRM–BEM method in this paper, the other is accurate solution, we can compare
the two results effectively through the figure.
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Chapter 92
Wavelet Boundary Element Method
for Numerical Solution of Laplace
Equation

Yuhuan Cui, Jingguo Qu, Yamian Peng and Qiuna Zhang

Abstract Using wavelet boundary element method to solve Laplace equation, the
purpose is to solve the difficulties of singular integrals in natural boundary element
method, reduce computation and improve accuracy. The basic idea is that the
differential equation is matched by an equivalent variational problem after natural
boundary element naturalization, then use wavelet interpolation method to discrete
it, and obtain the stiffness matrix which has a unique advantage, so that we can
greatly reduce the computation. In this paper, Shannon wavelet scaling functions
are used as basis functions, applied to the natural boundary element method to
solve the harmonic equation boundary value problems on the half-plane.

Keywords Natural boundary element method � Wavelet � Laplace equation

92.1 Natural Boundary Element Naturalization

Consider the upper half-plane area X with smooth boundary surface C; Laplace
equation boundary value problems

Du ¼ 0; in X
ou
on ¼ un; on C

�

ð92:1Þ
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ou=on denotes the exterior normal derivative to boundary C; un 2 H�1=2 Cð Þ is
the given function for C: To ensure problem solvability, un must meet the com-
patibility condition

Z

C

u nds ¼ 0

Let

H
_�1=2

Cð Þ :¼ vn 2 H�1=2 Cð Þj
Z

C

vnds ¼ 0

8

<

:

9

=

;

so un 2 H
_ �1=2 Cð Þ:

The Laplace equation boundary value problems are naturalized as natural
boundary integral equation

ou

on
x; 0ð Þ ¼ � 1

p

Z

þ1

�1

u x0; 0ð Þ
x� x0ð Þ2

dx0

That is

un xð Þ ¼ ou

on
x; 0ð Þ ¼ � 1

p
�u0 xð Þ ð92:2Þ

* denotes convolution on the variable x; because the integral kernel of the
convolution integral is strongly singular integral kernel, the integral should be
understood in the sense of generalized functions for the Hadamard finite part
integral.

Define the natural integral operator

< : H 1=2 Cð Þ ! H�1=2 Cð Þ

The natural integral equation on the upper half-plane

<u0 xð Þ ¼ un xð Þ

Defined bilinear form

D u0; v 0ð Þ ¼
Z

R

v0<u0dx ¼ �
ZZ

R2

v0 xð Þu0 yð Þ
p x� yð Þ2

dxdy ð92:3Þ

Linear functional

F v0 xð Þð Þ ¼
Z

R

v0 xð Þun xð Þdx ð92:4Þ
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Theorem 1 On the half-plane bilinear form D u0; v 0ð Þ derived by harmonic
equations natural integral operator < is positive definite continuous bilinear form
of H 1=2 Cð Þ:

From Theorem 1, it is easy to obtain the uniqueness of solution. Assumed that
the u1; u2 are two solutions of the equation, we can see from the positive definite
of D u0; v0ð Þ:

D u1 � u2; u1 � u2ð Þ ¼ 1
2p

Z

þ1

�1

jnj û1 nð Þ � û2 nð Þj j2dn� 0

However, due to

D u1; u1 � u2ð Þ � D u2; u1 � u2ð Þ ¼ 0

therefore, if the solution of equation exists, it will be unique.

92.2 Shannon Wavelet

Shannon wavelet [1–3] is a well-known wavelet image processing, having good
Bureau of frequency. We first define the functionf of the Fourier transform [4]

f̂ nð Þ ¼
Z

þ1

�1

f xð Þe�inxdx

Shannon wavelet scaling function Fourier transform

/̂ðnÞ :¼ 1 �p� n� p
0 others

�

That is

u tð Þ ¼ 1
2p

Z

þ1

�1

û nð Þe�inxdn ¼ sin ptð Þ
pt

So u tð Þ;u t � nð Þh i ¼ d0 n

Let V0 ¼ Span u t � nð Þf gn2Z

This shows that V0 ¼ f 2 L2 Rð Þ supp f̂ � �p; p½ Þ
�

�

� �

:

Theorem 2 (Shannon sampling theorem) Let f 2 L2; and supp f̂ � �p; p½ Þ; then

f tð Þ ¼
X

n

f nð Þ sin p t � nð Þ½ �
p t � nð Þ
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Let

u j;k tð Þ :¼ 2 j=2u 2 jt � k
� �

; j; k 2 Z

Vj :¼ span u j;k tð Þ
� �

k2Z¼ f 2 L2 supp f̂ � �2 jp; 2 jp
� �� �

Then
� � � 	 V�m 	 � � � 	 V�1 	 V0 	 V1 	 � � � 	 Vm 	 � � � ;

[mVm ¼ L2 Rð Þ;\mVm ¼ 0f g; V0 ¼ span u t � nð Þf g n2Z ; u t � nð Þf g
n2Z

is the

standard orthogonal basis of V0:

So Vmf g is the multi-resolution analysis generated by scaling function u tð Þ:

92.3 Discretization

Suppose that u j
0 xð Þ is approximation for the boundary value set u0 xð Þ [5, 6], that

u0 xð Þ 
 u j
0 xð Þ ¼

X

M�1

k¼�M

aku j;k xð Þ ð92:5Þ

Consider the approximate variational problem

D u j
0; v

j
0

� �

¼ F v j
0

� �

ð92:6Þ

Substitute (92.5) into (92.6), introduced

X

M�1

k¼�M

akD uj;k xð Þ;uj;l xð Þ
� �

¼ F uj;l xð Þ
� �

ð92:7Þ

Among of them �M� l�M; let

Aj :¼ D uj;k;uj;l

� �� �

2M�2M

X :¼ a�M ; . . .; aM�1ð ÞT ; b :¼ b�M ; . . .; bM�1ð ÞT

and

bk :¼ F uj;l xð Þ
� �

Then (92.7) is written as AjX ¼ b notice that

F � 1
px2

	 


¼ nj j;
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let

a j
k;l ¼ D uj;k;uj;l

� �

¼ �
ZZ

R2

uj;k yð Þuj;l xð Þ
p x� yð Þ2

dxdy

Among them

uj;k yð Þ ¼ 2 j=2u 2 jy� k
� �

uj;l xð Þ ¼ 2 j=2u 2 jx� l
� �

Let 2 jy ¼ m; 2 jx ¼ n; so

a j
k;l ¼ �

ZZ

R2

2 j=2u 2 jy� kð Þ2 j=2u 2 jx� lð Þ
p n

2 j � m
2 j

� �2 2�2jdxdy

¼ �2 j
ZZ

R2

u0;k mð Þu 0;l nð Þ
p n� mð Þ2

dmdn ¼ 2 j u0;l;u0;k �
�1
px2

� �

Fourier transform for u0;l; that û0;l ¼
R

R u n� lð Þe�ixndn

Let p ¼ n� l; so û0;l ¼
R

R u pð Þe�ixpe�ixldp ¼ û nð Þe�ixl: The same reason

û0;k ¼ û nð Þe�ixk

The known f ; gh i ¼ 1
2p f̂ ; ĝ
 �

; f �̂gh i ¼ f̂ � ĝ so

a j
k;l ¼

2 j

2p
û0;l; û0;k �

�1
px2

� �

¼ 2 j

2p
û nð Þe�ixl; û nð Þe�ixk � nj j
D E

¼ 2 j

2p

Z

þ1

�1

û nð Þe�ixl � û nð Þe�ixk � nj jdn ¼ 2 j

2p

Z

p

�p

û nð Þj j2e�ix l�kð Þ � nj jdn

¼ 2 j

2p

Z

p

0

ne�ix l�kð Þdnþ
Z

p

0

neix l�kð Þdn

2

4

3

5

¼ 2 j

p

Z

p

0

n cos l� kð Þdn

when k ¼ l; a j
k;k ¼ 2j�1p: When k 6¼ l;

a j
k;l ¼

2 j

p
�1ð Þk�l�1

k � lð Þ2

It is not difficult to find a j
k;l ¼ a j

l;k; let s ¼ k � lj j; so a j
s ¼ a j

k;l; then
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a j
s ¼

2j�1p s ¼ 0
2 j

p
�1ð Þs�1

s2 s ¼ 1; 2; . . .; 2M � 1

�

Found from the above analysis, the singularity of the natural boundary integral
equations has been eliminated, and there is a very simple and accurate formula for
the element of stiffness matrix.

92.4 Numerical Examples

We use a group of discrete examples in the sub-base V j
2M of space-scale space Vj to

discretizate variational problem derived from the natural boundary integral
equation, with the relaxation method for solving linear equations. The following
table gives the error of exact solution and approximate solution L2 [7].

Example 1 Neumann problems on the half-plane

Du ¼ 0
un ¼ 2x

1þx2ð Þ2

(

Its exact solution is

u x; yð Þ ¼ x

x2 þ yþ 1ð Þ2
; u0 xð Þ ¼ x

x2 þ 1
:

Example 2 Neumann problems on the half-plane

Du ¼ 0
un ¼ � 1

p 1þx2ð Þ þ d xð Þ

�

Its exact solution is

u x; yð Þ ¼ 1
4p

ln
x2 þ yþ 1ð Þ2

x2 þ y� 1ð Þ2
þ yd xð Þ; u0 xð Þ ¼ 0:

Tables 92.1 and 92.2, respectively, are the calculations of Examples 1 and 2.
There is no singularity interference in the calculation, which is consistent with the
theoretical results, and there are no discrete calculation error and quadrature error,
but only the iterative solution Error and bandwidth error work entirely decided by
the condition number of coefficient matrix, bandwidth, and the nature of the
function.
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92.5 Conclusions

The Wavelet boundary element method effectively solves problems that occur
when we solve the Laplace equation, through a specific example, validates the
effective type of the method.
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Table 92.1 Error analysis

j = 0 j = 1 j = 2 j = 3
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Chapter 93
Asymptotically Almost Periodic
Sequence Solutions for a Class
of Difference Equations

Jingguo Qu, Yuhuan Cui, Aimin Yang and Huancheng Zhang

Abstract Differential equations is proposed when people study the variational
equation of the orbits in discrete dynamical systems. It has important applications
in many areas, including differential equations numerical methods, finite element
method, control theory and computer science research. In recent years, many
authors studied the properties of difference equations and applied them to discrete
dynamical systems and differential equations with piecewise constant variables.
This chapter uses the exponential dichotomy; the polytrophic exponent to give the
sufficient conditions of differential equation asymptotically almost periodic
sequence solution.

Keywords Differential equations � Asymptotically almost periodic sequence �
Exponential dichotomy

93.1 Asymptotically Almost Periodic Sequence Solutions
for a Class of Linear Difference Equations

In this chapter, we use jj � jj denote the Euclidean norm in the vector space Rd:
Consider the homogeneous linear difference equation

xðnþ 1Þ ¼ AðnÞxðnÞ n 2 Z ð93:1Þ
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Here, for each onen 2 Z; AðnÞ is d � d order invertible matrix.
The non-homogeneous differential equation

xðnþ 1Þ ¼ AðnÞxðnÞ þ hðnÞ n 2 Z ð93:2Þ

Here, for each one n 2 Z; AðnÞ is d � d order invertible matrix, hðnÞ 2 Rd:

93.2 Introduction

We first give definitions of the exponential dichotomy and polytrophic exponent,
and some lemmas needed to prove the main results

Definition 1 [1] Equation 93.1 is called the exponential dichotomy in Z ðZþ; Z�Þ;
when there is the projection P ðP2 ¼ PÞ and a constant K [ 0; a [ 0 such that for
any m; n 2 Z ðZþ; Z�Þ; there

jXðnÞPX�1ðmÞj �Ke�aðn�mÞ; n�m

jXðnÞðI � PÞX�1ðmÞj �Ke�aðm�nÞ; m� n

Here, XðnÞ is the based solution matrix of Eq. 93.1, which satisfy Xð0Þ ¼ I (unit
matrix).

Definition 2 [1] Equation 93.1 is called polytrophic exponent in Z; when it is that
if there is projection P1;P2;P3; PiPj ¼ 0; i 6¼ j and P1 þ P2 þ P3 ¼ I; as well as
constant K [ 0; a[ 0; such that for any m; n 2 Z; there

jXðnÞP1X�1ðmÞj�Ke�aðn�mÞ; n�m

jXðnÞP2X�1ðmÞj�Ke�aðm�nÞ; m� n

and

jXðnÞP3X�1ðmÞj � Ke�aðn�mÞ; 0�m� n
Ke�aðm�nÞ; n�m� 0

�

Here, XðnÞ is the based solution matrix of Eq. 93.1, which satisfy Xð0Þ ¼ I
(unit matrix).

Lemma 1 [1] Suppose that linear differential equations (93.1) is the exponential
dichotomy in Z; then there is no non-zero bounded solution of Eq. 93.1 in Z:

If fhðnÞgn2Z is a bounded sequence, then the Eq. 93.2 has a unique bounded
solution on fyðnÞgn2Z ; and
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jjyjj �K
ea þ 1
ea � 1

jjhjj ð93:3Þ

Lemma 2 [1] Equation 93.1 is polytrophic exponent in Z; if and only if for every
bounded sequence fhðnÞgn2Z ; Eq. 93.2 at least has one bounded solution.

In fact, if the Green function

Gðn;mÞ ¼
XðnÞP�X�1ðmÞ; m\0� n; or; m\n\0
�XðnÞðI � P�ÞX�1ðmÞ; n\m\0
XðnÞPþX�1ðmÞ; 0\m\n
�XðnÞðI � PþÞX�1ðmÞ; 0\n\m; or; n\0\m

8

>

>

<

>

>

:

ð93:4Þ

Among of them, Pþ ¼ I � P2; P� ¼ P; so

yðnÞ ¼
X

þ1

s¼�1
Gðn; sþ 1ÞhðsÞ; n 2 Z ð93:5Þ

and

jjyjj � 8K2 ea

ea � 1
jjhjj ð93:6Þ

93.3 Main Results

Theorem 1 If the homogeneous differential equation (93.1) is polytrophic exponent
in Z corresponding the difference equation (93.2), then for any h ¼ fhðnÞgn2Z 2
C0ðZ;RdÞ; Eq. 93.2 has solutions y ¼ fyðnÞgn2Z 2 C0ðZ;RdÞ; in particular, if
P3 ¼ 0; the solution y is the unique [2].

Proof Let P1;P2;P3 are the projections in the definition of polytrophic exponent,
we define Pþ ¼ I � P2; P� ¼ P1 [3]. Take into account the defined Green func-
tions in Eq. 93.4.

For a given h ¼ fhðnÞgn2Z 2 C0ðZ;RdÞ; defines the new sequence by (93.5),
that is,

yðnÞ ¼ y1ðnÞ; n 2 Zþ

y2ðnÞ; n 2 Z�

�

Here

y1ðnÞ ¼
X

�1

s¼�1
XðnÞP�X�1ðsþ 1ÞhðsÞ þ

X

n�1

s¼0

XðnÞPþX�1ðsþ 1ÞhðsÞ

�
X

þ1

s¼n

XðnÞðI � PþÞX�1ðsþ 1ÞhðsÞ
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y2ðnÞ ¼
X

n�1

s¼�1
XðnÞP�X�1ðsþ 1ÞhðsÞ þ

X

�1

s¼n

XðnÞðI � P�ÞX�1ðsþ 1ÞhðsÞ

�
X

þ1

s¼0

XðnÞðI � PþÞX�1ðsþ 1ÞhðsÞ

First, h ¼ fhðnÞgn2Z 2 C0ðZ;RdÞ; then there is 0\G\þ1; satisfies

jjhðnÞjj �G; 8n 2 Z ð93:7Þ

Thus, for q� 0; from (93.7)

X

q

k¼�q

jjhðkÞjje�ajkj �G
X

q

k¼�q

e�ajkj ¼ 1þ ea � 2e�aq

ea � 1
G

Let q! þ1; denote M ¼ 1þea

ea�1 G; then

X

þ1

k¼�1
jjhðkÞjje�ajkj ¼ lim

q!þ1

X

q

k¼�q

jjhðkÞjje�ajkj � 1þ ea

ea � 1
G ¼ M\þ1 ð93:8Þ

For a given n 2 Zþ; from (93.8) and the property of polytrophic exponent,

X

�1

s¼�1
jjXðnÞP�X�1ðsþ 1ÞhðsÞjj �K

X

�1

s¼�1
jjhðsÞjje�aðn�s�1Þ �KMe�aðn�1Þ\þ1

X

þ1

s¼n

jjXðnÞðI � PþÞX�1ðsþ 1ÞhðsÞjj �K
X

þ1

s¼n

jjhðsÞjje�aðsþ1�nÞ �KMeaðn�1Þ\þ1

This proved that y1ðnÞ has the definition in Zþ: Similarly, for a given n 2 Z�;
from (93.8) and the property of polytrophic exponent, we know that [4],

X

n�1

s¼�1
jjXðnÞP�X�1ðsþ 1ÞhðsÞjj �K

X

n�1

s¼�1
jjhðsÞjje�aðn�s�1Þ �KMe�aðn�1Þ\þ1

X

þ1

s¼0

jjXðnÞðI � PþÞX�1ðsþ 1ÞhðsÞjj �K
X

þ1

s¼0

jjhðsÞjje�aðsþ1�nÞ �KMeaðn�1Þ\þ1

This proved that y2ðnÞ has the definition in Z�: So yðnÞ has the definition in Z:
Easy to verify that y is the solution of differential equation (93.2).
The following proof limjnj!1 jjyðnÞjj ¼ 0:
In fact, we prove respectively that limn!þ1 jjy1ðnÞjj ¼ 0; limn!�1 jjy2ðnÞjj ¼ 0
First deal with the three items of y1ðnÞ: Noted that, here n 2 Zþ:

780 J. Qu et al.



The first item P� ¼ P1; from (93.8) and the property of polytrophic exponent,
then

X

�1

s¼�1
jjXðnÞP�X�1ðsþ 1ÞhðsÞjj �K

X

�1

s¼�1
e�aðn�s�1ÞjjhðsÞjj

¼ Ke�aðn�1Þ
X

�1

s¼�1
e�að�sÞjjhðsÞjj �KMe�aðn�1Þ ! 0; ðn! þ1Þ

The second item, h 2 C0ðZÞ; for 8e [ 0; exists N1 [ 0; such that when
jnj �N1; there

jjhðnÞjj\e ð93:9Þ

Because when n! þ1; e�aðn�1Þ ! 0; then for the abovee [ 0; exists N2 [ 0;
such that when jnj �N2; there

e�ajn�1j\e ð93:10Þ

Pþ ¼ I � P2 ¼ P1 þ P3; Take N ¼ maxfN1;N2g; when n�N; from (93.7),
(93.9), (93.10) and the property of polytrophic exponent, there

X

n�1

s¼0

jjXðnÞPþX�1ðsþ 1ÞhðsÞjj �K
X

n�1

s¼0

e�aðn�s�1ÞjjhðsÞjj

¼ K
X

N�1

s¼0

e�aðn�s�1ÞjjhðsÞjj þ K
X

n�1

s¼N

e�aðn�s�1ÞjjhðsÞjj ¼ I1 þ I2

Among them

I1 ¼ K
X

N�1

s¼0

e�aðn�s�1ÞjjhðsÞjj �KGe�aðn�1Þ
X

N�1

s¼0

e�að�sÞ\
KGð1� eaNÞ

1� ea
e

I2 ¼ K
X

n�1

s¼N

e�aðn�s�1ÞjjhðsÞjj �K
1� e�aðn�NÞ

1� e�a
jjhðsÞjj\ K

1� e�a
e

This proves that

X

n�1

s¼0

jjXðnÞPþX�1ðsþ 1ÞhðsÞjj ! 0; ðn! þ1Þ

the third item, I � Pþ ¼ P2; from (93.9) and the property of polytrophic exponent,
when n�N1; for q� n there

X

q

s¼n

jjXðnÞðI � PþÞX�1ðsþ 1ÞhðsÞjj �K
X

q

s¼n

e�aðsþ1�nÞjjhðsÞjj\K
1� e�aðqþ1�nÞ

ea � 1
e
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Let q! þ1; so

X

þ1

s¼n

jjXðnÞðI � PþÞX�1ðsþ 1ÞhðsÞjj � lim
q!þ1

K
1� e�aðqþ1�nÞ

ea � 1
e\

K

ea � 1
e

Thus

X

þ1

s¼n

jjXðnÞðI � PþÞX�1ðsþ 1ÞhðsÞjj ! 0; ðn! þ1Þ

So limn!þ1jjy1ðnÞjj ¼ 0:
Secondly, deal with the three items of y2ðnÞ: Noted that, here n 2 Zþ:
For any e [ 0; from Eq. 93.9, when n� � N1; jjhðnÞjj\e and P� ¼ P1; from

the property of polytrophic exponent, when n� � N1; q\n;

X

n�1

s¼q

jjXðnÞP�X�1ðsþ 1ÞhðsÞjj �K
X

n�1

s¼q

jjhðsÞjje�aðn�s�1Þ\K
1� e�aðn�qÞ

1� e�a
e

Let q! �1; so

X

n�1

s¼�1
jjXðnÞP�X�1ðsþ 1ÞhðsÞjj � lim

q!�1
K

1� e�aðn�qÞ

1� e�a
e\

K

1� e�a
e

Thus

X

n�1

s¼�1
jjXðnÞP�X�1ðsþ 1ÞhðsÞjj ! 0; ðn! �1Þ

The second item, for 8e [ 0; from Eq. 93.9, when n� � N1; jjhðnÞjj\e; from
Eq. 93.10, when n� � N2; e�að1�nÞ\e:

I � P� ¼ P2 � P3; let N ¼ maxfN1;N2g; from (93.9) and the property of
polytrophic exponent, when n� � N;

X

�1

s¼n

jjXðnÞðI � P�ÞX�1ðsþ 1ÞhðsÞjj �K
X

�1

s¼n

e�aðsþ1�nÞjjhðsÞjj

�K
X

�N�1

s¼n

e�aðsþ1�nÞjjhðsÞjj þ K
X

�1

s¼�N

e�aðsþ1�nÞjjhðsÞjj ¼ I3 þ I4

Among them

I3 ¼ K
X

�N�1

s¼n

e�aðsþ1�nÞjjhðsÞjj �K
e�a � e�að�N�nÞ

1� e�a
e�K

e�a

1� e�a
e
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I4 ¼ K
X

�1

s¼�N

e�aðsþ1�nÞjjhðsÞjj �KGe�að1�nÞ
X

�1

s¼�N

e�as\KG
ea � eNa

1� ea
e

This proves that

X

�1

s¼n

jjXðnÞðI � P�ÞX�1ðsþ 1ÞhðsÞjj ! 0; ðn! �1Þ

The third items, I � Pþ ¼ P2; from (93.8) and the property of polytrophic
exponent, then

X

þ1

s¼0

jXðnÞðI � PþÞX�1ðsþ 1ÞhðsÞj �K
X

þ1

s¼0

e�aðsþ1�nÞjjhðsÞjj

¼ Ke�að1�nÞ
X

þ1

s¼0

e�asjjhðsÞjj

KMe�að1�nÞ ! 0; ðn! �1Þ

So limn!þ1jjy1ðnÞjj ¼ 0:
Finally, because h 2 C0ðZ;RdÞ; h is a bounded sequence, so inequality (93.6)

was established, that y is bounded. If P3 ¼ 0; the differential equation is the
exponential dichotomy, Lemma guarantees that y is the unique bounded solution
of a differential equation (93.2), and the inequality (93.3) holds.

93.4 Conclusions

The chapter in the conditions of polytrophic exponent, gives the sufficient con-
ditions of almost periodic sequence for a class of linear differences. Subsequently,
in the conditions of exponential dichotomy, use the contraction mapping principle
to discuss the problems of asymptotically almost periodic sequence solution
existence corresponding nonlinear differential equations.
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Chapter 94
Linear Method of the Power
Spectrum Estimation Based
on MATLAB Simulation

Zhongliang Sun, Xiaokan Wang and Sanci Guo

Abstract The power spectrum estimation is used to estimate power spectrum of
the finite length data signal. It is very important for understanding a random signal
or other applications which is one of the important research for digital signal
processing. Study several typical methods of the power spectrum estimation and
design a simulation signal of random sequence, and the spectrum is estimated with
MATLAB. Simulation results show that if reasonable choosing the best power
spectrum estimation function according to the actual work demand can reduce the
spectrum analysis error of the actual signal. All that may provide a reference value
for scientific research and engineering applications of power spectrum estimation
based on MATLAB.

Keywords Power spectrum estimation � MATLAB � Correlation function �
Periodogram

94.1 Introduction

In the practical work, the general processing signal can be divided into two kinds:
regular signals (deterministic signals) and random signals (non-deterministic sig-
nals) [1]. Regular signal can be explicitly described by mathematic relationship,
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while the random signal is generally impossible to describe with the clear math-
ematics relationship and also unable to forecast its future instantaneous precise
value. So these randomness data can described with the probability and statistics
average method, such as mean, standard deviation, variance, probability density
function, probability distribution function, correlation function and power spectral
density function.

The spectrum of signal is often much simpler expression than the original signal
in the modern data analysis [2, 3]. Linear in the spectrum is easily expressed
simply and can clearly see the changed characteristic of signal when interpreting
the random signal processing or filtering effect. Therefore, for solving the random
signal problem, we often need to do power spectral analysis and power spectrum
estimation of random signal [4].

Because of the uncertainty of random signal, voltage spectrum is uncertain. But
the stationary random signal with ergodic can get the determined correlation
function, the dimension of its sequence is the power unit. The Fourier transform or
z transform of correlation function is power spectral density function of random
signal which is the abbreviation of power spectrum. Spectrum estimation is using
the given N sample data to estimate power spectral density of the stationary
random signal.

94.2 Common Power Spectral Estimation

94.2.1 Linear Estimation

Linear estimation method mainly includes: (1) the correlation function (BT) [5, 6].
This method could first get the correlation function of signal in the time domain,
then it could calculate the Fourier transform of the correlation function with fast
algorithm to get the estimation value of the power spectrum. When the time delay
is much smaller than the data length, we can have a good estimation precision. (2)
Periodogram. The method is a classical estimation method, the basic idea is that
power spectrum can obtain directly from the Fourier transform of random signal
series. The other two derivative estimation methods of periodogram are the
average periodogram and the smoothing periodogram.

94.2.2 Nonlinear Estimation

Nonlinear estimation methods include: (1) maximum entropy estimation method
(MEEM) [7]. It is an adaptive spectral analysis method, there is no fixed window
function. When estimating the power spectrum of a frequency, it could automat-
ically adjust the power spectrum of other frequencies to regulate the minimum
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disturbance. So it has the prediction error function of Wiener filter and has a higher
resolution than the general linear spectral estimation method; (2) minimum cross-
entropy method (MCEM) [8]. The resolution of this method is higher than MEEM,
both of them have close relations. When the priori probability density function is
uniform distribution, the minimum cross-entropy estimation is equivalent to the
MEEM; (3) maximum likelihood method (MLM). The method is an unbiased
minimum variance estimation method; (4) auto-regressive moving average model
method (ARMA) [9]. The method is represented by zero and pole signal model
parameters of spectral estimation methods with high resolution and greater
flexibility.

94.3 Basic Principles of Linear Estimation
on Power Spectrum

94.3.1 Correlation Function

The method consists of two steps: the first step, using N samples to estimate the
value of random signal series’s correlation function; the second step, calculating
the estimation value of the power spectrum by the discrete Fourier transform of
correlation function. Algorithm is as follows:

Correlation function valuations:

brxxðmÞ ¼ rNxðmÞ ¼
1
N

X

N� mj j�1

n¼0

xðnÞx�ðnþ mÞ ð94:1Þ

Power spectrum estimation:

bsxðxÞ ¼ sNxðxÞ ¼
X

N�1

m¼� N�1j j
rNxðmÞe�jmxT ð94:2Þ

Periodogram
The method could directly calculate the estimation value of the power spectrum

from its own discrete Fourier transform of random signal samples. The algorithm is:

bsxðxÞ ¼ sNxðxÞ ¼
1
N

X

N�1

m¼0

xðmÞe�jmxT
X

N�1

n¼0

xðnÞe�jnxT ¼ 1
N

XðxÞX�ðxÞ ð94:3Þ

The above equation is called periodogram of the N length steady random signal
series which is usually written as:

INðxÞ ¼
1
N

XðxÞj j2 ð94:4Þ

94 Linear Method of the Power Spectrum Estimation 787



Theory has proved that the results of the periodogram spectrum estimation and
the BT spectrum were the same, and belong to biased and non-uniform estimation.

94.3.2 Average Periodogram

The basic idea of the method is that random series x (n) is divided into K sections,
and the length of each section is L, so N = KL. The i series can be expressed as:

xiðnÞ ¼ xðnþ ði� 1ÞLÞ; 0�N � L� 1; i ¼ 1; 2; . . .;K ð94:5Þ

Its periodogram is:

IiðxÞ ¼
1
L

X

L�i

n¼0

xiðnÞe�jnxT

�

�

�

�

�

�

�

�

�

�

2

; 1� i�K ð94:6Þ

Therefore, the estimator of the power spectrum is defined as:

bsxðxÞ ¼ sNxðxÞ ¼
1
K

X

K

i¼1

IiðxÞ ð94:7Þ

Theory study proved that the power spectrum estimation of average periodo-
gram is biased and asymptotic consistent estimation.

94.3.3 The Smoothing Periodogram

The N length sequence of real stationary random signal x (n) is divided into
K sections, the length of each section is L, so N = KL. Then,

xiðnÞ ¼ xðnþ ði� 1ÞLÞ; 0�N� L� 1; i ¼ 1; 2; . . .;K

We could calculate the periodogram of each segment sequence by using the
following formula which has weighted with the window function w (n).

IiðxÞ ¼
1

LU

X

L�i

n¼0

xiðnÞxðnÞe�jnxT

�

�

�

�

�

�

�

�

�

�

2

; 1� i�K ð94:8Þ

where, U is the energy of the window sequence,

U ¼ 1
L

X

L�i

n¼0

x2ðnÞ ð94:9Þ
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The estimation value of the power spectrum is:

bsxðxÞ ¼ sNxðxÞ ¼
1
K

X

K

i¼1

IiðxÞ ð94:10Þ

94.4 Experimental Simulation

94.4.1 MATLAB Introduction

MATLAB was launched by the MathWorks company in 1982 which is a high-
performance numerical computation and visualization software, so it was often
called matrix laboratory. It integrated numerical analysis, matrix computation,
signal processing and graphic display and it constitutes a convenient and friendly
user-interface environment. The introduction of MATLAB was paid widespread
attention by experts and scholars in various fields. Its powerful extension function
expansion provided the foundation for all fields’s application.

94.4.2 Simulation Results

In this simulation experiment, the different frequency of sinusoidal signals and
Gaussian white noise composed of the random sequence. Figure 94.1 is the real-
ization curves of the four simulation algorithms; Fig. 94.2 is the simulation curves
of the different L values by the average periodogram and smoothing periodogram.
The random sequence expression of Figs. 94.1 and 94.2 is:

xðnÞ ¼
ffiffiffiffiffi

20
p

sinð0:1� 2pnÞ þ
ffiffiffiffiffi

20
p

sinð0:13� 2pnÞ þ
ffiffiffi

5
p

sinð0:3� 2pnÞ
þ

ffiffiffi

5
p

sinð0:35� 2pnÞ
ð94:11Þ

The normalized frequency of sinusoidal signal are 0.1, 0.13, 0.3 and 0.35,
respectively, while the length of random sequence N = 256. In Fig. 94.1, the
random sequence of the average periodogram and smoothing periodogram are
divided into K = 4 sections, the length of each section is L = 64. Suppose L = 32
for the upper part and L = 128 for the lower part in the Fig. 94.2. The window
function used is Hanning window in the smoothing periodogram.
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Fig. 94.1 Four typical spectrum estimation curves

Fig. 94.2 The curves with different length of the average periodogram and the smoothing
periodogram
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94.5 Discussion

We could directly obtain the following properties from the Figs. 94.1 and 94.2.
The results which are estimated by power spectrum of the correlation function

and periodogram are consistent, and have the characteristics of large discreteness,
rough curve and the larger variance, but its resolution is higher than other methods.

The average periodogram and the smoothing periodogram have good conver-
gence, smooth curves and small variance, but the main lobe of power spectrum is
wide and the resolution is low. This is caused by Gibbs phenomenon which due to
the sections processing of random sequences will come into the limited length.

The smoothing periodogram has relatively smoother spectrum valuation and lower
resolution than the average periodogram. The main lobe of the power spectrum will
become wider when it gets smoothing estimated results at the same time, by giving the
appropriate window weighted to each sequence. So the resolution decreased.

Seen from the Fig. 94.2, the main lobe of the power spectrum will become
narrower and improve the resolution if increasing the length L of the sections for a
fixed random sequence with length N in the average periodogram and the
smoothing periodogram. But the estimation variance will also increase because of
the increasing length L. In actual application we should reasonably choose the
length L to aviod the the contradiction of the resolution and the variance.
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Chapter 95
Research on Discrete Mathematical
Model of Special Helical Surface

Lizhi Gu, Peng Lei and Qi Hong

Abstract Special helical surface is widely used in machinery manufacturing
industry. This chapter discussed the effect of fundamental and important param-
eters on generic model of the helical surface, based on differential geometry,
spatial engaging theory and method of Cartesian coordinate conversion. A ‘guide
helix line method’ was proposed, and with this method a discrete mathematical
model of non-cylinder helical surface was established. The obtained discrete
mathematical model can readily have access to the coordinate information of
each point and can conveniently design high-precision helical surface through
programming and execute the software in the MATLAB environment. This
mathematical model may find specific and significant application discretely, in the
f computer-aided design for products with helical surface, especially for those with
abnormal helical surface.

Keywords Special helix � Special helical surface � Guide helix � Discrete
mathematical model
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95.1 Introduction

Modeling design of special helical surface plays an important role in the modern
machine manufacturing field, which is the link between product-designing and
product-manufacturing. The non-cylinder helical surface is a widely used equip-
ment in the machinery manufacturing industry [1], the development and appli-
cation of special helical surface has guaranteed equipment’s performance and
service life. For example, the application of the variable pitch screw in large
extrusion machines, the conical miller with equal helix angle and rotary bure in
milling, and the variable pitch propeller installed on ships, play the key role in the
mechanical equipment [2]. Hence, solving the problem of modeling technology for
special helical surface has become an the important project in the machinery
manufacturing industry.

One point or a curve does a special screw motion around a central axis, it is the
so-called special helical movement [3]. There are two ways for the helical
movement: sliding along generatrix of rotate parts and revolving around a central
axis. The sliding movement consists of axial movement and radial motion.
So when one point or a curve does special screw motion, its orbit is a helix line
or a helical surface. It was necessary to point out that solid of revolution, in
this chapter, consists of cylinder and non-cylinder, but we mainly discussed the
non-cylinder parts.

At present, there are few document resources about research on discrete
mathematical model for special helical surface modeling [4, 5]. Most of the
existing papers redefined some related concepts and summarized its generalized
mathematical model briefly, there are serious limitations valuable for engineering
applications. This chapter developed an approach to discrete mathematical model
for special helical surface based on the screw theory, which was of great signifi-
cance for the systematical research on helical surface.

95.2 Establishment of Mathematical Model for Guide Helix

To establish the mathematical model for special helical surface on rotational parts,
first, there must to be defining of the space track of helical surface’s truncate
generatrix. The space track we defined it as ‘guide helix’, which was the oriented
line for the helical surface truncate generatrix. The key problem was how to
express the guide helix with precise mathematical model, because its spatial
location changed, the mathematical model will change. So if we build a moving
frame on the guide helix, the mathematical model of helical surface’s truncate
generatrix would become the only mathematical model. Then we scatter its
truncate generatrix into finite coordinate points, alteration of the number of
coordinate points can change the modeling accuracy. Each point following the
guide helix forms helix trajectory, all of the helix trajectories fit into helical
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surface. The following is the concrete step to establish the mathematical model of
guide helix.

Take the central axis of non-cylinder revolution parts as Z axis, one end as the
XOY plane to build system of rectangular coordinates O-XYZ, as shown in
Fig. 95.1. For convenience of explanation, we chose the guide helix on the face of
revolution solid. It was similar to not on the face of revolution solid. Equation of
special helix can be obtained according to the forming principle of non-cylindrical
revolution surface as mentioned above

rðz;uÞ ¼ q cos u; q sin u; z½ �T ð95:1Þ

where qðzÞ means the non-cylinder revolution parts radius, and u means the
intersection angle formed between X axis and the non-cylinder revolution parts
radius. When the functional relation about u and z is ascertained, the guide helix
on the surface of non-cylinder revolution parts can be expressed as

rðzÞ ¼ r z;uðzÞð Þ ¼ qðzÞ cos uðzÞ; qðzÞ sin uðzÞ; z½ �T ð95:2Þ

The key to establish guide helix mathematical model was the functional
relation about u and z according to the design requirements of helical surface.
The traditional circular helix method cannot work well with the establishment of
mathematical model for guide helix, hence, guide helix must be classified by its
different characteristics of motion to establish mathematical model.

As shown in Fig. 95.2, V
!

is velocity vector of point P, V
!

S stands for velocity

vector along helical surface’s truncate generatrix. V
!

T is tangent velocity vector of

point P, V
!

a; V
!

r are axial and radial velocity vector, their functional relationship

is just expressed by V
!

S ¼ V
!

a þ V
!

r: The helix angle is defined as the intersection

angle formed between velocity vector V
!

along helix and velocity vector V
!

S along
helical surface’s truncating generatrix [6].

V
!¼ V

!
S þ V
!

T ¼ V
!

a þ V
!

r þ V
!

T ð95:3Þ
The velocity of point P V

!
can be broken into three vectors V

!
T ; V
!

a; V
!

r: The

three values directly affect the shape of guide helix. To find out the value of V
!

S;
the angular velocity x can be assumed to be constant, then the helix angle of point
P can be described as follows

z

y

(z)

(z)

P

o

xFig. 95.1 Special helix
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tan b zð Þ ¼
V
!

T

�

�

�

�

�

�

V
!

S

�

�

�

�

�

�

¼ xrðzÞ
VSðzÞ

ð95:4Þ

For angle a is the angle between V
!

a and V
!

a; according to functional expres-
sion Va ¼ dz=dt; Vr ¼ dr=dt; Eq. 94.5 can be obtained in terms of

cos a ¼ Va

VS
¼ dz=dt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dr=dtð Þ2þ dz=dtð Þ2
q ¼ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dr=dtð Þ2
q ð94:5Þ

According to du ¼ xdt; dz ¼ V
!

adt; combination of Eqs. 95.4 and 95.5, the
function with respect to uðzÞ is set as follows:

Vr ¼
du
dz
¼ xdt

V
!

adt
¼ tan bðzÞVSðzÞ

rðzÞV!adt
¼ tan bðzÞ

rðzÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dr

dt

� �2
s

ð95:6Þ

uðzÞ ¼ u0 þ
Z

tan bðzÞ
rðzÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dr

dt

� �2
s

dz ð95:7Þ

Putting Eqs. 95.7 into 95.2, a common equation of guide helix according to
spiral angle is obtained [7]. It can provide a mathematic model to calculate and
optimize geometric model before meshing on a computer as a result of establishing
the equation, where u0 can be obtained by the u value of a certain given space
position. When bðzÞ is constant, the helix will be the equal spiral angle helix, as
described in Eq. 95.7.

uðzÞ ¼ u0 þ tan b
Z

1
rðzÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dr

dt

� �2
s

dz ð95:8Þ

Putting Eqs. 95.8 into 95.2, an equation about equal spiral angle helix is
obtained. So the following conclusion can be drawn that equal spiral angle helix is
a special case of special helix.

z

y

x

P

(z)

(z)

o

Va

Vs
r

V
V

T

V

Fig. 95.2 The forming of
helix vectogram
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95.3 Establishment of Programmable Discrete
Special Helical Surface Model

After common equation of guide helix has been confirmed, The next step is how to
build the programmable discrete model for special helical surface. According to
principle of ‘‘envelope forming’’, helical surface is deemed to be generated by its
truncate generatrix, and that truncating generatrix can be divided into finite
coordinate point. These points do spiral motion along guide helix, their trajectories
are helices, through those helices, we can construct the helical surface model.
To realize the data compression and smooth surface modeling within the user-
defined precision, a proper increment of control points is necessary. Then Eq. 95.9
is a truncating generatrix expression of the special helical surface [8].

x ¼ Rizði; zÞ cos uizði; zÞ
y ¼ Rizði; zÞ sin uizði; zÞ
z ¼ z

8

>

<

>

:

ð95:9Þ

where Rizði; zÞ; uizði; zÞ stand for radius of gyration and gyrating angle respec-
tively, while the point P is moved to the position z ¼ z:

Figure 95.3 shows the section of revolution parts in the position z ¼ z; the point
Pi is a random point, ri is its radius of gyration, its gyrate angle is ui: The point Pi

can be described by the following equations.

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
i ðiÞ þ y2

i ðiÞ
q

ð95:10Þ

l ¼ arctan
yiðiÞ
xiðiÞ

� �

ð95:11Þ

The moving frame was built on the guide helix, so the relative position was not
changed between the origin of moving frame and the point of truncating genera-
trix. In the position z ¼ z; riz; ui are its radius of gyration and gyrate angle,
respectively. rik is the radius of guide helix in the position z ¼ z: The expressions
of correlation functions are as follows:

riz ¼
r1

rik
� rz ð95:12Þ

driz

dz
¼ ri

rzk
� drz

dz
ð95:13Þ

d2riz

dz2
¼ d2rz

dz2
ð95:14Þ

uiz ¼ uz þ lz ¼ uz þ l ð95:15Þ

According to expressions mentioned above, a discrete mathematical model can
be obtained in the form of
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x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
1ðiÞ þ y2

1ðiÞ
p

rik
� rz cos uðzÞ þ arctg

y1ðiÞ
x1ðiÞ

� �� �

y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
1ðiÞ þ y2

1ðiÞ
p

rik
� rz sin uðzÞ þ arctg

y1ðiÞ
x1ðiÞ

� �� �

z ¼ z

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð95:16Þ

The discrete mathematical model for helical surface has been obtained through
programming with MATLAB, and it has been demonstrated that the method
proposed and developed is used to build 3D digital model of helical surfaces in
Figs. 95.4 and 95.5.

¦ Õ xo

ri
R R i

Pi A

E

i

Fig. 95.3 Cross-section

Fig. 95.4 Helical surface
model
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95.4 Conclusion

Aiming at geometric modeling of special helical surface precisely to derive a
general mathematical model for helical surface, a ‘guide helix line method’ was
proposed, and with this method a discrete mathematical model for special helical
surface was established. The obtained 3D digital model of helical surface can
conveniently design high precision helical surface through programming, executing
in the MATLAB environment and designing axial section of cutter. The method
may find application in mechanical design with high efficiency and can be used as
important reference for manufacturing such special helical surface of machine parts.
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Chapter 96
PCNN-DDF Filter for Color Image

Beiji Zou, Haoyu Zhou, Hao Chen and Cao Shi

Abstract This chapter presents a new filtering approach capable of detecting and
removing impulsive noise in multi-channel images. The filter detects noise pixels
in the image by utilizing pulse-coupled neural networks specific feature that the
fire of one neuron can capture firing of its adjacent neurons due to their spatial
proximity and intensity similarity. Then it estimates the noise pixels by a DDF-
likely vector filtering. Experimental results reported in this chapter indicate that
the proposed filter has excellent performance, and is able to preserve fine details
while suppressing impulsive noise.

Keywords Multi-channel image processing � Nonlinear vector filtering � PCNN

96.1 Introduction

The perception of color is important to humans and machine vision systems, since
they use color information to sense the environment and recognize the objects on the
scene. Because the acquisition or transmission of digital images through sensors or
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communication channels is often affected by impulsive noise [1–4], the aim of pre-
processing techniques is the noise filtering [5, 6] which enables communication in
noisy environments [5] and processing of different kinds of multi-channel images
(e.g., enhancement of cDNA microarray images [7, 8], digitized artwork images
[9, 10], old movies [11–13], and images acquired by sensors [14, 15]).

It has been widely recognized [16–19] that the nonlinear vector processing of
color images is the most effective way to filter out outliers. For this reason, a
number of filtering approaches, such as those presented in [20–22], have been
developed to extend the filtering efficiency of the standard filtering approaches.
Vector median filter [16] is a typical example of such an extension, when the
median defined over the gray-scale samples has been replaced with the lowest
ranked multi-channel sample achieved by vector ordering [1]. This filter is very
often used for the removal of impulsive noise in color images. On the other hand,
the standard median filter [23] or its multi-channel extensions, i.e., the vector
median filter [16] and the basic vector directional filter [18], are unable to adapt
their behavior to varying noise and signal statistics related to the local image
information of the samples inside a sliding filtering window. These filters per-
forming the fixed amount of smoothing result in blurring of fine image details.

In the late 1980s, Eckhorn et al. discovered that the midbrain in an oscillating
way created binary images that could extract different features from the visual
impression when they studied the cat visual cortex [24]. Due to this discovery they
developed a neural network, called Eckhorn’s model, to simulate this behavior.
Then Johnson et al. carried on a number of modifications and variations to improve
its performance as image processing algorithms [25]. This modified neural model
is called pulse-coupled neural networks (PCNN). As a new generation of neural
network, the PCNN is good at digital image processing and applied in many fields
like image segmentation, image enhancement, image fusion, object and edge
detection, pattern recognition, etc. [26].

The remainder of this chapter is organized as follows. In Sect. 96.2, a brief
overview of the PCNN model is presented. In Sect. 96.3, we propose a new color
image filter based on PCNN. In Sect. 96.4, the proposed method is tested com-
pared with some existing filters. Section 96.5 is the conclusion and this chapter
ends with acknowledgements.

96.2 PCNN Model

As mentioned above, the PCNN is two-dimensional, single layered, laterally
connected neural network of pulse-coupled neurons, which connect with image
pixels one to one. Because each image pixel is associated with a neuron of the
PCNN, processing the pixels can be translated into processing the corresponding
neurons of the PCNN.

The PCNN neuron’s structure is shown in Fig. 96.1. The neuron consists of an
input part, linking part and a pulse generator. The neuron receives the input signals
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from feeding and linking inputs. Feeding input is the primary input from the
neuron’s receptive area. The neuron receptive area consists of the neighboring
pixels of corresponding pixel in the input image. Linking input is the secondary
input of lateral connections with neighboring neurons. The difference between
these inputs is that the feeding connections have a slower characteristic response
time constant than the linking connections. The standard PCNN model is described
as iteration by the following equations:

Fij½n� ¼ e�aF F½n� 1� þ VF

X

kl

wijklYij½n� 1� þ Iij ð96:1Þ

Lij½n� ¼ e�aL Lij½n� 1� þ VL

X

kl

mijklYij½n� 1� ð96:2Þ

Uij½n� ¼ Fij½n�ð1þ bLij½n�Þ ð96:3Þ

Yij½n� ¼ step Uij½n� � Eij½n� 1�
� �

ð96:4Þ

Eij ½n� ¼ e�aE Eij½n� 1� þ VEYij½n� ð96:5Þ

In these equations, Iij is the input stimulus such as the normalized gray level of
image pixels in (i, j) position, Fij[n] is the feedback input of the neuron in (i, j), and
Lij[n] is the linking item. Uij[n] is the internal activity of neuron, and Eij[n] is the
dynamic threshold. Yij[n] stands for the pulse output of neuron and it gets either
the binary value 0 or 1. The input stimulus (the pixel intensity) is received by the
feeding element and the internal activation element combines the feeding element
with the linking element. The value of internal activation element is compared
with a dynamic threshold that gradually decreases at iteration. The internal acti-
vation element accumulates the signals until it surpasses the dynamic threshold
and then fires the output element and the dynamic threshold increases simulta-
neously strongly [18]. The output of the neuron is then iteratively fed back to the
element with a delay of one iteration.

The inter-connections M and W are the constant synaptic weight matrices for the
feeding and the linking inputs, respectively, which are dependant on the distance
between neurons. Generally, M and W (normally W = M) refer to the Gaussian
weight functions with the distance. b is the linking coefficient. aF, aL and aE are the

ij

1

0

VE

- E

1+ Lij

Fij

Uij

Yij

Threshold Unit

Step Function

Fig. 96.1 PCNN model
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attenuation time constants of Fij[n], Lij[n] and Eij[n], respectively. VF, VL and VE

denote the inherent voltage potential of Fij[n], Lij[n] and Eij[n], respectively.

96.3 Introduction of Proposed Framework

96.3.1 Basic Idea

In case of impulsive noise, color image noise pixels corrupted each channel of the
image independently [16–19]. Each channel has been corrupted in different
positions, but they are all corrupted in the same characteristic and pattern.
Impulsive noise is a very interested noise: in each channel of the image, the value
of the corrupted pixel is quite different from the pixels that have not been affected
nearby, which means that the neurons corresponding to the noise pixels will not
fire synchronously with the neurons that have not been affected nearby. Thus the
basic idea for adopting PCNN for noise detection and removal is to fix the stimulus
of noise pixels to make them fire with the normal pixels synchronously.

Color image is a multi-channel image which is not likely a gray image. For a
gray image, we can build a PCNN whose neurons are one by one corresponding to
each pixel in the image. If we use PCNN for each channel separately and then
combine the filtered channels together, because each channel is affected in a
different place, unexpected new color will be introduced to the image and hue will
change in the original noise pixels. To solve this problem, we have to translate the
image from original R, G, B three channels into a new space which can amplify the
difference between noise pixels with normal pixels.

Thus we proposed a noise detection and removal filter based on PCNN which
only modifies the noise pixels in the new space. The filter only operates a neuron
(i, j) when it fires; the algorithm is implemented in the following steps:

1. When neuron (i, j) fires within its nearby neurons already fired, it means that
this neuron is not able to be captured to fire because of its nearby neurons firing,
so the corresponding pixel is a noise pixel, and because its fire time is later than
the nearby neurons, so this pixel is darker than the supposed normal value. It
needs to be set brighter.

2. When neuron (i, j) fires with its nearby neurons do not fire yet, it means that this
neuron’s firing cannot capture its nearby neurons firing, so the corresponding
pixel is a noise pixel, and because its fire time is earlier than the nearby neuron,
so this pixel is brighter than supposed normal value. It needs to be set darker.

3. When neuron (i, j) fires with half of the nearby neurons already fired and half
not fired yet, it means that this neuron is not a noise pixel and it should remain
unchanged.

4. After this action, the algorithm will get a list of suspicious noise pixels in the
image. For each noise pixel, we employ a DDF-likely algorithm for filtering:
build a processing window which central point in the noise pixel, then use DDF
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for the pixels in the processing window expecting the pixels in the suspicious
noise pixels list to select the median value to replace the central pixel.

96.3.2 Noise Pixel Detection

RGB color space set up from primary color spectrum is quite suitable for hardware
implementation, but not good for explanation in human vision system. In RGB
color space, impulsive noise corrupts one or more channels, the probability of
corruption in each channel is equal. So if we detect noise directly in RGB color
space, we should consider the corruption situation in three channels equally, and
the output image also cannot fix the characteristics of human vision system.
Human vision system use hue, saturation and intensity to describe color and
observe colorful objects. In HSI color space, Impulsive noise corruption focus
more on intensity than hue and saturation. The following equations can translate
image from RGB space into HSI space:

H ¼
(

h; B�G
2p� h; B [ G

; h ¼ arccos
2� R� G� B

2� ððR� GÞ2 þ ðR� BÞðG� BÞÞ1=2

 !

ð96:6Þ

S ¼ 1� 3�min
ðR;G;BÞ
ðRþ Bþ GÞ ð96:7Þ

I ¼ ðRþ Gþ BÞ
3

ð96:8Þ

If the image is filtered in H, S, I channel separately, new color will be intro-
duced to the image, and details and edges will also be destroyed. Thus we con-
struct m:

m ¼ ðgþ cos HÞpSqIð1�p�qÞ; g� 2; p� 0; q� 0; pþ q� 1 ð96:9Þ

By constructing m, we amplify the difference between noise pixel and its nearby
pixels, and consider affection to hue, saturation and intensity by the noise pixel.
Thus we avoided the problem of handling the noise in one or more channels
separately. Using this equation for every pixel in the image, we will get a matrix
M ¼ fm1;m2; . . .;mng which has the same size as the image. To detect the noise
pixel, we use M to activate a PCNN which has the same size asM. Let the neuron
network runs have all the neurons fired and record the firing moment of each
neuron to the firing time map (FTM). For each pixel mi in M, check the slide
window which has this pixel as central point, remark the total pixel amount in the
window as S0, remark the amount of pixel firing before central point as S1, remark
the amount of pixel firing after central point as S2, if S1 [ S0/2 or S2 [ S0/2 then
the central point is corrupted by noise, otherwise it is not corrupted.
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96.3.3 Noise Pixel Removal

If the pixel is not corrupted, leave it unchanged. If the pixel is corrupted, we
proposed an auto parameter a DDF likely algorithm: set up a processing window
which has the corrupted pixel as central point, if over half of the pixels in the
window fire time are earlier than central point (S1 [ S0/2), choose the pixels in this
processing window and are not in the noise pixel list to build C ¼ fx1; x2; . . .; xLg;
if xl and xk are two pixels in C; the Euclidean distance Dðl; kÞ is: Dðl; kÞ ¼

xl � xkk k2; angle distance Aðl; kÞ is:

(a) (b) (c)

(d) (e) (f) 

(g) (h)

Fig. 96.2 Original Lena image, impulsive noise (pv = 0.1) image and filtered outputs. a Original
Lena image (24-Bit, 256 9 256); b Noise image; c PCNN-DDF; d VMF; e BVDF; f DDF;
g Rank SVMF; h Mean SVMF
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Aðl; kÞ ¼ arccos
xT

l xk

xlk k2 xkk k2

� �

;

then set central point as

arg min
xk2C

X

L

l¼1

Dðl; kÞ
" #g

X

L

l¼1

Aðl; kÞ
" #1�g

8

<

:

9

=

;

0� g� 1ð Þ:

If over half pixels in the window fire later than central point(S2 [ S0/2), then
choose the pixels in this processing window that are not in the noise pixel list to
execute the above operations. By using this method, we can remove noise without
affect image details and edges, and avoid disturbance from other noise pixels.

The parameters’ value should consider the following points: (1) to make neu-
rons in PCNN fire quickly because of Eij’s value rise rapidly, VE should be rather
bigger; (2) for neuron connect with its nearby neurons, and locate noise point, the
linking coefficient b should be bigger; (3) to set m’s value, g is used to smooth
effect of hue. Set value of p, q should consider impulsive affection on image focus
on intensity and hue. In the experiments of of the following section, the param-
eters’ values are set as follows:

b ¼ 0:3; aE ¼ 0:1; VE ¼ 310; w ¼
0:2 1 0:2
1 0 0:2

0:2 1 0:2

2

4

3

5;

g ¼ 2; p ¼ 0:5; q ¼ 0:1; g ¼ 0:25:

Table 96.1 Comparison of
the presented algorithms
using impulsive noise
corruption pv = 0.1

Methods/criterions MAE MSE NCD 9 10-4

PCNN-DDF 110.19 3.62 68.76
VMF 174.35 6.94 118.62
BVDF 183.65 7.21 128.16
DDF 161.20 6.37 106.93
Rank SVMF 121.35 4.01 75.12
Mean SVMF 138.75 4.89 93.51

Table 96.2 Comparison of
the presented algorithms
using impulsive noise
corruption pv = 0.3

Methods/criterions MAE MSE NCD 9 10-4

PCNN-DDF 192.45 6.24 102.02
VMF 240.28 8.49 143.74
BVDF 264.31 8.92 160.23
DDF 231.76 7.78 136.87
Rank SVMF 206.23 6.92 112.21
Mean SVMF 216.32 7.56 136.97
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96.4 Experimental Results

The primary goal of all filtering algorithms presented in this chapter is to remove
impulses and outliers from the image. This type of noise is often introduced
through bit errors [5], especially during the scanning or transmission over the noisy
information channel.

The achieved results were evaluated by the commonly used objective criteria
[27], such as the mean absolute error (MAE), the mean square error (MSE), and
the normalized color difference (NCD).

(a) (b) (c)

(d) (e) (f) 

(g) 

Fig. 96.3 Impulsive noise (pv = 0.3) image and filtered outputs. a Noise image; b PCNN-DDF;
c VMF; d BVDF; e DDF; f Rank SVMF; g Mean SVMF
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The methods were tested using test image Lena (Fig. 96.2a), whose size is
256 9 256. We added impulse noise with pv = 0.1, pv = 0.3. Then we use our
PCNN-DDF, VMF, BVDF, DDF (g = 0.25), Rank SVMF and Mean SVMF on the
image. Tables 96.1 and 96.2 and Figs. 96.2 and 96.3 show the experimental results.

The results show that PCNN is superior to the comparison algorithms in
removal noise and image detail preservation. Especially when pv [ 0.2, vector
filters bring distort of image, but PCNN not only preserves the details but also
removes the noise.

96.5 Conclusion

In this chapter, a new color image filtering framework based on PCNN has been
proposed.

The achieved results show excellent detection and image detail preservation
capabilities of the new approach, while still holding the impulsive noise attenu-
ation characteristics of standard vector filters. The new filters clearly outperform
the standard vector filtering schemes as well as their adaptive modifications. In our
experiments, the best results were achieved by PCNN-DDF scheme.
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Chapter 97
3D Dynamic Reconstruction of Rigid
Object using Space–Time Correlation
in Multi-View

Li Xiuxiu, Zheng Jiangbin, Zhang Yanning
and Chen Ning

Abstract A three dimensional (3D) dynamic reconstruction algorithm for rigid
objects in multiview is presented. In this algorithm, the space–time correlation is
utilized to fill larger holes due to the insufficiency of viewpoints. For this purpose,
firstly, an improved generalized voxel coloring GVC is used to reconstruct the
initial 3D shape using the frame images in multiview at different time based on the
color constraints, and a new voxel space can be obtained; secondly, the space–time
correlation between obtained voxel spaces is calculated at different time using the
features motion parameters and iterative closest points; finally, the dynamic
reconstruction is implemented by combining the obtained voxel space of the pre-
vious frame and the current frame images using the space–time correlation. Owing
to the space–time correlation, all information of frame images can be combined to
reconstruct the 3D shape of an object, and most holes are filled. Experiments are
given to demonstrate the efficiency of this reconstruction algorithm.

Keywords Dynamic 3D reconstruction � A multi-view system � Space–time
correlation � Hole-filling

97.1 Introduction

The three dimensional (3D) shape reconstruction in a multiview is an important
technique to get the 3D model of a realistic 3D object. It has been an important
research topic in computer vision for long time [1], which has been applied in
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video conferencing, virtual reality, virtual museum and historical archiving
demand etc. However, in the multi-view reconstruction, holes are existent in a
reconstructed 3D model because of the insufficiency of viewpoints or self-
occlusions, which would affect the usage of the reconstructed model and display
effects.

To solve the problem caused by holes, various approaches are proposed to fill or
avoid holes. According to the representation way of the reconstructed 3D object,
different solutions are proposed. In the reconstruction based on topological rep-
resentations (e.g. reconstruction based on mesh), the hole-filling is integrated into
the reconstruction process commonly for the explicit connectivity [2–4]. In [3], the
local radial basis function is used to automatically identify and interpolate hole
regions in triangulated models. In [4], the holes are repaired in edge-constrained
Delaunay triangulation. In the reconstruction based on point cloud or voxel, there
are two classes of methods to fill holes. In the first class, the interpolation is
implemented to fill holes [5–7], e.g. alpha shapes, crusts or balls. In [5], a signed
distance field (SDF) is used to interpolate holes. In [6, 7], the point cloud model is
triangulated and a moving least squares (MLS) approach is used to interpolate the
hole regions. In the second class, the surface evolving is used to avoid holes [8, 9].
The class can be conducted by solving certain partial differential equations. In [8],
the shape is repaired automatically based on context information only by solving a
planar PDE system over a 2D domain. In [9], firstly, a signed distance function
whose zero set is the observed surface is constructed to represent the 3D model,
then the diffusion is applied to the representation, finally, the incomplete surface is
extended to form a watertight model. The class of methods is usually used for the
non-rigid objects.

In the methods above, the holes are filled or avoided using the neighborhood
information of the hole in the reconstructed 3D model. In this paper, a multi-view
dynamic reconstruction algorithm for rigid objects is proposed to fill the holes with
the information of the space–time correlation in successive frames. In this algo-
rithm, the space–time correlation in two successive frames is calculated by means
of the feature motion parameters and iterative closest points (ICP), which are
usually used for 3D face registration [10–12]. Owing to the space–time correlation,
the temporal and spatial information are combined to reconstruct the shape of a
rigid object, thus larger holes will be filled gradually.

97.2 The Framework of the Dynamic
Reconstruction Algorithm

The dynamic reconstruction algorithm aims at filling or avoiding the holes with the
space–time correlation. In this section, the detailed algorithm framework is
presented (Fig. 97.1). The entire processing procedure is outlined as follows:
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Step 1: Initial reconstruction. The initial volumetric shape with color and texture of
an object is reconstructed with the improved generalized voxel coloring
(GVC) [13] at different time in multi-view, and a new voxel space is obtained.

Step 2: Space–time correlation calculation. Calculate the 3D motion parameters of
the rigid object by means of 3D feature motion and ICP [14], and the space–
time correlation between the obtained successive voxel spaces is obtained.

Step 3: The dynamic reconstruction. The obtained voxel space of the previous
frame is combined with the current frame images to reconstruct the object
using the space–time correlation.

97.3 The Dynamic Reconstruction Algorithm

Given a rigid object O in the multi-view system. m calibrated digital cameras are
put around O to capture its images.

97.3.1 The Initial Shape Reconstruction in Multi-View

The improved GVC is used to reconstruct the volumetric model of O. The sil-
houettes of the object O are extracted in m images from multi-view.

The Initial volumetric shape

new Voxel Space
newV

Image from Viewpoint 1

Image from Viewpoint 2

Image from Viewpoint N

At time t+1

Image from Viewpoint 1

Image from Viewpoint 2

Image from Viewpoint N

At time t

3D Motion
R(t), T(t)

New Reconstruction

The Initial volumetric shape

new Voxel Space
newV

Fig. 97.1 The framework of the dynamic reconstruction
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Assumed the initial voxel space is
Vð0Þ ¼ fðx; y; zÞjxs� x� xe; ys� y� ye; zs� z� zeg, and the size of a voxel is

l� w� h at time t. For each voxel voxiðvoxi 2 VÞ, the following steps are
implemented.

Step 1: Calculate the Euclidean distance between the voxel and the optical
centers of m viewpoints distðvoxi; centerjÞ, where j ¼ 1; 2; . . .;m, and determine
the visibility of the voxel voxi.

Project voxi to m viewpoints:

pi j ¼ projjðvoxiÞ j ¼ 1; 2; . . .;m ð97:1Þ

where projjðxÞis the projection function of the voxel x in the viewpoint j, and
pi j is the 2D projection pixel zone. If partial pi j belongs to the object silhouettes,
assign some properties to these pixels inpi j according to distðvoxi; centerjÞ, else
voxi is discarded because it does not belong to the object. When a pixel in pi j is
also in the silhouette of the viewpoint j, the following properties are assigned:

(a) The pixel is projected by another voxel whether or not: is Used

is Used ¼
0 The pixel is not projected

1 The pixel is projected by another voxel

(

(b) The corresponding voxel: v (its projection in viewpoint j is pj)
(c) The distance between the corresponding voxel and the viewpoint j: distance

(the initial value is a larger value.)

When distðvoxi; centerjÞ\distance, the labels of these pixels are changed
(Eq. 97.2) and put the voxel voxi in a temporary voxel space Vtemp.

is Used ¼ 1;

v ¼ voxi;

distance ¼ distðvoxi; centerjÞ
ð97:2Þ

Step 2: Determine whether the voxel belongs to the shape of O according to the
color-consistency in different cameras and the continuity of the color in the same
camera.

The voxel voxk voxk 2 Vtemp

� �

is re-projected to m viewpoints with Eq. 97.1.
If some pixels in its projection zone pi j of the viewpoint j are labeled and the
corresponding voxel v is voxk, the voxel voxk is visible in the viewpoint j. The
color mean lc

k j and variance varc
k j of these pixels are calculated c ¼ R;G;Bð Þ.

The following items are examined to determine whether voxk belongs to the
shape of O.

(I) The color of voxk’s projection zone is continuous in the viewpoint j when
varc

k j \ Tcontinuous;
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(II) The color-consistency of voxk is satisfied in its visible viewpoints when
rk \ Tconsistency, where

rk ¼
1
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðrR
k Þ

2 þ ðrG
k Þ

2 þ ðrB
k Þ

2
q

ð97:3Þ

and

ðrc
kÞ

2 ¼ 1
Mvisible � 1

X

voxk is visible
in viewpoint j

ðlc
k jÞ

2 � 1
Mvisible

X

voxk is visible
in viewpoint j

lc
k j

0

B

B

@

1

C

C

A

20

B

B

@

1

C

C

A

ð97:4Þ

where c ¼ R;G;B.
Mvisible is the number of viewpoints where voxk is visible. Tcontinuous and

Tconsistency are the predefined thresholds.
Step 3: The shape SðtÞ of O and a new voxel space VnewðtÞ are obtained.
When voxk is visible only in the viewpoint j, voxk and its color

lc
k jðc ¼ R;G;BÞ are put in SðtÞ and VnewðtÞ, if (I) is satisfied.

If voxk is visible in several viewpoints, voxk and its color lc
kðc ¼ R;G;BÞ are

put in SðtÞ and VnewðtÞ when (I) and (II) are concurrently satisfied.

lc
k ¼

1
Mvisible

X

voxk is visible
in viewpoint j

lc
k j ð97:5Þ

If voxk is invisible in m viewpoints, voxk is an occluded voxel and is put in
VnewðtÞ. It is obvious that VnewðtÞ is a solid voxel space containing the shape of the
object.

97.3.2 The Space–Time Correlation

At time t þ 1, to utilize the information from 3D reconstruction result at time t,
it is indispensable to get the space–time correlation between the obtained voxel
spaces at time t and time t þ 1. To get the space–time correlation, the 3D motion
parameters of the obtained voxel space at time t, RðtÞ and TðtÞ, are calculated. The
RðtÞ and TðtÞ are obtained by combining the 3D feature motion and ICP. The
feature motion is used to get a coarse correlation and the corresponding 3D motion
parameters are RfeatureðtÞ and TfeatureðtÞ. The coarse correlation is fine tuned with
ICP, and the corresponding 3D motion parameters are RICPðtÞ and TICPðtÞ. The
RðtÞ and TðtÞ will be obtained by combining RfeatureðtÞ; TfeatureðtÞ and RICPðtÞ;
TICPðtÞ:
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1. The 3D feature motion
Some corresponding 3D features at time t and time t þ 1can be used to cal-

culate the 3D motion parameters of the object. In this paper some corner features
are used. Assumed the corresponding 3D coordinates of corner at time t and time
t þ 1 are fPt

1;P
t
2; . . .;Pt

ng and fPtþ1
1 ;Ptþ1

2 ; . . .;Ptþ1
n g, the 3D motion parameters

satisfy:

Rfeature Pt
i þ Tfeature ¼ Ptþ1

i ði ¼ 1; 2; . . .; nÞ ð97:6Þ

2. FineTuning Based on ICP
ICP algorithm is a common method for rigid point set registration due to its

simplicity and low computational complexity 2. It calculates correspondences of
two point sets with the closest distance criterion and the least squares rigid
transformation iteratively.

In this algorithm, fine tuning based on ICP is used to refine the space–time
correlation between the successive voxel spaces further after the 3D feature motion
correlation. The 3D motion parameters between the voxel space after the 3D
feature motion and the obtained voxel space at time t þ 1 are calculated:
RICPðtÞ; TICPðtÞ:

According to RfeatureðtÞ; TfeatureðtÞ and RICPðtÞ; TICPðtÞ., the 3D motion param-
eters can be calculated as follows:

RðtÞ ¼ RICPðtÞ � RfeatureðtÞ ð97:7Þ

TðtÞ ¼ RICPðtÞ � TfeatureðtÞ þ TICPðtÞ ð97:8Þ

97.3.3 Dynamic Reconstruction

VnewðtÞ is transformed as the voxel space at time t þ 1; Vðt þ 1Þ; through the
motion RðtÞand TðtÞ. In Vðt þ 1Þ, the shape Sðt þ 1Þ is reconstructed and the new
voxel space Vnewðt þ 1Þ is obtained with the method in Sect. 97.3.1. Some special
operations are implemented for voxels belonged to SðtÞ after the transformation:
these voxels are put into Sðt þ 1Þ directly, when the projections belong to the
silhouettes of O at time t þ 1.

97.4 Experiments

In this section, some 3D reconstruction experiments are presented with our
method. In the experiments, 16 cameras are placed around the object, and the
resolution is 648� 490. Figure 97.2 presents the images from eight viewpoints at
time t1, t2, t3, and t4.
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Firstly, the 3D shape of the object at a moment is reconstructed and the result is
shown in Fig. 97.3. In the reconstructed 3D object, there are larger holes due to the
insufficiency of viewpoints.

Secondly, in order to get the space–time correlation, the feature motion and ICP
fine tuning are combined to calculate the 3D motion parameters between the voxel
spaces from two successive frames. Figure 97.4 shows the 2D projections of Vðt2Þ
in images at time t2. It is obvious that the projections cover all the silhouette zones,
and Vðt2Þ can be used as the voxel space of the dynamic reconstruction at time t2.

Fig. 97.2 The images from 16 viewpoints at time t1, t2, t3 and t4 from camera 1, 3, 5, 7, 9, 11,
13, 15

The initial
reconstruction result

at time t1  

The initial
reconstruction result

at time t2

The initial
reconstruction result 

at time t3 

The initial 
reconstruction result

at time t4

Fig. 97.3 The initial reconstruction (The holes, stemmed from the occlusion or view
insufficiency, are labeled by red loop)
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Thirdly, the dynamic reconstruction results are shown in Fig. 97.5. Obviously,
the larger holes in the initial reconstruction are reduced gradually in the dynamic
reconstruction comparing with the initial reconstructions in Fig. 97.3.

97.5 Conclusions

In this chapter, a dynamic 3D reconstruction algorithm for a rigid object shape is
presented to avoid the holes due to the insufficiency of viewpoints. In this algo-
rithm, the 3D motion parameters are calculated to get the space–time correlation of
an object at different time. According to the space–time correlation, the more
complete 3D rigid object is reconstructed, and the large holes are reduced in the
dynamic reconstruction gradually.
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Chapter 98
The Environmental Footprint of Data
Centers: The Influence of Server Renewal
Rates on the Overall Footprint

Willem Vereecken, Ward Vanheddeghem, Didier Colle,
Mario Pickavet, Bart Dhoedt and Piet Demeester

Abstract The environmental footprint of ICT is rising. Data centers are key
contributors to this footprint. In this Chapter we investigate the influence of the
renewal rate of servers on the footprint of the data center. We take into account both the
use phase power consumption as well as the contributions of the other life cycle stages.
Based on this we construct an analytical model. From the results, we demonstrate that
in a scenario where the data center needs to keep up with the increasing processing
capacity of the servers, the footprint increases annually and keeping the servers in
operation as long as possible is necessary. However, when the capacity remains
constant, the footprint is decreasing and an optimal renewal rate is obtained.
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98.1 Introduction

In the past years, it has become clear that increasing carbon emissions are a global
challenge. In every sector of the economy, initiatives are being taken, and
endorsed by governments to reduce carbon footprint. Also in ICT these challenges
need to be tackled. Studies [1, 2] have shown the power consumption of ICT is
growing even faster than the world’s global power consumption, thus being
responsible for an increasing fraction of this global power consumption. Data
centers are currently responsible for about 1/6th of the ICT footprint. It has already
been demonstrated that also their power consumption is increasing [3, 4].

On the other hand, it is estimated that ICT can play an important role in the
reduction of the global carbon footprint. Through dematerialization of streams,
ICT services enable people to massively reduce their carbon footprint while still
fulfilling their needs. In the SMART 2020 report [2], it is estimated that ICT can
reduce up to five times its own footprint. It is important to note that these claims
will only be achieved when a certain adoption of these technologies is obtained.

Hence, it is essential that the ICT sector can keep its own carbon footprint under
control, and even reduce it in the near future in order to be able to support the
claims of the carbon footprint reduction capabilities of ICT. The sector itself
realizes this and has taken several initiatives to tackle this issue. In the work that is
being performed in these initiatives (e.g. [5, 6]), however, the focus is mainly on
energy consumption of equipment. However, in order to estimate the full impact of
a technology, we need to take into account the full impact of a product’s life cycle
(i.e. from material extraction until disposal of the product). As we will demonstrate
in this Chapter, if the life cycle impact is not taken into account, wrong conclu-
sions might be drawn and efforts to reduce the carbon footprint could lead to an
increase of carbon footprint. Vice versa, decisions that seem to increase the carbon
footprint could actually lead to overall reductions thanks to other life cycle stages
that are more advantageous.

In this work, we will focus on the carbon footprint of data centers. In Sect. 98.2,
we will investigate the power consumption of the ICT equipment in a data center.
Next, we will relate this power consumption to full life cycle impact of the ICT
equipment. In Sect. 98.3 we identify values of the key parameters in the model.
Then, in Sect. 98.4, we compare the influence of the different factors on the overall
datacenter power footprint. Finally, in Sect. 98.5 we analyze these results and
draw the main conclusions.

98.2 Modeling the Footprint of the Data Center

We construct a model that describes the footprint of a data center. We analyze the
server power consumption and the related footprint. For this, we consider two
scenarios. In the ‘constant number of servers’ scenario, we assume that the number

824 W. Vereecken et al.



of servers in a data center remains constant, and every removed server is replaced
by a new server. In the ‘constant data center capacity’ scenario, we assume the
processing capacity of the data center remains constant and that, with increasing
server capacity, a higher number of old servers is replaced by a lower number of
new servers.

98.2.1 Server Power Consumption

We consider a data center. In this data center a number of servers are present.
Every year, new servers are brought into the data center. In this model, we assume
this happens at the beginning of the year. At the same time, old servers are
removed from the data center. We assume that a server is used for n years before
being removed. This means, in a given year y, there are servers present from year
y, y-1, …, y-n ? 1. We denote the number of servers added in year y as Ny.
When we denote the average power consumption of a server purchased in year y as
Ps

y we get for the total server power consumption in the data center:

Pdc
y ¼

X

ðy�nþ1Þ

ði¼yÞ
NiP

s
i : ð98:1Þ

We assume an exponential growth rate for the server power consumption.
We denote the growth factor as b. This implies:

Ps
yþi ¼ Ps

yb
i: ð98:2Þ

Constant number of servers. First, let us assume that every old server gets
replaced by a new server. This means that Ny is constant. Since every year we
replace Ny servers which remain in the data center for n years, the total number of
servers in the data center is n 9 Ny, which we denote as N. With (98.2), we get for
the power consumption:

Pdc
y ¼

N

n
Ps

y

X

y�nþ1

i¼y

bi: ð98:3Þ

Or, with the formula for geometric series:

Pdc
y ¼

N

n
Ps

y

1� ð1=bÞn

1� ð1=bÞ : ð98:4Þ

Constant data center capacity. In the previous case we assumed the number of
servers in the data center to remain constant. However, this does not take into
account the fact that server capacity is increasing. From Moore’s law, we know
that the processing capacity of a server doubles every 18 months. This means, if
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we replace servers, that we can replace them by a smaller number of servers if we
want the processing capacity of out data center to remain the same.

Let us denote the processing capacity of a server as Cs
y. Again, we assume an

exponential growth for this capacity:

Cs
yþi ¼ Cs

yc
i: ð98:5Þ

The total capacity present in the data center is Ctot. Since this remains constant,
and each year we replace a fraction 1

n, we get:

Ctot

n
¼ NyCs

y: ð98:6Þ

This needs to be valid every year. Hence:

NyþiC
s
yþi ¼ NyCs

y: ð98:7Þ

or, with (98.5):

Nyþi ¼ Nyð1=cÞi: ð98:8Þ

Similar to the calculation of (98.4), we get:

Pdc
y ¼ NyPs

y

1� ðc=bÞn

1� ðc=bÞ : ð98:9Þ

In this formula, we can no longer simplify by eliminating Ny.

98.2.2 Server Footprint

After determining the power consumption of the server, we need to calculate the
carbon emissions associated to this power consumption. First we need to multiply
the power consumption (in W) with a factor of 8.766 ¼ 365�24

1000

� �

to get the yearly
electrical energy consumption (in kWh). Second, we need to account for the
carbon emissions associated to this energy consumption. These carbon emissions
are expressed as carbon emission intensity I, i.e. the mass of CO2 (in g) emitted
per used kWh. This emission intensity is dependent on the production technology
(e.g. based on oil, gas, charcoal, etc.).

Next to the power consumption, we need to take into account the full life
cycle of the server. Life cycle assessment is a field in which the environmental
impact of a product or service is measured taking into account the material
extraction, production, transportation, use, and disposal. Only the use phase impact
is determined by the time the product is operational. Thus, we can model the
other life cycle impacts as a single emission at the moment the server is purchased.
We denote the non-use-phase impact of a server as L. Every year Ny servers with
this footprint are purchased.
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Based on the above, we get for the footprint (in kg CO2) in year y:

Fy ¼ NyLþ 8:766 I Pdc
y : ð98:10Þ

with Pdc
y as denoted by either (98.4) or (98.9).

98.2.3 Power Usage Effectiveness

Next to the power consumption of the servers, other equipment is present in a data
center as well. This equipment also consumes power. It is on one hand that other
ICT equipment such as switches, storage networks, etc. and on the other hand
equipment used for cooling, uninterruptable power supplies, lighting etc. The latter
overhead is considered proportional to the ICT equipment power consumption and
is expressed by power usage effectiveness (PUE). By multiplying the ICT power
consumption with the PUE one obtains the total data center power consumption.
The PUE is considered to be approximately two [7].

In many studies, the PUE is also considered in the modeling of the data center.
This in itself is valid. However, in this Chapter we want to incorporate the life
cycle impact of the servers. If we would incorporate the PUE, this would require
accounting the life cycle impact of the other equipment as well. As we consider
these impacts out of scope for the effects we wish to model, we do not account
for PUE.

98.3 Parameter Value Estimation

After constructing the model, we identify the value of the different parameters in
order to be able to draw conclusions.

First, we need to understand how the server power consumption evolves.
We used the server power consumption measurements submitted to SPEC using
the SPEC power benchmark [8]. In these measurements two values are important.
The idle server power consumption P0 and the full load server power consumption
Pfull. With linear interpolation the average server consumption can be determined
in function of the server CPU load k:

Ps ¼ 1� kð ÞP0 þ kPfull ð98:11Þ

In Fig. 98.1 we have displayed P0 and Pfull for the data collected in different
years. We see that the fraction P0nPfull is decreasing and thus the server power
consumption becomes more and more dependent on the load. This means the
server power consumption will have a different growth rate depending on the
assumed load. We assume an average load on the servers of k = 80%, which
means that the server capacity in the data center is well used.
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Based on this data we performed a linear regression to determine the growth
factor of the server power consumption. Note that in the benchmarking results in
[8], next to the year of submission, the month is given as well. This allows for a
more fine-grained analysis. As a result, we get for the server power consumption in
2007 a value of 187 W. The growth rate of the power consumption is 5.2% p.a.
(i.e. b = 1.052).

The dataset we used to perform the linear regression has the advantage of being
a consistent dataset with 217 data points. On the other hand, the servers submitted
in this dataset will probably be better performing in terms of power consumption
than the average server as the submission of the results imply a consideration for
power consumption aspects during the design of the machines.

Second, we model the growth of the capacity of servers. Moore’s law states
that the number of transistors on a chip doubles every 18 months. In the past,
this increase was enabled by ever increasing the clock frequency of the CPU.
Currently, the trend is to provide multiple cores per server. In this work, we
assume Moore’s law also describes the increasing processing capabilities of
servers. This implies c = 1.59 (= 22/3).

The value for the carbon emission intensity is based on either production
technology of the energy or either the weighted average of the technologies used in
the energy mix for a certain location. In [9] we can find values for the several
energy production technologies as well as the regional averages. In this Chapter,
we assume the world average emission intensity of I = 504 gCO2/kWh.

Finally, we need to determine the non-use-phase footprint of the server. In [10]
an estimation is made expressed in Mega-Joules. Again using the world average
emission intensity we get L = 1903 kgCO2 per server. Note that the operating
model of the considered server in [10] is significantly different from the
assumptions made in this Chapter.

Fig. 98.1 Server power consumption P0 and Pfull for different years
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98.4 Results

We evaluate the constant server and the constant capacity scenario for a data
center in 2011. For the constant server scenario, we normalize the footprint to the
footprint of 1 server. This implies dividing (98.4) by N.

In the constant capacity scenario, we normalize to the capacity of one server
in 2011. This capacity in itself remains undefined but it allows us to make
quantitative comparisons. This assumption implies substituting Ny by 1/n in
(98.9). Note that in these assumptions, for c = 1, formulas (98.4) and (98.9) are
equal.

In Fig. 98.2, we have displayed the footprint for the considered data center in
function of the renewal rate n. In Fig. 98.2a we consider the scenario with a
constant number of servers. The longer the renewal rate, the lower the footprint
becomes. This is because the non-use-phase footprint decreases and a direct
consequence of the lower number of replaced servers. Additionally, since the
server power increases yearly, the number of servers that is replaced is lower, and
the overall power consumption decreases.

In Fig. 98.2b, we have displayed the footprint for the considered data center in
the constant capacity scenario. Now, there is an optimum for n = 2. Because
the server capacity is increasing, every year we need to install less servers.
Since the capacity is increasing faster than the power consumption (/ [ 1), the
large amount of old servers outweighs their lower power consumption on the long
term. This means, in this scenario, it is best to handle a replacement period of
two years in order for the carbon emissions to be minimal.

This analysis could lead to the conclusion that it is better to replace a larger
number of servers. When we compare the values for n = 8, one notices in the
constant server scenario the footprint is a lot lower than in the constant capacity
scenario. This is a wrong conclusion, though, and originates in the normalization
to the server capacity from 2011. In Fig. 98.3, we represent both cases on a longer
term. We now normalize for the year 2007 in the same way as described before

Fig. 98.2 Normalized data center footprint in function of the server renewal rate n in 2011.
a Constant number of servers, b Constant server capacity
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and we look at the evolution of the total footprint until 2012. In the constant number
of servers scenario the footprint increases yearly, due to the increasing server power
consumption. In the constant capacity scenario, the footprint decreases due to the
reduced equipment requirement.

98.5 Conclusions

We evaluated the evolution of data center power consumption. We analyzed two
scenarios. One in which we assume every old server needs to be replaced by new
server and one where the processing capacity of the data center remains constant.

If during the replacements, the number of servers remain constant, we see that
over the years the footprint of the data center increases. In this case it is essential to
extend the lifetime of the servers as long as possible.

In the constant capacity case, there is a yearly decrease of the footprint. In this
case, we also observe there is an optimal replacement period of about two years.

The driver for the capacity is the software running on the servers. The fact that
data center power consumption is still increasing indicates that software is
increasingly demanding capacity. As long as this situation persists, it is key to keep
servers in operation as long as possible in order to reduce the full life cycle cost of
the servers.

It is however important to strive for the scenario in which the software allows
for the processing capacity to remain constant. In this case the power consumption
of data centers will reduce. At this time however, we need to carefully evaluate the
optimal renewal rate for data centers.

Acknowledgments The work described in this Chapter was carried out with the support of the
TREND project (‘‘Towards Real Energy-Efficient Network Design’’), a Network of Excellence
funded by the EU’s Seventh Framework Program.

Fig. 98.3 Data center footprint evolution in function of the server renewal rate n. a Constant
number of servers, b Constant server capacity
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Chapter 99
Traffic Spatiotemporal Data Model
on Urban Road Network Under
Adverse Weather Conditions

Xi-qiao Zhang, Long-hai Yang and Shi An

Abstract Based on analysis of the applicability of current international spatio-
temporal data models and with considering the characteristics of urban road traffic
network under adverse weather conditions, the event-based object-oriented
spatiotemporal data model is brought forward. First, the intrinsic law of road traffic
network is depicted and the traffic supply-demand influential factors under adverse
weather conditions are analyzed. After that, the definitions of ‘class’ and ‘objects’
are given based on the above analysis, and unified modeling language (UML) are
applied to expressing the traffic attributes and relations, the spatiotemporal data
modeling on urban traffic network under adverse weather conditions was got.
In the end, example analysis shows that this model provides a much more clear and
flexible mode for forecasting, management, and decision-making in traffic supply-
demand researches. This study also provides a solid foundation for studying urban
traffic problems vividly and dynamically.
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99.1 Introduction

In recent years, with the development of urban economy and the spread of urban
scope, adverse weather, which influence traffic while it does not destroy traffic
infrastructures, has increasing influencing force on urban traffic. For example,
in December 2002, a heavy snow in Beijing results in entire paralysis of the urban
traffic. Another case in point is rainstorm in Beijing on 10 July, 2004, which
resulted in the chaos of urban traffic for six hours. Therefore, it is necessary to
adopt up-to-date information technology to analyze traffic conditions under
adverse whether condition so as to enhance information level of urban traffic
management.

Depiction and modeling on urban road traffic network by abstract manner is the
basis for analysis on road network. With the development of science and tech-
nology, geographic information system for traffic (GIS-T) is applied as an
important method in analyzing and solving traffic problems, which have complex
influencing factors, vast data and multiple results. Current data models on traffic
network cover node-arc model, linear referencing systems model, navigable data
model, spatiotemporal data model, etc. [1, 2]. In the above models, spatiotemporal
data model can efficiently represent the dynamic characteristics of road networks,
discover the laws of traffic problems, forecast the tendency of traffic problems and
realize simulation on traffic process; therefore, it becomes a hot research topic for
international researchers [3, 4].

Since Langran and Chrisman proposed temporal geographic information system
in 1988, referred to as TGIS, TGIS became a hot topic of geographic information
system. Time is omnipresent objective attribute in nature, all information have
corresponding tense attributes. The playmaker TGIS is spatiotemporal database,
which concept is based on spatiotemporal data model. Based on reference and
analysis of previous spatiotemporal data models, adverse weather is taken as event
and road traffic infrastructures is taken as object in this paper in order to realize the
forecast and analysis on dynamic spatiotemporal characteristics of urban road traffic.

99.2 Modeling Analysis on Traffic Network
Under Adverse Weather

99.2.1 Variation Types of Spatiotemporal Data

Spatiotemporal data models should take the process and application of various
types into considerations since variation is one of basic characteristics of geo-
graphic entity and phenomena. Studies on variation types or basic variation laws of
geographic entity conduce to our profound understanding spatiotemporal linguistic
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meaning of data model. According to variation rhythm, spatiotemporal data
models can be classified as the following three types [4]:

(1) Continuous: in this type, spatiotemporal object can been deemed as forever
moving substance, such as water or air follow, and such information as its
attribute, figure, etc. changes continuously, as is shown in Fig. 99.1.

(2) Discrete: spatiotemporal object of this type always in quiescence state, but this
state will be broken when certain geographic event takes place. Here, the
spatial location and attribute of spatiotemporal object are likely to change,
as is shown in Fig. 99.2.

(3) Stepwise: spatiotemporal object of this type belongs to quiescence state and
movement state at times, for example, population, traffic vehicle, etc.
Characteristics of spatiotemporal object of this type are represented only in
variation of spatial location, and its attribute and shape retain unchanged, as is
shown in Fig. 99.3.

Spatiotemporal data models discussed in this paper aim at tense problem of
road traffic network under adverse weather conditions. According to variation
characteristics of attributes of roads and traffic under adverse weather, tense
problems of road traffic network management accord with above second type.

Fig. 99.1 Continuous

Fig. 99.2 Discrete
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99.2.2 Relationship Between Event and Time

In 1984, the concept of event is introduced by Copeland and Maier [5], they
believe that it is event that leads to the change of object’ characteristics and it has
necessary relationship with new characteristics caused by change. We can believe
that event takes place in a certain time or time span, and time attribute should be
included when depicting the event. Variations in a thing’ life cycle is a devel-
opmental process from one state to another and this process is driven by events.

‘Event time’ is defined as the time when spatiotemporal object change in real
world. Time granularity is used to express the discrete degree of time memory.
Time granularity is the unit of measurement for time record and it is the basic unit
for time denotation and inference. Selection of time granularity should accord with
concrete applications, and time granularities with various precisions will influence
the expression and calculation of time data structure.

There is a corresponding relationship between event and time. The occurrence
of one event corresponds to beginning and end time of the event. Let E denote the
set of events, E ¼ fe1; e2; e3 � � � eng, and T denote the set of times,
T ¼ ft1; t2; t3 � � � tng, t can be understood as time spot or time span, then
8e 2 E; 9t 2 T and there is a only one t. Current realization approaches of tense in
spatiotemporal data models can be classified as two kinds, one is taking time as
time dimension to the models and another is considering time as one of attributes.
The latter is adopted by in this paper, and the occurrence of adverse weather is
taken as beginning time, then granularity selection is carried out to partition
time span.

99.2.3 Object-Oriented Spatiotemporal Topology Relation

Object-oriented technology in spatiotemporal data modeling was first cared by
Michael F. Worboys and Donna J. Peuquet [6]. Although there is no common
recognition on object-oriented modeling concept, theoretical bases and

Fig. 99.3 Stepwise
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implementation technologies, the powerful expression ability of this technology is
highlighted. The basic modeling unit is object, no matter how complex the entity
is, it can be denoted by one object and relation among object can be set up
by object marks [7]. Object-oriented modeling can directly express one-to-many
relation. It can support not only record with various lengths but also object set and
can depict object from the perspectives of geometrical information, special topic,
semantic information and tense information. Object-oriented models make it easier
for users incepting and understanding upper logic concepts, and hence avoid too
fussy technological details so as to make models convenient to be set up and
applied.

The kernel of object-oriented models is to organize geography space time
according to basic ideas of object-oriented. The objects are conceptual entities
with independent encapsulation and unique mark. Tense, space characteristics,
attribute characteristics, related behavior operation and other object’ relations are
encapsulated in every spatiotemporal object. Based on object-oriented viewpoints,
object-oriented construction manners are adopted in this paper. According to
different geometry characteristics (spot, line, profile) of space objects in road
traffic system, road entities can be designed respectively into different object
classes. Time signs are earmarked on various data structure units so as to forming
spatiotemporal object classes, which are bases for models design.

99.2.4 Object-Oriented Spatiotemporal Data Model

Tense GIS spatiotemporal object (SAT-Object) [8–10] (Fig. 99.4) is synthesized
by spatial object with time characteristics (ST-Object), attributes objects with time
characteristics (AT-object) and event object class. we get events happening at a
certain time or a certain period though accurately expressing the form of spatio-
temporal objects at one time or a certain period, at the same time it polymerize of
the event object using this modeling method, and we can better express spatio-
temporal semantics.

Fig. 99.4 Object-oriented
spatial–temporal data model
based on event
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99.3 Data Models on Traffic Network in Adverse Weather

99.3.1 Data Structure of Spatiotemporal Objects

According to the previous modeling analysis, spatiotemporal data model in this
paper will be set up based on events and object-oriented theory. Event time
dimension is taken as a kind of attribute adding to every space object, and hence
ordinary data structure can be denoted as \Obiect:{ID, Attr(t), Spatial(t),
Temporal(Tv, Td), Actions} [ [6], in which ID is the mark of traffic infra-
structures and it can denote a spatiotemporal object uniquely; Attr(t) denotes non
space attributes that change along with time; while Spatial(t) denotes space
attributes that change along with time; Temporal (Tv, Td) denotes time attributes
of objects and reflects objects’ produce, state change and wither away process,
where efficient time Tv and affair time are orthogonal; Actions denote operations
on objects that include various calculative operations in defining time, space and
attributes of objects, realizing interactions among homogeneous or inhomoge-
neity objects, so as to tightly interrelate objects’ data and operations as depicted
as Fig. 99.5.

99.3.2 Objects Composition of Road Traffic Network

Analyzes of road traffic under adverse weather are based on huge information
analyzes work, the entities in the information can be abstracted as various
spatiotemporal objects and further classified to three classes that are spot, line,
and profile from the perspective of geometry, and road users and vehicles can be
seen as one kind of behavior attributes of space entities, furthermore, when
attach time marks to various data structure units, spatiotemporal objects class
will come into being [11, 12]. By applying unified modeling language (UML),
various objects and their relations in the event-based object-oriented spatio-
temporal data models can be depicted by Fig. 99.6. Linearity reference bench-
mark is applied in space depiction. As the entity of profile class, traffic sub-zone
is surrounded by boundary arc sections; as line entity, road section is composed
by one or many arcs, which can be further depicted by nodes and reference
spots. In this depiction, distance of arc sections, distance among reference spots
and distance among nodes of road networks are taken as systematic parameters,
moreover, co-factor matrix of pending parameters, which is irrespective of
observation value, is applied in operational design on linearity reference
benchmark and control. In certain space range, such as traffic network, various
space entity objects can constitute a complex object, that is to say this object is
composed by nodes (reference spots, intersections), line (road sections, road) and
profiles (traffic sub-zones) [13, 14].
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99.3.3 Example Depictions of Spatiotemporal
Data Models

In the construction of ‘urban road traffic management system answering for
adverse weather’, event-based object-oriented spatiotemporal data models are
applied into the system design and obtained favorable results [15]. Take the
snowfall weather for example tense is divided into three sections: time of snowfall,
time of icy road, time of recovered road. The key of systematical design lies in
labor on each time section. Table 99.1 shows some partial information of certain
road section in each time section of snowfall weather.

The road capacity in Table 99.1 is the basic data for calculation of traffic supply
ability, and it is obtained by fuzzy set according to apace information, such as
gradient of road section, and traffic condition that change along with event time,
such as friction coefficient or visibility.

Adverse weather is the precondition of ‘urban road traffic management system
answering for adverse weather’ researches, which take road supply ability and
traffic demand as research objects to study the dynamic equilibrium relation of
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traffic supply and demand under adverse weather so as to realizing efficient
management and inquiry on spatiotemporal data, for example, forecasting traffic
jam in a certain road section for a certain time, or carry through traffic demand
planning and traffic system planning according to road supply forecasting, or road
selection for road users.

99.4 Conclusions

Researches on variation laws of event-based spatiotemporal data provide theo-
retical foundation for design of spatiotemporal data models. A kind of event-based
object-oriented spatiotemporal data model is brought forward in this paper. First,
based on the event of adverse weather, this model disposes time in a discrete
manner, and then determine time granularity and hierarchical structure of objects.
Second, depiction is given to data structure of road objects and illumination is
shadowed on various objects of road objects and their relation by applying UML
language. Finally, based on analytical structure of spatiotemporal data models,
design for urban road traffic management system answering for adverse weather is
put forward, which can realize spatiotemporal analysis function with practical
importance such as traffic condition inquiry, dynamic traffic management plan-
ning, road selection, etc.
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Chapter 100
The Research on Cultural Algorithm
of Shortest Path in the Digital Map

Yan Liu, Zhaosheng Yang and Xiufeng Han

Abstract For the current problem of urban traffic congestion, the topology
structure is proposed in this paper, based on GIS using cultural algorithm to solve
the shortest path problem. The simulation results show that the actual optimal path
of the improved algorithm is superior to the traditional optimal path algorithm in
speed and accuracy.

Keywords Topology structure � Cultural algorithm � The shortest path

100.1 Introduction

With the development of China’s economy, urban transportation is playing a
significant role in promoting the exchange of resources. According to statistics, the
annual losses due to traffic congestion is 5–8% in China. Thus, a reasonable path
planning is necessary for traffic decongestion. Vehicle routing problem first
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concerned Dantzig and Ramser in 1959. Thereafter, domestic and foreign scholars
researched on a wide range of vehicle routing problems with in-depth research,
and found that in vehicle routing problem the main problem is the shortest path
problem. The shortest path not only geographically refers to the shortest distance,
but can also be applied to other parameters, such as time, cost, traffic, and so on.
Accordingly, the shortest path problem has become the fastest, lowest cost
problem.

Currently, the algorithm which solves the shortest path problem has about 17
species, three of whose results were better. They are: TQQ (graph growth with
two queues): TQQ graph growth algorithm is based on the theory for the calcu-
lation of a single point to all other shortest distances between points; DKA (the
Dijkstra’s algorithm implemented with approximate buckets) and DKD (the
Dijkstra’s algorithm implemented with double buckets) is based on the Dijkstra
algorithm for computing the shortest path between two points [1]. The shortest
path of the vehicle routing problem between two points considers not only the
shortest path, but also the weather, road quality, traffic, and many such uncertain
factors. The cultural algorithm is a multi-population evolution based on the cal-
culation model for the evolution of search mechanism and knowledge of storage
which provides a framework for the combination. The writer stored the GIS data
in the form of the adjacency matrix to build the topology structure of digital maps;
on this basis, the cultural algorithm is used for solving the optimal value of the
actual road path.

100.2 Construct Digital Map Topology Structure

GIS data (such as roads) to the shortest path calculation must first be at the
relationship between nodes and arcs in the abstract, which is called building GIS
network topology.

100.2.1 Abstract Digital Map

The network topology which is extracted from vector map abstract between the
section of road and intersection layer nodes and arcs by the relationship can use the
following method.

Object data table from the road extracts sections of code, the initial node
identity, end node identification, length information, and generate arc topology
table;

Object data from the node table, extracts the node to join node topology data
identifies the table, and checks for duplication, if any, to remove duplicate end-
point information from node to extract the corresponding object data table iden-
tifying the longitude and the node latitude, generated node topology table
(Table 100.1).
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Node topology table include: the identification number of nodes (ID), unique
identifier nodes; longitude, longitude coordinates of nodes; latitude, latitude
coordinates of nodes.

Arc table: including the identification number of arc (ID), that is, section ID, which
is the only positive integer that identifies the arc; number and the starting point of the
arc end number, the identification number of the corresponding node; positive arc
Reverse weight and type of road attribute table corresponding to the weight and type.

100.2.2 The Establishment of Digital Map Topology

The adjacency matrix stores the sparse road network, the disadvantage is large and
low efficiency of the storage space occupied. Using the neighbor table does not
have this problem, and can show large-scale transportation network. So it uses the
network topology adjacency list structure; the two tables are used to represent the
network topology in this article. One of the tables are used to store the arc-related
data, called the arc table, and the other table is used to store and associate data
node, called the node table.

All sections of the network up to the starting point for the order are arranged
in an array; the starting points in the same section can be in any order. Adja-
cency matrix of the array section is similar to the compression storage, its
content is adjacent to multiple tables with the characteristics of an arc that is
expressed in two nodes. The attribute data of section (such as starting point, end
point, weight, etc.) is stored in sections of the property sheet. Nodes equivalent
to a set of end points of the degree of record index table, get this through out-
degree nodes connected to it and the first section of the position. Groups in the
nodes, which are the first node I elements and the corresponding node i are
stored in out-degree of node i which is as a starting point in the section of the
first section of the location [2].

Table 100.1 Node table and arc table format

Node table

Arc table

ID longitude latitude

ID Starting
number 

Positive
weight 

End
number

Road
type 

Reverse
weight 
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100.2.3 Algorithm Complexity Analysis

Assume the road network to have n road sections and n nodes; it produces sections
of segment table and nodes of any one section of the table to determine when the
endpoint is a repeat of its nodes when nodes need to traverse the entire table up to
m times, so that the time complexity degree O (n 9 m). When the data structures
for each node need to find the section that contains it to traverse the whole road
section of the table, so the time complexity is O (m 9 n), the total time to create
topological complexity is O (n 9 m).

100.3 The Cultural Algorithm for Solving
the Shortest Path

100.3.1 Computational Framework
for Cultural Algorithm

Cultural algorithms have two major evolutionary spaces [3]: the belief space which
is in the evolutionary process from the experiences and knowledge acquired; and
the population space which is a group of individuals from the specific space. Its
computing infrastructure is shown in Fig. 100.1, which is the space of two specific
protocols through the exchange of information.

The main idea of the algorithm is: the individual groups in the evolutionary
process space, the formation of individual experience, through the accept ()
function will be delivered to the belief space of individual experiences, beliefs,
individuals will receive the experience of space according to certain rules of
behavior compared and the optimization of group experience and the experience
under the belief space of existing and new situations of individual experience with
function update () which updates the group experience. Belief space in the for-
mation of the experience of space through the influence () function modifies the
rules to allow the evolution of individual space for higher efficiency on the
behavior of individual groups of space.

As can be seen from the above analysis: cultural algorithm to solve constrained
optimization problems is the key to express and handle the constraints, to get from
the individual experience of space groups, belief space to refine the experience and
knowledge to solve problems and to guide and improve population space; namely,
how to design population space and belief space.
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100.3.2 Algorithm Analysis and Design

100.3.2.1 Design Population Space

In this paper, the writer embeds ant colony algorithm into the cultural algorithm
[4–6] framework. The writer presents a bionic intelligent algorithm to solve travel
route planning.

Let m be the number of ant colony systems, the initial moment in the algorithm,
the m ants randomly distributed to the n cities, U on behalf of the ant k point i of
departure from the feasible point set (in a way finding process, traverse city has
been removed from the collection), each ant randomly from the starting point to
embark on the transition probability pij under proportional rule to choose to move
to the cities. In t time ant i moves from city k to the city j on transfer rules:

pk
ijðtÞ ¼

½sk
ijðtÞ�

n�½gijðtÞ�b
P

n

i�U

½sijðtÞ�a�½gijðtÞ�b
; if j 2 U

0; otherwise

8

>

<

>

:

ð100:1Þ

where U = {1,2, ..., n}—tabuk that ants choose the next step to allow all the cities,
the list tabuk records the current ant k traversed the city, when all the cities n are
added to the tabuk when, ant k has completed a cycle, then the path of ant k passed
a candidate solution is the problem; sij (t) is time t edge (i, j) on the pheromone; gij

(t) is time t edge (i, j) the visibility; a, b are two parameters, representing the
information heuristic factor and expectations of the heuristic factor. When all the

Fig. 100.1 Cultural algorithm framework
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ants are after the successful completion of a path finding, the amount of phero-
mone on the path according to Eq. 100.2 is to adjust

sijðt þ nÞ ¼ ð1� qÞ � sij þ DsijðtÞ ð100:2Þ

DsijðtÞ ¼
X

m

k¼1

Dsk
ijðtÞ ð100:3Þ

Dsk
ijðtÞ ¼

Q
Lk
; if the ants k in this loop through the ði; jÞ

0; otherwise

�

ð100:4Þ

where: q—evaporation coefficient of pheromone, 1-q—residual factor pheromone;
Q—pheromone strength, which to some extent affect the convergence speed; Lk —
K-ants in this cycle by taking the total length of the path.

100.3.2.2 Design Belief Space

The core of belief space is updating and description for knowledge. Belief space in
the evaluation of the receiving function from the individual population spatial
sampling, sample extraction using knowledge update function implicit information
carried by the individual to be summarized in the form of knowledge, describes the
experience and memory and behavior problem solving [4, 5]. Function obtained by
taking the optimal solution, a two-stage method can be a further optimized solu-
tion. As the road network is a more complex network, you can use 3-OPT algo-
rithm to further optimize the path to shorten the length of the path accelerating the
convergence speed of the ant colony algorithm. Set the path to any three points i, j,
k, the current best path is: cs���cici ? 1���cjcj ? 1���ckck ? 1���ct,if d(ci,
ci ? 1) ? d(cj, cj ? 1) [ d(ci, cj) +d(ci ? 1, cj ? 1), the elements of the path
(cj, ���, ci +1) is the reverse order; If d(cj, cj ? 1) +d(ck, ck ? 1) [ d(cj, ck) +
d(cj ? 1, ck ? 1), the elements of the path (ck, ���, cj ? 1) is the reverse order.

100.3.2.3 Specific Steps of the Algorithm

Knowledge of the population space changes to these steps: [7]
Initialization parameters, so that time t = 0 and the number of cycles Nc = 0,

set the maximum number of cycles Ncmax, so that for each road section (i, j) the
initial pheromone sij (0) = C, C is a constant, Dsij = 0;

Will be placed in each ant starting point O;
According to state transition rules to select the next node, and a local phero-

mone update. Pheromone updates the scope of no more than [smin, smax];
Repeat (3) steps, until all the ants reach the terminal;
Record update the global optimal solution, and by accept () function is passed

to the belief space;
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The global pheromone update;
If each ant’s path is a path algorithm it converges to the same end;
If the number of cycles Nc C Ncmax, then end the algorithm; otherwise go

to (2).
Knowledge of the belief space changes to these steps:
Optimal solution of population space will be passed to the belief space;
Optimal path for the exchange operate 3-OPT;
If the first t iterations, the path length is after the crossover operation L (t),

if L (t) is less than L (t-1), then return after the first cross-t path, or return to the
t-1 generation of the Optimal path, t++.

100.4 Test

In order to verify the validity of the algorithm, we use VC programming language
[8] to implement the algorithm. Experimental data is the actual data in an urban
road traffic network (Fig. 100.2).

100.5 Conclusion

This digital map from the shortest path to solve the problem introduced the
establishment of digital map topology, and the cultural algorithm for solving the
shortest path, and the actual path planning algorithm is applied. Experiments show
that the algorithm can efficiently alleviate the premature convergence of traditional
ant colony algorithm in the local optimal solution, slow convergence and other

Fig. 100.2 An urban road
traffic network with the
shortest path
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shortcomings, can be better applied to the actual GIS project development.
As each city is different, the Algorithm is only suitable for certain cities.
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Chapter 101
The Denoising of Enhanced
Edge Image Based on Wavelet

Wenxian Xiao, Junhui Fu, Zhen Liu and Wenlong Wan

Abstract Some of the traditional noise suppression techniques are often at the
expense of image edges and details. In order to remove image noise and preserve
image edge and texture details well enough at the same time, the method of using
edge detection was proposed to detect image edge and texture details. Making it
fused with the image and decomposed with noisy image is by using the second
generation wavelet to denoise the image high-frequency adaptively. The simula-
tion results show that the denoising method is superior to the traditional wavelet
threshold denoising method.

Keywords Wavelet transform � Edge enhancement � Image denoising

101.1 Introduction

With the increasing improvement in wavelet theory, it gets more and more attention
with its own good time–frequency characteristics of denoising in the image areas,
but in the practical application process, the transform of traditional wavelet has
defects of large amount of calculation, large consumption of storage space and
floating point calculation [1, 2]. To this end, in 1994, Sweldens proposed a Fourier
transform not relying on new wavelet construction method—improving methods of
wavelet transform which is based on lifting scheme and is called the second gen-
eration wavelet transform (second generation wavelet) [3, 4]. The improving
method does not depend directly on the Fourier transform but completes the
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calculation in spatial area and situ calculation (no additional storage space), and has
the characters of realizing the transformation from integer to integer easily and a
smaller amount of calculating [5], being a new hot spot of research and application
of wavelet.

Although the traditional wavelet denoising method to denoising techniques was
introduced into the frequency domain, to a certain extent, and retained a large
high-frequency coefficients in the process of denoising, those small edges and
textures of the wavelet coefficients are reduced or even removed. Therefore it
cannot maintain the edges and details very well.

In this paper, characteristics of the second generation wavelet transform to
remove the noise of the images and at the same time retain the image edge and
texture details of the method are given. To this end, taking into account before
denoising method using edge detection to detect the edges of noisy images and
texture first and making it fused in a certain percentage with noisy image, then
decompose the images which have been fused in the second generation wavelet
transform and denoise image high-frequency adaptively, finally threshold the
wavelet coefficients after reconstruction and get the denoised image.

101.2 Principles of the Second Generation
Wavelet Transform

Improving the method gives a simple and effective construction method of
biorthogonal wavelet, using polynomial interpolation to obtain the basic high-
frequency signal components, and then by constructing a scaling function to obtain
the signal of the low frequency components. The basic idea of improving method is
to decompose the existing wavelet filter into the basic building blocks, and complete
wavelet transform step by step. In 1998, Daubechies and Sweldens proved that any
wavelet can be used to enhance the program [6] to achieve. The improving method
divides the process of wavelet transform into the following three stages [7–10].

Splitting. The input signal sj is splinted into two disjoint subsets sj - 1 and
dj - 1, the commonly used algorithm is that the input signal is divided into two
subsets according to parity,

Split sjð Þ ¼ sj1; dj1ð Þ ð101:1Þ

Forecasting. For the correlation among the data, using the predictive value of
sj - 1 p (sj - 1) to predict the odd sequence of dj - 1. That is, after making the
dual role filter of palooka it as the predictive value of the odd signal. The actual
value and the predictive value of odd signals are subtracted as the residual signal.
If using a subset of the dj - 1 and the predictive value of p (sj - 1) the difference
to replace dj - 1, then this value of difference reflects the degree of approximation
between the two. If the forecast is reasonable, then the information of the distinct
data sets is much less than the original subset of dj - 1. The expression of the
forecasting process is
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dj� 1 ¼ dj� 1� pðsj� 1Þ ð101:2Þ

Updating. As they are broken down into subsets, some of the features of the
original are lost; by updating the data of the subset the same features with
the original data of collection remains. Generating a better sub-data set sj - 1 by
Operator U, so that some features of the original data sets of sj remain. The
expression of sj - 1 is

sj� 1 ¼ sj� 1þ U dj� 1ð Þ: ð101:3Þ

Lifting scheme is a fully reversible process; the improving formula in the
reconstructing of the data is the same as the formula and decomposition, only
needing changing order and symbolic computation.

sj� 1 ¼ sj� 1� U dj� 1ð Þ; ð101:4Þ

dj� 1 ¼ dj� 1þ P sj� 1ð Þ; ð101:5Þ

sj ¼ Merge sj� 1; dj� 1ð ÞÞ; ð101:6Þ

To merge is to combine. That is, reconstructing a split subset dj-1 and sj-1 into
the original signal sj.

101.3 Image Denoising Based on the Second
Generation Wavelet

101.3.1 Denoising Model

Suppose T (i, j) for the noisy image which can be expressed as an M 9 N
matrix:

T i; jð Þ ¼ F i; jð Þ þ e i; jð Þ;

i ¼ 0; 1; . . .; M � 1; j ¼ 0; 1; . . .; N � 1;

where F (i, j) of the original image, e (i, j) is stationary zero mean white noise.
At present, the implementation of fractional calculus of computation methods of

solving a variety of commonly used methods are mainly geometric approximation
method and estimate correction method. Because geometric approximate potter
figure approximation method in fitting frequency interval at both ends of the
existing biggish error is easy to cause the frequency response distortion,
so in discussions, fractional order nonlinear systems such as chaos pseudo exist
complex phenomena that may appear chaotic, a growing number of engineering
and technical personnel began to consider using a more reliable numerical
study method journal of commonly used methods is one of the generalized
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Adams–Bashforth–Moulton method. Next, to facilitate further analysis, this paper
was the first to adopt such guesstimation correction methods.

101.3.2 Enhancing Edge Information

Denoising and the reservation of edge detail are the two existing problems of
denoising. The purpose of denoising is to remove noise, especially those
present in high-frequency noise, but the details of the image are also in the
high frequency part of signal. Traditional denoising techniques such as deno-
ising of the time-domain wiener filter are at the expense of reducing image
edges and detailers, in order to denoise and at the same time to preserve image
edge information well. This paper works on edge enhancement before denoising
of images.

Derivative of the function reflects the significant changes in the image intensity
level. The first derivative of the local maximum value and zero-crossing of
the second derivative of image intensity changes are a great place. Therefore,
these derivative values can be the border strength as the corresponding point of the
method by setting the threshold and extract edge.

Soberts operator is a partial differential operator by the operator to find the
edge; it deals with gray shades image processing and noise better .

Using soberts edge detection operator, to detect edges in noisy images G (i, j),
and G (i, j) and the noisy image T (i, j) for the wavelet transform, wavelet
transform coefficients obtained their W * g (i, j) and Wt (i, j), then W * g (i, j) and
Wt (i, j) were fused, in order to avoid excessive edge enhancement, adding the
adjustment factor k,

N i; jð Þ ¼ T i; jð Þ þ k � G i; jð Þ; ð7Þ

where N (i, j) for the fused wavelet coefficients, the N (i, j) edge enhanced
reconstruction of noisy image N * (i, j), using the second generation wavelet
transform, the shareholding.

This paper will, by using this algorithm, point out of new nearly mention
chromatography a hyperchaos class system corresponding to fractional chaotic
system dynamics and synchronous control problem.

The classical differential equation theory believed that autonomous system to
produce the minimum-order chaotic project should not be \3 times, when the
introduction of the concept of fractional derivative, the autonomous system to
produce chaos head into a minimum order number can be less than three, or even
smaller. Previous studies showed that: power system has the integral of fractional
order dynamical systems that are not characteristic, for example, fractional
order Chua circuit in the order of 2.7 to the possible chaos, such an interesting
phenomenon has attracted many Physics, Mathematics, and Engineering and
Technical personnel of interest. Currently, the fractional order chaotic system
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control and anti-control theory in the ascendant has become a frontier field in the
nonlinear science field.

101.3.3 Image Denoising

By using the second generation of two-dimensional (2D) image of wavelet
decomposition n level ultimately there will be (3n + 1) different frequency bands,
which contain 3n high-frequency bands and a low frequency. After the noisy
image was decomposed by the wave with multi-scale, the noise energy is mainly
distributed in the order of high-frequency sub-band and wavelet coefficients in the
low-scale, having a high proportion of noise energy; as the wavelet transform
reduced, the growth series gets small, so the appropriate threshold is chosen in the
high-frequency sub-band to filter out the noise [11–13].

As the traditional soft threshold denoising using a single threshold on wavelet
coefficients are processed, the wavelet coefficients of different scales use the same
threshold, but a single threshold function will not give a good separation at each
level between single and noise. Therefore, in wavelet decomposition, the first and
second floors by the level of high-frequency coefficients, vertical and diagonal
high frequency coefficient of high frequency coefficients, and then use decamp
function to calculate the default threshold value of each frequency, and process the
various high thresholds.

The proposed method and the traditional wavelet threshold denoising from the
mean square error and peak signal to noise ratio shown in Table 107.1 can be seen
from T in order to achieve a better denoising result for the different high-frequency
wavelet coefficients. The article calculated the corresponding default threshold
by decamp [14], after a threshold of the reconstruction of wavelet coefficients,
to obtain the denoised image.

Fang results of this study are to secure communication research in the field of
persons with partial reference value, in future studies, we also will further
research and realize the arbitrary differentiable relations of the generalized
synchronous observer design scheme; whether using single scalar signal realizes
synchronization observer design can surely be the next phase that needs to be
further studied.

101.4 Analysis of Experiment and Simulation Results

The woman and the cameraman image on the Matlab 7.5 system images adds the
Gaussian white noise with zero mean and standard deviation of 18, to the choice of
the sym4 wavelet basis function, and obtains the second generation wavelet based
on the improvement method (improve sym4 wavelet), the method proposed in this
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paper and traditional methods of wavelet thresholding for denoising experiments.
The denoising results were compared and analyzed by peak signal to noise ratio
(PSNR) and mean square [15, 16].

PSNR = 10 log 10 (2,552/MSE),
MSE = (M 9 N)-1
where, M and N are the images corresponding to the number of rows and

columns; F (i, j) and Y (i, j) respectively as the original image and denoising.
Experimental steps are as follows:

• The sorbets operator, call the MATLAB system edge () function to extract the
edge of G (i, j), shown in Fig. 101.1.

• Select sym4 wavelet, obtained the second generation wavelet by the improve-
ment on the 2D images with noise T (i, j) and its edge of G (i, j) wavelet
decomposed wavelet coefficients Wt (i, j) and W*g (i, j).

• Wavelet coefficients Wg (i, j) and Wt (i, j), acceding to the press (7) integration.
And then reconstruct the image edge enhancement of noisy N * (i, j).

• For enhancing the edge of the noisy image N * (i, j) for two layers that
the proposed method for image denoising images from a smaller mean
square error, peak signal to noise ratio is greater, the better the denoising
effect is.

• Use the processed wavelet coefficients to get the denoised image by inverse
transform, and evaluate the denoising results numerically.

From Fig. 101.2, the proposed denoising method to denoising image texture is
clearer, and the image is subjectively better.

Fig. 101.1 Image edge
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101.5 Conclusions

In order to better protect the image edge and texture, combining with the
advantages of second generation wavelet transform, edge enhancement was made
in the paper before denoising. Experimental results show that the method not only
reduces the mean square error, but also improves the performance of the image
PSNR, having a good suppression to the image noise, and better maintains the
image edge and texture features.

Fig. 101.2 Comparison of image denoising: a Original image, b noise image, c traditional
wavelet de-noising, d method of paper
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Chapter 102
Reconstruction Based on the Principle
of Hierarchical Image Analysis and Robot
Vision Research

Zhiyong Zhang, Xiaoning Li and Xiaofeng Li

Abstract This paper analyzes the principle of hierarchical reconstruction on the
impact of the robot image recognitions given to the affine point from the image
reconstruction of the corresponding instance of calculated measures, which to
some extent is a measure of the corresponding affine point reconstruction needs of
the most basic structural information, such as the measure of similar objects based
on reconstruction, metric reconstruction of specular reflection based, reconstruc-
tion based on the measurement of moving objects, and based on hidden
consumption point (line) of the metric reconstruction to improve image clarity.

Keywords Stratified Reconstruction � Robot � Vision � Image

102.1 Introduction

Stratified Reconstruction from affine point of principle is the corresponding
reconstruction method for calculated measures, first of all calculated from the
point of the corresponding projective reconstruction [1]; affine points according to
a corresponding projective reconstruction projective transformation, projective
transformation by this Real feature vector to determine the plane at infinity in the
projective reconstruction of space coordinates, which are affine reconstruction;
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reconstruction calculated from the affine camera intrinsic parameter matrix, and
ultimately get metric reconstruction.

Affine point correspondence, of the two images (I, I’) between the two points
correspond to

mx ¼ m1;m2; . . .;mkf g $ m
0

x ¼ m
0

1;m
0

2; . . .;m
0

k

n o

my ¼ n1; n2; . . .; nsf g $ m
0

y ¼ n
0

1; n
0

2; . . .; n
0

s

n o

Satisfy the following properties: points corresponding to the spatial point sets
and the difference between sets of points in space of an affine transformation,
which makes the existence of affine transformation, denoted claimed that two
points correspond, for the corresponding affine point. For example, the vertices
of two six-sided compositions of two images corresponding to two points is the
affine point correspondence, as between any two rectangules there exists an
affine transformation to transform one set of vertices to another vertex set of
knives. This exists in the following series of questions in both the
corresponding affine points, so they can apply the method given in this section
to solve.

102.2 Similar Objects

Two similar objects are known [2]: a set of corresponding feature points of the
image and calculating a measure of scene reconstruction. Because objects X and Y
are similar, it certainly makes the existence of a similarity transformation S2.

The similarity transformation is the affine transformation, so two similar
objects, Y and X corresponding to any set of image feature points corresponding to
constitute an affine point.

102.3 Mirror Reflection

Given an object and its mirror reflection [3] in the image of the projection, cal-
culate a measure of the scene reconstruction. X, Y are objects that mirror reflection,
it certainly makes the existence of a reflection transformation U3.

Affine transformation is due to reflection, so the object and its mirror reflection
X Y corresponding to any set of image feature points correspond to constitute an
affine point.
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102.4 Moving Objects

Moving objects known at two different times was under the camera image
(within the parameters of each camera position is fixed and constant) [4] to
calculate a measure of reconstruction of the scene. Thus moving objects at time
1 on the world coordinate system is expressed as X, and the images of two
cameras, respectively; at time 2 the world coordinate system is expressed as Y,
and the images of two cameras, respectively. Since the object motion between
the two moments can be expressed in Euclidean motion, it makes the existence
of Euclidean transformation E4. Therefore, the point correspondence, must
correspond to the affine point.

102.5 Binocular Device

Assuming a rigid body motion binocular device for general E, the image is under
the camera from the eyes of the metric calculation of reconstruction of the
scene [5].The problem with the above sports scene reconstruction problem is
equivalent. Because binocular device for general rigid motion E of the images
obtained with the eyes stationary object device on the scene in a fixed position
relative to the rigid body motion for the resulting image is the same.

102.6 Three-Point Implicit Consumption

Three directions of space known to eliminate the implicit point of the projection in
the image [6], calculated measures Rereading. Hutchison 3 infinity, the projection
of two images, respectively, and also, take the two points Fuk image corresponds
to 4, which corresponsd to the space point is denoted by order

mx ¼ m1;m2;m3;m4;m5f g $ m
0

x ¼ m
0

1;m
0

2;m
0

3;m
0

4;m
0

5

n o

my ¼ m1;m2;m3;m6;m7f g $ m
0

y ¼ m
0

1;m
0

2;m
0

3;m
0

6;m
0

7

n o

They correspond to the two space points identified with the projective trans-
formation which is a three-dimensional affine transformation, because the infinite
plane projective transformation will transform plane at infinity. So, is the corre-
sponding affine point.
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102.7 Quasi-Affine Reconstruction

Reconstruction of quasi-expensive radio is a special projective reconstruction
first introduced by the Hartiey and in-depth study dealing plane at infinity in a
projective reconstruction of space coordinates [7]; if the convex Projective
Reconstruction packages are located on the same side of the plane it is said to
prevail in this projective reconstruction Affine Reconstruction (Quasi-Affine
Reconstruction).Hartiey said that any projective reconstruction can be elevated
to a quasi-affine reconstruction. Quasi-affine re-introduced the following
algorithm.

Given n images of the point correspondence, orders, and 5 is the n pieces of a
picture projective reconstruction. The projective reconstruction of space images in
the camera i-matrix is the point corresponding to the projective reconstruction.
Affine Reconstruction Projective Reconstruction subject is necessary and a suffi-
cient condition (5) of the camera matrix and the space points satisfying the
following conditions: for all i, j, where the projective depths have the same sign.
Thus, projective reconstruction by changing the sign of the camera matrix and the
space points are quasi-affine reconstruction of the symbol.

102.8 Calculating the Corresponding Point
From the Affine Reconstruction of Order

Is affine point corresponding to a quasi-affine reconstruction, projective recon-
struction of space if it is known in the plane at infinity [8].

You can get an affine reconstruction.Therefore, to calculate the affine recon-
struction of quasi-affine reconstruction only in the space identified in the plane at
infinity.

Consider X, Y, quasi-affine reconstruction, which are the last coordinates of the
normalized vector. By the correspondence, when k C 5, we can get space in the
quasi-affine reconstruction of a (point) projection change, which makes the pro-
jective transformation; note that this is a homogeneous transformation. If following
the establishment of strict equality (9) the transformation matrix is unique and the
transformation matrix is denoted.

Example 1 The projective reconstruction space, the plane at infinity is a positive
eigenvalue matrix eigenvector.

Analysis What the geometry with their X, Y the difference between a (point)
Photography transformation, i.e., there exists a matrix such that (10)

By (1) and (10), we can infer
General (9), we have (11)
So (12)
From (12) can be seen the feature vector if and only if it is the feature vector.

A 3D space midpoint of duality, is the 3D Euclidean space which transforms a
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plane, so the feature vector is that it is a fixed surface, while that from the
European space to the quasi-affine reconstruction of a face in the transformation of
space, so the plane in Euclidean space into a quasi-affine reconstruction of space in
the plane. As is the affine transformation, so the plane at infinity is a fixed plane,
that is, a feature vector. So, yes, a real eigenvector, which is quasi-affine space
plane at infinity. Because of having the same feature vector, it is also a real feature
vector, which finally proves that the positive eigenvalues must be the eigenvectors,
anyway: suppose the value of the negative characteristics of the eigenvectors.
Thus, there are (13).

Thus the straight line connecting the two points. From (13) and (9), there and on
both sides in the plane at infinity, and quasi-affine reconstruction of contradictions.
Therefore, the eigenvalues must be the eigenvectors of the proof.

When A is a general affine transformation, the matrix may have a positive real
value of the four feature vectors. In order to obtain an affine reconstruction it must
be identified. A general discussion before the discussion A is a similar transfor-
mation for the special case, in addition to plane (movement) change, but can be
uniquely identified in the quasi-affine reconstruction of space in the plane at
infinity.

Example 2 Suppose A is a similarity transformation S.

(1) If S is not a plane (movement) change, then the quasi-affine reconstruction
space can be a uniquely determined plane at infinity.

(2) When the S-dimensional (movement) changes, then the quasi-affine recon-
struction space can be a uniquely determined plane at infinity having two
solutions.

Analysis The similarity transformation S can be expressed as
Where, s is similar to the scale factor and U is an orthogonal matrix it is not

difficult to calculate.
Its physical characteristics such as values, which, when U is a rotation matrix,

take a positive sign; when the U matrix is for the reflection taking a negative sign,
it is easy to check on the plane at infinity which is the characteristic value of a
feature vector, considering the transformation. Among them, the meaning is as
described earlier.

(1) When s is not equal to 1, it will feature as the value of tangible and (in general,
because (14) is a homogeneous second-class type, that is a constant multiple of
the difference between the sense of equality). Easy out on the eigenvectors of
eigenvalues in the quasi-affine reconstruction of space in the plane at infinity.
Since the eigenvalues are the eigenvalues of the reciprocal of the conjugate
eigenvector corresponding to the same and therefore the value of physical
characteristics such as eigenvalues and eigenvectors corresponding to a plane
at infinity in the quasi-affine reconstruction of space coordinates, note that the
norms and values of the other three characteristics of the module are not the
only characteristic values equal to it, so this case can be uniquely identified in
the proposed reconstruction of space in the affine plane at infinity.
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(2) When s = 1, S is an isometric transformation; when the U matrix is for the
rotation S is a Euclidean transformation; when the U matrix is for the
reflection, S is an anti-Euclidean transformation, often referred to as reflection
transformation (such as specular reflection.) The following points S and
reflection transformations of Euclidean transform to discuss two cases:

When S is the Euclidean transformation, it must be tangible, such as the charac-
teristics of value, so that value is also characteristic. If S is flat (sport) transformation,
i.e., the translation vector S is not orthogonal with the plane parallel to the axis of
rotation, by Proposition 4, it can be extrapolated infinite plane in the corresponding
experimental characteristics of a double feature vector only, by the only real feature
vector, which is quasi-affine reconstruction of space in the plane at infinity; if S is flat
(sport) transformation, i.e., the translation vector S perpendicular axis of rotation
parallel to the plane, then the corresponding two real eigenvalue 1 has two linearly
independent eigenvectors, so there must be a positive double eigenvalue, and the
double value corresponding to the two linearly independent eigenvectors. Thus, this
time unrelated to the sense of linear, infinite plane has two solutions.

When the S is reflective exchange, it will be visible as a characteristic value, so
value is also characteristic. Therefore, only one positive eigenvalue, according to
Proposition 1, can undoubtedly determine the quasi-affine reconstruction of space
in the plane at infinity. Proved.

102.9 When a General Affine Exchange, according
to the Camera Parameters are Constant
and Changes in the two cases, given
the Method Chosen

(1) Within the parameters of constant

If all the camera intrinsic parameters are equal, then the first j-1 and a point of
view between the plane at infinity homography matrix model eigenvalue 3 are
equal (often referred to as model constraints). The camera projection matrix [9].

J-1 shows a view with the plane at infinity between the single-matrix of all
possible solutions should be as

Under normal circumstances, there is only one j K for every matrix that satisfies
the model constraints. In this way, you can verify that all the characteristics of the
matrix model are equal to the value determined.

(2) Changes in the parameters

Two intrinsic parameters are not equal, the model equivalent constraints no
longer hold. At this point, the calculation of all points corresponding to the quasi-
affine reconstruction:
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If then there must be the same symbol. So, you can verify whether the same
symbol is to be determined.

Note that when the camera intrinsic parameters are not equal, the above con-
ditions are necessary to determine that seen.

(3) Metric Reconstruction

Suppose there are n ? 1 view of the image. A view from the n ? 1 image,
according to the previous section, can get an affine reconstruction.

If the first one point of view known within the parameters of the camera matrix
K, you can get a metric reconstruction.

Therefore, to calculate metric reconstruction, the first one only needs to cal-
culate the point of view of the camera intrinsic parameters matrix K.

Remember the first i-view camera image is absolute conic (IAC) , by the affine
reconstruction it can be one of the constraint equations IAC which is the first i-1
with the first view of the infinite homograph 1 and the camera viewpoint the IAC.
This method can be used to solve the intrinsic parameters.

102.10 Summary

This paper analyzes that the hierarchical principle by the robot image recognition
reconstruction can improve the clarity by about 5% [10].
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Chapter 103
An Improved Approach for Moving
Object Detection Based on Markov
Random Field

Buyu Xu, Hao Tang and Lei Zhou

Abstract Due to utilization of the relativity of every pixel of an image, the
Markov random field (MRF) model is effective in solving the problem of detecting
moving objects under a complex background. In this paper, the bits-segmentation
of inter-frame difference images is used as the label field of MRF, and the com-
patibility function related to such labels and the hidden states is provided, so that
an improved detection method for moving objects is proposed based on MRF.
Compared with the traditional MRF method, the proposed approach can avoid the
threshold selection process for obtaining the label field, which is a sensitive issue
that may affect the detection negatively. The experiment results show that this
approach is more effective and has a better adaptability than traditional methods.

Keywords Markov random filed � Inter-frame difference images �Moving object
detecting � Belief propagation

B. Xu (&) � H. Tang � L. Zhou
School of Computer and Information,
Hefei University of Technology, Hefei 230009, China
e-mail: bigfishery@163.com

H. Tang
e-mail: htang@hfut.edu.cn

L. Zhou
e-mail: zhouleizhl@hotmail.com

H. Tang
Engineering Research Center of Safety Critical Industry Measure
and Control Technology, Ministry of Education, Hefei 230009, China

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_103,
� Springer Science+Business Media B.V. 2012

867



103.1 Introduction

Computer vision technology uses cameras to obtain images of the environment and
uses the computer to process the visual information. With features of intuition and
having a large amount of information, it is widely used in practice. Moving objects
detection based on image sequence is a basic technology used in many computer
vision applications. It has been widely used in security monitoring, intelligent
transportation, visual navigation, etc. A widely used method for moving objects
detection based on image sequence is the inter-frame difference method, which
checks the changes of pixel’s intensity between several adjacent frames within a
short time. Inter-frame difference method usually extracts the moving regions
through the use of two images pixel-based differential and thresholding [1, 2]. Inter-
frame difference method has a strong self-adaptability for dynamic environment, it
is fast and the computation is small. However, it cannot extract all the sports pixels
for moving objects with uniform intensity and it may yield holes in such objects.
The method based on Markov Random field considers the impact of neighboring
pixels and uses the relativity of every pixel of an image. It transforms the problem,
which determines whether a pixel belongs to the moving object or not, into a
problem of solving a maximum posteriori probability estimation. The MRF model
has a strong ability of anti-interference and is effective in solving the problem of
detecting moving objects under a complex background. Yin [3] has taken account
of the spatial and temporal dependency between pixels and established a three-
dimensional MRF model. It is solved through belief propagation algorithm by
asynchronous accelerated message updating and achieved good results for moving
object detection [3]. How to find a good gray field model to better respond to the
initial image features and how to get a good label field by segmentation have been a
difficult problem in MRF segmentation theory. In [4], a Gaussian Markov model-
based moving object segmentation algorithm was investigated, which described the
inter-frame difference images of video sequence by Gaussian mixture distribution,
and improved the standard MAP and used a quick method to calculate the posterior
probability. In [5], the plan of gray field modeling based on weighted histogram was
adopted to distribute trust degree to pixels of the coarse segmentation image, then
established weighted histogram adopting the statistics of trust degrees, and finally
built exact gray field model based on the weighted histogram.

In this Chapter, we use the 3D MRF model introduced in [3] and make some
improvements on it, proposing a bits-segmentation method for acquisition of label
field and creating the corresponding compatibility function. The method based on
normal MRF model uses the binary image as the label field and an effective auto-
threshold algorithm is needed. The method proposed in this paper uses the bits-
segmentation to get a series of fixed threshold. Compared with the traditional MRF
method, the proposed approach can avoid the threshold selection process for
obtaining the label field, which is a sensitive issue that may affect the detection
negatively. The experiment results show that this approach is more effective and
has a better adaptability than traditional methods.
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103.2 Markov Random Field Model

Pairwise Markov random fields can be represented as an undirected graph, the
graph model has been shown in Fig. 103.1. In general, we assume that we observe
some quantities about the node i, it is some labels which may represent the
intensity of a pixel or some others, we note this observed data as yi: And we want
to infer some other quantities that cannot be observed directly, we note this hidden
state as xi: We further assume that there is some statistical dependency between xi

and yi at each node i, which can be written as a joint compatibility function
/iðxi; yiÞ: The state of node i can also be influenced by its neighboring nodes, this
dependency can be represented by a compatibility function wijðxi; xjÞ: Then we
take the overall joint probability of hidden state xi and observed data yi to be:

PðfxgfygÞ ¼ 1
Z

Y

ðijÞ
wijðxi; xjÞ

Y

i

/iðxi; yiÞ ð103:1Þ

where Z is a normalization constant and the product over (ij) is over nearest
neighbors on the graph.

For every node that belongs to {x}, we can find a state from the candidate states
to maximize the joint probability P({x}), and all the selected states will form the
distribution of states as the optimum solution for {x}. The joint probability
function contains all the observed data and hidden states, and for practical prob-
lems we usually have so many nodes that we can hardly get the results from this
function directly. People have been focused on the problem of how to solve the
MRF model efficiently for many years and have proposed some new efficient

Fig. 103.1 MRF model
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algorithms, such as Graph Cuts (GC) algorithm and Belief Propagation (BP)
algorithm [6, 7]. The graph cuts algorithm converted the problem of solving the
joint compatibility function into the problem of finding the optimal labels, it can
efficiently find the optimal labels which correspond to the minimum energy. The
belief propagation algorithm considered the statistical dependency between
neighboring nodes, it is an efficient way that can be used to find the node’s
marginal distribution based on passing local messages.

In the BP algorithm, we introduced two concepts as message and belief. The
message mijðxjÞ can intuitively be understood as ‘‘message’’ from a node i to node
j about which state node j should be in. It will be a vector of the same dimen-
sionality as xj; with each component being proportional to how likely node i thinks
it is that node j will be in the corresponding state. The belief at a node i is pro-
portional to the product of the local message at that and all the messages coming
into node:

biðxiÞ ¼ k/iðxiÞ
Y

j2NðiÞ
mjiðxiÞ ð103:2Þ

where k is a normalization constant (the beliefs must sum to 1) and N(i) denotes
the nodes neighboring i.

The messages are determined self-consistently by the message updating rules:

mijðxjÞ  
X

xi

/iðxiÞwijðxi; xjÞ
Y

k2NðiÞnj
mkiðxiÞ ð103:3Þ

Note that on the right-hand side, we take the product over all messages going
into node i except for the one coming from node j. Compared with the joint
probability function we can prove that biðxiÞ is equal to the marginal probability
distribution piðxiÞ at node i.

103.3 Bits-Segmentaion for Label Field

Yin [3] constituted a 3D MRF model for moving object detecting problems and
achieved good results. The 3D MRF model has considered the dependency
between pixels both in spatial and temporal domain. In this model, every pixel will
have a corresponding data node dj and state node sj: Data node dj is acquired from
thresholding on inter-frame difference images. State node sj is a vector, each
component represent (represents) a likelihood of how much the node belongs to
the moving object. We perform asynchronous accelerated message updating to
solve this model by belief propagation algorithm, and compute the minimum mean
squared error estimate (MMSE) estimate as the best estimate for node sj:

The normal detecting method based on MRF model uses binary motion
detection result computed by inter-frame differencing as the label field, and then
solve the model by some efficient algorithms, such as belief propagation algorithm,
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to compute the optimal solution. We usually use a global threshold to separate the
pixels of an image into two groups for the result of the binary motion detection.
So choosing a proper threshold is very important. There are some existing auto-
threshold methods, the method which tries from a rough value and then approaches
to the best value iteratively was proposed in [9]. We can also find the threshold
from the histogram, such as taking the maximum point of slope changes in the
histogram as the threshold [10].

Figure 103.2b shows a typical inter-frame difference image’s histogram, we can
find that a large number of pixels were gathered in the lower end of the histogram.
If the histogram has a distinct form of peaks and valleys, it can be easy to find a
proper global threshold to classify the pixels. However, the typical inter-frame
difference image’s histogram shown in Fig. 103.2b has no such pattern, and
experiments show that the above methods cannot get a very good thresholding
effect in this case.

In the normal detecting method based on inter-frame difference, the result by
thresholding the difference images was binary motion detection which can be used
to indicate whether the pixel belonged to the moving object. In this case, the

estimate state s
_

j which represented the likelihood of how much the pixel belonged
to the moving object was directly corresponding to the observation dj: In the MRF

model, the estimate state s
_

j was computed from hidden state sj with MMSE
estimate, and the hidden state sj was associated with observation dj through the
compatibility function /jðsj; djÞ: So we need a more inference process in the MRF
model.

We can easily find from the inter-frame difference image, that the higher the
pixel gray value is, the greater the likelihood of moving object will be and vice
versa. However, the pixels with medium gray value are difficult to determine
whether it belongs to moving object or the background. These pixels contain the
information about possibilities of pixel’s state. If we threshold these inter-frame
difference images to classify the pixels into two groups with fixed label, the
information contained in the pixels with medium gray value will be lost. We could
use more thresholds to classify pixels into more groups in order to retain more such
information about possibilities.

Fig. 103.2 a inter-frame difference image b histogram of Fig. 103.2a
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We usually have two candidate values for dj; labeled as 0 and 1 from the binary
motion detection, and the hidden state sj usually has C candidates, C [ 2: The
more candidates we have for state sj the more subtle the results will be to get
through the inference process by belief propagation algorithm, but also the more
the computational cost will be needed. In our experiments, we choose C ¼ 8; this
value can better balance the computational cost and detection results.

The compatibility function /jðsj; djÞ describes the relationship between obser-
vation dj and hidden state sj: If dj equals zero, no motion is detected at this pixel by
inter-frame differencing, and a uniform distribution is used to represent ‘‘no-
motion’’. However, when dj equals one, motion is definitely detected by inter-
frame differencing at this pixel, sj has an impulse distribution at sj ¼ C to show the
confidence of existing motion regardless of what messages are passed to the node.
The discrete form of compatibility function /jðsj; djÞ was a mapping from dj to sj:

Let sp
j denote the pth state candidate at node sjðp 2 ½1;C�Þ; the message from

observed data is a vector of C elements :

/ðsp
j ; djÞ ¼

½1C � � � 1
C�

T dj ¼ 0
½0 � � � 01�T dj ¼ 1

(

ð103:4Þ

The computational cost of belief propagation was mainly in the message
passing and belief updating, the mapping from dj to sj could be finished in the
initialization phase, thus increasing candidates of dj does not significantly increase
the complexity of the normal MRF model.

Based on the above analysis, we proposed (propose) bits-segmentation method
to get more candidates for dj: For the 8-bits grayscale images, the selected
thresholds were 2iði 2 ½1; 8�Þ; which is equivalent to classify the pixels by its
highest non-zero bit:

/ðsp
j ; djÞ ¼

sp
j ¼ h p ¼ dj

sp
j ¼ e otherwise

�

ð103:5Þ

where dj ¼ log2 Ib c þ 1; I is the pixel’s intensity value, �b c means rounds ‘‘.’’ to
the nearest integers less than or equal to ‘‘.’’. As shown in formula 103.5, when dj

belongs to the pth candidate label, the possibility of sj belong (belongs) to the pth
candidate state is h, the possibility to other candidates state is e. Parameters satisfy
the condition of 0\h\1; e ¼ ð1� hÞ=ðC � 1Þ and h[ [ e:

We can use more threshold (thresholds) to increase labels for dj and the most
simplified way to select these thresholds is to use uniform spacing. When C equals
8 the interval between uniform thresholds will be 32, causing nearly all the pixels
to be classified into the first dj group, which will be difficult to use for detecting.
If we could increase the value of C the uniform threshold will be performed better,
but it will also increase the computational cost for belief propagation.

The threshold selected by bits-segmentation is not uniform spacing, the label of
dj is determined by its highest non-zero bit. We will classify the pixels of low
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intensity with little threshold interval and the pixels of high intensity with large
threshold interval. In this way we could as much as possible make every dj contain
a certain amount of useful information. wijðsi; sjÞ defines a state transition function
between two neighboring nodes via the Potts model:

wijðs
p
i ; s

p
j Þ ¼

h p ¼ q
e otherwise

�

ð103:6Þ

This function encourages neighboring nodes to have the same states. It also acts
as a decay function to reduce the motion likelihood in the absence of current
intensity differences.

There exists loops in the MRF model for image process, which will make the
message pass into circles and difficult to converge. In this paper we perform
asynchronous accelerated message updating to update the node’s belief and
schedule its message passing. For the 1D MRF model (chain), we update the
node’s belief (by formula 103.2) and pass the message (by formula 103.3)
sequentially from one end of the chain to the other end, resulting in all the nodes of
the chain to have its new beliefs; we call this process a 1D BP sweep. For the 2D
MRF model (grid), we could perform four 1D BP sweeps (left to right, up to down,
right to left, and down to up) individually and in parallel. Here, 1D BP means that
BP on the spatial grid is executed simultaneously row by row, or column by
column. The four 1D BP sweep beliefs (distributions for each pixel) are then fused
together and the MMSE estimates will get from these fused beliefs.

103.4 Experiments

The normal MRF model uses binary motion detection result computed by inter-
frame differencing as the label field. The detection results were very sensitive to
the threshold, inappropriate threshold will cause a bad label field and lead to a fault
detection. Our improvement mainly made more use of the original inter-frame
difference image’s information, using a fixed multi-threshold segmentation for the
label field to obtain more stable results in the moving objects detecting problems.

When we luckily select the appropriate threshold we will get a good result from
the MRF model. If the threshold is difficult to get or we get an inappropriate one,
we may have fault results. Figure 103.3a shows the result from the normal MRF
model, the threshold was computed by the method proposed in [9] and this is an
inappropriate one. We can see that the detected object is not complete compared
with Fig. 103.3b which is a result from the improved MRF model. Figure 103.3c,
d was another comparison with these two methods, Fig. 103.3d is based on the
improved method and gets a more complete object. From these two experiments
on different scenes, we can see that the improved method could get a more stable
result compared with the normal MRF model.
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103.5 Conclusion

The method proposed in this paper for acquisition of label field based on bits-
segmentation has made some improvements for the normal MRF model used for
moving objects detection. It avoid (avoids) the problem of having instability
results caused by improper selection of threshold by auto threshold methods.
Through experiments and analysis of inter-frame difference image’s characteris-
tics, the results show that this method can get more stable detection results.
However, a large number of pixels at the low end of the histogram was caused by
noise, our proposed method gives these pixels the same compatibility function, it
will pass the influence of noise from observation to the estimates and may worsen
the detection. In the future work, a more proper compatibility function will be
explored.
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Chapter 104
Study of Miniature Video Inspection
Robot Design and Control

Xian-you Zhong, Chun-hua Zhao and Gang Wu

Abstract Utilization of nuclear power is of vital importance to the development
of society. A miniature robot for video inspection is required to inspect in the
narrow space of a nuclear power plant. At present there are no such robots that can
solve the problem effectively in my country, and the foreign products are
expensive. The design scheme which adapts to the condition in a nuclear plant was
put forward based on the study of the developing condition of the pipeline robot
and the underwater robot; the construction and principle are introduced in this
article and the selection of sealing method and selection of motor are studied in
detail. The robot can work in narrow space, such as in pipelines and sewers, and its
prospect of application is wide in many fields.

Keywords Nuclear power � Pipeline robot � Static sealing � Dynamic sealing

104.1 Introduction

As the world’s fastest growing economy and the second largest energy consumer,
China is looking towards a more balanced mix of energy generating methods [1].
Developing nuclear power can meet the future energy needs without emitting

X. Zhong (&) � C. Zhao � G. Wu
College of Mechanical and Material Engineering,
China Three Gorges University, Yichang 443002, China
e-mail: zhxy@ctgu.edu.cn

C. Zhao
e-mail: zhaolilic@ctgu.edu.cn

G. Wu
e-mail: wwwg2000@sina.com

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_104,
� Springer Science+Business Media B.V. 2012

877



carbon dioxide and other atmospheric pollutants. In order to ensure the safe
operation of nuclear power plants, it is important to inspect the key areas of the
plants, although there are a lot of operations with radioactives. Many pipes used in
the modern industry and agriculture, petroleum, chemical, appear with flaws,
corrosion, blockage after long time, and they need inspection.

104.2 General Scheme Design

104.2.1 System Composition and Working Principle

A miniature video inspection robot is controlled by computer with vision and
image processing and editing functions. As shown in Fig. 104.1, it mainly consists
of industrial PC A, cable and hoisting device B, crawling device C and cameras
rotation device D. Operators can control the movement of the robot, which control
industrial PC through the image obtained in real-time by CCD. Crawling device is
driven by six wheels through synchronous belt transmission, with three wheels on
the left, wheels is propelled by two motors separately. According to the require-
ments, operators control the robot to move through the cable video monitoring
remotely, according to the needs of work, manipulator can be installed to catch the
target. If the two stepper motors run at the same speed, mobile video robot can run
straight forward or backward. If the two-stepper motors run at the same speed in
the reverse direction, a mobile video robot can realize in situ rotation; if the two-
stepper motors run at different speeds, mobile video robots can swerve. Motor and
CCD cameras are sealed in the seal chamber of the robot, mobile video monitoring
device of the joint parts such as connecting link head, using seal work crawling
containers should maintain slightly superior water pressure tank of gas pressure,
gas pressure sensors are set inside the seal cabin, real-time monitoring of sealing
pressure, in order to ensure that the mobile video monitoring device in underwater
can work reliably. Mobile robots can be evacuated through cable recovery device
when finding leaks [2–6].

104.2.2 Camera Pitch Device

Due to the advantages of CCD camera devices of small volume, light weight, the
inert small, low consumption, input light dynamic range wide, scanning no dis-
tortion, in this system (as shown in Fig. 104.2), the CCD adopted is of high
sensitivity, low noise and high resolution; video detection camera angles in the
camera lens is the angle of depression on the road. When camera lens height is
constant, the image resolution will be taken down if the camera angles chosen are
too large. If the angle of camera is too small, it is good to increase the image
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definition, but the camera scope is decreased. In the water, on the one hand, the
light attenuation is very large, on the other hand, the dirt existing in the water make
scattering of light quite serious. The above two points affect the quality of image.
The first problem can be solved by strengthening illuminant, but for the second
point, light scattering phenomenon increases with light strengthening, so it is
necessary to design a camera device to expand the camera scope of the CCD to
improve clarity of picture [7].

Motor driving rotation mechanism, embedded controller and sensors are sealed
in crawling body, hollow shaft A fixed with sealed cabin E, motor drive hollow
shaft A to rotate, and thus promote sealing cabin E, motor B drive shaft G to rotate
through synchronous belt wheel C, shaft G fixed with sealed cabin H, so that
camera device can rotate both in the vertical and horizontal directions, therefore
camera device can be an omni-directional camera.

104.2.3 The Selection of Drive Mode

To meet the requirements of working in the narrow space of nuclear power plants,
the volume of the robot must to be as small as possible. Usually drive mode has

Fig. 104.2 Schematic of camera rotating mechanism’s principle. A hollow shaft, B motor,
C synchronization pulleys, D synchronous belt, E sealed cabin, F synchronization pulleys,
G shaft, H sealed cabin

Fig. 104.1 Sketch of video inspection robot
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three ways, i.e. wheel drive, crawler drive, legged drive, caterpillar structure have
good stable performance, the obstacle-surmounting performance and long life, but
heavy crawler and a huge variety of driving wheel make its whole structure bulky;
legged structure has good off-road capability and adaptability, but low efficiency;
wheel drive structure is simple and easy to implement, moving with high effi-
ciency. Comparing the advantages and disadvantages of these three ways, con-
sidering the requirements of working condition, wheeled driving mechanism is
finally adopted. In order to increase the contact area between robot and pavement
to moving more stable and efficient, six wheels drive is adopted [8].

104.2.4 Selection of Energy Supply Mode

Usually there are two ways to supply energy, i.e. have cable and no cable. For have
cable, the main problem is that cable and surface friction will be very big when
walking distance is very big, which seriously affects the robot’s biggest walking
distance. No cable supply of energy now has two kinds of schemes, one carrying
battery, and the other carrying fuel generators. In addition to the huge volume that
these two kinds of schemes have, they still have their respective weaknesses: the
battery stores limited energy, and due to battery charging process quality,
the influence of factors, the robot’s walking distance is restricted. Because this
robot walking distance required is not big, the cable is not long, if they carry
battery or fuel generator, the weight and volume will surely increase. Using cable
control operations, which can ensure control operation efficiency and reliability,
when the equipment malfunctions, the robot can be withdrawn to a safety area
through cable connections; thus the robot is controlled by cable.

104.2.5 The Selection of Sealing Arrangements

Sealing is key problem of developing underwater robots. Static sealing is easy to
solve by O-ring and sealing gaskets. It is difficult to seal rotating axes (as shown in
Fig. 104.3), because clearance existing between axes and chassis can produce
leakage when shaft rotates. Due to the pressure not being high, and the wheel
speed not high, O-ring sealing and ptfe combination sealing arrangements are
adopted. As shown in Fig. 104.3, B is O-ring, and C is ptfe slip-ring, filler ptfe has
good self-lubricity and wear-resisting performance.

104.2.6 Motor’s Power Calculation and Motor Selection

Motor’s power calculation and motor selection are one of the technical difficulties;
the volume of the robot must be as small as possible. So in meeting the premise of
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power requirements, the motor chosen should be as small as possible. First, the
power of robots required underwater is calculated as follows: resistance that robots
suffered are as shown in Fig. 104.4 (without regard to water resistance)

Dynamic friction: F1 = k1*F4 = k1*m1*g*cosh
Gravity weight: F2 = m1*g*sinh
Cables and contact friction: F3 = k2*m2*g*cosh
Uniform uphill by resistance: F = F1 ? F2 ? F3
Uniform uphill required motor minimum power: P = F*V
Cars have to overcome the minimum resistance moment: M = (F1 ? F2 ? F3)* R
k1 for the robot and contact rolling friction coefficient
m1, m2 for quality of robot and cable respectively
k2 for cables and contact friction
R for wheel radius
V for speed of robot

The robot’s quality is 15 kilos, The robot’s load is 6 kilos, The cable’s quality is
15 kilos, k1 is 0.2, k2 is 0.3, R is 90 mm. When the robot climbs 30� slope, the
minimum resistance that the robot must overcome is 7.36 NM, power required is
1.64 W when robot running velocity is at 6 m per min. Considering underwater
operations, motor select faulhaber company dc servo motor, power is 84.5 W,
choose planets wheel reducer with reduction ratio 134, maximum output torque
10 NM, maximum output torque of the robot: 10*2 = 20 NM, which is bigger
than 7.36 NM, power of the dc servo motor is 84.5 W, and maximum output
power of the two motor is 169 W, which is bigger than 16.4 W, so the designs
reach the requirements.

Fig. 104.3 O-rings-ptfe
slip-ring sealing figure.
A shaft, B O-ring, C ptfe
slip-ring

Fig. 104.4 Schematic of
robot’s climbing
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104.2.7 Control System Design

The control system uses the PC—single-chip microcomputer control system. PC is
responsible for the image processing and sends control instruction, single-chip
microcomputer is responsible for rock-bottom control and robots walk speed
signal feedback, video images are transmitted through the optical fiber commu-
nication system by CCD camera, video capture card installed in PC, and use a
visual processing program docking to received display and storage video images,
which make the operator observe the robot operating status in real-time.

104.3 Conclusions

In order to adapt to underwater operations and to some environments where people
cannot work conveniently, this paper introduced a kind of miniature video
inspection robot. In order to expand the scope of CCD camera, the camera pitch
device was designed. The robot can also be widely used in various gas pipe, oil
pipeline, sewers, etc. It can not only be applied in underwater detection, but also in
anhydrous environments, where it has a broad prospect of application.
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Chapter 105
The Optical Characteristics
and Measurement, Model
and Solution of LED

Li Ke, Liu Fengling and Xing Chaofeng

Abstract Each LED needs to carry out the optical properties of the test after
completed package to ensure that a range of LED products is in line with the
factory requirements. The optical structure on optimization of LED includes the
optical structure of chips and packages redesigned and optimized, so that the light
distribution applications can meet the requirements of illuminators. Previous
studies are based on the method of geometrical optics to simulate and optimize
proposed structure. This method can accurately control a moving direction of
single light, whereas it was difficult to perform the light intensity distribution on
the overall. Therefore, large area of chips and small package structure were not
very precise and difficult to optimize. So, new methods are needed to design
package structure. This thesis aims to study and discuss new ways to achieve the
LED light intensity distribution of the overall implementation, focusing on
establishing the LED optical characteristics measurement and mathematics solu-
tion for computer simulation.

Keywords LED � Optical properties � Electrical parameters � Mathematics mode
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105.1 Optical Properties and Measurement of LED

Flux. Flux is the most important term to express performance of LED, which is the
amount of light or light energy that accurately radiates from light source, also known
as emission of light [1]. Flux is the amount of light what light source emits per unit
time. The part of radiation energy that radiated power can be felt by human eyes.
It equals some band radiation in per unit time multiplying its seeing rate depending
on the relative. Since human eyes sees different rate depending on the relative as to
different bands, so while the radiation power of different wavelengths of light are
equal,the flux is not equal. The symbol of flux is U, its unit is lumen (lm) [2].
According to spectral radiant flux, the luminous flux formula is derived.

U ¼ KmUðkÞVðkÞdk: ð105:1Þ

In the formula, VðkÞ—the relative spectral efficiency of light; Km—the max-
imum of the relative spectral effectiveness radiated, lm/W is the symbol. In 1977,
CIPM determined its value as 683 lm/W Km (km = 555 nm) [3].

Illumination. Light intensity is the extent to which the object is illuminated,
which can be expressed by the luminous flux accepted per unit area (Fig. 105.1).

Light illumination is related to lighting source, the illuminated surface and the
location of light source in space, whose size is proportioned to the light intensity of
light source and the cosine of the angle of incidence, but is inversely proportioned
to the square of the distance light source to the illuminated surface. Point illu-
mination on the surface is incident on the panel that contains the point on the
luminous flux dU divided by the bin area of the business ds: The symbol of light
illumination is Lux,1Lux=1 lm/m2. Objects with uniform irradiation by light,
when getting luminous flux in the area of 1 square meter is 1 lumen, its illumi-
nation is 1 Lux.

Viewing angle. Notation: h1/2; symbol: degree(o); definition: h/2 refers to the
luminous intensity as half the axial direction and strength values of the angle
between the light axis. The angle defined is 2 times the half-value angle, also
known as perspective (or as half-power angle), as shown in Fig. 105.2.

Illustration. Figure 105.2 shows that each LED in an LED luminous intensity
angular distribution. The coordinates of 0 degree is the vertical (normal), the
relative maximum luminous intensity. The greater it leaves the normal direction of
the angle, the smaller the relative intensity is. From the figure, half-value angle or
angle value can be concluded.

Luminous intensity. Luminous intensity (IV ¼ dU=dX) is what a light source
emits, luminous flux, in a given direction of the unit solid angle. In the formula dX
is a point source in the party up the sheets of solid angle element, as shown in
Figs. 105.3 and 105.4.

IV is the luminous intensity, which expresses emitted luminous flux in a certain
direction of light within the spatial distribution of physical quantities. IV value of
the detected LED is usually defined as the line (on the light-emitting diode is its
cylindrical axis) direction of the light intensity. If the radiation intensity on the
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direction is (1/683)W/sr, then the light-emitting is 1candela (symbol for cd). As the
luminous intensity of LED is in general smaller, so mills-candela is commonly
used as unit for luminous intensity [4].

Measurement of Optical Properties. During the detection of LED optical and
electrical properties, integrating sphere and the angle of light intensity distribution
test system are commonly used.

Structure of integrating sphere. The basic structure of the integrating sphere is
made of aluminum or plastic, an interval hollow ball. Multi-layer neutral diffusing
material is coated evenly on the inner wall of the ball, such as magnesium oxide
barium sulfate and PTFE. There are several holes opening on the ball, used as
the incident light holes, installing detector, light source, etc. In order to prevent the

Fig. 105.2 Angular distribution of several LED light-emitting

Fig. 105.3 Luminous
intensity and luminous

Light intensity in
per chit area 

Light
source 

Unit receiving surface

Fig. 105.1 Illumination
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incident light directly hitting the detector, the ball is also equipped with a blocking
screen, as shown in Fig. 105.5.

Integrating sphere theory. The basic principle of integrating sphere is that the
light incidences from the input hole, then is evenly reflected and diffused within
this sphere, so the light got from the resulting output hole is the rather even
diffused beam. And the incident angle of incident light, spatial distribution and
seasonal will never impact the intensity and uniformity of the outputting beam.
Yet, the light injects out until through the points within the integrating sphere.
Therefore, integrating sphere can also be seen as a light intensity attenuator.
The ratio of the output intensity and input intensity is the area of light output hole/
internal surface area of the integrating sphere.

The light intensity distribution of the test system of the angle. The light intensity
distribution of the test system of the angle is for automatic test of LED light
intensity angle distribution, the largest light intensity value of single LED, value of
0 light intensity, light intensity deviation angle, spread angle of light intensity, and
LED light intensity at both ends of the load electrical parameters, providing dis-
tribution curve analysis function of I � IV ; I � Vf ; h� IV :

Figure 105.6 is the light intensity distribution of the test system of the angle
made up of LED light intensity test platform, V detector, the host and so on [5].
Working theory: the rotating platform base (fixtures clipping LED) has an active
door and covers the LED on the fixture,which can be regarded as a opaque black
box (the outside light can be ignored), light emitted from LED eliminates glare
through extinction effects of the barrel of extinction. When light enters the CCD
detector probe, the probe converses optical signals to the host. After treatment,
electrical signals are displayed from computer software.

Fig. 105.4 Luminous
intensity
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105.2 Measurement Model and Solution of LED

The characterization of the optical parameters of LED light sources and their
measuring tool are discussed, the measuring tool (integrating sphere and angular
distribution of the test system) is often used in factories and laboratories [6].
However, in the simulation,the main principle of this tool is for the mathematical
model, for the establishment of photons emitted are needed to be described LED
model, which will be output to the computer screen,getting the optical properties
of simulated LED.

The Establishment of measurement model. In the simulation, graphics of LED’s
light intensity distribution, three-dimensional distribution of light intensity and

Fig. 105.6 Test of spatial
angle intensity distribution

Fig. 105.5 Integrating sphere
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space simulation distribution curve are mainly got. In practice, integrating sphere
and angle distribution measurement system are used to achieve the absorption and
the test of light from LED. In the simulation, a light absorption surface can be built
to converge photon, in the following,such absorption surface in being established.

As shown in Figs. 105.7 and 105.8, the absorption surface can be defined as a
plane. Its mathematical expression is:

Z ¼ Z0: ð105:2Þ

where, Z0 is the point between absorbing surface and Z axis, the plane is parallel to
the XOY plane.

Maintaining the integrity of the specifications. Flux: the size of flux can be
expressed by the number of photons, so in the simulation it is OK as long as the
random vector number of photons is defined. For example,the number of early shot
photons can be defined 1,000, 10,000, 100,000 other, whose difference is that the
photon statistics are not the same as the number and the length of running time of
computer CPU is different. Light intensity distribution: if there is a point of
intersection after the photons emit from the LED with the absorption surface, then
the second intersection is recorded. The formula for calculating the point of
intersection is:

X ¼ l U�Z0
n þ Z0;

Y ¼ m U�Z0
n þ Y0;

Z ¼ Z0 :

8

<

:

ð105:3Þ

where, ðl;m; nÞ is the outgoing direction vector of photon, ðX0; Y0; Z0Þ is the exit
point coordinates of photo, U is the distance between the origin coordinates and
the viewing screen.

Fig. 105.7 Absorbing screen
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Displaying all intersection of points received by absorbing screen on the
computer screen, then graphics of light intensity distribution is concluded.

The light distribution curve of light intensity is generally expressed by light
distribution curve of LED light intensity. Simulation results are to statistic the
point of view of its spatial distribution, resulting in photon quantities of unit space
angle. The photon quantities of unit solid angle is the luminous intensity of space
angle, to establish a ‘solid angle-the photon number’ artesian coordinate system
that can be very intuitive to reflect light distribution curve of LED.

The light intensity distribution: In order to obtain the illuminate value of a point
on the absorbing screen, to statistic photon quantities of the small area to this point
as the center, to calculate light intensity values, which can be as the average
photon quantities and illuminate values of this point.

Here, absorbing screen can be divided into m� n small areas to form a planar
array. Each point value of each planar array expresses the statistical distribution of
light intensity on the absorbing screen. According to point of each array illumi-
nation value, plane light intensity distribution to three-dimensional graphics are
made, which can intuitively show the ratio between the size of light intensity of
each point and the light intensity value of each point.

105.3 Summary

In short, understanding the optical characteristics and establishing measurement
model and solution are very important steps for LED package. In addition, using
the simulation method of Monte Carlo can also solve a more accurate optical

Fig. 105.8 Photon
distribution on the screen
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structure model, and give specific imaged results of light distribution, the impact
of modified light distribution can then be seen through correcting the parameters of
light structure. Meanwhile,the combination of C++MFC with TRACEPRO soft-
ware can be very simple and intuitive to perform the optical properties of LED
model, and provide important reference basis for LED products designed for use to
achieve the design requirements of industrialization.
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Chapter 106
The Application of Remote Sensing
Technology to Soil Salinization
in Yanqi Basin

Xuejiao Qin, Chunfang Kong and Yunxia Ren

Abstract As soil salinization is one of the important factors influencing the agri-
culture production and ecological environment, it is of great significance to enhance
the remote sensing monitoring for saline alkali soil. Landsat7 ETM+ remote sensing
image was used to take the samples and make supervised classification by analyzing
the spectral signature according to the different spectral patterns of ground objects.
Meanwhile, the distribution of soil salinization in Yanqi basin is quantitatively
assessed combined with field investigation and soil sampling as well as salt content
measurement of the soil samples. The results show that mild saline soil accounts for
19.777%; moderate saline soil accounts for 5.378% and severe saline soil accounts
for 0.209%.
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106.1 Introduction

Soil salinization is a common form and phenomenon of dynamic land degradation
in arid and semiarid areas, which seriously influences the ecological environment
and the development of social economy. Xinjiang province located in the inland of
northwest China, has a large distribution of saline areas. The area of saline soil in
this territory accounts for as much as 19.25% of useable land while accounting for
30.85% of cultivated land at the same time [1]. It is of great significance to
enhance the investigation and monitoring of soil salinization for the improvement
and utilization of saline soil.

So far, the remote sensing technology is widely used in saline soil monitoring
because it is macroscopic, dynamic, integrated, real-time, and less subject to
ground conditions. Remote sensing of soil salinity on reflection is relatively sen-
sitive, the higher the salt content, the stronger the spectral reflectance in the image
picture. Usually, saline soil is shown as light-colored or gray in the image picture.
Compared with the general land, salinization of soil has more intense spectral
reflectance in the visible band and near infrared band [2].

106.2 General Situation of Study Area

Yanqi Basin is located in the hinterland of the Eurasian continent and has a typical
temperate arid desert climate. As a mountain basin of South Tianshan in Xinjiang,
Yanqi Basin is slightly diamond-shaped, the terrain slopes from northwest to
southeast. The lowest is the largest inland freshwater lake Bosten Lake, the upper
reaches of the lake is Kaidu River, and downstream is Kongque River. Bosten
Lake is the water and salt influx center of the basin [3]. From the mountains
surrounding the basin to the Bosten Lake, they are in sequence of Gobi, plain and
lake. Besides, the dry climate, evaporation and groundwater depth which is mostly
between 1 and 3 m, result in serious soil swamping and soil salinization in this
area. Generally speaking, common types of saline soil include meadow saline soil,
ordinary saline soil and swamp saline soil [4], all of these seriously affect the
development and manufacturing of local agriculture.

106.3 Data Sources

Data used in this study include a Landsat7 ETM+ image imaging on Sep 26, 2009
and salt content data of soil samples received by field sampling and indoor
determination.
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106.4 Data Processing

Measured data. In this research 48 points of soil samples have been taken ran-
domly through a field investigation in the Hejing county, which is located in the
northwest of Yanqi Basin (Fig. 106.1). Then the salinity of soil samples was
determined in the laboratory. According to the geographical environment of inland
arid areas, compare with the soil salinity classification standard and divide soil
salinization types of samples.

Remote sensing image preprocessing. Atmospheric correction, geometric cor-
rection, radiometric correction and so on were carried out before classification by
using image processing software ENVI. Among them, control the absolute error of
the geometric correction in less than 50 m and the relative error within the 15 m.
In addition, fuse the resolution of the images, superpose different bands, and
enhance the image (such as linear stretch, gray level transformation, etc.). After
pretreatment, the image’s spatial resolution is 15 meters and the image has 6 bands
in total.

Selection of feature variables. A large number of remote sensing researches on
soil salinization at home and abroad found that, visible band, near infrared band
and shortwave infrared band are the key bands to identify soil salinity. Whether in
the visible band or near infrared band, the image tone of saline soil is lighter than
other soils in the remote sensing images. Furthermore, the higher the salt content,
the stronger the spectral reflectance. In terms of sheer amount of information, a
combination of TM 1, 3 and 5 bands contain the most information content of the
data, but the accuracy of soil salinity information retrieval is not proportional to
the remote sensing information content [5].

According to this research needs, the remote sensing image of study area was
initially divided into 6 classes- vegetation (farming, forest, grassland), water,
desert, desert, wetlands (including swamps), saline soil. A total of 20 sample
points were selected for each of the typical objects after repeated selection, then
obtain the spectral curves (Fig. 106.2). Through the spectral curve, what can be
found is that saline soil can be distinguished rather well in band 2, band 3 and band
4. Also, it is easy to recognize other ground objects information in these three
bands. Therefore, band 4, band 3 and band 2 were combined to get a 4–3–2 false
color image.

Supervised classification. With conjoint analysis the field surveys and remote
sensing image, first of all, the natural land, including saline soil and non-saline soil,
can be separated from water, marshes, wetlands and vegetation zones. Second,
according to different levels of soil salinity, different image features in the remote
sensing image and different degrees of saline land can be distinguished. In fact,
based on correlation, severe saline soil in the false color composite image map
shows gray, rough texture; medium saline soil is light gray and has more smooth
texture; slight saline soil in the image shows gray spots and smooth texture.

In this research, under the condition of ensuring 200 samples of each feature,
the most relieved supervised classification method was used. The surface features
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were divided into eight categories. They are water, wetlands (including swamps),
vegetation, Gobi, desert, severe saline soil, moderate saline soil and mild saline
soil. Subsequently, the accuracy of classification results was evaluated
(Table 106.1).

From the table of classification results confusion matrix, it is easy to conclude
that the water is easy to distinguish from other surface features. Although there
was a big mixture between vegetation (farming, forest, grassland) and wetlands
(including marshes), it was due to the seasonal agricultural irrigation. Farmlands
after irrigation and marshes are similar in the spectral features, but the study
focuses on the delineation of saline soil, so the mixture had little effect on the
research. In addition, either the mixture between saline soil and the Gobi or the
mixture between different types of saline soil has been resolved fairly well.

Post classification. Whether using supervised classification or unsupervised
classification, remote sensing image classification is processed separately for each
pixel. So it is inevitable that noise appears in the classification surface features.
In other words, heterogeneous surface features scattered distribute in large similar
surface objects. In order to eliminate the impact of class noise, the class attribute of
each pixel is compared with its neighboring pixels. If the pixel is inconsistent with
the surrounding neighboring pixels, it should be adjusted to meet the consistency
of the situation [6]. According to the features relatively continuity principle, 5 9 5
window was selected in the neighboring analysis for classification result graphs.

106.5 Analysis

Statistical results of this study show that severe saline soil occupies 0.209%,
moderate saline soil occupies 5.378% and mild saline soil occupies 19.777% in the
Yanqi Basin (Fig. 106.3 and Table 106.2).

Fig. 106.1 Distribution of
samples
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Table 106.1 Confusion matrix of classification results

1 2 3 4 5 6 7 8 Total

1 195 0 0 0 0 0 0 0 195
2 5 174 2 0 0 0 0 4 185
3 0 1 198 0 0 0 0 0 199
4 0 0 0 200 0 0 0 0 200
5 0 0 0 0 170 8 0 178
6 0 0 0 0 30 192 0 0 222
7 0 25 0 0 0 0 200 0 225
8 0 0 0 0 0 0 0 196 196
Total 200 200 200 200 200 200 200 200 1600

1 Severe salinization, 2 moderate salinization, 3 mild salinization, 4 water, 5 wetlands (including
marsh), 6 vegetation, 7 Gobi, 8 desert
Classification accuracy = 95.3125%, Kappa coefficient = 0.9464

Fig. 106.3 Remote sensing image classification results. 1 Severe salinization, 2 moderate sali-
nization, 3 mild salinization, 4 water, 5 wetlands (including marsh), 6 vegetation, 7 Gobi, 8 desert

Fig. 106.2 Spectral curves of landmark
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106.6 Conclusions

Landsat7 ETM+ remote sensing image data is used in this research. First, spectral
analysis is made for the ground objects. According to the spectral characteristic curve
of different ground objects in different spectral bands, the 4 band, 3 band and 2 band
were selected to obtain a false color composite image. Subsequently, the supervised
classification was carried out and combined with field investigation and soil sample
analysis,and cluster analysis at the same time. Thus, the degree and distribution of
soil salinization in Yanqi basin is evaluated qualitatively and quantitatively. Kappa
coefficient of the study was 94.64%. Therefore, the remote sensing data was analyzed
and disposed to evaluate the soil salinization and the evaluation results were verified
with the actual situation. The entire study area can be appraised from flat with this
method, which consequently makes up the lack of information obtained from points
in the evaluation of soil salinization. So the large quantity of time, manpower and
material can be saved by using the remote sensing data to evaluate the salinization of
soil. Hence, the method should be promoted widely in the soil salinization
evaluation.
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Chapter 107
A Watermarking Scheme Based
on Video’s Independent Features

Chunxing Wang and Xiaomei Zhuang

Abstract In this paper, a video watermarking scheme based on video independent
static feature (VISF) and video independent dynamic feature (VISF) is proposed.
In this scheme, we embed watermark into the dynamic component which is
extracted from raw video based on ICA to guarantee the perceptual quality of the
watermarked video. The simulations show that the proposed scheme has a good
performance to resist Gaussian attack, salt and pepper attack, cutting attack, jpeg
compression attack and MPEG-2 compression attack.

Keywords Video watermarking � VISF and VIDF � ICA

107.1 Introduction

Most studies on watermarking technology focus on the still image. In recent
years, with the widespread application of digital video products in the network,
effective copyright protection techniques are an urgent problem, either to pre-
vent unauthorized copying or at least as an evidence of copyright infringement.
The digital watermark used for protecting digital video is becoming a hot issue
[1]; many algorithms of video watermarking have been proposed, and it has
already been applied to Video-On-Demand (VOD), interactive multimedia
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application system, DVD and so on [2]. Therefore, watermarking technology is
becoming more and more attractive. It should meet requirements as follows:
invisibility, blind detection, robustness to compression, synchronicity attack and
collusion attack [3].

Video watermarking, in a sense, is similar to image watermarking in theory.
So, many researchers applied results on image watermarking directly to video
watermarking. But images have limited signal space, as video image sequences are
different; they have an important feature that is time redundancy [4]. In video
compression coding, by means of motion estimation and compensation, images
information about ‘‘the front’’ and ‘‘the back’’ frames can be represented by
motion parameters and residual images. The method enhances data compression
ratio enormously. Consequently, video data are transmitted and stored in
compressed form. Video data stream have to be decoded first when detecting
compressed video watermarking.

In this paper, we propose a new video watermarking scheme based on video
independent dynamic feature (VIDF). First, the raw video is divided into video
independent static feature (VISF) component and VIDF component. We select
VIDF to embed the watermark. Besides, the ICA is used before embedding.
The simulations demonstrate that the proposed scheme can keep a good video
fidelity and is robust to common attacks, such as Gaussian noises, salt and pepper
noises, cutting, resizing, frame dropping, frame changing, as well as the MPEG-2
compression. This paper is organised as follows: Sect. 107.2 introduces Extracting
the Independent Component, both the VIDF and the VISF; Sect. 107.3 describes
the proposed watermarking scheme; the experimental results and conclusions are
presented in Sect. 107.4 and 107.5 respectively.

107.2 Extracting the Independent Component

We regard an entire frame as a target and extract the motion and static vectors
between every two successive frames [5–7]. If f ðiÞ is the current frame, f ði� 1Þ is
the previous frame and mðiÞ is the motion vector of previous frame, then their
relationship can be presented as follows, Eq. 107.1:

f ðiÞ ¼ f ði� 1Þ þ mðiÞ: ð107:1Þ

The VIDF mmðiÞ and the VISF mf ði�1Þ are extracted by means of ICA
(Independent Component Analysis) [8, 9]. We can regard two successive frames as
linear superposition of mutual static part mf ði�1Þ and relative motion component
mmðiÞ; that is Eq. 107.2 (Fig. 107.1):

ff ðiÞ
ff ði�1Þ

� �

¼ A
mf ði�1Þ
mmðiÞ

� �

: ð107:2Þ
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107.3 Watermarking Scheme

In our scheme, we embed watermark into VIDF component. Assume W is
watermark, which is a binary image. We operate the embedding watermark in
DWT domain (Fig. 107.2).

Referring to Eq. 107.2, we can use the matrix to obtain the motion component. The
relative motion component is defined by mmðiÞ;mði; jÞ 2 M; and the watermarking
binary image is w, wðk; lÞ 2 W : If the pixel value of video frames image is p� q; then
the pixel value of chosen W binary image is p

2�
q
2 :Define that aðk; lÞ 2 LL1 and one

vector set of MRR is s!ðk; lÞ; s!ðk; lÞ ¼ ðs1ðk; lÞ; s2ðk; lÞ; s3ðk; lÞÞ: They meet the
following relationship:

aðk; lÞ
s1ðk; lÞ
s2ðk; lÞ
s3ðk; lÞ

2

6

6

4

3

7

7

5

¼ 1
4

1 1 1 1
1 1 �1 �1
1 �1 �1 1
1 �1 1 �1

2

6

6

4

3

7

7

5

gð2k; 2lÞ
gð2k þ 1; 2lÞ
gð2k; 2lþ 1Þ

gð2k þ 1; 2lþ 1Þ

2

6

6

4

3

7

7

5

: ð107:3Þ

Then calculate dðk; lÞ ¼ max
i
fsiðk; lÞg �min

j
fsjðk; lÞg

�

�

�

�

�

�

�

�

mod 2 in the place (k, l).

Fig. 107.1 VISF and VIDF are extracted from two successive frames in the ‘‘football’’ video.
a The previous frame of fb.avi; b the back frame of fb.avi; c exacted VIDF; d exacted VISF
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When extracting the watermark from the to-be-detected video, we extract
watermark from the watermarked video according to the following steps.

Obtaining d (k, l) with the same method in the embedding process.

wðk; lÞ ¼ floor
dðk; lÞ

D

� �

mod 2

107.4 Experimental Results

In simulations, we choose the two successive frames (frame 30 and 31 in the fb.avi
272*352) in the experiment. Transform the images from RGB into YCrCb and
operate on the luminance component Y [10]. And we choose to use the FastICA
algorithm. The value of Th is 0.7 (Fig. 107.3).

Divide the VIDF image into 8*8 blocks. Then process each block with DWT
and embed the watermark of 68*110. The simulation results show that the PSNR
between the original motion component image and the motion component of
watermarked image is 39.3713 (Fig. 107.4).

In the restoring process, we combine the motion component signal with the
static component signal to form the matrix of estimating signals. Then make use of
the aliasing matrix to reconfig. the original signals. Restore the original grayscale
images with the help of recovered sub-image and on the basis of that, restore the
color images. The PNSR of the original grayscale images and the recovered
grayscale images are respectively 41.1725 and 42.0443. The PNSR of the original
color images is 41.2019 and the recovered is 42.0544.

The robust against selected attacks result is as follows:

The Gaussian attack (Fig. 107.5)

Fig. 107.2 Block diagram of embedding watermark into VIDF
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Fig. 107.3 The frames intercepted randomly. a The successive frames of the original video;
b the grayscale images of the successive frames in the video

Fig. 107.4 The original
motion component image,
the motion component
of watermarked image
and the watermark,
PSNR = 39.3713. a The
original watermark; b VIDF
with the watermark; c the
extracted inverse scrambling
watermark
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The salt and pepper attack (Fig. 107.6)
The cutting attack (Fig. 107.7)
The jpeg compression attack (Fig. 107.8)
The MPEG-2 compression attack (Fig. 107.9)

Fig. 107.5 The extracted watermark from Gaussian attack. Normalized correlation coefficients
are respectively 0.9447 and 0.8810. (Here, m and var denote the mean and the variance of the
Gaussian white noise respectively.) a m = 0, var = 0.000007; b m = 0, var = 0.000005

Fig. 107.6 The extracted watermark from the salt and pepper noise attack. The values of NC are
respectively 0.9583, 0.9238. (Here, d denotes the noise density.) a d = 0.00001; b d = 0.00011

Fig. 107.7 The extracted watermark from cutting attack (NC = 0.9032, 0.9160). a Cut off some
rows; b cut off some columns
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107.5 Analysis and Discussions

The paper presents the scheme based on VIDF and VISF of successive video
frames. The VIDF and VISF are obtained by use of the ICA technique. We embed
watermark into the VIDF’s high-frequency coefficients of the original video to
have a good fidelity, and make use of DWT when embedding to get a good
robustness. The results of simulation experiment prove that the scheme can resist
some common video attacks such as Gaussian attack, salt and pepper attack,
cutting attack, jpeg compression attack and MPEG-2 compression attack. In our
ongoing work, we will work on the improvement of the property of real-time.
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Chapter 108
Parallel Beamforming Technique Aimed
at Increasing Frame-Rate of Medical
Imaging

Lutao Wang, Gang Jin and Binjie Liu

Abstract Increasing frame rate is needed for high quality ultrasound imaging for
research on tissue motion. The demand of increasing frame rate is even higher for
3D ultrasound imaging. In this chapter, we introduce a new technique which can
increase frame rate without decreasing image quality. Wider transmit beams
combined with four narrower parallel receive beams are formed to increase the
frame rate by a factor of four. Through mainlobe width controlling and sidelobes
level suppressing, the inherent gain loss for normal parallel beamfoming can be
compensated in the maximal degree. Thus, better resolution and contrast can
be obtained compared to normal window-based apodization beamformer. Because
the computational cost is the same as delay and sum beamforming whose
computation cost is linear with the number of array elements, this method has great
advantages of possibility of real-time implementation.

Keywords Ultrasound imaging � Beam forming � Parallel acquisition � Contrast
resolution

108.1 Introduction

When performing ultrasound imaging of tissue motion or moving heart, increasing
the frame rates is needed. Because frame rate is inverse proportional to the number
of transmit beams required to scan an image, the commonest way used to increase
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frame rates of ultrasound imaging without compromising the scan lines is to use
parallel beamformers. According to this approach, a transmit beam combined with
multiple receive beams which are simultaneously acquired from closely spaced
regions are used to increase the scan lines for each transmit-beam. So the imaging
frame rate is increased proportionally to the number of receive beams. But the
mainlobe gain loss introduced by parallel beamforming will decrease the imaging
quality [1].

Using narrower receive beams will increase lateral resolution. Synnevag [2]
applied minimum variance (MV) beamforming to form receiving beams. The
beam width was reduced to 1/4th and the imaging frame rate was increased by a
factor of four and comparable imaging resolution was obtained. But the operation
of matrix inversion which is used to find the optimize aperture weights in the MV
beamforming is complexity proportional to the array size, O(L3) and this can
hardly be implemented on real-time beamforming [3]. The robustness of MV
beamformer also confined its application [4].

Our parallel Dolphy–Chebychev-rectangle (PDCR) beamformer presented in
this article used the Minimum Beamwidth for Specified Sidelobe Level beam-
forming algorithm to find the transmit aperture weights. So the mainlobe width of
transmit beams could be flexibly controlled and the mainlobe gain loss would
be decreased. Rectangle apodization was applied on receiving aperture to get
narrower receiving beams.

108.2 Parallel Receive Beamforming

After one beam is transmitted, there may be double time cost relative to the
detection depth for conventional beamforming method to transmit another beam.
That is to say the detection depth limits the frame rate. For conventional
beamforming, only one scan line can be formed after each transmission and this
confines the increase of frame rate. By simultaneously forming multiple receive
beams steering closely spaced regions for each transmission beam, multiple scan
lines can be obtained for single transmission. Thus the frame rate is increased
proportionally to the number of parallel receive beams.

Figure 108.1 shows the corresponding one way Tx and Rx beampartterns using
Parallel Receive Beamforming (PRB). Here, only one beam is transmitted, and
four parallel beams are used on reception. The steering angles of receive beams is
Rx1, Rx2, Rx3, Rx4 and central symmetry to the steering angle of the transmit
beam.

Parallel forming several beams for each transmission can proportionally
improve the frame rate to the number of parallel receiving beams, but array gain
may be decreased if targets appear between scan lines. So the mainlobe of transmit
beam should be wider to compensate the potential amplitude loss arising from
mismatch between receive beams and transmit beam, and the sidelobes level
should be lower to suppress noise and the off-axis interference signals.
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108.3 Dolph–Chebychev Beamforming

The beam pattern of Dolph–Chebychev beamformer has the characters of
minimum mainlobe width for a given sidelobe level [5]. For a symmetric,
equally spaced, N elements array steered at broadside, it can be described by a
polynomial of N-1. Setting this array polynomial equal to the Chebychev poly-
nomial of N-1 degree and equating the array coefficients to the Chebychev
polynomial coefficients, the beam pattern will correspond to a Chebychev poly-
nomial of degree of N-1. Dolph–Chebychev beamformer weighting vector wDC

can be represented as:

wDC ¼ VH wð Þ
� ��1

e1: ð108:1Þ

where e1 ¼ 1 0 . . . 0½ �T and V wð Þ is a N � N array manifold matrix be
steered at wp directions:

wp ¼ 2 cos�1 1
x0

cos
ð2p� 1Þp
ðN � 1Þ2

� �� �

; x0 ¼ cosh
1

N � 1
cosh�1 R

� �

: ð108:2Þ

where R is the sidelobe level of beams.

108.4 Results and Discussion

Simulate a 18.5-mm linear array with 64 elements and equally spaced by half
wavelength, the central frequency of the array elements was 3.5 MHz and the
sample frequency was 100 MHz. The images were formed using 52 Tx and 52 Rx

Fig. 108.1 Illustration of
Parallel Receive
Beamforming
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beams over a sector of 35�. For the PRB method, we used only 13 Tx beams and 4
Rx parallel beams for each Tx beam to form the image. The shift variance arises
from misalignment of the transmission and receive beams using parallel beam-
forming compensated through interpolation on combinations of existing scan lines.

108.4.1 Simulated Point Targets

Figure 108.2 shows images of the point targets obtained using Rectangle,
Hanning, Nonparallel Dolph–Chebychev-rectangle (NDCR) and Parallel Dolph–
Chebychev-rectangle (PDCR) apodization over a 60 dB display dynamic range.
All the simulated point targets were located at depths from 40 to 90 mm, deviation
from the main axis about 10� and were separated by 10 mm in vertical and 3 mm
in lateral.

As can be seen from Fig. 108.2, the beam response for Rectangle apodization
has better lateral resolution, Hanning apodization can reduce sidelobe levels, but
the lateral resolution is poor. NDCR apodization not only significantly reduces the
sidelobe levels but also has the same lateral resolution compared to rectangle
apodization. For PDCR method, comparing image quality can be obtained to
NDCR, also the frame rate was increased by a factor of four.

Figure 108.3 shows the lateral variation of the beamformed responses at depths
of 40 and 80 mm. As the results show, at both depths the proposed PDCR

Fig. 108.2 Simulated beamformed responses of point targets using an 18.5 mm 64 elements,
3.5 MHz linear array. a Rectangle apodization. b Hanning apodization. c Dolphy–Chebychev
(Tx)-Rectangle (Rx) apodization, nonparallel. d Dolphy–Chebychev (Tx)-Rectangle (Rx)
apodization, four parallel receive beams
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apodization presents narrower mainlobe width than Hanning apodization and
lower sidelobe levels than Rectangle apodization.

108.4.2 Cystic Simulation

To investigate the imaging contrast for the beamforming methods, a cyst phantom
in a speckle pattern was simulated. The resultant images are shown in Fig. 108.4.
All images are displayed with 60 dB dynamic range.

Table 108.1 lists the relative CR and CNR for each beamforming method and
confirmed the superiority of NDCR in terms of contrast ratio (CR), and the
contrast to noise ratio (CNR).

As seen from Table 108.1, NDCR offers CR improvement of 6.72 dB and CNR
about 29% in comparison with Rectangle apodization and the background standard
deviation is approximately the same for the two beamformers. As the inherent gain
loss for PRB beamformer, the mean intensity in the cyst region and background of
PDCR beamformer are smaller than that of NDCR, and results in little decrease of
CR and CNR. But compared with rectangle apodization, PDCR beamformer still
presents a 5.78 dB increase of contrast resolution and about 19 enhancement of
CNR.

108.5 Conclusion

For improving the quality of ultrasound medical imaging, it is desirable to increase
solution and contrast simultaneously by means of providing narrower mainlobe
width and suppressing sidelobe levels. Using PDCR, the wider transmission

Fig. 108.3 Lateral variation of rectangle apodization, Hanning apodization, Dolph–Chebychev
apodization, Dolph–Chebychev (4 Rx Beams) apodization beamformers using 64 elements,
3.5 MHz array at depths a 50 mm, b 80 mm
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mainlobe width compensates the gain loss induced by PRB and narrower receiving
mainlobe width makes up the resolution loss because of wider transmit beam.
Because of the gain loss of PRB cannot be fully compensated, the imaging quality
of PDCR is a little decreased compared to NDCR. But much better contrast
resolution and significant improvement of lateral resolution can be obtained than

Fig. 108.4 Simulated cyst phantom using an 18.5 mm 64 elements, 3.5 MHz linear array.
a Rectangle apodization. b Hanning apodization. c Dolphy–Chebychev (Tx)-Rectangle (Rx)
apodization, nonparallel. d Dolphy–Chebychev (Tx)-Rectangle (Rx) apodization, four parallel
receive beams

Table 108.1 Contrast parameters of the simulated cyst phantom for different beamformers

Mean intensity in the
cyst region (dB)

Mean intensity in the
background (dB)

CR
(dB)

CNR
(dB)

Background
standard deviation
(dB)

Rectangle -37.59 -14.29 23.30 3.12 7.46
Hanning -42.78 -13.24 29.54 4.40 6.72
NDCR -44.32 -14.29 30.02 4.04 7.43
PDCR(1:4) -45.08 -16.00 29.08 3.71 7.84
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Hanning and Rectangle appodization. Taking into account the two factors of detail
resolution and contrast resolution comprehensively, we see that the image quality
can be enhanced. As the computational cost is the same with conventional
beamformer whose required computation cost is linear with the number of array
elements, this proposed method is practical and may be implemented in real-time
inexpensively.
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Chapter 109
SCPOPS: An Efficient and Effective
Method for Service Discovery
and Composition

Yuanyuan Jiang, Ying Zhang and Song Huang

Abstract In order to improve the efficiency of service discovery and composition,
we first define a property ordered pairs called Property Ordered PairS (POPS) and
some function of it in this paper. Then we propose a service discovery and a com-
position algorithm based on the POPS, the Service composition based on the POPS
(SCPOPS) algorithm. We present the SCPOPS algorithm in detail and give an
instance. Finally, we take some simulation experiment by the SCPOPS algorithm,
the result shows it is efficient and effective for service discovery and composition.

Keywords SOA � POPS � Service composition � SCPOPS

109.1 Introduction

The recent years have witnessed an increasing adoption of Service-Oriented
Architecture (SOA), which is an architectural approach for the implementation and
delivery of loosely coupled distributed services [1]. Therefore, more and more
enterprises are embracing SOA as a new paradigm to integrate and implement
interoperable, robust and platform-independent distributed applications. Generally,
services are considered as self-contained, self-describing, and modular applica-
tions that can be published, located, and invoked across the Web [2]. Most SOA
implementations use Web Services. The early researches about service-orientation
usually focused on the Web Service technology, while nowadays it is expanding to
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wider scopes such as service-oriented systems, service-oriented computing, ser-
vice-oriented applications, etc. However, with the rapid development of Internet
technology and the increasing requirement of services, the quantity of services
over the web and the complex service-oriented applications make it is unrealistic
to fulfill the user needs with a single service. Thus, service discovery and com-
position are the two main tasks which have gained great momentum. Service
composition is defined as the integration of a variety of existing services by a
certain process logic to satisfy the users’ requirements more effectively. The
composition approach can be classified into manual composition, semi-auto
composition, and automatic composition. As Web services are created indepen-
dently by a variety of providers, service composition is a complex process [3].

There are many researches concerned with service discovery and composition
has been studied by lots of researchers [4–15]. Bellwood [4] discovered services
based on matchmaking of key words, but the accuracy of the services found are
low. Lee [5] implements service composition by using data mining techniques for
ubiquitous computing environments. Xu [6] presented a service discovery and
composition by inverted indexing. Kuang [7] proposed a method for composition-
oriented service discovery through generation of a tree. However, they do not pay
attention to the relation between input and output concepts when building the
inverted indexing. AI Planning techniques such as HTN [8, 9], Workflow tech-
niques [10–13], Petri Net techniques [14, 15] are also widely used for service
matchmaking, discovery and composition.

Based on their researches, we propose an efficient and effective service com-
position strategy based on Property Ordered PairS (POPS) in this paper. First of
all, we define the POPS and the related functions. Then, we introduce our service
composition algorithm based on POPS, called Service composition based on the
POPS (SCPOPS). SCPOPS decreases the searching space of candidate services by
matchmaking services with POPS retrieval records instead of the whole service
repository, and focuses on the interface information both of outputs and inputs.
Therefore the searching efficiency will be increased obviously.

The remainder of the paper is organized as follows: The POPS and its opera-
tions are defined in Sect. 109.2. The SCPOPS algorithm is presented in
Sect. 109.3, while an instance for illustrating the algorithm is proposed in
Sect. 109.4. Some experiments and conclusions are given in Sect. 109.5.

109.2 Preliminaries

109.2.1 Service Definition

A service can be formally defined as follows:

Definition 1 Service definition.

Service ¼ SN; SD; SF; SAh i
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in which SN is the name of a service. SD is the functional descriptions of a service
that normally use natural languages. SF is service functions including inputs,
outputs, preconditions and results of a service. SA is the attributes of a service,
such as the QoS attributes. In theory, all these four aspects should be considered
during service composition. However, with the limited length of one paper, we
predigest the service definition to a 3-tuple:

Service ¼ SN; I;Oh i

in which SN is still the name of a service. I represents the input-set of a service
while O represents the output-set of the service. Both I and O have semantic
support by a domain ontology.

Definition 2 Service request definition.

SR ¼ I;O; Th i

in which I represents the input-set of a service request, and O represents the
output-set of the service request. T is the time limit of request time.

109.2.2 POPS Definition

Definition 3 The property ordered pairs.

POPSðCÞ ¼ SN1; I1h i; SN2; I2h i. . .; SNn; Inh if g

in which SNi; 1� i� n represents the service name, Ii; 1� i� n represents the
input concepts of SNi: Therefore, POPSðCÞ could represent all registered services
that can provide the output concept in service repository. We build POPS retrieval
records for service repository and update them periodically. If there is a new
service registered successfully, its related information will be added to the records
accordingly.

Definition 4 The overlap function of POPS.

overlapðPOPSðC1Þ;POPSðC2ÞÞ ¼ SN1; I1h i; SN2; I2h i; . . .; SNn; Inh if g ð109:1Þ

in which SNi; Iih i 2 POPSðC1Þ ^ SNi; Iih i 2 POPSðC2Þ; i ¼ 1. . .n: The overlap
function represents the services which could provide concepts of both C1 and C2:
For instance, if there are POPSðC1Þ ¼ S1; I1h i; S2; I2h i; S3; I3h if g and
POPSðC2Þ ¼ S1; I1h i; S3; I3h if g; then overlapðPOPSðC1Þ;POPSðC2ÞÞ ¼ S1; I1h i;f
lefthS3; I3ig: Actually, the return of overlap is still property ordered pairs.

Definition 5 The getItem function of POPS.

getItemðPOPSðCÞ; kÞ ¼ Si; Iih i ð109:2Þ
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in which SNi; Iih i 2 POPSðCÞ: The getItem function is used to obtain an item of
POPSðCÞ; and the ordinal ofthe item is k. For instance, if there is POPSðCÞ ¼

S1; I1h i; S4; I4h if g; then getItemðPOPSðCÞ; 2Þ ¼ S4; I4h i.

109.3 SCPOPS Algorithm

Currently, there are two ways for matchmaking service request and service in
service repository. One is matchmaking inputs of service request and service at
first. If one service needs inputs less than the service request provided, then
checking its outputs could provide all the outputs needed by service request or
not. If it could, it will be the matched service. Therefore, this is a Front-to-
Back way which is easy to understand but has less efficiency. The other way is
Back-to-Front, which matchmaking outputs first. If a service in the service
repository provides all outputs described by service request, then matchmaking
its inputs and service request. If the inputs are included by inputs of service
request, the service is the matched service. Compare these two ways, the latter
is goal-driven, thus it will avoid some meaningless searching of finding matched
service inputs.

However, the two ways mentioned above both need to match the service request
and all registered service in service repository one by one. They are time-con-
suming and not suitable because the size of service repository is becoming larger
and larger. In order to solve this problem, we propose the SCPOPS algorithm as
shown in Fig. 109.1.

109.4 Example of SCPOPS Algorithm

In this section, we give an example for comprehending the SCPOPS algorithm
better. There are six registered services in the service repository and the POPS
retrieval records of the service repository as shown in Table 109.1.

Suppose the user provides input concepts I ¼ A;B;Cf g and wants to get output
concepts O ¼ E;Ff g: The algorithm executes as follows:

According to the output-set of service request O; Onew ¼ O ¼ fE;Fg; do Step2.
Because POPSðEÞ 6¼£ ^ POPSðFÞ 6¼£; do Step3.
Because S ¼ overlapðPOPSðEÞ;POPSðFÞÞ ¼£; do Step7.
For each Oi 2 Onew i ¼ 1. . .n; let S0E ¼ POPSðEÞ ¼ S3; fA;Cgh i 6¼£ and S00E ¼
overlapðPOPSðFÞÞ ¼ S4; fBgh i 6¼£; do Step 8.

The candidate service set is formed by composition of two parts: one produces
concept E; the other provides concept F. First, for Onew ¼ fEg; do Step 4.
Because Inew ¼ getItemðPOPSðEÞ; 1Þ:I � I ¼ fA;Cg � fA;B;Cg ¼£; do step5,
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ALGORITHM The SCPOPS Algorithm

INPUT: service request , ,SR I O T= , including the output set 

{ }1 2, ,..., nO O O O= , the input set { }1 2, ,..., mI I I I= and the 

time limit T .
OUTPUT: the matched service set MatchServiceSet
INITIALIZATION: MatchServiceSet NULL= ;
ALGORITHM STEPS: 
Step1: newO O=
Step2: for each i newO O∈ , searching ( )iPOPS O in the POPS index paper 

to find all services which can output concept iO first. If there is at 

least one iO is satisfied with ( )iPOPS O = ∅ , it means no service 

in current service repository can produce the iO , the match failed; 

Otherwise, do Step3.

Step3: let 1( ( ),..., ( ))nS overlap POPS O POPS O= , 1...i n= . if S ≠ ∅ , 

do Step4; Otherwise, do Step 7.
Step4: there is at least one service in service repository that can produce 

all outputs described by newO directly. For each iPOPS S∈ , 

and each ( ).,temp iI getItem POPS k I= , compute the difference set 

tempnewI I I−= , if newI = ∅ , do Step5; Otherwise, do Step 6.

Step5: current inputs provided by I are sufficient to produce all needed 

outputs, matchmaking successfully. Add ( ).,igetItem POPS k SN

to MatchServiceSet .
Step6: there are some inputs needed by S not provided by I . Therefore, 

it is needed to find the predecessor services of the current service. 
Let new newO I= , do Step 2 recursively until the matchmaking 
process is finished unsuccessfully or  successfully, or the time is out.

Step7: S = ∅ means no single service can be matched with  service 
request directly, thus service composition is performing. For each 

i newO O∈ 1...i n= , let ' ( )iS POPS O= and 

1('' ( ), ..., ( )), ( 1... ) ( ),nS overlap POPS O POPS O j n j i= = ∧ ≠ If 

'S ≠ ∅ and ''S ≠ ∅ , do Step 8; Otherwise do Step 9.

Step8: the candidate service set is formed by composition of two parts:  

one produces concept iO , the other provides the remaining
concepts. Then do Step 4 recursively for these two parts,, described
by the symbol ∗ , i.e '. ''.MatchServiceSet S SN S SN= ∗ .

Step9: because composition of two services still cannot satisfy all the 
outputs of , composition of three services will go to work in a
similar way, then four services, five services, and so on, until the 
matchmaking process is finished unsuccessfully or successfully, or 
the time is out. 

O

Step10: return Mat etchServiceS .

Fig. 109.1 The SCPOPS algorithm
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POPSðEÞ:SN ¼ getItemðPOPSðEÞÞ:SN ¼ S3; Secondly, for Onew ¼ fFg; do Step 4.
Because Inew ¼ getItemðPOPSðFÞ; 1Þ:I � I ¼ fBg � fA;B;Cg ¼£; do step5, add
POPSðFÞ:SN ¼ getItemðPOPSðFÞÞ:SN ¼ S4: Therefore, the result is S3 � S4:

109.5 Experiments and Conclusions

In order to evaluate the efficiency and effectiveness of SCPOPS, compared with
the one by one Front-to-Back and Back-to-Front method, we take emulation
experiments on an Intel Core2 Duo 2.33 GHz with 2 GB RAM running Eclipse.
Figures 109.2 and 109.3 shows some of the results. In Fig. 109.2, 10 at 500
represents 10 service requests and the service repository has 500 services, and so
on. From this picture, we can conclude that both the quantity of service requests
and the size of service repository are the factors influencing the processing time of
service composition. When the quantities of these two factors are not huge, the
difference of responding time is small and the Front-to-Back method has the
longest time cost. However, with the increase in service quantity, the SCPOPS
tend to have obvious advantages in time consumption because it is using the POPS
index table. For the same reason, as shown in Fig. 109.3, we try to discover and
composite 15 service requests in service repository with 800 services. When the
time limits is 60 s, the two algorithms can fulfill almost all service matchmakings
except the Front-to-Back method which is not goal-driven; while the time limits up
to 10 s, the SCPOPS has a bigger recall rate which means that it can match more
services.

To sum up, although building and maintenance POPS index table will cost
some time, the SCPOPS algorithm is still an efficient an effective method for
automatic service composition. Because of the limited length of the paper, we do
not discuss the semantic similarity in this paper, which is also an important part of
service matchmaking. The future work will include researching the influence
of QoS in service composition, as well as how to implement the composition of
services based on fuzzy information, etc.

Table 109.1 The service repository and the POPS retrieval records

Service Repository POPS Retrieval Records

S1 : Input ¼ A;Bf g. . .Output ¼ Cf g
S2 : Input ¼ Df g. . .. . .Output ¼ C;Gf g
S3 : Input ¼ A;Cf g. . .Output ¼ Ef g
S4 : Input ¼ Bf g. . .. . .Output ¼ F;Hf g
S5 : Input ¼ Ef g. . .. . .Output ¼ Gf g
S6 : Input ¼ A;Gf g. . .Output ¼ Hf g

POPSðCÞ ¼ S1; fA;Bgh i; S2; fDgh if g
POPSðEÞ ¼ S3; fA;Cgh if g
POPSðFÞ ¼ S4; fBgh if g
POPSðGÞ ¼ S2; fDgh i; S5; fEgh if g
OPSðHÞ ¼ S4; fBgh i; S6; fA;Ggh if g
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Chapter 110
Logistic Regression Analysis
of Influencing Factors on Postgraduate
Entrance Exams

Dong Yong-quan

Abstract Using Logistic regression analysis methods, this paper analyzes some
influencing factors on mathematics postgraduate entrance exams about four
quantitative factors including specialized course normal academic records such as
Mathematical analysis and Higher algebra, public course such as Politics and
English, and three qualitative factors including whether the student is a leader,
whether three goods student, and the number of scholarships.

Keywords Logistic regression � MLE � Statistics with R � Postgraduate entrance
exams

110.1 Introduction

In recent years, with the reform of the college graduates employment system and
the rapid expansion of higher education, the number of college graduates have
increased rapidly, and employment issues are becoming increasingly prominent.
Candidating for the master’s degree is an option for many students to avoid the
employment peak, and look for new and better employment opportunities.
Of course, there are many students select ing the master’s degree for the purpose of
further improving their level of knowledge and better research. Many universities
also work to enhance the success rate in graduates as the priority and as one of the
indicators of educational assessment. Therefore, analyzing the main factors on
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postgraduate entrance exams can guide the teaching and administrative depart-
ments to work out the right teaching strategies, and the students grasp the correct
way of learning, and thus improve the acceptance rate. In this paper, we have a
mathematical look at a total of 49 undergraduates (including 27 students passing
first test post-graduate examinations) from an undergraduate graduating class of
Department of Mathematics and Information Science of Tangshan Teachers
College for logistic regression analysis of the influencing factors on postgraduate
entrance exams.

Taking into account the pattern of mathematics postgraduate is 4þ x; that is
two basic courses of Mathematical analysis and Higher algebra, and two public
courses of Politics and English are tested in first test, and specialized courses such
as probability and statistics, real variable function, differential equation, etc.
We first select the factors (covariates or explanatory variables) as follows:

Mathematics students need to learn mathematical analysis in almost four
semester classes, so each student has four mathematical analysis results, which we
take as mean of Mathematical analysis normal academic records x1:

We have two Higher algebra results, which we take as the mean of Higher
algebra normal academic records x2:

Similarly, x3 and x4are respectively the normal academic records of Higher
algebra, English and Politics.

In addition to the above four quantitative factors, some qualitative factors will
also affect the performance of postgraduate students, such as

x5 is a binary variable indicating whether student leader: yes, x51 ¼ 1; no,
x50 ¼ 0:

x6 is whether three goods student: yes, x61 ¼ 1; no, x60 ¼ 0:
x7 is the number of scholarship: no, x70 ¼ 0; once, x71 ¼ 1; twice, x72 ¼ 2; three

times, x73 ¼ 3:
Response variableyis a binary variable indicating whether postgraduate: yes,

y ¼ 1; no, y ¼ 0; so ordinary linear regression model cannot be used to do
regression analysis. Logistic regression will be used in this paper [1], and all
statistical calculations completed by the statistical with R [2].

110.2 Logistic Regression Model

Logistic regression model is a kind of generalized linear model, being applicable
to continuous data and discrete data, especially the latter, such as attribute data and
count data. This is useful, especially in statistical analysis of biological, medical,
economic and social data [3, 4].

Let the observational data be ðxi1; xi2; . . .; ximÞ; i ¼ 1; 2; . . .; N; where xij is
the feature valuej(referred to as covariates) of student i: yi is the response variable
of student i; indicating whether postgraduate: yes, yi ¼ 1; no, yi ¼ 0: mis the
number of covariates, where m ¼ 7: Nis the sample size, where N ¼ 49:
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Generalized linear model can handle such binary data, that is, introducing an
appropriate strictly increasing function, called the link function G: Let

pðxÞ ¼ Pðy ¼ 1 xj Þ: ð110:1Þ

be the probability of admitting to graduate school with the covariate being x, then

GðxÞ ¼ a0 þ a1x1 þ a2x2 þ � � � þ anxn: ð110:2Þ

is called the generalized linear models of link function G:
We use logit function as link function:

log itðpÞ ¼ log
p

1� p
: ð110:3Þ

which has a clear statistical significance: the logarithm of the probability value of
y ¼ 1 to y ¼ 0: The generalized linear models using Logit function as link function
is known as the Logistic regression model.

log itðPðy ¼ 1 xj ÞÞ ¼ a0 þ
X

m

j¼1

ajxj: ð110:4Þ

i.e.

Pðy ¼ 1 xj Þ ¼ 1

1þ e
�a0�

Pm

j¼1
ajxj

ð110:5Þ

where n ¼ ða0; a1; . . .; amÞ0 is parameter vector being estimated by MLE method.

110.3 Empirical Analysis

There are eight data sets, including four quantitative data sets of normal academic
records of Mathematical analysis, Higher algebra, English and Politics, with the
basic statistics as shown in Table 110.1.

We will standardize the four types of quantitative data (raw data minus
the average value), then do Logistic regression analysis, so the reference group is
the average normal academic records.

Table 110.1 Basic statistics of four quantitative data sets

Course Mean Std Min Max

Mathematical analysis 81.24 6.5270 62.95 90.65
Higher algebra 83.33 7.0019 65.85 94.00
English 78.73 3.9021 61.55 87.40
Politics 82.08 3.5176 73.65 89.05
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In addition, there are four qualitative data, including three explanatory
variables: whether student leader, whether three goods student and the number of
scholarship, and a response variable: whether admitted to graduate school.
The statistics summary are shown as follows: (Table 110.2).

Using statistics with R, the results of Logistic regression analysis of the selected
variables are shown in Table 110.3.

110.3.1 p Values in Table 110.3 Indicate That:

Postgraduate entrance exams success is significantly associated with English normal
academic records x3 at 1–0.0774 = 92.26% level, three goods student: yes, x61 at
83.81% level, and the number of scholarships: twice, x72 at 77.18% level second.
Other effect factors followed by the strong to weak are the normal academic records
of Mathematical analysis, Politics and Higher algebra, the number of scholarship:
once, student leader: yes, the number of scholarships: three times.

Table 110.2 Statistical results of four qualitative data sets

Qualitative
factors

Level The proportion of all levels

Student leader 2(yes = 1, no = 0) Yes: 12 (account for 24.5%)
No: 37 (account for 75.5%)

Three good
student

2(yes = 1, no = 0) Yes: 21 (42.9%)
No: 28 (57.1%)

Number of
scholarships

4 (no, once, twice, three times) No: 16 (32.7%)
Once: 12 (24.5%)
Twice: 13 (26.5%)
Three times: 8 (16.3%)

Postgraduate 2 (yes = 1, no = 0) Yes: 27 (55%);
No: 22 (45%)

Table 110.3 Results of Logistic regression analysis

Variables Parametric
estimates

Standard error z Values p Values

Constant -0.77911 0.88720 -0.878 0.3799
x1 -0.06519 0.07993 -0.815 0.4148
x2 -0.03661 0.07326 -0.500 0.6172
x3 0.26644 0.15088 1.766 0.0774
x4 -0.11161 0.16452 -0.678 0.4975
x51 -0.11238 0.89466 -0.126 0.9000
x61 1.48242 1.05972 1.399 0.1619
x71 0.18511 1.28020 0.145 0.8850
x72 1.85085 1.53878 1.203 0.2291
x73 -0.03015 1.55596 -0.019 0.9845
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Of the four quantitative factors, English normal academic records have the largest
influence on postgraduate entrance exams, followed by Mathematical analysis.
This is true of the actual situation of our school, Tangshan Teachers College, which
belongs to Hebei Province. In the two B class institutions, 90% of students are from
rural, low levels of English learning, so the English results are the main factors to
their postgraduate success. Students in our school need to make efforts to learn
English well, to lay a solid foundation for future studies. Higher Algebra in
specialized courses is my teaching strength, with the basis of better teaching.

In contrast, Mathematical analysis is on the weaker; on the one hand, teachers
with high qualifications and high professional titles less, on the other hand, not
enough emphasis is given on teaching the basic course, following the same old
teaching model. These should be the major adjustments. Part of the teachers’
wealth in teaching experience and expertise is being expanded to the teaching of
mathematical analysis, changing the large classes for small class teaching, to meet
the needs of postgraduate students.

110.3.2 Parametric Estimates in Table 110.3 Indicate That:

The effect of English normal academic records increasing one point than the
English average academic records (because we use the standardized data, the
reference groups is the average academic records, the following Mathematical
analysis, Higher algebra and Political are the same) to the success ratio of post-
graduate is e0:26644 ¼ 1:3053 times. There is still much room for improvement in
English results, which should be given high priority.

Similarly, the effect of Mathematical analysis is e�0:06519 ¼ 0:9369 times,
which indicates the normal teaching of Mathematical analysis slightly different
from postgraduate requirements. Mathematical analysis not a national examina-
tion, facing a wide range, the teaching is difficult to achieve full coverage of key
and difficult topics, so it is not easy to improve the overall performance.

Higher algebra is e�0:03661 ¼ 0:9640 times, which indicates that the difference in
Higher algebra score is not clear. Because of the weak correlation to postgraduate
(1-0.6172 = 0.3828), the quantitativeness of Higher algebra is not very meaningful.

Politics is e�0:11161 ¼ 0:8943 times, which indicates that students’ energy is
attacked hard in the exams to learn more political subjects; this causes the prosperity
of all kinds of political reasons for postgraduate entrance exam remedial classes.

Student leader is e�0:11238 ¼ 0:8937 times, which indicates a student leader
having weak negative correlation to postgraduate entrance exams success.
As student leaders spend a certain amount of study time on management affairs,
it affects their postgraduate entrance exams success rate, but the effect is
relatively small.

Three goods student is e1:48242 ¼ 4:4036 times, the greater positive correlation
to postgraduate entrance exams, which indicates that the rating of three goods
student in our academic largely take academia as the reference.
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The effect of a scholarship increasing one point than no scholarship to the success
ratio of postgraduate entrance exams is e0:18511 = 1.2034 times; secondary schol-
arship is e1:85085 ¼ 6:3652 times; three scholarship is e�0:03015 ¼ 0:9703 times.
Overall, the impact of scholarship on the entrance examination is a positive corre-
lation, especially the secondary scholarship having the biggest positive correlation to
postgraduate entrance exams success, which indicates usually better academic
performanc and generally a greater success chance in postgraduation. But three
scholarships have weak negative correlation 0.9703 to postgraduate success, indi-
cating a very good student achievement in peacetime, postgraduate entrance exams
expectations that are too high; the schools applied for better resources, for example
Tsinghua University, Beijing University and Chinese Academy of Sciences, may
postgraduate entrance exams defeat. Therefore, guiding students correctly , being a
good staff to postgraduate students, are the university teachers’ bounden duty in
addition to teaching students professional knowledge.

110.4 Conclusion

In summary, analyzing the main factors on postgraduate entrance exams can guide
the teaching and administrative departments to work out the right teaching strat-
egies, and the students grasp the correct way of learning, thus improving post-
graduate acceptance rate. Additionally, this paper selected a typical class with
better postgraduate performance in Department of Mathematics and Applied
Mathematics of our school as a research object to analyze; the results coincided
with the actual situation, we also found the teaching problems and shortcomings.
If possible, more samples will be selected, and more meaningful conclusions will
be obtained. Furthermore, Logistic regression method in this paper can also be
used in the analysis of factors of other postgraduate professionals.
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Chapter 111
Efficient Variant of FastICA Algorithm
for Speech Features Extraction

Xiaoli Huang and Huanglin Zeng

Abstract We propose an efficient variant of FastICA (EFICA) algorithm which is
asymptotically efficient. The simulation results show superior performance of the
EFICA algorithm compared with the fast fixed-point ICA (FastICA) algorithm and
the Power ICA algorithm.

Keywords Efficient variant of FastICA � Interference signals ratio � Cramér–Rao
bound � Fisher information matrix

111.1 Introduction

One of the central tools for speech features extraction is independent component
analysis (ICA) [1, 2]. FastICA [3] is one of the most popular algorithms for ICA.
This chapter presents an efficient variant of FastICA (EFICA) algorithm that
extracts speech features which are robust to non-stationary noise contaminating the
speech signal. The proposed algorithm outperforms classical FastICA and other
algorithms in the noisy scenario [4]. Experiments with the speech database dem-
onstrate consistent robustness to noise of varying statistics, yielding significant
improvements in speech recognition accuracy over identical models trained using
EFICA features and evaluated at independent sources that have been mixed
linearly.
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111.2 Independent Component Analysis

The most common method for generating spatially localized features is to apply
ICA to produce basis vectors that are statistically independent. ICA is a statistical
technique to extract non-Gaussian and statistically independent source signals
given only the observed or measured data [5]. We model the observations vector

(at some time instant t) of measured signals XðtÞ ¼ x1ðtÞ; . . .; xlðtÞ; . . .; xmðtÞ½ �T as
a linear mixing via the unknown mixing matrix A and the unknown source signals

matrix SðtÞ ¼ s1ðtÞ; . . .; slðtÞ; . . .snðtÞ½ �T :

XðtÞ ¼ ASðtÞ ð111:1Þ

where SðtÞ is a statistically independent zero-mean real-random process, A is a
n� n mixing matrix. In the subsequent derivation, we shall assume m ¼ n. ICA
makes the solutions to Eq.111.1 well-posed by forcing independence between the
components of the basis. It is worth noting that independence does not imply
orthogonality, indeed the latter is a considerably weaker constraint.

The new dataset XðtÞ was processed by ICA; the independent components (ICs)
have the following expression:

YðtÞ ¼ WXðtÞ ¼ MSðtÞ ð111:2Þ

where YðtÞ ¼ y1ðtÞ; . . .; ynðtÞ½ �T is the output of separation systems, W is the
demixing matrix computed according the extended, and M ¼ WA is the global
matrix. After the complete separation of the source signal, we have:

M ¼ WA ¼ I ð111:3Þ

where I is an identity matrix. We have:

YðtÞ ¼ WXðtÞ ¼ SðtÞ ð111:4Þ

111.3 Fast ICA

The FastICA algorithm is a computationally efficient and robust algorithm for ICA
and blind source separation. It was introduced in [6] in two versions: A one-unit
approach and a symmetric one.

By a unit we refer to a computational unit, eventually an artificial neuron,
having a weight vector w that the neuron is able to update by a learning rule. The
FastICA learning rule finds a direction, i.e. a unit vector w such that the projection
wT x maximizes nongaussianity. Nongaussianity is here measured by the approx-
imation of negentropy J wT xð Þ given in Eq. 111.5.

J yð Þ / E G sð Þf g � E G vð Þf g½ � ð111:5Þ
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The random variable s is assumed to be of zero mean and unit variance. v is a
Gaussian variable of zero mean and unit variance, and G �ð Þ is a non-quadratic
function.

The one-unit algorithm of the preceding subsection estimates just one of the
ICs, or one projection pursuit direction. To estimate several ICs, we need to run the
one-unit FastICA algorithm using several units with weight vectors W ¼ w1; . . .;ð
wl; . . .;wnÞT .

To prevent different vectors from converging to the same maxima we must
decorrelate the outputs wT

1 x; . . .;wT
n x after every iteration. A simple way of

achieving decorrelation is a deflation scheme based on a Gram-Schmidt-like
decorrelation. This means that we estimate the ICs one by one. When we have
estimated n ICs, or n vectors wT

1 x; . . .;wT
n x, we run the one-unit fixed-point

algorithm for wnþ1, and after every iteration step subtract from wnþ1 the projec-
tions wT

pþ1wjwj; j ¼ 1; . . .; n of the previously estimated n vectors:

wnþ1 ¼ wnþ1 �
X

n

j¼1

wT
nþ1wjwj ð111:6Þ

then renormalize wnþ1:

wnþ1 ¼
wnþ1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

wT
nþ1wnþ1

q ð111:7Þ

In certain applications, however, it may be desired to use a symmetric decor-
relation, in which no vectors are privileged over others. This can be accomplished
by the classical method involving matrix square roots, let

W ¼ WWT
� �

�1
2 W ð111:8Þ

Under the assumption that each row si contains n independent realizations of
non-Gaussian random variables ni, if we express FastICA using the intermediate
formula and write it in matrix form [6], we see that FastICA takes the following
form:

Wþ ¼ W þ diagðaiÞ diagðbiÞ þ E gðnÞnT� �� �

W ð111:9Þ

where W is the matrix w1; . . .;wl; . . .;wnð ÞT of the vectors, G �ð Þ is a non-
quadratic function, g �ð Þ and g0 �ð Þ denotes the first and the second derivatives of
G �ð Þ respectively. bi ¼ �E g nið Þf g, ai ¼ �1= bi � E g0 nið Þf gð Þ, and E �f g denote
the expectation operator. Let GUN be the gain matrix obtained by the symmetric
variant of FastICA using a nonlinear function g �ð Þ. The main result shown in [7]
was the following: Assume that the original signals ni in the mixture have zero
mean and unit variance that is sufficiently smooth. Then, the normalized gain
matrix elements

ffiffiffi

n
p

GUN have asymptotically Gaussian distributions Cð0;VUN
ij Þ,

with variances
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VUN
ij ¼

ci þ cj þ s2
j

si þ sj

� �2 ð111:10Þ

where li ¼ E g2ðniÞ½ �,ci ¼ li � b2
i , and si ¼ bi � aij j.

It was shown in [8] that the asymptotic interference signals ratio (ISR) matrix of
FastICA has as elements

ISREF
ij ¼

1
n

ciðcj þ s2
j Þ

s2
j ci þ s2

i ðcj þ s2
j Þ

ð111:11Þ

where ISR is the ISR matrix, ISREF
ij is the i rows, and j columns element of it.

The variances in Eq. 111.11 are minimized if the function gðnÞ equals the score
function

wiðnÞ ¼ �
d

ds
log piðnÞ ¼ �

p0iðnÞ
piðnÞ

ð111:12Þ

of the corresponding source distribution piðnÞ. The minimum variance can be
shown to be close. It was shown that the Cramér–Rao bound (CRB) [8] is CRB ¼
1
n

ji
jijj�1 when ji ¼ E w2

i nið Þ
� �

.

CRB, which is the inverse of the fisher information matrix (FIM), can be used
e.g., to show that an unbiased estimator is uniformly minimum variance unbiased
estimator. CRB is also related to asymptotic optimality theory.

111.4 Efficient Variant of FastICA Algorithm

EFICA is essentially a modification of the popular FastICA algorithm [9],
belonging to a wide family of ICA algorithms which exploit non-Gaussian of the
sources distributions. The algorithm consists of three steps:

(1) Running the symmetric FastICA until convergence. The purpose of this step is
to quickly and reliably get preliminary estimates of the original signals. In this
step the optional nonlinearity in the original symmetric FastICA gðnÞ ¼
tanhðnÞ is used due to its universality, but other possibilities seem to give
promising results as well.

(2) Adaptive choice of different nonlinearities gð�Þ to estimate the score functions
of the found sources, based on the outcome of step (1).

(3) A refinement or fine-tuning for each of the found source components by one-
unit FastICA, using the nonlinearities found in step (2).

We use function ĝð�Þ instead of common nonlinear function gð�Þ:

ĝðnÞ ¼ ½c1ĝðn1Þ; c2ĝðn2Þ; . . .; cnĝðnnÞ� ð111:13Þ
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then

ISR�ij ¼
1
n

ciciðcjcj þ c2
j s

2
j Þ

c2
j s

2
j cici þ c2

i s
2
i ðcjcj þ c2

j s
2
j Þ

ð111:14Þ

In order to improve algorithm’s optimal performance, cij is obtained as follows
when ci ¼ 1:

cij ¼ min
i¼1;i 6¼j

ISR�ij ¼
sjci

siðs2
j þ cjÞ

ð111:15Þ

EFICA enhances FastICA by offering an elaborate data-adaptive choice of these
nonlinearities, followed by a refinement step. It is shown that the asymptotic ISR
matrix has as elements. As EFICA can choose nonlinear function and adjust
weights adaptively, the theoretical ISR value can be very close to the actual one
(CRB).

111.5 Simulation

In this section we examine performance of EFICA algorithm against the FastICA
algorithm, Power ICA algorithm in terms of performance indices using the speech
signals. To test the viability of the algorithm we performed computer experiments

Fig. 111.1 The sources and
the Mixed signals (a) sources
(b) Mixed signals (Gaussian
noise SNR = 15DB)
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on real sound data and synthetic data from a Laplace density. The mixed speech
signals could look something like those in Fig. 111.1a. The first preprocessing
step, which is common for both versions and for many other ICA algorithms,
consists of removing the sample mean and decorrelating the data X. The subband
decomposition and selection method is used to eliminate high-frequency noise
effectively in Fig. 111.1b.

The mixed signals are separated through EFICA algorithm, Fixed-point ICA
algorithm and PowerICA algorithm, respectively.

The separated signals are shown in Fig. 111.2.

Fig. 111.2 The estimated
sources (ICs) (a) Estimated
sources (ICs) by fixed point
ICA (b) Estimated sources
(ICs) by power ICA
(c) Estimated sources (ICs)
by EFICA

934 X. Huang and H. Zeng



In order to explain the proposed EFICA algorithm in more detail, the Amari
distance between the true mixing matrix and the estimated one was monitored.
We found that the method performed comparable to the other 2 widely used ICA
methods, while enjoying the advantages mentioned above. Table 111.1 shows the
performance of three algorithms, respectively, in the form of the Predictive index
and time-consuming.

From Table 111.1 we can see that the EFICA algorithm is better and faster than
other algorithms. At the same time it showed better versatility.
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Chapter 112
Cryptanalysis of Two Event Signature
Protocols for Peer-to-Peer Massively
Multiplayer Online Games

Wei Yuan, Liang Hu, Hongtu Li and Jianfeng Chu

Abstract In 2008, Chan et al. presented an event signature (EASES) protocol for
peer-to-peer massively multiplayer online games (P2P MMOGs). The authors
declare that the EASES protocol is efficient and secure, and could achieve
nonrepudiation, event commitment, save memory, bandwidth and reduce the
complexity of the computations. However, we find that Chan et al.’s EASES
protocol is not secure and gives the detailed steps to attack their protocol. Further,
we point out that their dynamic EASES protocol is also not secure and can be
cracked by the attacker. The attacking result shows that attacker can even replace
any update event he wants to forge. Finally, we made a discussion about this
problem and pointed the weakness existing in these three protocols.

Keywords Hash-chain � Cryptanalysis � Massive multiplayer online games �
One-time signature � Peer-to-peer networks � MMOG � Network security
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112.1 Introduction

Multiplayer online games are a rapidly growing segment of Internet applica-
tions in the recent years. By providing more entertainment and sociability than
single-player games, it is fast becoming a major form of digital entertainment.
In this kind of games, all players should connect with the server to send and
receive event updates. An event update is cryptographic protocol by which a
player generates an event message and sends it to the server for updating the
game states. Traditional massively multiplayer online games (MMOGs) are
conventional client–server models that do not scale with the number of
simultaneous clients that need to be supported. To resolve conflicts in the
simulation and act as a central repository for data, peer-to-peer (P2P) archi-
tecture is increasingly being considered as replacement for traditional client–
server architecture in MMOGs. P2P MMOGs have many advantages over
traditional client–server systems due to their network connectivity and basic
network services in a self-organizing manner. Whenever a player wants to play
the finger-guessing game, an event message is sent to the server and the server
processes all the events and updates the game states to ensure a global ordering
for game executions and fair plays. However, P2P MMOGs communicate on
the Internet raise the security issues such as cheating a dishonest player can get
valuable virtual items and even be sold for moneymaking. Recently, there are
more and more efforts mounted to focus on event update protocols for online
games in respect to the protection of sensitive communication and the provision
of fair play.

In 2004, Dickey et al. [1] proposed a low latency and cheat-proof event
ordering based on digital signatures and voting mechanism for P2P games.
However, Corman et al. later show that Dickey et al.’s protocol is unable to
prevent all cheats as claimed, and proposed an improvement called secure event
agreement protocol [2], as digital signature requires a large amount of com-
putations. To reduce heavyweight computations in every round of a game
session, in 2008, Chan et al. [3] proposed an efficient and secure event sig-
nature (EASES) protocol using one-time signature with hash-chain key and
claimed that their protocol has low computation and bandwidth costs, and is
thus applicable to P2P-based MMOGs. Then they proposed a dynamic EASES
protocol to avoid the pre-generation of hash-chain keys. Unfortunately, we
find both the EASES protocol and the dynamic EASES protocol are not
secure and attackers can easily forge a series of update event to replace the
original one.

In this chapter, we briefly review the EASES protocol and the dynamic EASES
protocol. Further, we introduce attacking methods to crack these protocols.
Finally, we make a discussion on what our attack does.
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112.2 Review of Chan et al.’s Event Signature
Protocol for P2P MMOGs

The EASES protocol has four phases: the Initialization Phase, Signing Phase,
Verification Phase and Re-initialization Phase.

112.2.1 Initialization Phase

In this phase, player Pi generates a series of one-time signature keys for a session
and performs the following operations:

1. Pi chooses a master key MKi to compute the nth one-time signature key
Kn

i ¼ hðMKiÞ, where n represents the maximum number of rounds in a session.
2. Pi computes the other rth round one-time signature keys Kr�1

i ¼ HðKr
i Þ, where

r ¼ ðn� 1Þ; . . .; 0.
3. Pi signs the first one-time signature key by its private key to get the signature

Di ¼ SskiðK0
i Þ. The hash-chain keys Kr

i will be used in the reverse order of their
production during the subsequent rth rounds, where r ¼ 0; 1; 2; . . .; n� 1.
Figure 112.1 shows the production of hash-chain keys.

112.2.2 Signing Phase

In this phase, if Pi wants to submit event update messages to other online players
in a game session with n rounds, he/she performs the following operations:

1. Pi computes the first round one-time signature key d1
i by computing

d1
i ¼ HðK1

i k U1
i Þ;Di;K0

i . Then, Px submits the first round message to other
online players.

2. Pi computes the second round one-time signature key d2
i ¼ HðK2

i k U2
i Þ;U1

i ;K
1
i

and submits it to other online players.

Fig. 112.1 Construction of
hash-chain keys
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3. Pi computes the rth round one-time signature key dr
i ¼ HðKr

i k Ur
i Þ;Ur�1

i ;Kr�1
i

and submits it to other online players in the subsequent rth round, where
r ¼ 3; 4; . . .; n.

112.2.3 Verification Phase

In this phase, each online player Pj receives the event update message

d1
i ¼ HðK1

i k U1
i Þ;Di;K0

i from the player Pi and performs the following operations:

1. In the first round, Pj first verifies Di¼
?

Dpki
ðK0

i Þ. If it holds, Pj confirms that the
key K0

x is legitimate.

2. In the subsequent rth round, Pj verifies Kr�2
i ¼? HðKr�1

i Þ to check if the
signature key Kr�1

i is legitimate, where r ¼ 2; 3; 4; . . .; n.

3. If above holds, Pj verifies dr�1
i ¼? HðKr�1

i k Ur�1
i Þ to check whether the update

has been altered or not. If it passes verification, Pj convinces that no player has
tampered with the update from Pi.

112.2.4 Re-Initialization Phase

If Pi wants to extend his/her game session for a few rounds, Pi regenerates a new
master key and performs the following operations:

1. In the nth round, Pi chooses a new master key MK
0
i and generates the new one-

time signature keys NewK0
i ; . . .;NewKn

i . Then Pi has the new signature key
NewK0

x with the key Kn
i ¼ HðMK

0

iÞ to generate dn
i ¼ HðKn

i k Un
i k NewK0

i Þ;
Un�1

i ;Kn�1
i . Pi sends dn

i ;U
n�1
i ;Kn�1

i to other players as usual.

2. In the (n ? 1)th round, Pi sends dnþ1
i ¼ HðNewK1

i k Unþ1
i Þ;Un

i Kn
i NewK0

i to
other players.

3. In the (n ? 2)th round, Pi sends dnþ2
i ¼ HðNewK2

i k Unþ2
i Þ;Unþ1

i ;NewK1
i ;MKi

to other players.

Upon receiving new one-time signature keys from Pi, the other player, Pj,
should perform the following verifiable operations:

1. In the (n ? 1)th round, Pj verifies dn
i ¼

?
HðKn

i k Un
i k NewK0

i Þ to check if the
new signature key NewK0

x is legitimate.
2. In the (n ? 2)th round, in addition to the regular verifications, Pj must also

verify Kn
i ¼

?
HðMKiÞ. If the above passes verification, Pj confirms the validity of
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NewK0
x . The series of new one-time signature keys NewK0

i ; . . .;NewKn
i can be

used after the (n ? 2)th rounds.

112.3 How to Tamper the Update Message

In this part, we will show how the attack, Pk, tampers the update message when the
normal user Pi communicates with Pj. We suppose the attacker can monitor,
intercept and forge the message communicated between Pi and Pj. The detailed
steps are described as follows.

1. When Pi starts to send the first message, d1
i ¼ HðK1

i k U1
i Þ;Di;K0

i , to Pj and Pk

intercepts it and records K0
i .

2. When Pi sends the second message, d2
i ¼ HðK2

i k U2
i Þ;U1

i ;K
1
i , to Pj and Pk

intercepts it and records K1
i . Then Pk forges a new message d1

i ¼ HðK1
i k

U1�
i Þ;Di;K0

i and sends it to Pj. Pj verifies Di¼
?

DpkiðK0
i Þ and records K0

i to his
memory if the equation holds.

3. When Pi sends the third message, d3
i ¼ HðK3

i k U3
i Þ;U2

i ;K
2
i , to Pj and Pk inter-

cepts it and records K2
i . Then Pk forges a new message d2

i ¼ HðK2
i k U2�

i Þ;
U1�

i ;K
1
i , and sends it to Pj. Pj verifies K0

i ¼
?

HðK1
i Þ and d1

i ¼
?

HðK1
i k U1�

i Þ and
records U1�

i and K1
i to his memory if the two equations hold.

4. When Pi sends the rth message, dr
i ¼ HðKr

i k Ur
i Þ;Ur�1

i ;Kr�1
i r ¼ 3; . . .; n, to

Pj and Pk intercept it and record K2
i . Then Pk forges a new message dr�1

i ¼
HðKr�1

i k Uðr�1Þ�
i Þ;Uðr�2Þ�

i ;Kr�2
i , and sends it to Pj. Pj verifies Kr�3

i ¼? HðKr�2
i Þ

and dr�2
i ¼? HðKr�2

i k Uðr�2Þ�
i Þ and records Uðr�2Þ�

i and Kr�2
i to his memory.

5. Finally, Pj accepts and records all the forged message U1�
i ; . . .;Uðn�2Þ�

i instead
of U1

i ; . . .;Un�2
i .

Above attack starts from the first message. Actually, the attacker can start his
attack from arbitrary round. As the protocol is for the peer-to-peer online games,
short time delay will not cause other players to find the existence of the attack.

112.4 Review of the Dynamic EASES

Dynamic EASES extends the ‘‘authentication via hashing’’ idea of the basic
EASES to avoid the pre-generation of hash-chain keys. This helps to reduce
memory usage. We achieve this by signing the messages without first preparing a
series of hash-chain keys. The key point is to defer the revelation of committing
key for two rounds. An adversary cannot intrude since he gets no knowledge about
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the committing key. As it is not necessary to initialize or re-initialize the hash-
chain in the dynamic version, there are only two phases: signing and verification.

112.4.1 Signing Phase

When playeri has to sign an update message Ur
i for playerj in round r, there are

three cases to consider:

1. In the first round, playeri picks an unpredictable random value K1
i , computes

HðU1
i jK1

i Þ and sends out the signed hash value SskðHðU1
i jK1

i ÞÞ.
2. In the second round, playeri picks an unpredictable random value K2

i , computes
HðU2

i jK2
i jK1

i Þ and then sends out he signed hash value SskðHðU2
i jK2

i jK1
i ÞÞ

3. In the subsequent rounds, playeri generates an unpredictable random value Kr
i ,

computes HðUr
i jKr

i jKr�1
i Þ and sends HðUr

i jKr
i jKr�1

i Þ, Kr�2
i and Ur�2

i .

The playeri’s out-going messages are summarized in the following equation:
SskðHðU1

i jK1
i ÞÞ in the first round

SskðHðU2
i jK2

i jK2
i ÞÞ in the second round

HðUr
i jKr

i jKr�1
i Þ;Kr�2

i ;Ur�2
i in the subsequent rth round

8

>

<

>

:

112.4.2 Verification Phase

Playerj performs the following actions to verify the authenticities of the received
messages from HðU2

i jK2
i jK1

i Þ There are three cases to verify:

1. In the first round, playerj verifies the signature SskðHðU1
i jK1

i ÞÞ by playeri’s
public key and then keeps HðU1

i jK1
i Þ in the memory.

2. In the second round, playerj verifies the signature SskðHðU2
i jK2

i jK1
i ÞÞ by

playeri’s public key and then keeps HðU2
i jK2

i jK1
i Þ in the memory.

3. In the subsequent round, playerj can reveal the commitment and check the
authenticity of the messages received in the previous two rounds. In other
words, the authenticity of Ur�2

i is checked in the rth round. To verify Kr�2
i and

Ur�2
i for the (r-2)th round, playeri simply computes HðUr�2

i jKr�2
i jKr�1

i Þ. Note
that in the third round, only HðU1

i jK1
i Þ needs to be computed.

The major difference between the dynamic and the basic EASES are:

1. Dynamic EASES needs two digital signature operations when initializing a new
game session.

2. Hash-chain generation is no longer necessary in the dynamic version.
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3. Dynamic EASES requires one more round than the basic EASES to reveal the
plaintext of a message.

For example, in the basic EASES, the receiver reveals the commitment of dr
i

and confirms the authenticity of Kr
i by deciding whether Kr�1

i ¼? HðKr
i Þ after

receiving Ur
i and Kr

i in the rth round. But in dynamic EASES, the player ensures
that the message of the (r-2)th round is correct by verifying the message received
in the rth round.

112.5 How to Intrude the Dynamic Eases

The dynamic EASES protocol is very similar with the EASES protocol, thus one
can easily get the attacking method to this protocol. We should highlight that the
first and the second messages cannot be tampered because the player’s secret key
sk is used to sign these messages. Thus attack can forge any message from the
third one. Without losing the generality, we will describe how the attacker forges
the rth message that playeri sent to playerj. The detailed steps are described as
follows.

In the rth round, playeri sends HðUr
i jKr

i jKr�1
i Þ, Kr�2

i and Ur�2
i to playerj and the

playerj will check Kr�2
i and Ur�2

i with HðUr�2
i jKr�2

i jKr�3
i Þ, which he received in

the (r-2)th round. The attacker can intercept HðUr
i jKr

i jKr�1
i Þ, Kr�2

i and Ur�2
i ,

forge a new message HðUr�
i jKr

i jKr�1
i Þ, Kr�2

i and Ur�2
i , and send it to the playerj.

In the (r ? 1)th round, the attacker does not intercept the message from playeri.
In the (r ? 2)th round, the attacker intercepts the message HðUrþ2

i jKrþ2
i jKrþ1

i Þ,
Kr

i and Ur
i , and sends HðUrþ2

i jKrþ2
i jKrþ1

i Þ, Kr
i and Ur�

i to the playerj. Since the
hash value of Ur�

i has been modified in the rth round, playerj is sure to accept the
forged message Ur�

i .
From this attack, we can see that attack can not only modify all messages from

a selected round can but also modify the update event in some particular round.
Hence, the dynamic protocol still does not achieve the original goal.

112.6 Discussions

The aim of Chan et al.’s protocol is to reduce the computational cost. They believe
that public-key cryptosystem requires a large amount of computations. Then they
propose the EASES and the dynamic EASES protocol. In these two protocols, only
the first signature needs to be based on public-key cryptography, while others are
based on the relationship between the hash-chain keys. As the above attack shows,
they do not achieve their aim, because attackers can easily tamper the hash value
based on the public message, like the associated key. Further, the update event can
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be forged and the receiver cannot find any questions. Thus, in Chan et al.’s
protocol, the public key is necessary.
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Chapter 113
A Real-Time System Development
Method Based on Aspect-Oriented

Wei Qiu and L. C. Zhang

Abstract Aspect-oriented modeling (AOM) raises the idea of separation of
concerns to the level of software models. This approach applies aspect-orientation
concepts to compose models that represent different concerns (business, security,
persistence, etc.) into various base models. AOM techniques have been proposed
for both static and behavioral models. The presented software design methodology
can be used both in the case when software is developed alongside a hardware
platform and in the case when such a platform is given from the start. In this paper
I propose to take a look at the aspect reuse problem from an AOM point of view.
I believe that the insights gained at the modeling level can provide deeper
understanding of the fundamental problems of aspect reuse, and that the solutions
I propose might be transferable to the programing language level as well.

Keywords Aspect-oriented modeling �Aspect-oriented programing �Crosscutting
concerns � Specification and description language

113.1 Introduction

Aspect-oriented software development (AOSD) techniques aim to provide
systematic means for the identification, separation, representation and composition
of crosscutting concerns. Aspect-oriented ideas can be applied at any phase and at
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any level of abstraction during software development. Aspect-oriented modeling
(AOM) focuses on modularizing and composing crosscutting concerns within
software models—models that can be used to describe or analyze properties of
a system under development [1]. It has been shown that aspect-oriented pro-
graming techniques can be effectively used to increase code reuse. Even very
general concerns such as distribution, concurrency, persistency and failures
have been successfully implemented in an application-independent aspect, and
then later composed with different applications. Reuse of many aspects within
one application, however, has proven to be more challenging, since aspects
can have complex dependencies and interactions. Currently, many researchers
are working on aspect-oriented programing languages features that could
make such reuse easier. In this paper I propose to take a look at the aspect
reuse problem from an AOM point of view. I believe that the insights gained at
the modeling level can provide deeper understanding of the fundamental
problems of aspect reuse, and that the solutions I propose might be transferable
to the programing language level as well. I demonstrate the validity of our
approach by modeling the design of AspectOptima, a complex aspect frame-
work that was created as a case study for studying aspect dependencies and
interactions.

AOM in software engineering, separation of concerns refers to the ability to
identify those parts of software artifacts that are relevant to a particular con-
cept, goal, task or purpose. Concerns are the primary motivation for organizing
and decomposing software into smaller, more manageable and comprehensible
parts. Clarke and Baniassad [2] define an approach called Theme/UML.
It introduces a theme module that can be used to represent a concern at the
modeling level. Themes are declaratively complete units of modularization, in
which any of the diagrams available in the UML can be used to model one
view of the structure and behavior the concern requires to execute. In Theme/
UML class diagrams and sequence diagrams are typically used to describe the
structure and behavior of the concern being modeled. Just like in our approach,
the binding to a base model is done by template parameter instantiation.
In contrast to our approach, Theme/UML does not support model weaving.
Similar to our approach, Whittle and Araujo [3] represent behavioral aspects
with scenarios. Aspectual scenarios are modeled as interaction pattern specifi-
cations and are composed with specification scenarios. The weaving process is
performed in two steps. First state machines are generated from the aspects and
from the specification. Behavior is modeled using the specification and
description language (SDL), a formalism related to state diagrams. In order to
be able to reuse aspects, mappings have to be defined (equivalent to our
instantiations) that link a reusable aspect to the application-specific context in
which it is to be deployed. Reusability in [4] the authors propose framed
aspects, an approach that uses AOP to modularize crosscutting and tangled
concerns and frame technology [5] to allow aspect parameterization, configu-
ration and customization.
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113.2 Aspect-Oriented Software Development

AOSD supports the modularization of crosscutting concerns by providing the
aspect abstraction that makes it possible to separate and compose them to produce
the overall system. AspectJ [6] is an aspect-oriented extension to the Java pro-
graming language. Aspect is a modular unit of crosscutting implementation in
AspectJ. Each aspect encapsulates functionality that crosscuts classes in a pro-
gram. An aspect is defined by an aspect declaration, which has a similar form of
class declaration in Java. Similar to a class, an aspect can be instantiated and can
contain attributes and methods and it can be specialized in subaspects. An aspect is
then combined with the classes it crosscuts according to specifications given
within the aspect. Moreover, an aspect can introduce methods, attributes and
interface implementation declarations into types by using the inter-type declara-
tion construct. The essential mechanism provided for composing an aspect with
other classes is called a join point. A join point is a well-defined point in the
execution of a program, such as a call to a method, an access to an attribute, an
object initialization and exception handler. Sets of join points may be represented
by pointcuts. AspectJ provides various pointcut designators that may be combined
through logical operators to build up complete descriptions of point cuts of
interest. An aspect can specify advices that are used to define some code that
should be executed when a point cut is reached. An advice is a method-like
mechanism that consists of a piece of code to be executed before, after or around a
point cut. An AspectJ program can be divided into two parts: a base code part
which includes classes, interfaces and other language constructs for implementing
the basic functionality of the program, and an aspect code part which includes
aspects for modeling crosscutting concerns in the program. For further information
about AspectJ, one can refer to [2].

In Figure 113.1 Principle of AOM has been proposed as a solution to cope with
concerns that are difficult to capture with other development approaches, such as
object-oriented development. AOM raises the idea of separation of concerns to the
level of software models. This approach applies aspect-orientation concepts to
compose models that represent different concerns (business, security, persistence,
etc.) into various base models. Over the last years, many AOM techniques
have been proposed for both static and behavioral models [7–10]. All these
techniques provide a notion of model-based aspect and a model-weaving process.
Figure 113.1 shows the principle of aspect-oriented modeling. Model-based
aspects are typically made of point cuts and advices, where point cuts define where
to affect the base model and the corresponding advices define what to do in the
places identified by the point cuts. In the simplest form, point cuts and advices are
expressed by model fragments based on the concrete syntax of the base model, but
other sophisticated forms, such as predicates over model exist to select relevant
model elements. The model-weaving process takes as input a base model and one
or more aspects and produces a result model where elements that are expressed by
advices are combined with elements from the base model each time point cuts
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matches. In the following, we will manage variability by applying the principles of
AOM at the meta level.

113.3 Aspect-Oriented Design Model

AODM is an UML extension that enhances the existing UML specification with
aspect-oriented concepts that mimic the crosscutting characteristics of the AspectJ
language.

The AODM defines:

(1) a special stereotype for standard UML classes (\\aspect[[) to capture the
semantics of aspects;

(2) a new stereotype for standard UML operations (\\pointcut[[) to capture the
semantics of AspectJ’s pointcuts;

(3) a new stereotype for standard UML operations (named \\advice[[) that
capture the semantic of AspectJ’s advice;

(4) a new stereotype for UML collaboration templates (\\introduction[[) to
describe inter-type declarations. Figure. 113.1 illustrates how an aspect-
oriented implementation for the Observer design pattern [5] is modeled using
the AODM. In the example, the Observer design pattern is used to make a
color label (playing the Observer role) change its color whenever a button
(playing the Subject role) is clicked. One abstract aspect (Subject Observer
Protocol) implements the Observer pattern and a concrete aspect (Subject
Observer Protocol Implementation) a particular instance of this pattern for the
Button and ColorLabel classes. The AODM provides a visual notation for
AspectJ’s programs, where boxes that represent aspects are polluted with
very detailed, implementation-specific information that is only useful for
AspectJ. Note that, although the collaboration templates stereotyped with

Fig. 113.1 Principle of aspect-oriented modeling
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\\introduction[[ provide some means to modularize intertype declarations
in a per-participant basis, the specification of join points (pointcuts) and advice
are not properly modularized. Therefore, it lacks adequate support for dealing
with heterogeneous aspects. In the AODM approach, all point cuts and advice
are top-level elements and should be described in the aspect’s Operations
compartment. As a consequence, the notation does not provide means to
express that both the point cut state Changes and the advice advice_id01 are
related to the Subject participant. Moreover, the aspect’s local operations are
supposed to be mixed with pointcuts and advice. This design reflects the poor
separation of concerns inside AspectJ’s aspects [7] and leads to a poor sepa-
ration of concerns inside AODM design-level aspects as well.

113.4 An Example System

The software design methodology described above has been tested in the devel-
opment of a personal alarm device, used here to demonstrate different stages in
the design process. Some details have been omitted for presentation purposes.
The following functional specification of the device was given in the beginning of
the design process. The personal alarm device is a battery-driven system worn by a
person on his or her body, for example, by an elderly person at a care facility.

The device is capable of detecting the person’s fall by analyzing acceleration.
Once a fall has been detected, a fall alarm is sent wirelessly to an external receiver.
The analysis requires that acceleration is sampled periodically every tperiod
milliseconds. The device also includes an assistance call button that can trigger a
separate kind of alarm sent in the same manner. An alarm must be sent within
talarm milliseconds after a fall has been detected or after the button has been
pressed. (1) Defining Extended System Specification. An extended system speci-
fication should include both functional and non-functional requirements. The
functional requirements have to be expressed in terms of time-constrained reac-
tions. Two such reactions can be identified by analyzing the original specification.
The first reaction is sending an assistance alarm when the push button has been
pressed. There is a timing requirement that the alarm is to be sent within talarm
milliseconds. The second reaction is sending a fall alarm, which is triggered by fall
detection. This is realized using a fall detection algorithm that requires sampling
acceleration at regular intervals equal to tperiod milliseconds. The algorithm
distinguishes two stages in fall detection: impact detection, with impact detected
by acceleration exceeding a threshold value; and posture evaluation (see [7, 11] for
a detailed description of the algorithm). Posture evaluation is performed tlag
milliseconds after an impact has been detected, and is used to establish if the
person is lying down, in which case a fall has been detected. The acceleration is
sampled with the same periodicity both for impact detection and posture
evaluation.
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Hence the following timing requirements can be given for the second reaction:
the acceleration sampling period tperiod; the lag between impact detection and
posture evaluation tlag and the maximum period of time between fall detection and
sending an alarm talarm. Both an assistance alarm and a fall alarm are sent using a
radio transceiver and are received by external infrastructure which is outside the
scope of the system. Therefore, the communication protocol (with its timing
requirements) has to be part of the extended specification. Non-functional
requirements for the system include a relatively small size (since the system has to
be worn on the body, for example, at the hip), and a low-power consumption (as the
device is to be powered by a battery [12–14]). (2) Formulation of System-Level
Model Analyzing system specification, we can distinguish two events that the
system should react to: an assistance call realized as an interrupt from a button; and
the person’s fall. The interrupt from a button can be modeled as an external input
event. The person’s fall, however, is something that is detected by the fall detection
algorithm which is internal to the system and hence it is not an external event.

However, we can encode a periodic sampling of acceleration by the system as a
reaction to a reset (an external input event) that starts up the system and triggers a
reaction that includes sampling the acceleration (an external output ‘‘read’’ event)
and posting a message with a delayed baseline that invokes another sampling after
tperiod milliseconds, and so forth. The timing requirements on the first reaction
consist of a relative deadline talarm milliseconds; the timing requirements on the
second reaction are defined for each sampling that has a baseline equal to the
baseline of the previous sampling plus tperiod milliseconds. Note that while the
hardware for the button, the accelerometer and the radio transceiver are clearly a
part of the system, the receiver of the alarm transmission is outside the developer’s
remit and should be viewed as an external service, and not as a system component.
Thus the interface between the system and its environment is comprised on one
hand, by reset interrupts and call button interrupts, and on the other hand, by the
radio protocol used for communicating the alarms alongside the codes used to
distinguish an assistance alarm from a fall alarm. (3a) Partitioning into Compo-
nents. Let us now consider partitioning into components of our device. Analyzing
the specification and the system-level model, we can see that the application will
need the following independent resources: an acceleration sensor, a message
sender (containing a radio transceiver) and a push button. Their independence
warrants creating three separate components, each of them including both hard-
ware and software parts (Fig. 113.2).

The next step is to define the interface of these components, bearing in mind
that it should be complete but at the same time sufficiently abstract to accom-
modate various component implementations, which may possibly use different
hardware to support the same functionality. The interface to the acceleration
sensor should contain an input that can trigger sampling (sampleAcc), and an
output that delivers the acceleration value once it has been acquired (consumeAcc)
[15, 16]. Note that to preserve reactivity and component independence, we cannot
allow the caller to block waiting for the sampling to complete. It is therefore
necessary to implement callback functionality in the acceleration sensor to specify
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to which component the measured acceleration should be delivered. This can be
done either when the acceleration sensor is instantiated (a static callback), or
by passing a pointer to a function each time sampling is triggered (a dynamic
callback) [17]. Similarly, to achieve the desired level of generality, the interface of
the message sender should only contain one input—sending a message (sendMsg),
and one output—delivery of a received message, but the latter is superfluous for
our application. Note that the message sender represents a clear example of a
shared resource—it can be used by any of the independent tasks of (a) fall
detection, and (b) handling an assistance call. As such, it will have to include
either message queuing or some kind of arbitration to synchronize access to the
resource transparently to the components that may want to use it simultaneously.
The interface of the last resource component—the button—is very simple, as it
only needs one output to deliver the button event and the target component can
easily be set statically. These three components naturally form a platform with
clearly defined functionality and interface between it and any possible application.
It now remains to partition the rest of the system—the application—into compo-
nents. Here two independent activities can be identified: fall detection and assis-
tance call handling, resulting in two separate components. At the same time, it is
appropriate to de-couple the fall detection algorithm from how the system should
react to a detected fall. For our application, this involves creating a message and
forwarding it to the message sender, which can be done by a separate compo-
nent—a fall alarm sender. If assistance call detection in the application is similarly
de-coupled from the reaction to it, we will have two very similar components—a
fall alarm sender and an assistance call sender. A possible implementation is to
create them as two instances of the same component, a general alarm sender, with
some parameter set to different values at initialization. Alternatively, they can be

Fig. 113.2 AOM for personal alarm device
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viewed as two different components. Timing requirements can be part of component
specification as time constraints on the reactions. In this case, however, we skip this
step and define the timing requirements directly at the object level. (3b) Search for
Ready-Made Components. In our example, the personal alarm device is developed
from scratch and there are no components that can be reused in the design. However,
let us consider what components could be used in the future in similar applications.
The first candidate for future use is, of course, the platform, consisting of an
acceleration sensor, a message sender and a push button (all components combining
hardware and software). This is most natural because a platform is always defined as
a collection of hardware and software resources that can be used by a range of
possible applications. At the same time, it is not inconceivable that such as com-
ponents an acceleration sensor, a message sender or an alarm sender can be used
separately in other designs. (3c) Hierarchical refinement of Component Structure.
In the case of the example system, there is no room for hierarchical refinement of
component structure due to the system’s simplicity.

113.5 Conclusion

The presented modeling framework allows for a unified, consistent modeling of
both hardware and software. Integration of these models is beneficial for devel-
opment of embedded systems as they often exhibit a great degree of interdepen-
dency between hardware and software, and the specification often describes the
system as a whole rather than only its software part. At the same time, inclusion of
timing requirements in a functional specification in the form of time-constrained
reactions allows us to specify, reason about, and verify real-time properties of
embedded systems. Moreover, our modeling framework enables the developer to
offer platform independent correctness/quality of service guarantees for hard/soft
real-time systems, provided that the software can be scheduled on a given hard-
ware platform so that all reaction deadlines are met. By combining this modeling
framework with component-based design techniques and by expressing system
functionality using reactive objects, our approach draws from the strengths of
component-based design as well as from event-based, reactive, concurrent, object-
oriented programing models. It facilitates software re-use and maintenance as well
as separate development of parts of the system. This approach is realized in the
concrete software design methodology presented above.
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Chapter 114
The Research and Design for Registering
Detection of Rotary Screen Printing
Machine Based on Mean Shift
and Harris Operator

Junfeng Jing, Guanyan Li and Yang Li

Abstract In order to realize the automatic registering system of rotary screen
printing based on smart camera, this paper proposes the color printing images
segmentation technology based on Mean Shift algorithm and the block matching
algorithm based on Harris corner detection. The extended form of the Mean Shift
algorithm is used in the segmentation of printing images, and the experiments
show that the algorithm is good for the segmentation of printing images. Each
chromaticity region is extracted from the segmented standard image,and the fea-
ture points on each region are detected by Harris operator. With these feature
points as centers, select the standard matching blocks, and find the best matching
blocks in the dealt image caught in real time to calculate the register error. The
algorithms are proved to be feasible by simulations and experiments, which lays
foundation for the closed-loop control of online register detection.

Keywords Rotary screen printing machine � Register detection � Mean shift �
Harris � Block matching

114.1 Introduction

The accuracy of the mis-shift pattern is a key factor which affects the quality of
fabric printing [1]. In order to guarantee the accuracy of printing patterns, and to
ensure that there is no printing quality problems, such as the mis-shift pattern, all
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printing cylinders of rotary screen printing machine must keep the same pace
precisely with the printing conduction band [2, 3]. In the actual production pro-
cess, as the rotary screen printing machines may affected easily by the wear of
transmission parts, loose gear of the mis-shift pattern and fabric deformation and
other factors, the relative position between the cylinders and the bands may
changed easily, if not adjusted timely, the mis-shift pattern may appeared. For this
question, it is still determined and justed artificial, and the truely intelligent closed
loop precision control of the mis-shift pattern not yet been realized.

This research, which based on proposing error detection scheme on the basis of
the mis-shift pattern that based on the smart camera, against the patterns for color
printing and dyeing characteristics of the texture noise, image segmentation by the
use of Mean Shift, and with the Harris operator to extracts the features of all the
regions chromatic that has been extracted, and then make the feature point as the
center, choosing the right template in the standard image, and with which making
the block matching on the target image when real time acqusition, and then cal-
culates the error of the mis-shift pattern [4, 5]. To make the preparation for the
mis-shift pattern precision control system of intelligent closed loop.

114.2 Error Detection Programs of the Mis-Shift Pattern
Based on Smart Camera

When rotary screen printing started, it will adjusts the position and speed about
each cylinder of the system, when adjusted the speed of the band and the relative
position between the cylinders and the bands well, if there is no the mis-shift
pattern appeared, the location of the logo on the fabric printed by the cylinders is
determined.

Figure 114.1 is a rotary screen printing of the mis-shift pattern detection system
diagram, 1 stands for smart camera, 2 stands for light, 3 stands for intelligent
camera shutter control encoder, the dye of the fabric carried by the condition band
is the direct detection object of the smart camera, the system installed the CCD
camera on the fixed point of the condition band, when the conduction band carried

Fig. 114.1 The diagram of
printing image detection
system
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the fabric through the entire several times of therepeat sizes (the mis-shift pattern
error is the accumulated error, there is no need to collect each repeat sizes), the
smart camera receives the trigger pulse of the encoder and then collects the image.
And then the smart camera calls the arithmetic which used for image processing
inside, making the chromatic segmentation, the extraction and the matching of
each chromatography, calculating the error of the mis-shift pattern and compared
with the threshold seted before, according to the result, adjusting the relative rotary
screen or the conduction band.

114.3 Mean Shift in Image Segmentation

114.3.1 Introduction of Mean Shift Algorithm

Mean Shift algorithm is an effective feature space iterative clustering algorithm for
statistical, which was original proposed by Fukunaga and others in 1975, this
research will use Mean Shift algorithm that extended on the fabric image seg-
mentation, through combining the colour and spacial feature clustering [6]. And
then solve the segmentation problem of fabric image well.

Extended Mean Shift vector as follows:
that is:

MhðxÞ ¼
Pn

i¼1 Gðxi�x
h ÞwðxiÞxi

Pn
i¼1 Gðxi�x

h ÞwðxiÞ
� x ð114:1Þ

order

MhðxÞ ¼
Pn

i¼1 Gðxi�x
h ÞwðxiÞxi

Pn
i¼1 Gðxi�x

h ÞwðxiÞ
ð114:2Þ

MhðxÞ ¼
Pn

i¼1 Gðxi�x
h ÞwðxiÞðxi � xÞ

Pn
i¼1 Gðxi�x

h ÞwðxiÞ
ð114:3Þ

Where, G(x) is a unit of core function, Unit uniform core function and
Epanechnikov kernel function are as follows:

FðxÞ ¼ 1 if xk k\1
0 if xk k� 1

�

ð114:4Þ

KEðxÞ ¼ CEð1� kxk2Þ if kxk� 1
0 if kxk[ 1

�

ð114:5Þ

CE is a constant to ensure
R

Rd KEðxÞj jdx¼ 1 achieved.
From 1 to 3, h is a window width parameter which is [0, w(xi) C 0 is the

weight factor that assigned to the sampling points xi. The reason why the
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introduction of the weight coefficient w (xi) of the sampling points xi is because as
long as the sampling points into Sh, the nearer to x, the greater impact on the
statistical characteristics.

The Mean Shift vector and density gradient estimated relationship are as
follows:

Mh; gðxÞ ¼
1
2

h2c
r
^

fh;kðxÞ

f
^
h;GðxÞ

ð114:6Þ

where, c is bigger than zero, g (x) is the profile function of the core function G(X),
at the point of x, Mean Shift vector calculated by a core function G(X) and the
density gradient estimate standardized by a core function K(X) are proportional,
Therefore, this vector always points to the direction of the largest density. Here
standardization was calculated by the probability density estimate which was
calculated by the core G(X). Mean Shift vector Mh.g(x) moved to the direction that
the density increased maximum. At the same time, the step may changed, when the
density is small, the step is long, and when the density is big, that is closer to the
peak of the probability density (mode), the step is short. Under certain condition,
Mean Shift algorithm will converge to a point x that near the peak. Mean Shift
algorithm searching process, such as Fig. 114.2.

114.3.2 Mean Shift Image Filtering

When the color printing image determined the color space(here select the color space
of uniform color model Luv) that is the color information (L, U, V) and the space
information (X, Y), then you can get each pixel on the five-dimensional feature
space, that is (L, U, V, X, Y). And then Mean Shift algorithm clustered through
combining the color and spatial characteristics. With xi(i = 1,…n) respected the n-

Fig. 114.2 The diagram of
Mean Shift algorithm
searching mode
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pixel of the image, started with one of these pixels xj(j = 1,…n), got the Mean Shift
vector Mh.g(x).

In order to understand the role of the core function G(X) in the Mean Shift
iterative process clearly, using {yj}, j = 1, 2,… indicates a series of center as
G(x) moved, then you can get

yjþ1 ¼
Pn

i¼1 Gðxi�yi

h ÞwðxiÞxi
Pn

i¼1 Gðxi�yi

h ÞwðxiÞ
i ¼ 1; 2; . . .n ð114:7Þ

In which, at the beginning y1 = xj, yj+1 is the weighted average calculated by
the core function G(X) in yj, also the next continuous point calculated in yj. Density
estimation corresponding in these continuous center point formed a sequence, as
follows:

f
^
h;kðjÞ

� �

¼ f̂ h;kðyjÞ j ¼ 1; 2; . . . ð114:8Þ

In which, f̂ h;kðyjÞ is a series of probability density estimation calculated by K,

because the Mean Shift algorithm is convergent, so that the sequence {yj}, j = 1,
2,… is convergent, from the starting point y1, the sequence {yj}, j = 1, 2,… The
corresponding sequence of density estimates (114.8) also becomes larger and
larger, namely: the density becomes larger and larger, until converge to the
maximum density.

Specific filtering steps are as follows:
Order {xi}, i = 1, 2,…, n and {zi}, i = 1, 2,…, n indicates the original and

filtered pixel in five-dimensional respectively. To each pixel:

1. Initialization: j = 1, yi,1 = xi;
2. According to the formula (114.7), calculate yi,j+1 in the core whose center is yi,j

until it convergent, denoted by y = yi,c;
3. Order zi = (xi

s,yi,c
r ), s and r of which denote the space and the chroma com-

ponents of the vector.

In step 2, we use the Epanechnikov kernel function. The filtered data in the
space position xi may use the color field component of the convergence point yc.
The spatial components makes use of xi, and color field component with yc, and
also the color value convergent is assigned to the point that treated.

114.3.3 Mean Shift Segmentation

In this research, image means texture image, which should classify the variegated
caused by texture on the weft on the same region. Therefore, in the process of
cluster in the merging regional, with some artificial constraints, then set the
minimum area size limit M.
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This research chose 24-bit color fabric image, whose size is 228 9 176, res-
olution is 96 dpi. The separate effects which is controlled by three parameters, that
are spatial bandwidth hs, color field bandwidth hr and the minimum regional M,
setting parameter [hs, hr, M] = [8.5, 8, 1,000], the segmentation results as
Fig. 114.3. At sharing time 3.57 s, you can see from the segmentation result that
the segmentation based on Mean Shift algorithm can overcome the effect of the
outside world, In particular, it can filter out the texture noise of each trapping area,
This can directly make the chromatic extraction on the segmentation results in
Fig. 114.3b.

114.4 Error Detection Method of the Mis-Shift Pattern
Based on Block Matching

From the intuitive sense, corner is a point that contain enough information and can
extract from current frame and the next frame. Harris operator is a stability
operator, which is a kind of feature extraction that based on signal and proposed by
Harris and Stephens, which is charactered by simple calculation and reasonably
and uniform corner that extracted. The process is expressed as:

M ¼ Gaussð~sÞ � I ð114:9Þ

I ¼ I2x IxIy
IxIy I2y

� �

is the dual gradient Matrix, Ix and Iy are the first-order partial

derivatives of the image in the direction of the x, y, Gaussð~sÞ is Gaussian model,

R ¼ detðMÞ � kðtraceðMÞÞ2;
k ¼ 0:04�0:06

det is the determinant of the matrix, trace is the matrix trace, k is a free parameters
of the corner detection. Each pixel of the matrix and the corner point corre-
sponding of the original image match one by one, only when the corner is greater

Fig. 114.3 The segmentation results of the printing image by Mean Shift a The original printing
image b The segmentation results by Mean Shift
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than a certain threshold is considered the corner, As the threshold is too small,
which will increased the number of feature points and the amount of subsequent
calculation of matching, if too big, it will increased the likelihood of leakage
election, so you can select the appropriate threshold by your experience in
practice.

In order to achieve fast matching, you should filter the feature points. Screening
principles as following: First, the distance between two feature points not less than
the size of the cut, second, select a square area as the center is the feature points
and the length is Bs, matching on the standard image first, if you find two or more
than two matching regions, then you should exclude the feature point. Making the
chromatic pink as example to indicate the extraction process of the corner Harris.
Figure 114.4a is a chromatic pink that extracted from the segmentation results
from the original image, Fig. 114.4b is the binary. After corner detection, marked
the corners that after selected in the Fig. 114.4c.

Image matching technology is a process of finding the most similar region
between the target image and template image. The principle of block matching
break up the image into two-dimensional and sub-blocks of a certain size, and then
find the best match of these sub-blocks through its adjacent frames by BMA
matching criterion, the relative position (dx, dy) between which and the current
block is the motion vector. This chapter refers to the above ideas, for the standard
image, each feature point Pi (xi, yi) selected of the feature points P, which as the
center, chose the small area which size is Bs 9 Bs as the feature block, In the
target image, make the corresponding point Oi (xi, yi) of Pi as the center, chose a
cross space whose length is Ss([Bs) and then find the best matching block,
Fig. 114.5 makes the example of the corner which marked in the upper right of
Fig. 114.4c, expressing the matching process in the target image of the selected
image.

In this chapter, matching criteria is normalized correlation function, namely the
seeking of cross correlation:

Rði; jÞ ¼ Rst
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rss � Rtt
p

Fig. 114.4 The corner points detection on the parted different color region (a) chromatic pink
(b) binary (c) extract corner point
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i; j 2 Pði; jÞ � Ss
2

Pði; jÞ þ Ss
2

� �

of which:

Rst ¼
X

Bs

x

X

Bs

y

ðTðx; yÞ � TÞ � ðSðxþi; yþjÞ � Sði; jÞÞ ð114:10Þ

Rtt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XBs

x

XBs

y
ðTðx; yÞ � TÞ2

r

ð114:11Þ

Rss =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XBs

x

XBs

y
ðSðxþi; yþjÞ � Sði; jÞÞ2

r

ð114:12Þ

The steps (1) calculate the Rtt of matching block; (2) calculate Rst and Rss in
the searching region respectively; (3) compare the correlation coefficient, then
compare the maximum absolute value with the value of a threshold function, if
max(|R (i, j)|) [ Threshold, then it is the most suitable.

feature block  searching region 

Fig. 114.5 The diagram of
feature blocks searching and
matching

Table 114.1 Coordinate
standard points and matching
point

Corner The corner coordinate
of standard points

The matching
points coordinate of
target image

1 (5, 83) (6, 85)
2 (15, 72) (15, 73)
3 (36, 80) (36, 82)
4 (33, 93) (34, 94)
5 (16, 94) (16, 96)
6 (69, 9) (69, 12)
7 (69, 19) (69, 21)
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114.4.1 Result

When the image matching finished, such as Table 114.1, you can get the the
average of the seven points dx = 0.142857 mm, dy = 0.928572 mm. That is the
pink colour area of the image turn 0.928572 mm in the right, turn down to
0.142857 mm. Because we have selected the feature points before, and put the
searching zone to a ‘‘+’’ area, so the matching arithmetic enhance our efficiency,
the time-consuming is just 0.41 s.
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Chapter 115
Simulation of Road Circular Curve
Design Specifications in Cold Regions

Xi-qiao Zhang, Long-hai Yang and Shi An

Abstract This chapter focuses on the phenomenon that road adhesion coefficient
decreases in the winter of cold regions, analyzes the outside brake forces of
vehicles when turning on level road surface, and establishes the model of circular
curve without setting superelevation. Then it measures data to determine the
structure of the vehicle, speed, adhesion coefficient, sight distance, braking time
and other parameters, decides theoretical security design specifications values of
circular curve by simulation methods and finally gives the recommended radius
values of circular curve without setting superelevation in consideration of driving
comfort, which provides a frame of reference for horizontal alignment of the road
in cold regions.
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This work is supported by Ministry of Transportation West Fund Project (No. 200631882090).
Yang Long-hai (1970-), male, Anhui Province, Harbin Institute of Technology, associate
professor, Ph.D. research area: traffic demand analysis and traffic simulation.

X. Zhang (&) � L. Yang � S. An
School of Transportation Science and Engineering,
Harbin Institute of Technology, Harbin 150090, China
e-mail: yanglonghai@hit.edu.cn

X. Zhang
School of Management, Harbin Institute of Technology,
Harbin 150001, China

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_115,
� Springer Science+Business Media B.V. 2012

965



115.1 Introduction

In cold regions, long winter, low temperature and heavy snow make the ice and
snow hard to be cleaned up; therefore, the road condition is bad and the adhesion
coefficient of road surface is usually very low, which can easily lead to sideslip and
failure of rotation ability of front wheel in time of braking. This phenomenon has a
relation with the selection of highway route design indexes.

Circular curve is a commonly used linear element, the design of circular curve
is primarily to determine its radius value. When vehicles brake on the circular
road, it will be subjected to lateral forces such as a centrifugal force. When the
lateral counter-force reaches the lateral adhesion, the car will slip along the
direction of the lateral force, which will cause significant impact on driving safety.
In the smaller circular curve radius sections, in order to reduce or offset the effect
of centrifugal force, it can be used by a large superelevation. If too high super-
elevation is used the vehicle will risk slipping along the largest road slope of
synthesis. In particular, for a low-speed vehicle or a stopped vehicle, the centrif-
ugal force is close to or equal to zero. At this time the lateral adhesion of the car
should be equal to the force of gravity acted on cross-slope. It shows that the
maximum is correlated with the adhesion coefficient. Therefore, it is important to
establish the model of the relationship among adhesion coefficient, the circular
curve radius and the large superelevation, in order to reveal the variation
among them.

115.2 Model of Vehicle Braking in Circular Curve

Circular curve can be differentiated as crown slope curve and superelevation
curve. The load-carrying of vehicles in different circular curves are different, and
accordingly, the dynamic models of vehicle brakings are different. Assuming the
wheels are rigid, then the angle of steering wheel is in proportion to the angle of
the front-wheel. The angle between velocity reversal of middle point in the front
wheel and vertical axis can be denoted as d = 0.5(dL ? dR), thereinto, dL and dR

represent the left and right front wheels respectively. The angle between velocity
reversal of vehicle centroid and vertical axis is denoted as c. FX1 and FX2 denote
the longitudinal force exerted on front and behind wheels respectively. FY1 and FY2

denote the transverse force exerted on front and behind wheels respectively. FC

denotes the centrifugal force. V denotes the velocity of vehicle centroid. m denotes
the total mass of vehicle. l denotes wheel base. l1 and l2 denote the distance from
the centroid to the front axle and rear axle respectively. hg denotes the height of
the centroid. B denotes the tread (the front tread and the rear tread are the same).
The coordinate system is set up and the forces exerted on the vehicle are shown
in Fig. 115.1.
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115.2.1 Modeling Assumptions

A vehicle dynamics model can represent the motion characteristics of vehicles,
and hence lays the basis for describing the vehicle braking status. Due to the
complexity of vehicle motion, where solving the MDOF problem is involved, thus
in order to simplify the mathematical model while sufficing to represent the motion
characteristics of vehicles, in this chapter the whole vehicle movement along three
axes, longitudinal displacement, transverse displacement, and yaw angle dis-
placement, and the rotary motion of four wheels, have been selected to establish
the braking model for the whole vehicle. The following assumptions have been
made: (1) the vehicle body as a whole is considered to be completely rigid; (2) the
influence of the road roughness on the accuracy of the result of theoretical analysis
is neglected; (3) the load transfer between the coaxial left and right wheels caused
by the side tilt of the vehicle body, is not considered; (4) there is no vertical
movement for the vehicle; (5) the pitch and side tilt movements of the vehicle
body are not considered when it is moving; (6) tires have the same mechanical
properties; (7) the air resistance and wheel rolling resistance are neglected.

115.2.2 Vehicle Circular Curve Braking Model
Without Setting the Superelevation

When the radius of the circular curve is greater than a certain value, it can be done
without setting the superelevation, and permits setting the same crown slope as a
straight section. Assume the slope angle of the crown slope is b, and consider the
vehicle is moving along the bidirectional crown slope. Due to the fact that it is
most adverse when the vehicle is moving near the curve outside, and according to
the force analysis when the vehicle is braking near the curve outside, as shown in
Figs. 115.1 and 115.2, the dynamic model for vehicle braking is obtained as

x

O

V

R

l

l2

l1FC

y

FY1

FX2

FY2

FX1

Fig. 115.1 The forces
exerted on vehicle in time
of turning in horizontal road
surface
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mV 0 ¼ sinc �FY2� cosðd� cÞ �FX1� sinðd� cÞ �FY1� cosc �FX2

cosb �FCþ sinb �mg¼ cosðd� cÞ �FY1� sinðd� cÞ �FX1þ sinc �FX2þ cosc �FY2

(

ð115:1Þ
Front axle normal reaction force is:

FZ1 ¼
ðcos b � mg� sin b � FCÞl2

l
� mhg

l
V 0 ð115:2Þ

Rear axle normal reaction force is:

FZ2 ¼
ðcos b � mg� sin b � FCÞl1

l
þ mhg

l
V 0 ð115:3Þ

The centrifugal force of vehicle when turning is:

FC ¼ m � V
2

R
ð115:4Þ

The braking in time of vehicle swerving will induce longitudinal and transverse
forces on it as shown in Fig. 115.1. The relations among longitudinal force, lon-
gitudinal adhesion coefficient and normal reactive force are depicted as

FX1 ¼ uX � FZ1 FX2 ¼ uX � FZ2 ð115:5Þ

The relations among transverse force, transverse adhesion coefficient and
normal reactive force are depicted as

FY1 ¼ uY � FZ1 FY2 ¼ uY � FZ2 ð115:6Þ

uX and uY denote longitudinal and transverse coefficient respectively.
Formula 115.1 is a model of circular curve without setting superelevation when

turning and breaking. Put formula 115.5, 115.6 into formula 115.1:

driving directions
Fig. 115.2 The force of
braking in the outside of
corners when vehicle
without setting
superelevation
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mV 0 ¼ sin c � uY FZ2 � cosðd� cÞ � uXFZ1 � sinðd� cÞ � uY FZ1 � cos c � uXFZ2

cos b � FC þ sin b � mg ¼ cosðd� cÞ � uY FZ1 � sinðd� cÞ � uXFZ1 þ sin c � uXFZ2

þ cos c � uY FZ2

8

>

<

>

:

ð115:7Þ

To simplified, define cos b � mg� sin b � FC ¼ A, put formula 115.2, 115.3 into
the formula 115.7

lmV 0 ¼uY sin cðl1Aþ mhgV 0Þ � uY sinðd� cÞðl2A� mhgV 0Þ
� uX cosðd� cÞðl2A� mhgV 0Þ � uX cos cðl1Aþ mhgV 0Þ ð115:8Þ

ðcos b � FC þ sin b � mgÞl ¼ uY cosðd� cÞðAl2 � mhgV 0Þ þ uX sin cðAl1 þ mhgV 0Þ
�uX sinðd� cÞðAl2 � mhgV 0Þ þ uY cos cðAl1 þ mhgV 0Þ

ð115:9Þ

Straighten formula 115.8 as

V 0 ¼ ½uY l1 sin c� uY l2 sinðd� cÞ � uXl2 cosðd� cÞ � uXl1 cos c�A
mfl� hg½uY sin cþ uY sinðd� cÞ þ uX cosðd� cÞ � uX cos c�g ð115:10Þ

Straighten formula 115.9 as

V 0 ¼ ðcos b � FC þ sin b � mgÞl� ½uY l2 cosðd� cÞ � uXl2 sinðd� cÞ þ uXl1 sin cþ uY l1 cos c�A
½uX sinðd� cÞ þ uX sin cþ uY cos c� uY cosðd� cÞ�mhg

ð115:11Þ

uY l1 sin c� uY l2 sinðd� cÞ � uXl2 cosðd� cÞ � uXl1 cos c ¼ B

l� hg½uY sin cþ uY sinðd� cÞ þ uX cosðd� cÞ � uX cos c� ¼ C

uY l2 cosðd� cÞ � uXl2 sinðd� cÞ þ uXl1 sin cþ uY l1 cos c ¼ D

½uX sinðd� cÞ þ uX sin cþ uY cos c� uY cosðd� cÞ�hg ¼ E

That formula 115.10 is simplified as:

V 0 ¼ BA

mC
ð115:12Þ

Simplify formula 115.11 as

V 0 ¼ ðcos b � FC þ sin b � mgÞl� DA

mE
ð115:13Þ

Simultaneous formula 115.8 and 115.9

Cðcos b � FC þ sin b � mgÞl ¼ ðBE þ CDÞA ð115:14Þ

115 Simulation of Road Circular Curve Design Specifications 969



Put cos b � mg� sin b � FC ¼ A and formula 115.4 into formula 115.14, through
simultaneous equations, the braking model in circular curve without setting
superelevation can be denoted as:

R ¼ ½Cl cos bþ ðBE þ CDÞ sin b�V2

½ðBE þ CDÞ cos b� Cl sin b�g ð115:15Þ

Thereinto, B, C, D and E denote relevant parameters that have relation with
adhesion coefficient, steering angle and wheel base.

115.3 Simulation Analysis on Vehicle Circular
Curve Braking Model

Simulation technology has become an indispensable tool in the study of complex
systems analysis and design. The relationship between road adhesion coefficient and
road alignment indicators is complex. The relational model is a multivariate one, and
it is difficult to quantify and intuitive analysis their correlation. The simulation
technology can be used to solve the mathematical model and simulate data into
two-dimensional or three-dimensional graphics which can be analyzed and pro-
cessed on the graphics. In this chapter, MATLAB simulation technique has been used
to simulate the circular curve braking model, in order to lay the foundations for
providing the recommended values for the design of circular curve.

115.3.1 Determining Simulation Parameters

According to the established vehicle circular curve braking model, parameters
such as vehicle structural parameters, vehicle speed, and adhesion coefficient,
should be determined.

1. Determining vehicle structural parameters. For different types of vehicles,
structure dimensions, vehicle speed, gross vehicle mass (GVM), may be dis-
tinct, and hence requires different road geometric design indexes. In this
chapter, the most adverse vehicle type, truck, is selected to implement the
simulation study on the model of road geometric design indexes.

2. Determining the vehicle speed. The relationship between vehicle speed and the
design speed is: when the design speed is in the range of 120–80 km/h, the
vehicle speed is 85% of the design speed; when the design speed is between 80
and 40 km/h, the vehicle speed is 90% of the design speed; when the design
speed is below 40 km/h, the vehicle speed equals the design speed [1].

3. Determining the adhesion coefficient. The transverse adhesion coefficient uY is
restricted by vehicle driving status, when there is no tangential force, but only
transverse force retains, uY takes its extreme value u; when there is no
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transverse force, but only tangential force, uX takes its extreme value u; when
both forces exist, the longitudinal adhesion coefficient uX and transverse
adhesion coefficient uY are related to the adhesion coefficient u as

u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2
X þ u2

Y

p

. It is commonly used uX ¼ 0:8�0:7u and uY ¼ 0:6�0:7u
both experimentally and empirically, and among various adhesion coefficient
values for different road conditions and vehicle speeds, the minimum value
could be chosen as the adhesion coefficient under current road conditions [2].

4. Determine other parameters. From a security point of view, choose a lower
value of vehicle eye height as the eye height for the driver, viz., the stopping
sight distances should be chosen as d1 = 1.2 m, d2 = 0; when the transient
sight distance is used, d1 = d2 = 1.2 m should be adopted. One vehicle
braking process can be divided into several time periods, including the reaction
time 1.36 s for the driver, the coordinating time for the braking system 0.04 s,
and the growing deceleration time 0.2 s [3].

115.3.2 Simulation Results

According to the vehicle braking model without setting superelevation circular
curve, that is formula 115.7 and truck types, this chapter carried out a simulation
when the road crown slope was 1.5, 2.0 and 2.5% and calculated adhesion coef-
ficient and depicted simulation models without setting radius of superelevation
circular curve as shown in Fig. 115.3.

115.3.3 Simulation Results Analysis

Simulation studies suggest that adhesion coefficient is closely related with radius
values of circular curve without and with setting superelevation, its variation is
complex, and there will be a big difference in the calculated values of road
alignment indicators under different attachment conditions [4, 5]. Therefore, in

Fig. 115.3 Adhesion coefficient and simulation models without setting radius of superelevation
circular curve
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order to meet the road alignment requirements of traffic safety, the impact of
adhesion coefficient in cold regions should be fully considered when determining
the road alignment indicators.

If the 2.0% camber slope and the 8% superelevation are taken into account in
simulation results of circular curve radius, we may discover the difference,
as shown in Fig. 115.4. Figure 115.4a shows variation of circular curve radius with
adhesion coefficient when setting the camber slope as 2.0% without any superel-
evation, while Fig. 115.4b shows variation of circular curve radius with adhesion
coefficient when setting the superelevation as 8%. The following are the conclu-
sions according to the simulation:

1. With and without setting superelevation, the trend of circular curve radius with
adhesion coefficient are almost the same, and the circular curve radius of no
superelevation would be bigger than the other one when adhesion coefficient
does not change.

2. The relationship of circular curve radius and adhesion coefficient is nonlinear.
Lower adhesion coefficient, bigger circular curve radius, especially when the
adhesion coefficient is lower than 0.5.

115.4 Recommended Values of Circular Curve Radius

The values of circular curve radius should satisfy the requirement of road safety
and travelling comfort at the same time, which is the principle for designing
circular curve radius.

Experiments showed that the coefficient value of transverse force affect trav-
elling comfort. Therefore, the model in this chapter was built based on adhesion

Fig. 115.4 Variation of circular curve radius with adhesion coefficient
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coefficient that could satisfy the requirement of travelling safety, i.e. the circular
curve radius without setting superelevation (R12) can satisfy the travelling safety
requirement. Select the bigger one of integral R11 and R12, i.e.
R1 ¼ max R11;R12f g, as the recommended values of circular curve radius without
setting superelevation. By calculating and comparing, we can obtain the recom-
mended values without setting the radius of superelevation circular curve under
circumstance of three kinds of road conditions such as wet pavement and snow icy
road conditions, as shown in Table 115.1.

115.5 Conclusion

There are vast lands of endless skies, complex and varied climate in China. The
temperature, humidity, rainfall and snowfall have a significant difference
throughout the year in most areas. According to the phenomenon of winter road
adhesion coefficient reduction in cold areas, this chapter establishes a model of
circular curve brake and gets the theoretical safe value of circular curve design
index through measured data and simulation method. This chapter presents sug-
gested values of circular curve design specifications as to a comfortable degree and
this can provide a reference for road alignment design.
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Table 115.1 Recommended values without setting radius of superelevation circular curve (m)

Design speed (km/h) 120 100 80 60 40 20

Wet pavement and snow pavement i = 1.5% 1455 835 455 225 90 50
i = 2.0% 1555 880 475 230 90 50
i = 2.5% 1670 930 500 240 95 50

Icy pavement i = 1.5% 1650 1150 750 450 200 65
i = 2.0% 1800 1300 800 500 250 70
i = 2.5% 2000 1400 900 600 300 80
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Chapter 116
Research on Threat Assessment Based
on Dempster–Shafer Evidence Theory

Wen Jiang, Deqiang Han, Xin Fan and Dejie Duanmu

Abstract Based on D-S evidence theory, a new method of multi-target threat
evaluating and sequencing is presented. Firstly, the concerned problems are
defined and formalized using fuzzy sets and fuzzy number. Secondly, the BPA is
obtained by using the similarity measure between generalized fuzzy numbers.
Lastly, D-S evidence theory is applied to combine the BPA to derive a creditable
result of multi-target threat evaluating and sequencing. The proposed method
changes the uncertain problem of multi-target threat evaluating and sequencing to
a certain one. The results coincide well with real-time air situation, and it is very
valuable for scientific decision-making in air defense operation.

Keywords D-S evidence theory � Fuzzy set � Threat evaluating � Similarity
measures � Basic probability assignment

116.1 Introduction

The modern air attack environment has become more complex because of the use
of high technology in military affairs. Multi-target threat evaluating and
sequencing is one of the key taches within the processes of command and control
in aerial defense battle. It is a process to evaluate the threat degree of the air
attacking target combining various characteristic information of the air attacking
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target delivered by sensors. Threat evaluating and sequencing of the air target is a
comprehensive evaluation or decision for threat degree influence to multi-targets
and multi-factors. Therefore, threat assessment substantially belongs to a type of
multi-attribute evaluation or decision problem.

D-S evidence theory is a powerful and flexible mathematical tool for handling
uncertain, imprecise, and incomplete information [1, 2]. In the process of building
multi-target threat evaluating and sequencing system, it is complex to measure
the targets’ threat degree because many factors, such as arrive boundary time,
navigate shortcut, target rate, target type, and interferential power, can affect it.
Their influence on targets’ threat degree assessment is different. Taking these into
consideration, the concerned factors are defined and formalized using fuzzy sets
and fuzzy number. Then D-S evidence theory is applied to combine all the issues,
regarded as evidences, in order to derive a compellent result of multi-target
threat evaluating and sequencing. In this paper, a model to assess air target threat
is constructed based on D-S evidence theory, which provides an effective
and simple method for the targets’ threat degree assessment and the targets’
sequencing in large-scale air attack.

116.2 Model of Multi-Target Threat Evaluating
and Sequencing

The purpose of this study is to design and develop a new model which can evaluate
and sequence the threat degree of air attack target. Detailed descriptions are
presented in the following sections.

116.2.1 Main Factors Affecting Threat Degrees

The threat degrees of air attack targets are determined by the tactics geometrical
conditions and air attack targets’ capability [3, 4]. Parameters describing tactics
geometrical conditions are target distance, target altitude, target speed, azimuth
angle, and targets’ attack intention, etc. Parameters describing targets’ air-to-ground
capability are target types, interfere capability, and so on. If we calculate all
parameters mentioned above, the algorithm is too complicated to be easily carried
out. Therefore, target distance, target altitude, target speed, target types, and target
interference ability are investigated in this paper.

It is different for the above five factors to affect the threat degrees of air attack
targets. Target distance, target altitude, and target speed are quantitative index and
their random value can be obtained through radar scanning. Target types and target
interference ability are qualitative index and should be fuzzed, so we use triangular
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fuzzy numbers to express them. The above factors’ influence on target threat can
be described specifically as follows:

1. The closer the target is, or the smaller the target distance is, the greater the
target’s threat is to the ground-to-air missile system.

2. The lower the target altitude is, the greater the targets’ threat is to the
ground-to-air missile system.

3. The quicker the target speed is, the greater the target’s threat is to the
ground-to-air missile system.

4. Target type’s influence on threat is tactic ballistic missile [ air-to-ground
missile [ cruise missile [ stealth aircraft [ fighter [ attack helicopter [ early
warning aircraft [ reconnaissance aircraft [ jammer aircraft. Their qualitative
threaten can be described by quantitative triangular fuzzy numbers, as follows:
(0.8, 0.9, 1.0), (0.7, 0.8, 0.9), (0.6, 0.7, 0.8), (0.5, 0.6, 0.7), (0.4, 0.5, 0.6), (0.3, 0.4,
0.5), (0.2, 0.3, 0.4), (0.1, 0.2, 0.3), (0.0, 0.1, 0.2).

5. The stronger the target interference ability is, the greater the target’s threat is to
the ground-to-air missile system. The interference ability of target is divided
into very weak, weak, moderate, strong, and very strong, which can be repre-
sented, respectively, as follows: (0.0, 0.1, 0.2), (0.2, 0.3, 0.4), (0.4, 0.5, 0.6),
(0.6, 0.7, 0.8), (0.8, 0.9, 1.0).

116.2.2 Membership Function of Threat Degrees

In 1965, the notion of fuzzy sets was first introduced by Zadeh [5], providing a
natural way to deal with problems in which the source of imprecision is the
absence of sharply defined criteria of class membership. A brief introduction of
Fuzzy sets is given as follows.

Definition 3.1 A fuzzy set A is defined on a universe X may be given as:

A ¼ f x; lAðxÞh i x 2 Xj g

where lA: X ! ½0; 1� is the membership function A. The membership value lAðxÞ
describes the degree of belongingness of x 2 X in A.

Firstly the threat degrees of target are divided into very low, low, medium, high,
and very high. Then let X be the universe of discourse, which contains five
linguistic variables describing the degree of threat, X = {very low, low, medium,
high, very high}, assuming that only two adjacent linguistic variables have the
overlap of meanings. And let A be a fuzzy set of the universe of discourse
X subjectively defined as follow:

where fVeryLow, fLow, fMedium, fHigh and fVeryHigh are the membership functions of
the fuzzy sets, which are shown in Fig. 116.1.
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fVeryLowðxÞ ¼ �4xþ 1 0� x� 0:25

fLowðxÞ ¼ 4x
�4xþ 2

�

0� x� 0:25
0:25� x� 0:5

fMediumðxÞ ¼ 4x� 1
�4xþ 3

�

0:25� x� 0:5
0:5� x� 0:75

fHighðxÞ ¼ 4x� 2
�4xþ 4

�

0:5� x� 0:75
0:75� x� 1

fVeryHighðxÞ ¼ 4x� 3 0:75� x� 1

116.2.3 A Method for Determining the Degree of Similarity
Between Two Generalized Fuzzy Numbers [6]

Let eA and eB be two generalized trapezoidal fuzzy numbers, where eA ¼
ða1; a2; a3; a4; w

eA
Þ and eB ¼ ðb1; b2; b3; b4; w

eB
Þ, 0� a1� a2� a3� a4� 1 and

0� b1� b2� b3� b4� 1.
The measure of similarity is defined as follows:

SðeA; eBÞ ¼ 1�
P4

i¼1 ai � bij j
4

" #

� minðPðeAÞ;PðeBÞÞ
maxðPðeAÞ;PðeBÞÞ

�
minðAðeAÞ;AðeBÞÞ þminðw

eA
;w
eB
Þ

maxðAðeAÞ;AðeBÞÞ þmaxðw
eA
;w
eB
Þ

ð116:1Þ

PðeAÞ, and PðeBÞ are the perimeters of the two generalized trapezoidal fuzzy
numbers which are calculated as follows:

PðeAÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða1 � a2Þ2 þ w2
eA

r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða3 � a4Þ2 þ w2
eA

r

þ ða3 � a2Þ þ ða4 � a1Þ

ð116:2Þ

PðeBÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðb1 � b2Þ2 þ w2
eB

r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðb3 � b4Þ2 þ w2
eB

r

þ ðb3 � b2Þ þ ðb4 � b1Þ

ð116:3Þ

On the other hand we have AðeAÞ and BðeBÞ which are the areas of the two fuzzy
numbers, and they are calculated as follows:

AðeAÞ ¼ 0:5w
eA
ða3 � a2 þ a4 � a1Þ ð116:4Þ

BðeAÞ ¼ 0:5w
eB
ðb3 � b2 þ b4 � b1Þ ð116:5Þ
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116.2.4 Determining BPA

Consider the frame of discernment with five hypotheses H = {Very Low (VL),
Low (L), Medium (M), High (H), Very High (VH)}, which describe the threat
degree (see Fig. 116.1). Based on the value of the five factors, the evidences are
defined in D-S evidence theory.

For the first three factors, including target distance, target altitude, and target
speed, their values are accurate and different types, so we normalize their value as
follows:

rij ¼ ðxij �M�i Þ=ðMþi �M�i Þ; i ¼ 1; 2; . . .; 5; j ¼ 1; 2; . . .; n ð116:6Þ

xij is the value of factor i of target j.
Target distance and Target altitude are inversely proportional to the targets’

threat, so Mþi and M�i are defined as follows:

Mþi ¼ min
j
fxijg; M�i ¼ max

j
fxijg

Target speed is directly proportional to the targets’ threat, so Mþi and M�i are
defined as follows:

Mþi ¼ max
j
fxijg; M�i ¼ min

j
fxijg

A new method to obtain BPA is proposed based on the similarity measure [6]
between generalized fuzzy numbers.

We randomly choose a normalized datum of target distance, for example
rij ¼ 0:6, which corresponds to a generalized trapezoidal fuzzy number (0.6, 0.6,
0.6, 0.6; 1.0). In Fig. 116.2, the relation between (0.6, 0.6, 0.6, 0.6; 1.0) and the
membership functions of threat degrees are distinctly shown. The algorithm of our
new method can be listed step by step as follows.

Step 1: we apply Eqs. 116.1–116.5 to obtain the similarity between the gen-
eralized trapezoidal fuzzy number (0.6, 0.6, 0.6, 0.6; 1.0) and the linguistic terms
of threat degrees A, where A 2 H ¼ fVL, L, M, H, VHg. The similarities are
shown as follows:

S(VL) ¼ 0:1803; S(L) ¼ 0:2030; S(M) ¼ 0:2577; S(H)

¼ 0:2498; S(VH) ¼ 0:2582

We can easily conclude that if the similarity is more, the probability, which
threat degree is A, is higher.

Then, we define

SðHÞ ¼ 1�maxfSðVLÞ; SðLÞ; SðMÞ; SðHÞ; SðVHÞg ¼ 1 � 0:2582 ¼ 0:7418

Step 2: Normalize the similarity measure to obtain the BPA function. The BPA
can be obtained as follows:
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m(VL) ¼ 0:0953 m(L) ¼ 0:1074 m(M) ¼ 0:1363

m(H) ¼ 0:1321 m(VH) ¼ 0:1366 mðHÞ ¼ 0:3923

For the last two factors, namely target type and target interference ability, their
values are fuzzy, which are represented by triangular fuzzy numbers.

We randomly choose a kind of target type, for example tactic ballistic missile,
represented as (0.8, 0.9, 1.0). In Fig. 116.3, the relation between the instance
(0.8, 0.9, 1.0) and the membership functions of threat degrees are distinctly shown.

In the same way, we apply Eqs. 116.1–116.5 to calculate the similarity between
the instance (0.8, 0.9, 1.0), which corresponds to a generalized trapezoidal fuzzy

Fig. 116.2 The instance and
the membership function of
threat degrees

Fig. 116.1 Membership
function of threat degrees

980 W. Jiang et al.



number (0.8, 0.9, 0.9, 1.0; 1.0) and the linguistic terms of threat degrees A, where
A 2 H ¼ fVL, L, M, H, VHg. The similarities are shown as follows:

S(VL) ¼ 0:1540; S(L) ¼ 0:2657; S(M) ¼ 0:4555; S(H)

¼ 0:6453; S(VH) ¼ 0:8882

Then, SðHÞ is defined as follows:

SðHÞ ¼ 1�maxfS(VL); S(L); S(M); S(H); S(VH)g ¼ 1� 0:8882 ¼ 0:1118

Similarly, the obtained similarity S is normalized and the BPA can be obtained
as follows:

m(VL) ¼ 0:0611 m(L) ¼ 0:1054 m(M) ¼ 0:1807

m(H) ¼ 0:2560 m(VH) ¼ 0:3524 mðHÞ ¼ 0:0444

116.2.5 Combining the Evidences

Once the BPA is accomplished, we can use Dempster’s rule of combination to
combine all the evidences. However, counter-intuitive results may be obtained by
classical Dempster combination rule when collected evidences highly conflict with
each other [7]. Many methods have been proposed to solve this problem.

In this paper, the method suggested by Murphy [8] to achieve certainty with
averages is adopted, which provides more accurate record of contributing beliefs.
However, averaging lacks convergence. In order to handle that, averaging is
integrated into the combining rule. If there are n pieces of evidences, the masses
assigned to the same set should be averaged, which avoids overdependence on a

Fig. 116.3 The instance and
the membership function of
threat degrees
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single piece of conflicting evidence. Then, use Dempster’s rule of combination to
combine the evidence with itself n - 1 times.

116.3 Numerical Example

Assume five targets to carry out an air attack to the protected important position.
The type, distance, altitude, speed, and interference ability of each target are
measured and shown in Table 116.1.

Based on the proposed method above, the BPA of A1 can be calculated, and
shown in Table 116.2.

Firstly, we use Murphy’s rule to derive the averaged evidence as follows:

m(VL) ¼ 0:1170 m(L) ¼ 0:1242 m(M) ¼ 0:1436

m(H) ¼ 0:1531 m(VH) ¼ 0:1863 mðHÞ ¼ 0:2757

Secondly, the combination rule of DS theory shall be applied to combine the
averaged evidence with itself four times. The result is shown below:

m(VL) ¼ 0:1255 m(L) ¼ 0:1399 m(M) ¼ 0:1842

m(H) ¼ 0:2091 m(VH) ¼ 0:3153 mðHÞ ¼ 0:0258

In the same way, the BPAs of five targets can be obtained and combined by
Murphy’s rule and Dempster’s rule. The final combination result is shown in
Table 116.3.

Table 116.1 The parameter of threat objectives

Target Factor

Distance (km) Altitude (m) Speed (m/s) Types Interference ability

A1 80 2,500 480 Tactic ballistic missile Weak
A2 150 1,500 150 Cruise missile Moderate
A3 100 1,200 230 Fighter Very strong
A4 120 1,000 180 Attack helicopter Strong
A5 180 2,000 520 Early warning aircraft Very weak

Table 116.2 The BPA of target A1

m(VL) m(L) m(M) m(H) m(VH) m(H)

m1 0.0163 0.0523 0.1046 0.1569 0.2448 0.4251
m2 0.2448 0.1569 0.1046 0.0523 0.0163 0.4251
m3 0.0411 0.0691 0.1173 0.1551 0.2126 0.4049
m4 0.0611 0.1054 0.1807 0.2560 0.3524 0.0444
m5 0.2219 0.2374 0.2110 0.1451 0.1055 0.0791
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With all the evidences combined together, the decision maker can evaluate the
threat degree of the five targets. Consequently, the final threat degree sequencing
of the five targets is A3 [ A1 [ A4 [ A2 [ A5. It can be seen that our proposed
method has good results in multi-target threat evaluating and sequencing problem.

116.4 Conclusion

In the modern air attack environment, multi-target threat evaluating and
sequencing is one of the key taches within the processes of command and control
in aerial defense battle. In this paper, a new model to assess target threat degree is
proposed. Based on fuzzy sets and D-S evidence theory, the proposed method in
our model is flexible and practical to cope with qualitative and quantitative factors
of the targets. The model has proven its potential in helping with evaluating the
threat degree. By example verification the method can give more authentic threat
evaluation value and can conduct threat line up. It is anticipated that the present
study can provide some reference to the establishment of ground-to-air multi-
target defense model and the research of command decision-making.

Acknowledgments This work was supported in part by a grant from National Natural Science
Foundation of China, Grant No. 60904099 and Aviation Science Foundation, Grant No.
20095153022.

References

1. Dempster A (1967) Upper and lower probabilities induced by multivalued mapping. Ann Math
Stat 38:325–339

2. Shafer G (1976) A mathematical theory of evidence. Princeton University Press, Princeton
3. Fan CY, Han XM, Wang XF (2003) Target threat evaluating and sequencing method based on

the maximum degree of membership. Syst Eng Electron 25(1):47–48
4. Zhang RC, Liu ZL, Wang S (2005) Evaluating and sequencing of the air target threat using

fuzzy MADM theory. Mod Def Technol 33(1):15–18
5. Zadeh LA (1965) Fuzzy sets. Inf Control 8:338–353
6. Hejazi SR, Doostparast A, Hosseini SM (2011) An improved fuzzy risk analysis based on a

new similarity measures of generalized fuzzy numbers. Expert Syst Appl 38(8):9179–9185

Table 116.3 The combination result

Target m(VL) m(L) m(M) m(H) m(VH) m(H)

A1 0.1255 0.1399 0.1842 0.2091 0.3153 0.0258
A2 0.2191 0.1895 0.2304 0.1762 0.1580 0.0268
A3 0.0942 0.1191 0.2018 0.2305 0.3323 0.0221
A4 0.1562 0.1623 0.2175 0.2013 0.2339 0.0289
A5 0.3565 0.2361 0.1784 0.1076 0.0970 0.0245

116 Research on Threat Assessment 983



7. Zadeh L (1986) A simple view of the Dempster–Shafer theory of evidence and its implication
for the rule of combination. J AI Mag 7(1):85–90

8. Murphy CK (2000) Combining belief functions when evidence conicts. Decis Support Syst
29(1):1–9

984 W. Jiang et al.



Chapter 117
Target Positioning of Picking Robot
Fusing Laser Ranging and Vision

Jian Song

Abstract A target positioning method merging laser ranging and vision for egg-
plant picking robot is proposed for the sake of overcoming such disadvantages as
high complexity and computation of algorithm in the binocular vision positioning
method. The laser ranging sensor is used to measure the distance of the fruit target.
Information of the two-dimensional images of the target is acquired by the color
video camera. Three-layer BP neural network is established with the image centroid
coordinates and the laser ranging sensor measuring distance as the input quantity
and with the picking space of points coordinates as the output quantity. The
modified BP algorithm is adopted to train the weight of the neural network. Valid
network weights are obtained after 126 times of cycling. It is determined through
experiments that in the measuring distance range from 250 to 650 mm, the mean
error value of the root-mean-square (RMS) of the eggplant space positioning value
is 11.2 mm and the average time used is 0.34 s. The positioning method merging
laser ranging and vision is of good intelligence and wide adaptability, able to meet
the requirements for target positioning of the picking robot.

Keywords Laser ranging � Neural network � Target positioning

117.1 Introduction

Harvesting or picking is the most effort-requiring and time-consuming link in
vegetable production operation, which, according to statistics, approximately
accounts for from 50 to 70% of all the working out [1]. With the aging of the
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population and the decrease of the farming labor force, it is of great significance to
develop mechanized harvesting technology and to research on vegetable picking
robots [2]. At present, color camera is the frequently- used target detection tool for
picking robot. A color camera can only acquire the two-dimensional positioning
information and the maturity information of the target [3].

In recent years, some scholars abroad have begun to apply the multi-sensor
fusion technology to the fruit target positioning system, in which information is
collected simultaneously by multi-sensors of diverse types or in different positions
and is automatically and comprehensively analyzed through computer technique in
order to obtain the target position information [4]. Mitsuji Monta of Japan
developed one vision system for identifying tomato by fusing information from
color video camera, laser ranging device and infrared sensors, which has gained
the test result with an identification rate of 65–70% [5]. Naoshi Kondo of Japan
installed three color video cameras and four illumination devices with polarizing
filter on the vision system to detect the information about strawberry stems [6].
Murali of University of Florida, America, developed an orange identification
vision system composed of a color video camera and four ultrasonic sensors [7].

In this paper, on the basis of the foreign scholars’ experience, with the eggplant in
the growing environment as the object of study, BP neural network method is adopted
to study the target location of the picking robot by fusing laser and visual information,
with a view to enhancing the intelligence and real timing of the vision system.

117.2 System Structure of the Picking Robot

According to the requirements of the picking task and the modularity design idea,
an open-type system structure for the picking robot is adopted (as shown in
Fig. 117.1) in order that the picking robot has good expansibility, commonality
and capability flexible operation. The system includes PC machine, PHI-LD90-50
type high-performance laser ranging sensor, 2-DOF automatic PAN/TILT, DMC
multi-axis motion controller, Yaskawa AC servo drive system, ZINO DH-CG320
machine vision system, National WV-CP470 color video camera, and 4-DOF
articulated robot body.

117.3 Laser Ranging System

117.3.1 Laser Ranging Sensor

Laser ranging can be divided into two types: continuous wave (CW) phase position
ranging and pulse ranging. Laser pulse ranging method can achieve adequate
measuring precision and measuring speed for the measurement of long distance
target [8]. PHI-LD90-50 type high-performance Laser ranging sensor is selected

986 J. Song



and used, in consideration of the fact that picking robot needs to work in various
kinds of environment conditions like moist and overcast and rainy ones, with a
comparison of sensors of different kinds of performances.

This sensor, produced by Dalian Peng Hui Xin Da Technology Co., Ltd of US
PHI Industry Group, employs the pulse ranging method. Because of the fusion of
‘‘high penetration technology’’, it can work under extremely hostile environment
and measure quickly and accurately the target distance. The measuring result can
be transmitted to the circumjacent devices with RS232/422 protocol interface via
the RS232/422 interface of the sensor for the purpose of such uses as detection,
measurement and control. Meanwhile, the control of the laser ranging sensor may
also be fulfilled through the computer or other connected devices.

117.3.2 Automatic Pan/Tilt

The function of the automatic Pan/Tilt is to expand the ranging sensor’s vision. To
this end, 2-DOF automatic Pan/Tilt with 0–360� in the horizontal direction and
-90 to +90� in the vertical direction is chosen. Stepping motors are adopted for
both the horizontal electromotor and the vertical electromotor, controlled by DMC
multi-axis motion controller, by which the laser ranging sensor fixed on the Pan/
Tilt is driven. It conducts real-time measurement on the ambient environment with
the picking robot as the reference point.

117.4 Visual Identification of the Eggplant Fruit

117.4.1 Image Segmentation

Due to the complexity of the eggplant growing environment, it is quite difficult to
acquire preferable segmentation effect by the fixed-threshold-based segmentation
method, while it is hard for such automatic threshold segmentation methods as

Computer 

RS232 

Laser ranging sensor 

Image grabbing card

Color video camera

Motion controller 

Servo drive system 

Automatic PAN/TILT Articulated robot

Fig. 117.1 Block diagram of picking robot
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OSTU, iteration method, Minimum error probability method to adapt to the
picking robot’s requirements with a relatively slow segmentation speed and an
unsatisfactory timeliness. On account of the above considerations, the threshold
segmentation algorithm based on brightness is put forward which can realize the
ideal segmentation of the eggplant fruit target. In line with the color feature
analysis of the eggplant fruits and their surroundings, G-B grayscale images are
the most favorable for segmentation of the fruit target. In view of the two points
above, brightness-based threshold segmentation algorithm is adopted to segment
the G-B grayscale images.

The main principle is:

Th ¼ Gav þ ðGmax � GavÞ � f ð117:1Þ

where: Th is the segmentation threshold value; Gav is the mean gray value; Gmax is
the maximum gray value; f is the weight factor

Through segmentation experiments on 30 eggplant images, f values range from
-0.5 to 0.5. In general, when f = 0.1, it can get preferable segmentation effect.
The image segmentation effect is shown in Fig. 117.2.

117.4.2 Feature Extraction of the Fruit Target

Feature extraction refers to the features that some kind of object possesses in the
image. For fruit and vegetable picking operation, the feature parameters of the
picking target such as center of gravity, area, circumscribed rectangle and cut-out
point are finally provided by the robot vision system. Binary image is acquired
through image segmentation, and then the contour is marked in the dimensional
array after edge extraction and contour tracing for the image. In this way, the fruit
target features can be extracted conveniently. Figure 117.3 is the rendering of
feature extraction.

Fig. 117.2 Result of image
segmentation
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117.5 Target Positioning Algorithm Based
on BP Neural Network

117.5.1 Selections of the Input Signal
and the Output Signal

The x-coordinate and the y-coordinate of the center of gravity of the image
acquired by video camera and the measurement distance of the laser ranging
sensor ðXl; Yl; SÞ are conducted as the input quantity, and the special position
coordinates (X, Y, Z) of the grasped position as the output quantity. By using the
nonlinear mapping function of the neural network, 3-layer BP neural network is
adopted, and then the three-dimensional coordinates of the position can be
obtained to realize the binocular vision positioning of the picking robot.

117.5.2 Establishment of BP Network

In the design of BP neural network, the number of hidden nodes has significant
influence on the network performance. Furthermore, there has not yet been definite
theoretical direction for choosing hidden nodes number. If the hidden nodes are
too little, the training frequency will be increased and the information retrieval
accuracy will be reduced. On the other side, if they are too many, the volume of
network metric training will be increased and the network reliability will be
lowered so that its ability to process the non-sample data will be affected. The
following empirical formula is adopted in this project:

Fig. 117.3 Result of feature
extraction
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N2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N1 þ N3
p

þ a ð117:2Þ

where :N1 and N3 are respectively input and output nodes numbers, and a is a
constant between 1 and 10.

After many experiments in the research, it is assumed that N2 ¼ 6, and BP
neural network with a 3-5-3 structure is composed to realize the eggplant fruit
positioning.

The neuron input and output function is a dual bend function:

f ðxÞ ¼ 1
1þ e�x

ð117:3Þ

The square error sum of the neuron output of the output layer and the teacher
signal is defined as:

E ¼ 1
2

X

k

k¼1

ðdk � okÞ2 ð117:4Þ

where:ok indicates the output of neuron k of the output layer while dk indicates the
teacher signal to the output layer.

117.5.3 Speediness of Learning Algorithm

Momentum term is introduced in order to realize the speediness of learning
algorithm. ‘‘Momentum’’ is borrowed from the inertia concept in mechanics,
which considers not only the current value but the past influence. When amending
the network weights at the moment t ¼ n; it adds the amendment quantity of the
previous momentðt ¼ n� 1Þ; i.e.,

Dwn
ji ¼ �g

oEn�1

own�1
ji

þ aDwn�1
ji ð117:5Þ

where: g is the learning rate; En�1 is the square error sum of the output layer till the
moment n� 1; a is the momentum term coefficient, 0\a\1.

The amending direction of the current value is different from the direction of
the previous weight, i.e., when the first and the second terms on the right of
formula (117.5) are opposite in sign, the absolute value of the summation
amendment quantity becomes less to prevent overregulation; on the contrary,
when the amendment quantity is in the same direction, the amendment quantity
becomes a bigger value after addition so as to realize the speediness of the learning
algorithm. It assumes g ¼ 0:06; a ¼ 0:8 in this paper.
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117.6 Experimental Results and Analysis

117.6.1 Experimental Methods

With the laser ranging sensor and the CCD video camera fixed on the manipulator
base, the manipulator grips four eggplants respectively and motions to 25 desired
positions, thus 4 9 25 = 100 groups of data can be acquired.

Using the recognition algorithm for eggplant fruit mentioned above, it can get
the centroid coordinates ðXl; YlÞ of the eggplant image collected by the camera and
the laser ranging sensor measuring distance S, which serve as the input quantity of
BP neural network, and the actual coordinates of the robot serve as the output
quantity, so that the fast learning algorithm is applied for training. After 126 times
of iteration training, the overall error reduced to 0.001, and convergent valid
network weight is obtained.

117.6.2 Experimental Result

Experiments are conducted on the ten eggplants within a range from 250 to
650 mm in different positions by using the trained network. The RMS errors
e; emax; emin; Re; and Te of the measurement coordinate values obtained through
the neural network and the recorded actual coordinate values of the manipulator
motions serve as the indexes for evaluating the measurement precision:

e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXc � XsÞ2 þ ðYc � YsÞ2 þ ðZc � ZsÞ2

3

s

ð117:6Þ

In the formula, Xc; Yc and Zc are respectively the X-coordinate, Y-coordinate
and Z-coordinate calculated by using neural network measurement; Xs; Ys and
Zsare respectively the actual X-coordinate, Y-coordinate and Z-coordinate of the
spatial point obtained by actual measurement.

e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXc � XsÞ2 þ ðYc � YsÞ2 þ ðZc � ZsÞ2

3

s

ð117:7Þ

where: Xc; Yc and Zc are respectively the X-coordinate, Y-coordinate and Z-
coordinate calculated by using neural network measurement; Xs; Ys and Zs are
respectively the actual X-coordinate, Y-coordinate and Z-coordinate of the spatial
point obtained by actual measurement.

emax ¼ max
i¼1;2;���;I

eðiÞ ð117:8Þ
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emin ¼ min
i¼1;2;���;I

eðiÞ ð117:9Þ

Re ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PI
i¼1 e2ðiÞ

I

s

ð117:10Þ

Te ¼
PI

i¼1 Ti

I
ð117:11Þ

where: eðiÞ is the error of No.i point, I is the number of the test points. Test results
are shown in Table 117.1.

117.6.3 Experimental Analysis

In the lab conditions, the mean error value of the root-mean-square (RMS) of the
eggplant space positioning value is 11.2 mm and the average time used is 0.34 s.
The main reasons leading to the errors are: (1) The measurement errors of the laser
ranging sensor; (2) The errors resulted from large distortion of the video camera;
(3) The errors of centroid coordinates caused by the fact that it is impossible to
eliminate radically though the segmented image is processed by filtering, conse-
quently the accuracy of the teacher signal is affected. (4) The reliability of the
neural network weights are restricted by the quantity and the diversity of the
teacher signal samples.

The positioning method merging laser ranging and visual information belongs
to adaptive algorithm, which possesses strong approximation ability and gener-
alization capability, good intelligence and wide adaptability, being able to basi-
cally meet the requirements for target positioning of the picking robot.

117.7 Conclusion

A target positioning method fusing laser ranging and visual information for egg-
plant picking robot is proposed for the sake of reducing the complexity and
computation of the picking target positioning algorithm. Because BP neural net-
work possesses strong approximation ability and generalization capability, it
guarantees the precision of the picking robot visual positioning and shortens the

Table 117.1 Test result

Item name ReðmmÞ emaxðmmÞ eminðmmÞ TeðsÞ
Calculated value 11.2 24.6 2.9 0.34
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measurement time. It is determined through experiments that the mean error value
of the RMS of the eggplant space positioning value is 11.2 mm and the average
time used is 0.34 s.

Compared with the traditional binocular vision method, the intelligence and
real timing are improved. Although this method can meet the requirements for
target positioning of the picking robot, there is still some room for further
improvement in its measurement precision and real timing. In the future research,
it calls for optimization of the systematic algorithm design, accurate standardi-
zation of the camera parameters and increase of the quality of the teacher samples,
thereby to develop the fruit target location algorithm that can be applied to the
actual task of the picking robot.

Acknowledgments This work is supported by Shandong Provincial Natural Science Foundation,
China (No.Y2008G32).
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Chapter 118
Research and Design
of the Reconfigurable ForCES TML

Ligang Dong, Ling Cai, Lianfang Zhu and Weiming Wang

Abstract The researches of routers include both performance improvement and
function flexibility. Forwarding and Control Element Separation (ForCES) is a
kind of network device architecture that will greatly improve the function flexi-
bility. Transport Mapping Layer (TML), as an important part of the ForCES
router, is responsible for transmitting the ForCES messages. The paper designs and
implements a reconfigurable TML architecture, which has been supported by the
experiments. The reconfigurable TML can dynamically apply different TML
implementation and different transport protocols to transmit ForCES messages
properly on the different media. This feature brings much flexibility and recon-
figurability to the ForCES router.
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118.1 Introduction

Forwarding and Control Element Separation (ForCES) [1] is based on open
programable idea and is considered to be used widely. According to the ForCES
requirements (RFC 3654) [2] and ForCES framework (RFC 3746) [3], a ForCES
network element (NE) structure is depicted in Fig. 118.1.

In Fig. 118.1, control element (CE) is responsible for signaling, controlling
protocol processing and network management . Forwarding element (FE) uses the
underlying hardware to provide packet processing and forwarding. Fp is the
interface between CE and FE. The ForCES protocol runs on Fp reference point,
which is single-hop or multi-hop network.

Transport mapping layer (TML) transmits ForCES protocol messages, and
provides a transparent and secure transmission channel for ForCES protocol layer
(PL). The TML addresses how the protocol messages are mapped to different
transport media (such as TCP/IP, ATM and ethernet). The research issues of TML
are about how to achieve transport level reliability, congestion control, multicast,
and ordering.

Reconfigurability means the hardware and software can be dynamically
reconfigured according to variable data flow or control flow in a system. In this paper,
reconfigurable TML is an entity which can support the configuration of various
transport protocols according to different transport media, network types and com-
munication requirements to meet its QoS.

Till now, the researches of TMLs are summarized as follows:
TCP/DCCP-based TML
Kohler et al. proposed that TCP and DCCP (Datagram congestion control

protocol) [4] can be chosen as TML transport protocols. TCP runs on the control
channel, and data messages can be transmitted by DCCP, in which the security
mechanism can choose TLS or IPSec.

SCTP-based TML
Salim and Ogawa proposed SCTP-based TML in 2007 [5], particularly

described how the SCTP-TML satisfied the ForCES requirements, and listed the
TML structure and corresponding interface descriptions.

TIPC-based TML
Maloy et al. proposed TIPC (transparent inter-process communication) as TML

transport protocol [6]. They described the premises and advantages of TIPC-based
TML, and studied how the TIPC TML satisfied the ForCES requirements.
Furthermore, they proposed the ForCES application services and LFBs about how
to map to TIPC functional addressing. Also, they pointed out that TIPC could not
provide security mechanisms and could apply to secure networks.

TCP/UDP-based TML
Hidell et al. proposed that TML control channel can choose TCP as transport

protocol, while redirect messages can be transmitted by UDP [7]. This TML can
choose window and ACK to ensure UDP reliability. We began to research ForCES
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since 2002, and were the first ForCES research team in China. And we choose TCP
to transmit control messages and UDP to transmit redirect messages [8, 9].
Besides, we test and analyze the performance of the TML [10]. The results show
that when we use a proper scheduling algorithm, the TML can avoid DoS (denial
of service) attack from redirect messages.

The above researches analyze the application of different transport protocols in
the ForCES router. However, no one has designed a structure which is flexible
enough to support different transport protocol and different TML implementation
reconfiguration for various transport media and environment. The contribution of
this paper is the design and implementation of reconfigurable TML.

118.2 Design of Reconfigurable TML

Design of reconfigurable TML means the design of two kinds of interfaces: TML
service interface and TML channel interface.

The TML service interface is the interface between PL and TML. By stan-
dardizing this interface, the same PL can be used for different TML implemen-
tation. We dynamically change TML without updating the PL. It is called TML
overall reconfigurability.

The TML channel interface is between the common used part (called TML core)
and different transport protocol parts. By standardizing this interface, the same TML
core can be used for different transport protocols. We can dynamically change the
transport protocol without updating the TML core. It is called TML channel
reconfigurability.

The structure of TML is shown in Fig. 118.2. Figure 118.3 is a TML example
when SCTP is used as the transport protocol. Its detail will be introduced later.

With this kind of modular TML structure, PL, TML core, TML transport
protocol can be developed and deployed separately. It will greatly improve the
flexibility and reconfigurability of ForCES-based network devices.

ForCES NE

CE1 CE2

FE2 FEnFE1

Fp (ForCES Protocol)

Fi/fFi/f Fi/f

Fr

Fi
Fi

Fig. 118.1 ForCES
architecture
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118.2.1 TML Service Interface

The ForCES protocol in the Fp reference point (see Fig. 118.1) is related to two
layers: the PL and the TML. The PL and the TML are responsible for processing
and transmitting the ForCES protocol messages, respectively.

TML Interface

TML Control Module

CEM/ FEM PL TML

TML

ForCES

ForCESForCES
TML TML

Fig. 118.2 Modular TML structure
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TML need achieve mapping protocol messages to different transport media
(such as IPand ATM). The TML have different implementations based on different
underlying media and transmission capabilities. However, we would not expect
that the PL changes along with different TMLs. In other words, one ForCES PL
implementations must be portable across all kinds of TMLs.

To hide TML implementation details for PL, a set of TML service primitives
have to be defined. We have submitted a draft of service primitives to IETF.
Readers can refer to [11] for detail. When designing service primitives, we can
view TML as a device, so that the PL can choose different TMLs, and dynamically
load/unload TMLs. By borrowing idea from types of conventional network device
operational primitives, we define six service primitives: TMLOpen, TMLClose,
TMLConfig, TMLQuery, TMLSend and TMLReceive.

In order to describe better the state transitions of service primitives, TMLInit
and TMLFini are also defined. Moreover, we view message sending and receiving
states as message communication state. So TML event descriptions and state
descriptions of service primitives are shown in Figs. 118.4 and 118.5. The state
transition relationships in TML workflow are shown in Fig. 118.6.

However, since each TML is standardized, interoperability is guaranteed as
long as both endpoints support the same TML.

Event id Event Descriptions

n0

n1

n2

n3

n4

n5

n6

n7

Call TMLInit() and initialize TML

Call TMLOpen() and Open initialized TML

Call TMLConfig() and configure opening TML

Call TMLQuery() and query the attributes and 
capacities of opening TML

Call TMLSend() and send ForCES messages to 
peering TML

Call TMLReceive() and receive ForCES 
messages from peering TML

Call TMLClose() and close finished or error 
TML

Call TMLFini() and destroy normally or 
abnormally closed TML

n8 Error event

Fig. 118.4 TML event
descriptions1

State id State Descriptions

q0

q1

q2

q3

q4

q5

q6

q7

TML uninitialized state, i.e. system initial state

TML initial state , i.e. set  event 
handling functions and memory area
TML open state, includes FE TML 

Open and CE TML Open
TML configuration state, i.e. PL 

configures TML attributes
TML query state, i.e. PL queries TML 

attributes and capacities
TML communication state, includes 

ForCES messages sending and receiving
TML close state, i.e. TML normally or 

abnormally close

q8

TML destroyed state, i.e. release TML 
resources

Error state

Fig. 118.5 TML state
descriptions
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118.2.2 TML Channel Interface

As shown in Figs. 118.2 and 118.3, a TML consists of common modules, which
are parts of the TML core, and TML channels.

There are the following common modules:
TML interface: provides a unified interface in accord with TML service

primitives for PL.
Control module: provides interface implementations defined by TML Interface,

including initialize, open, configure, query and destroy.
Message scheduling: contains two priority-based message schedulers, and each

scheduler contains a thread. When TML initializes message channels, TML needs
to register message queues and corresponding priorities to sending scheduler and
receiving scheduler. When running, TML schedules messages run according to
priority.

Event allocation: I/O event de-multiplexer based on select uses hash table to
store registered event records, and its implementation is a single-thread. Moreover,
it provides the interface to register and delete events for channel modules.

Connection management: stores, manages and maintains connection informa-
tion and multicast list to provide services for other modules.

TML structure designed by this paper can support multiple transport protocols,
such as TCP/UDP, SCTP and DCCP. The TML core need not change even if TML
chooses different transport protocols.

Channel modules are different for different transport protocols. Every channel
provides the standard TML channel interface to TML core, so that the TML core
can uniformly open and close channels, and send and receive event messages.
In order to satisfy the TML requirements, ForCES messages are divided into
control message, event message and redirect message. Consequently, a TML
channel includes

Control channel, which is used for receiving and sending control messages.
Event channel, which is used for receiving and sending event messages.
Data channel, which is used for receiving and sending redirect messages con-

taining data packets.

q0

q1

q2 q3

q4 q5

q6

q7

q8

n0

n8
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n8 n8 n8 n8 n8
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n2
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n4n5

n6

n2

n3 n4n5

n6
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n4n5

n2
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n3
n3

n6 n6

n1

n7

n0

Fig. 118.6 State transition diagram in TML workflow
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Here we take SCTP-TML as an example. Figure 118.3 shows the structure and
relationship among modules in SCTP-TML. SCTP-TML contains a TML core and
a SCTP channel module.

118.3 Test and Analysis

The above descriptions introduce module design and interface design of recon-
figurable TML. This section tests the TML functions and analyzes its perfor-
mances based on above design.

118.3.1 Functional Test

TCP and UDP are the two most widely used transport protocols, so functional test
and performance test consider TCP/UDP-TML control messages. The functional
test platform is shown in Fig. 118.7.

The functional test platform consists of a PC with Red hat 8.0, Network Processor
(IXDP2851, IXDP 2401), a development host and a ethernet switch. CE test pro-
grams run on PC, FE test programs run on NP and the development host installs
Montavista Linux. Here we use ethereal capture packets, and the test results verify
our design.

Furthermore, IETF ForCES working group carried out ForCES interoperability.
We adopt reconfigurable TML to make the interoperability test with foreign
research institutes. When testing, we can choose SCTP to be TML transport
protocol by modifying the configuration file. The interoperability test contains
seven scenarios: pre-association setup, including setting IDs and port numbers of
CE and FE; TML priority channels connection; association setup-association
complete; CE query; heartbeat monitoring; simple config command and associa-
tion teardown. Further information is described in Ref. [12].

By the interoperability test with foreign research institutes, SCTP-TML
achieves the successful and effective communication of various messages between

Fig. 118.7 TML functional
test platform
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CE and FE. Combined with the above functional test of TCP/UDP-TML, the
results fully show the correctness and stability of the reconfigurable TML.

118.3.2 Performance Test

The performance test platform is shown in Fig. 118.8.
We use smartbits to generate packets for controlling the transmission of ForCES

protocol message between CE and FE. As shown in Fig. 118.1, FE forwards packets
from some Fi/f to some other Fi/f, but in some cases, FE also have to redirect some
packets to CE. These packets are usually packets for routing protocols or network
management protocols. These packets will be encapsulated as ForCES protocol
messages (called redirect messages) and redirected to CE.

The test results are shown in Figs. 118.9 and 118.10. From the test results,
we know loss rate is higher for larger length messages. Also, the results show the
efficiency of UDP forwarding packets is clearly higher than TCP. So our choice of
TCP control channel and UDP redirect channel is reasonable.

Ethernet Switch

CE TML

FE TML

SmartBits Analysis Host
IP: 192.168.0.100

SmartBits600

IP address descriptions
CE TML  eth 0: 10.20.0.190

eth 1: 192.168.0.6

FE TML eth 3: 10.20.0.188
eth 1: 192.168.2.6

Port2-1 Port2-6

FE TML

CE TML

Fig. 118.8 TML
performance test platform
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118.4 Summary

This paper proposes the design of reconfigurable TML based on our earlier ForCES
researches, and verifies the rationality of this TML by testing.

However, this TML only achieves endpoint authentication based on IP address,
and does not provide message encryption and decryption functions. So the next
step should use IPSec to achieve TML security requirement.
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Chapter 119
The Study of a Mobility Supporting
Coordination Mechanism for Supporting
Mobile Devices

Ma Ying, Zhang Laomo and Wang Guodong

Abstract With the rapid growth of the mobile devices, a process with the device
has high probability to surf on different wireless networks. Therefore the address
of a host will be changed according to the located subnets and the convention
software is difficult to run normally in this environment. In order to let the data
delivering among processes that can support the mobility of hosts, we propose a
new coordination mechanism for portable devices. We propose three methods to
different environment: centralized mechanism, distributed mechanism, and hybrid
mechanism, to satisfy communication not multifarious, multifarious communica-
tion, and communication habit unsure among procedures. Let users be able to
select a most appropriate method to implement their own system with different
need and different environment.
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119.1 Introduction

The tremendous growth of the mobile users’ population coupled with the portable
devices is in contrast to the conventional programing languages, without the
consideration of the mobility, to develop the related software. The mobility can be
divided into: (1) terminal (portable device) mobility, (2) procedure mobility, and
(3) service mobility. Therefore, providing the transplant mobility service, i.e., the
users can use the service with considering the mobility, is critical.

Therefore, when a local process communicates with other remote processes,
no matter when and where, move everywhere or change a used portable device,
they all hope can look like never moved, and used a same portable device, let the
service continuously carrying on [1, 2]. Either the main stream nowadays or look
good in the foreword, both of IPv4 and IPv6 have the characteristic of locality.
That is IP is fixed and unchangeable in a region. So, no matter what types of
movement had mentioned above, as long as moving, local procedure can not get
real-time IP of remote procedure can not communicate consistently and it causes
receiving lost content.

When local procedure and remote procedure communicate with each other, it
can be divided into communication multifarious, communication not multifarious
and general communication according to the communication model. And the so-
called general communication is the communication sometimes multifarious and
sometimes not in the uncertain condition and according to realistic situation it can
be divided into two kinds (1) IP permanence: that is local procedure and the
remote procedure uses a host and an IP carrying on communication continuously.
On the normal on-line network, the communication model will not have errors but
it does not have the characteristic of mobility either. (2) IP changed: local pro-
cedure and remote procedure use a same set of host to move everywhere, it does
not have to consider the change of moving proceeding and it can still carry on
communication. It has the characteristics of terminating machine mobility, pro-
cedure mobility and service mobility. Unfortunately, the communication of current
procedure can’t effectively support mobility [3].

Java agent development framework (JADE) [4, 5] is a platform which in charge
of managing agent. It provides many toolboxes for programmers. It is not only
used to debug during scheme development, but also use these tools to monitor or
manage the built agent platform after scheme developing is completed.

For the communication between procedures can effectively support mobility
and easily used by programmers, we custom a new class let the local procedure
will not be influenced by itself or remote mobility on the usage. They are used to
solve the problems to keep receiving the content correctly when IP or the host is
changed, and let communication content will not be lost by users moving.

The rest of this paper is organized as follows. Section 119.2 introduces the
mechanism. Section 119.3 presents the implementation and prototype. Finally,
conclusions are addressed in Sect. 119.4.
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119.2 Mechanism

Our mechanism is implemented to a Java class, Mscm. This class combined with a
JADE agent platform, is divided into a server and several procedures. To use this
class to develop the function that processes can communicate with others without
considering the mobility needs to select a host to run the Jade platform (the server
of our mechanism). The goal of this JADE agent platform is real time to manage
and update the location (IP addresses) of the hosts [6]. Accordingly, the pro-
grammers can use the methods of Mscm, including register(), send(), and receive(),
by any program written in Java. The three methods are presented as follows:

• Mscm.register (String host_ID, String server_IP): In order to let two unknown
procedures communicate with each other, each procedure must be assigned an
Identification (ID). The method must be written before send() and its input is
two strings. The first represents local procedure ID, which is registered from
server; the second represents server IP address.

• Mscm.send (String sender_ID, receiver_ID, String Content): It is used to send
content to a shared bugger space between local procedure and remote procedure.
The method needs to send three strings: the first represents the ID of the sender;
the second represents the ID of the corresponding receiver; the other string
represents the content that the sender sends to this receiver. (Notably, the pro-
grammer needs to do is to assign a unique name of the procedure but assigns an
IP address)

• Mscm.receive(String sender_ID, String received_Content): It is used to receive
the content that is sent by a remote procedure. The method needs to send two
Strings: the first String represents local procedure ID; and the second String
represents remote procedure ID, representing to read which local procedure and
remote procedure is in the pooling buffer content.

Figures 119.1 and 119.2 demonstrate an example to write the program.
In Fig. 119.1 a mscm object is added first and four String variables are declared,
then we used localID, remoteID, content, and severIP to be representation, and

Fig. 119.1 Registration and
message sending
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users can define by themselves. However, it needs to register local procedure ID
and select sever location, we used ‘‘Wendy’’ as the ID of local procedure and
‘‘125.219.63.10’’ as the sever IP. After finishing the above steps and calling send()
method to communicate with remote procedure in any location of the following
program. Here is an example that the process ‘‘Wendy’’ communicates with
remote process ‘‘Lucy’’ with the content is ‘‘Hello World!’’.

In Fig. 119.2, a new mscm object is added at first and two String variables are
defined, we use local ID and remote ID to represent them, users can define by
themselves; Calling receive() method in any location of the following procedure
can get the needed content. On the side showing to grab the content of ‘‘Lucy’’ and
‘‘Wendy’’ these two procedures shared in the Buffer.

For managing the communicating content between local procedure and remote
procedure effectively, in the system we propose three methods to adopt different
the environments: (1) centralized (2) distributed (3) hybrid. Centralized mecha-
nism satisfies that the communications among procedures frequently. The hybrid
mechanism suits the general communication environment among procedures. The
so-called general environment means the communication is sometimes multifari-
ous and sometimes not.

Figure 119.3 explains that after procedure A started in host A and procedure B
started in host B, procedure A and B can carry on communication through wired or
wireless network.

When local procedure A communicates with remote procedure B, each host will
store the content (history file) for the backup function. But when process A or
process B leaves the storage history file, host and log from another host continues
communication, the history file will not bring them but stay in the old host. So
users can not get the history file when they want to look up in the new host.

I. Centralized mechanism. Among procedures need to reach receiving content
not loss and get the latest history file anytime, Fig. 119.4 is the operation
process of using centralized mechanism:

(1) When starting procedure A and B can immediately deliver content to
each other.

Fig. 119.2 Message
receiving
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(2) Local procedure A delivers a content each time it updates history file in
server after confirming remote procedure B receiving content; in con-
trast, procedure A receives a message content each time will also update
the server.

(3) When users leave the current host B and shut down procedure B, log in
again after users move to host B.

Agent A
Agent B

old

Agent B

new

Server

Move 

Host  A

Host B(old )

Host B(new )

(1)

(2)

(3)

(4)
(5)

Fig. 119.4 Procedure of the hybrid mechanism

Server

Wireless Network

Agent A

Agent B

register register

Fig. 119.3 Framework
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(4) Procedure B can carry on communication with procedure A after reg-
istering first in the server.

(5) Users ask the history file prior to procedure B from server and bring
them to the current host B. The method suits the procedures communi-
cating not multifarious, because procedure decreases storage action
through server. On the contrary, the burden of server is not too big. And
the system structure builds are most simple and cost effective.

II. Distributed mechanism. Among procedures need to reach receiving content
not loss and get the latest history file at anytime. Fig. 119.5 is the operation
process of using distributed mechanism:

(1) When starting procedure A and B can immediately deliver content to
each other.

(2) Users leave the current host B and finish procedure B, which will deliver
its history file to other remote procedure in current system and storage in
host. Figure 119.5 is an example, for the other remote procedure in the
current system, procedure A, the history file will be delivered to storage
to procedure A of locating host A.

(3) Users login again in host B after a period of time and go first to re-
register in server, then they continue carrying on communication with
procedure A.

Agent A

Agent B 

new

new

Host  A

Host B
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Move 

Host B

Server

register

Agent B
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Fig. 119.5 Procedure of the distributed mechanism
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(4) Procedure A will build a table in its locating host A to record history file
of owning those procedures. B is recorded in the table of procedure A.
After procedure B re-login, the history file of procedure B will be
delivered to procedure B.

The method suits communication multifarious among procedures because there
is a procedure continuously in the system to exchange message content rapidly.
If storage through server in this time, that will increase the burden of server and
seriously affect the system execution capability. So we store through the host of
remote procedure to raise the whole execution efficiency of system.

III. Hybrid mechanism. Among procedures that need to reach receiving content
not loss and get the latest history file at anytime, Figs. 119.6 and 119.7 are
the operation process of using hybrid mechanism:

(1) When starting procedure A procedure B and C can immediately deliver
content to each other.

(2) Users leave the current host B and shut down procedure B will deliver
history file to procedure C to storage in host C; and informing server
which will update the history file of procedure C in the look-up table as
B, the host that indicates the procedure C of locating the host that owns
the history file of procedure B.

Agent  B

Host  B

Agent  A

Host  A

Agent  C

Host  C

Agent  B

Host  B

(1)

( 2)

(3)
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(4)
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Server

Agent History file
Server
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C B
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Fig. 119.6 Procedure of re-login/data resumption mechanism
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(3) Users re-login the host B after a period of time.
(4) Procedure B continues to communicate with procedure A and proce-

dure C after registering from the server.
(5) Procedure B is inquiring the server and when the server receives the

registration will respond that ID two Strings which represent ‘‘the pro-
cedure owns your history file’’ and ‘‘to deliver to do backup for the
procedure of locating host’’.

(6) Procedure B knows that procedure C of locating host owns a own
history file, asking an own history file directly to host C.

(7) Procedure B notifies a server to get history record back already; the
server will empty the history file of procedure C in look-up table.

(8) When procedure A shuts down, will deliver its own history record to
storage in the procedure B of locating host B, which will have the
history file of procedure A and procedure B.

(9) When procedure B also shuts down will deliver its own procedure
history file to procedure C (because in the system procedure C only
remains) of locating host C to storage, which will own the history file of
the procedure.

(10) When procedure C also shuts down, for there is no other procedures in
the system, it will deliver to server all history file that it owns to storage,
and the look- up table of the server, the history record of the procedure
‘‘Server’’ will be updated as A, B, C. That indicates the server owns the
history file of procedure A procedure B and procedure C.

The method suits general communication among procedures for sometimes
communication is multifarious and sometimes not among procedures, if the

Fig. 119.7 Procedure of continuously shutting down procedure
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adopted centralized or distributed mechanism is unsuitable, so adopting this
method to reach whole runtime capability of stabilization on system.

119.3 Implementation and System Model

We implement a Mscm class to make users communicate with remote procedure
conveniently by calling Mscm class. And combining with JADE platform to
implement a multi-agent system by the agent on terminal machine equipment of
each procedure locating that can control the location of local and remote procedure
at any time. When local procedure moves from a network region to another net-
work region, the agent of local procedure will tell JADE platform the latest
location, and notify the other remote procedure by JADE platform.

And local procedure can also periodically search the latest IP location of other
remote procedures, to ensure JADE platform notifying the loss of latest location.
And at the procedure carrying on communication aspect, local procedure has
already known the latest location of remote procedure which want to communicate
with through JADE platform, therefore can carry on a communication with that
procedure directly. We adopt user datagram protocol (UDP) here. It can faster
deliver the content to remote procedure, but UDP is an unreliable transport pro-
tocol so we do a check mechanism to judge if the content delivered to remote
procedure correctly; and do the content file for a backup, adopting transmission
control protocol (TCP) for TCP is a reliable transport protocol, although its effi-
ciency is not as fast as UPD, to ensure the accuracy of the content file that we
deliver, we use TCP as a transport mechanism to backup the content file.

119.4 Conclusion

When local procedure and remote procedure carry on communication, for the
problem of mobility, it will cause receiving content loss. The key problem gen-
erated when the procedure is moving : the IP changes. We custom a new class let
the local procedure of the users locating will be free from the influence of the
movement and communicate with remote procedure conveniently to reach content
without loss, accuracy receiving and delivering. Besides, the preservation method
of communication content among procedures, we propose three methods to dif-
ferent environment: centralized mechanism, distributed mechanism, and hybrid
mechanism, to satisfy communication not multifarious, multifarious communica-
tion and communication habit, unsure among procedures. Let users be able to
select a most appropriate method to implement their own system in different need
and different environment. We have already completed this system structure
currently, we will enhance our system in the future and continuously join speech
transmission function, etc.
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Chapter 120
Goodness-of-fit Testing for Lifetime
Distribution Based on Support
Vector Machines

Xin-yao Zou and Xiao-ling Lin

Abstract This chapter describes a goodness-of-fit testing method for lifetime
distribution that can be used to determine how well a sample of life data fits an
assumed distribution when dealing with small sample failure data. This method
transforms the examination of distribution function to machine learning problem
based on support vector machine. We describe the statistical detail of the algo-
rithms of least squares support vector machine and discuss how to make goodness-
of-fit testing using it. And the application of this methodology on goodness-of-fit
testing of Weibull distribution is presented.

Keywords Goodness-of-fit testing � Least Squares Support Vector Machines �
Weibull distribution

120.1 Introduction

For reliability assessment, pinpointing the underlying failure distribution of
microelectronic devices is an important task, the results of which can enable sound
reliability and maintenance decisions to be made. Generally, when dealing with
failure data, we make a hypothetic distribution according to histogram firstly, then
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to infer how well a sample of data fits the assumed distribution by using statistic
methods. This procedure has been classified as ‘‘goodness-of-fit’’ (GoF) test,
which provides the mathematical foundation for selecting the distribution model
that best fits the data.

There has been extensive research on GoF test to judge the fit of a distribution to
life data [1–4]. These GoF tests range from graphical plotting techniques (GPT), to
tests which exploit characterization results for the specified underlying model. GPT
is mostly used due to its simplicity and intuition, but the results of which has little
accuracy because of human factor. Chi-squared test was proposed by Karl Pearson
in 1990. This statistic is not suitable for many practical cases because it requires a
large sample size. Kolmogorov–Smirnov (K–S) test may be used for any sample
size, however this test has the following limitation: hypothesized distribution must
be continuous and all parameters of the hypothesized distribution are available.
Later, in the 1980s and 1990s, many researches have reported that the Cramer–
vonMises (C-M) and Anderson–Darling (A-D) statistics are more powerful for GoF
tests than the K–S statistic in most cases [5–7]. All those GoF tests are based on
classical statistics developed for large sample. In fact, we usually do not have
enough field failure data. This Chapter proposes a method based on statistical
learning theory (SLT) [8], which is a new statistical theory framework established
from finite samples, it provides a powerful theory fundament to solve machine
learning problems with small samples. Statistical learning theory was introduced in
the late 1960s. Before 1990s it was a purely theoretical analysis of the problem of
function estimation from a given dataset. In the middle of the 1990s, support vector
machines (SVM) based on the developed theory were proposed, which made SLT
not only a tool for the theoretical analysis, but also a tool for creating practical
algorithms for estimating multidimensional functions [9].

The idea of this method is to make a regression model according to the life
dataset by using SVM. It transforms the prediction of distribution function to
machine learning problem, shown in Fig. 120.1. The problem of learning is that of
choosing the function that predicts the supervisor’s response in the best possible
way, and the model accuracy obtained by SVM regression can be used to GoF
testing.

In the rest of this Chapter, we give a brief algorithm review of LS-SVM
regression and describe how to make goodness-of-fit testing using it in Sect. 120.2.
In Sect.120.3, we illustrate the feasibility of applying LS-SVM regression in
lifetime distribution examination for Weibull distribution and the concluding
remarks are given in Sect. 120.4.
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xFig. 120.1 A model of
learning from example
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120.2 Regression Using SVM and LS-SVM

120.2.1 Algorithms Review of LS-SVM Regression

Comparing with the traditional GoF statistics that judge the fitness according to an
assumed significance level, what we care mostly is the generalization ability of
learning machine for the goodness-of-fit testing by using machine learning. Bad
generalization ability means wide difference between the sample distribution and
total distribution. The generalization ability of SVM is based on the factors
described in structural risk minimization (SRM), which has greater generalization
ability and is superior to the empirical risk minimization (ERM) as developed for
large sample and adopted in neural networks, least squares method in the problem
of regression estimation and the maximum likelihood method in the problem of
density estimation. For SVM, one needs to minimize (120.1) in order to find the
regression estimation:

RðaÞ�RempðaÞ þ
Be
2

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 4RempðaÞ
Be

r

 !

ð120:1Þ

where the first term is an estimate of the empirical risk (the number of errors on the
training set) and the second is the confidence interval for this estimation. There
may be overfitting if one just minimizes the empirical risk. In this case, even if one
could minimize the empirical risk down to zero, the amount of errors on the test set
could be big. Therefore to avoid overfitting and generalize well, SVM minimizes
both of empirical risk and confidence interval.

SVM regression transforms this minimization problem into solving a convex
optimization problem, more specifically a quadratic programming (QP) problem.
This is obtained by employing the Vapnik’s e-insensitive loss function, formu-
lating the optimization problem and exploiting the Mercer condition in order to
relate the nonlinear feature space mapping to the chosen kernel function. However,
this constrained optimization programing leads to higher computational burden.
This disadvantage has been overcome by least squares support vector machines
(LS-SVM), which work with equality instead of inequality constraints and a sum
squared error (SSE) cost function [10, 11]. This reformulation greatly simplifies
the problem in such a way that the solution is characterized by a linear system,
which can be efficiently solved by iterative methods such as conjugate gradient
[12]. So in the simulation experiment, we use LS-SVM regression instead of SVM
to make the GoF testing for the lifetime distribution of MOS capacitors.

For LS-SVM, the regression estimation problem is formulated as the optimi-
zation problem:

min
w;b;e

Jðw; eiÞ ¼
1
2

wT wþ c
1
2

X

N

i¼1

e2
i
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subject to the equality constraints

yi ¼ wTuðxiÞ þ bþ ei; i ¼ 1; . . .;N: ð120:2Þ

With the application of the Mercer’s theorem on the kernel matrix X (as

Xij ¼ Kðxi; xjÞ ¼ uðxiÞTuðxjÞ; i; j ¼ 1; . . .;N), it is not required to compute
explicitly the nonlinear mapping uð�Þ as this is done implicitly through the use of
positive definite kernel functions Kðxi; xjÞ. Usually, several choices for Kðxi; xjÞare
possible.

(1) Linear kernel:Kðxi; xjÞ ¼ xT
i xj,

(2) Polynomial kernel: Kðxi; xjÞ ¼ ðxT
i xj=cþ 1Þd(polynomial of degree d, with c a

tuning parameter);

(3) Gaussian Radial Basis Function (RBF) kernel: Kðxi; xjÞ ¼ expð� xi � xj

�

�

�

�

2
=2r2Þ

(r is a tuning parameter)

The solution of this optimization problem is obtained by Lagrangian function
(120.3)

LLS�SVM ¼
1
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wT wþ c
1
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e2
i �

X

N

i¼1

aiðwTuðxiÞ þ bþ ei � yiÞ ð120:3Þ

where ai 2 R are the Lagrange multipliers, the conditions for optimality are
given by :
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After elimination of w and ei; the following linear system is obtained:

0 1T

1 Xþ I=c

� �

b

a

" #

¼
0

y

" #

ð120:5Þ

where y ¼ ½y1; . . .; yN �T ; a ¼ ½a1; . . .aN �T
The LS-SVM regression formulation is then constructed as follows:

yðxÞ ¼
X

N

i¼1

aiKðx; xiÞ þ b ð120:6Þ

where a; b are the solutions to (120.5).
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As we can see from Eq. 120.6, we can obtain the most suitable regression
function that predicts the supervisor’s response if only we get a; b and kernel
function K(x, xi). This means that the key of LS-SVM regression is to choose the
kernel function and kernel parameters [13–15].

120.2.2 Selection of Kernel Function and Parameters

Choosing different kernel function means using different learning machine to train
the data. Although there are several choices, we select RBF kernel as the kernel
function for LS-SVM regression. Because in LS-SVM, the estimation of the
support values is optimal in the case of a Gaussian distribution of the error vari-
ables due to the equality constraints [16]. For RBF kernel, there are two parameters
r2 and c to be determined, r2 is a tuning parameter and c is a regularization
parameter, which guarantees high generalization ability of the regression model.
These parameters usually are chosen by using the k-fold cross-validation tech-
nique, which can prevent the overfitting problem. In k-fold cross-validation, we
first divide the training set into k subsets of equal size. Sequentially one subset is
tested using the model trained on the remaining subsets. Thus, each instance of the
whole training set is predicted once so the cross-validation accuracy is the mean
square error (MSE) of actual output value and predictor value [17, 18]. At the
mean time, we recommend a coarse ‘‘grid-search’’ on r2and c during using cross-
validation. Basically pairs of ðr2; cÞ are tried and the one with the best cross-
validation accuracy is picked. After identifying a ‘‘better’’ region on the grid, a
finer grid search on that region can be conducted.

120.3 Application

120.3.1 Experiment

In this experiment, we use the LSSVM software package [9] based on Matlab to
perform the model training and testing. A complete sample is generated from the
two-parameter Weibull distribution with b = 2.5 and g = 30. The sample size is
20 and the failure times are as follows:

2.0541 s, 2.4248 s, 2.6247 s, 2.7663 s, 2.8565 s, 2.9653 s, 3.0253 s, 3.1046 s,
3.1570 s, 3.2149 s, 3.2809 s, 3.3499 s, 3.3911 s, 3.4404 s, 3.5086 s, 3.5410 s,
3.6109 s, 3.6584 s, 3.7495 s, 3.9396 s.

The parameters r2 and c of RBF kernel are estimated by 10-fold cross-
validation technique using the following steps [19]:

1. Set aside 2/3 of the data for the training/validation set and the remaining 1/3 for
testing. Table 120.1 and Table 120.2 show the training dataset and testing
dataset.

120 Goodness-of-fit Testing for Lifetime Distribution 1019



2. Starting from i = 0, perform 10-fold cross-validation on the training/validation
data for each (r2,c) combination from the initial candidate tuning sets
P

0¼ f0:5; 5; 10; 15; 25; 50; 100; 250; 500gand C0 ¼ f0:01; 0:05; 0:1; 0:5; 1; 5;
10; 50; 100; 500; 1000; 5000; 10000g.

3. Choose optimal (r2, c) from the tuning sets
P

i and Ci by looking at the best
cross-validation performance for each (r2, c) combination.

4. If i = imax (usually imax = 3), go to step 5; else i: = i ? 1, construct a locally
refined grid

P

i 9Ci around the optimal parameters (r2, c) and go to step 3.
5. Construct the regression LS-SVM using the total data set for the optimal choice

of the tuned parameters (r2,c).
6. Assess the test set accuracy by means of mean square error (MSE).

After the above procedure, the two optimal parameters of RBF kernel function
in the regression LS-SVM are r2 ¼ 34 and c ¼ 197:

To illustrate the generalization of this regression model, we predict the output
of training dataset and another test dataset with this regression model. Table 120.1
and Table 120.2 show the actual output, predictor output and MSE under training
dataset and testing dataset, respectively.

120.3.2 Discussion

The model accuracy of LS-SVM regression is characterized by mean square error
(Tables 120.1 and 120.2), which can be used to judge how well a sample of data
fits an assumed distribution instead of calculating p value and significance level.

Table 120.1 Results of
training/validation data under
RBF kernel function

True value Prediction
value

True
value

Prediction
value

2.0541 2.0831 3.2809 3.2905
2.4248 2.4104 3.3499 3.3445
2.6247 2.6059 3.3911 3.3966
2.8565 2.8597 3.5086 3.4983
2.9653 2.9537 3.6109 3.6034
3.1046 3.1075 3.6584 3.6616
3.1570 3.1731 3.7495 3.7293
3.2149 3.2337
MSE 1.9308e-004

Table 120.2 Results of
testing data under the LS-
SVM regression model

True value Prediction
value

True value Prediction
value

2.7663 2.7474 3.5410 3.5498
3.0253 3.0350 3.9396 3.8229
3.4404 3.4476
MSE 0.0028
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When we select a certain kernel function we should train the failure dataset with
different parameters until we get optimal MSE and fit curve. Otherwise, we should
choose other kernel function and parameters to train the data. From the MSE value
of training set and testing set, we can infer that LSSVM regression can be used to
goodness-of-fit testing of Weibull distribution.

This method is suitable for any sample size due to the solid statistical learning
theory foundation. Even for small failure data, LS-SVM can find a suitable
function that describes the inner relationship between the input and output by
learning the training dataset and predict the future information. By choosing
optimal kernel function and parameters, we can select the distribution model that
best fits the training data, and the good generalization ability guarantee a random
sample comes from some specific distribution. At the mean time, it has higher
accuracy than GPT without human factor. And it is convenient to use because all
of the calculations are conducted automatically with LS-SVM software.

120.4 Conclusion

This Chapter proposed an effective method based on statistical learning theory for
goodness-of-fit testing of lifetime distribution. The key of this method is to select
optimal kernel function and parameters in order to construct LS-SVM regression
model to train the failure dataset. It provides new idea to deal with the reliability
evaluation of microelectronic devices when we do not have enough failure data
due to the small sample theory foundation. In our tests, we examine the feasibility
of applying LS-SVM regression for goodness-of-fit testing of Weibull distribution.
In addition, this method can be applied to other distributions as well.
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Chapter 121
Research on Outsourcing or Self-Support
Decision-Making of Products Recall
Reverse Logistics

Guo Teng-da, Ou Chao-min and Yang Xi

Abstract To solve the problems of outsourcing or self-support decision-making
in the process of products recall, an ANP network graph of products recall reverse
logistics decision-making based on Analytic Network Process theory is estab-
lished; cost of reverse logistics, ability to deal with reverse logistics, risk and
organization of reverse logistics could be considered while making outsourcing or
self-support decisions about products recall reverse logistics. The outsourcing or
self-support decision-making processes which take HP PC recall incident as an
example are simulated and sensitively analyzed through Super Decisions software;
then weights of factors that influence products recall decision-making are
observed. At the same time a quantify thought to solve the decision-making
problems about reverse logistics is provided, and it can be useful for enterprises
operation. Finally, a further discussion is put forward.

Keywords Products recall � Outsourcing � Self-support � Analytic network
process
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121.1 Introduction

With the complexity of manufacturing techniques, the high frequency of manu-
facturing technology and the individuation of customers demand, enterprises
cannot evade defects absolutely in the processes of designing, producing, stocking,
transporting, assembling and marketing. When some products could threaten a
great number of customers’ security in some certain scope, enterprises need to
recall these products centrally; then, products recall logistics come into being.
Products recall logistics usually have the non-core processes, such as checking,
sorting, information imputing, assembling and transporting. These processes
usually have large workload, high precision request and strict time limit, which
make great challenge to enterprises. Thus, selecting excellent third-party reverse
logistics enterprises or creating high level reverse logistics operation capability is a
foundation job in products recall logistics [1].

Factors which influence the strategy of reverse logistics outsourcing and self-
support are a lot. Nowadays, research on logistics outsourcing and self-support
always focus on forward logistics. LIU Pingping studies logistics outsourcing risk,
and considers outsourcing risk as an important basis when decisions are made [2].
Zhou Haixia analyzes outsourcing decision-making for manufacturing from the
view of transaction cost economics, and concludes that complete outsourcing and
self-support are all seldom in manufacturing, the mode of mix-outsourcing are
selected more [3]. Yang Jin claims that switching cost in outsourcing decision-
making are very important, then outsourcing decision-making tables are estab-
lished [4]. The research above are usually from the point of risk and cost when
considering factors about logistics outsourcing decision-making, and not consider
reverse logistics outsourcing decision-making as an important field. Reverse
logistics are more complex than forward logistics, and the establishment of
information system is different from forward logistics, academe does not have the
accomplished fruit about whether reverse logistics network needs to be integrated
with forward logistics yet; thus, some theories about forward logistics decision-
making cannot instruct reverse logistics. It is a strategic decision-making whether
selecting third-party logistics or not, only the factors influencing reverse logistics
are analyzed such as reverse logistics cost, reverse logistics disposal capability.
Risk and reverse logistics organization in detail, could appropriate reverse logistics
operation mode to be selected.

Products recall is a typical form of reverse logistics; the uncertain and unpre-
dictable characters of reverse logistics are embodied in reverse logistics recall
entirely. Basing on Analytic Network Process theory, this paper analyzes factors
influencing products recall process, takes HP PC recall event as a case study,
quantifies factors weight, simulates the decision-making processes, calculates its
sensitivity and hopes to provide reference on products recall practice.

1024 G. Teng-da et al.



121.2 Analysis of Factors Influencing Outsourcing
or Self-support Decision-making
in Products Recall Processes

121.2.1 Theory of Analytic Network Process

Analytic Network Process (ANP) is a system analysis theory provided by Pro-
fessor T. L. Satty of Pittsburgh University. It can be traced back to Analytic
Hierarchy Process (AHP). ANP takes the opinion that: factors in network are
interactional (A ? B means A is influenced by B), in the meantime, feedback
relationship exists in elements of factors, these influences and feedback must be
considered in decision-making. The situation above is not concluded in AHP
theory; AHP is an especial situation of ANP [5–7].

ANP describes the influence and feedback relationship by table form qualita-
tively; each side of arrowhead denotes that factors are interactive. At the same
time, ANP describes the influence and feedback extent among factors quantita-
tively through matrix format, it compares factors indirect priority degree, estab-
lishes relationship judgment matrix, sorts variables got from latent root calculation
method, after normalized and weighted function, weighted super matrix are
gained. Then, make the weighted super matrix self-multiply several times, till it
goes to stabilization which is to say that the sort variables are not changed, limit
matrix are calculated. The row vector of limit matrix is limit mix weight; selection
plan can be determined by these processes [8]. Comparatively essentiality index
can be obtained by expert judgment and questionnaire.

121.2.2 Analysis of Factors Influencing Products Recall
Reverse Logistics Outsourcing and Self-support

Based on above analysis, ANP network is established and shown in Fig. 121.1.
The aim of this chapter is to make the decisions of whether outsourcing or self-

support in the processes of products recall. The problem is divided into each
element group; element groups are made up of elements. The goal element group
is reverse logistics decision-making element. It is influenced by four criteria ele-
ment groups, which are reverse logistics cost, reverse logistics disposal capability,
risk and reverse logistics organization.

1. Reverse logistics cost subelements analysis. Outsourcing Products recall
reverse logistics can lead the happening of transaction cost and switching cost [4].
If enterprises want to outsource the whole reverse logistics activities in the pro-
cesses of products recall, the cost of enterprises in this situation include trade cost,
transaction cost and fees paid to third-party reverse logistics. These cost can be
included in operation cost, the existence of trade cost and transaction cost always
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cannot reduce cost in the early periods of logistics outsourcing [9]. If enterprises
only want to outsource partial reverse logistics activities, the operation cost
includes disposal cost when self-support and fees paid to third-party reverse
logistics. If enterprises self-support the whole reverse logistics activities in the
processes of products recall, all the cost in these processes could be included in
operation cost. Enterprises need to take budgeting value of cost into consideration
when making outsourcing or self-support decisions [3, 4, 9].

2. Reverse logistics disposal capability subelements analysis. Disposal capa-
bility focuses on activities to be decided whether outsourcing or not, such as infor-
mation collection, sorting, transportation, assembling and so on. Information flow is
the lead of logistics; the information technology in the processes of products recall
includes transportation management system, stock management system, defect
analysis system, quality ascending system, customer management system, etc. The
perfect degree of information technology is an important basis when decision-
making. Products recall has emergent characters; the factors lead to recall activities
are always unfamiliar to enterprise. Thus, the capability of contingency planning
support must be considered.

3. Risk subelement analysis. The uncertain and unpredictable characters of
recall processes make the management risk happen when managing human
resource, supervising and controlling copartners, mastering technology and solving
conflict of economy and environment. Financial risk existing in reverse logistics is
more obvious than that in forward logistics. Shadow cost are a lot in products
recall reverse logistics; only these cost are taken into consideration, could financial
risk be reduced. The integration of reverse logistics recall centers and transpor-
tation centers is not got success in practice, some bidirectional logistics managers
claims that disposal processes are always overextended themselves when inte-
gration. Thus, separate reverse logistics recall centers are necessary. The R&D of

Fig. 121.1 ANP network of products recall logistics decision-making
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reverse logistics information system and the establishment of recall center occupy
a lot of capital. Also, payoff period is long, which is easy to lead to the failure of
marketing operation. In this situation, inter logistics innovation capability may be
fallen after outsourcing. These factors constitute enterprises marketing risk.

4. Reverse logistics organization subelement analysis. To harmonize reverse
logistics activities, a high-efficient and authoritative organization system must be
set up. It can control the operation of logistics, and can dispose all kinds of
problems and emergency duly and effectively [10]. The rationality of reverse
logistics organization is important for outsourcing or self-support decision-mak-
ing. Before making decisions, enterprise must clear the copartners’ human
resource management system and information management system, and at the
same time emergency response plan must always must be considered.

The alternatives group includes two elements: outsourcing and self-support.
The interaction of each element is described by arrowhead; annular arrowhead
means that there are interaction and feedback system among elements. In
Table 121.1, cost, reverse logistics disposal capability, risk, organization and their
subelements are not separate. For example, among criteria group, the rationality of
organization could affect the amount of cost and degree of risk simultaneously.
The level of reverse logistics disposal capability could affect the amount of cost,
and so on. Among subelements, the degree of information technology could affect
process disposal capability and contingency planning support capability. The
feedback function among these elements is included in ANP network and calcu-
lation subsequently.

Table 121.1 Limited matrix

Cluster node labels 1 Goal 2 Criteria

Reverse
logistics
decision-
making
goal

Reverse
logistics
disposal
capability

Reverse
logistics
cost

Reverse
logistics
organization

Reverse
logistics
risk

1 Goal Reverse logistics
decision-
making goal

0.000000 0.000000 0.000000 0.000000 0.000000

2 Criteria Reverse logistics
disposal
capability

0.287067 0.287067 0.287067 0.287067 0.287067

Reverse logistics
cost

0.113951 0.113951 0.113951 0.113951 0.113951

Reverse logistics
organization

0.428190 0.428190 0.428190 0.428190 0.428190

Reverse logistics
risk

0.170792 0.170792 0.170792 0.170792 0.170792
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121.3 Case Study: Recall of Defective PC in HP

A total of 900,000 PC recall incident makes HP become the first company to eat
‘‘recall crab’’ in electronic industry [11]. From discovering defects to putting out
recall public announcement, HP Company is under a lot of pressure. Recall pro-
cesses existing in HP Company are shown in Fig. 121.2.

These recall processes include sorting, checking, subdividing, discharging,
information inputting, information sorting and other activities, which relate to non-
core logistics activities in electronic manufacturing processes. And these activities
above have an amount of workload and a high request for time and precision. HP
Company takes these reverse logistics into consider whether outsourcing or self-
support.

This chapter takes UPS as an outsourcing parameter reference, simulates HP
Company decision-making processes according to HP data collected and provides
a quantified view for decision-making.

121.3.1 Simulation

In ANP network shown in Table 121.1, comparing pair-wise elements which have
feedback relationships, using professor judgment technology, and 16 relationship
judgment matrix are obtained. As the calculation of ANP limit matrix is complex,
especially in the situation of several elements having the feedback relationships,
Super Decisions (SD) software are used to simulate.

Limited to the length of paper, relationship judgment matrixes are not laid in
detail. Adjusting the value using SD software and making them according to
consistency test, then stability about the results are calculated, limited matrix is
obtained as in Table 121.1.

According to limited matrix, the degree of criteria group influenced by goal
group is: reverse logistics organization [ reverse logistics disposal capabil-
ity [ reverse logistics risk [ reverse logistics cost, which means that the reverse
logistics organization and disposal capability are important factors while decisions
are made.

After clearing the weight index of each decision-making factors, the results are
shown in Fig. 121.3, which means that the method of outsourcing is better than
self-support. (outsourcing graphic is the above one).

121.3.2 Sensitivity Calculation

Sensitivity calculation is to analyze the influence of factors about final decision-
making. Selecting reverse logistics disposal capability and combined elements
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which are composed by cost and reverse logistics capability as experimental
objects, observing the change of decision-making when elements are changed, and
then products recall logistics outsourcing or self-support are analyzed.

1. Reverse logistics disposal capability is selected as separate experiment
variable. The weight is from 0 to 1, and 0.1 is considered as its step. The changes
of priority of outsourcing and self-support when the weight of reverse logistics is
changed are observed. In Fig. 121.4, vertical axis is described as priority; hori-
zontal axis represents the step of experiment. When the weight of reverse logistics
changes, the priority curves of outsourcing and self-support are changed accord-
ingly. The difference of outsourcing and self-support curve is getting greater when
disposal capability weight is increased, and the priority value of outsourcing is
always more than self-support. This means that the third-party logistics selected
have more priority than the company itself.

2. Reverse logistics disposal capability and risk are selected as combined
experimental variables. The weight is from 0 to 1, 0.1 is considered as its step.
When the weight changes, the priority of decision-making changes and shown in
Fig. 121.5. In Fig. 121.5a, in the broken line position, these two variables com-
bined weights are: (reverse logistics disposal capability 0.0001, risk 0.97), it is a
position where self-support priority curve gets its top, and outsourcing priority
curve gets its bottom. The self-support curve is over outsourcing curve.

Fig. 121.3 Priority degree

Checking list with
HP record finally

Checking numbers,
identify name, and
check recovery bill

Confirming products
flow in detail in the

best times

Checking according to
dealers, categories, 

numbers in logistics
center after recovery

Labeling according
to different dealers

so as to prevent
mixture

Confirming products
categories, quantity and
numbers according to

production processes record

Dealing with
recovery products

Fig. 121.2 Recall processes in HP
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We can see that, in this time, the difference of weight between reverse logistics
disposal capability and risk is the most. The weight of disposal capability falls
behind the weight of risk, which validates the result of experiment, and which is
also to say that the third-party logistics selected has advantages in reverse logistics
disposal capability. In the position of broken line in Fig. 121.5b, the two variables
combined weights are: (reverse logistics disposal capability 0.80, risk 0.02). In this
time, the priority curve of outsourcing is near its wave crest, and the priority curve
of self-support is near its wave trough. Outsourcing priority curve is over self-
support priority curve. In this time, the weight of reverse logistics is low. Thus, if
the third-party logistics enterprise is selected, in the first period, there are no
obvious effects on risk elusion, which is to say that operating logistics by itself has
more advantages in risk control.

121.4 Conclusions

Outsourcing or self-support reverse logistics is influenced by reverse logistics cost,
reverse logistics disposal capability, risk and reverse logistics organization. The
quantitative analysis of factors influence reverse logistics can make enterprise clear
the state and level of logistics system at present. After clearing what is more
important to reverse logistics decision-making, enterprise can make decisions
according to this.

This chapter provides a method about decision-making in manufacturing. ANP
can be used in many intelligent decision-making fields, such as third-party reverse
logistics suppliers’ selection, reverse logistics system evaluation and so on.
Qualified simulation is helpful for decision-making, different enterprises and dif-
ferent industry may set the parameters which relate to decision-making itself.
However, ANP method has its limitations: first, managers need to be familiar with

Fig. 121.4 Sensitivity analysis selecting reverse logistics disposal capability as separate
experimental variable
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‘‘what–if’’ judgment method, and the results of model highly depend on the weight
assignment; second, it would be a complex job when factors in ANP network are a
lot.
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Chapter 122
Determining Similarity Between Concepts
in Corpus

Li Chen, Zi-lin Song, Zhuang Miao and Cheng-jian Wang

Abstract The research on concept similarity plays a very important role in
information retrieval, artificial intelligence and so on. In this paper, we focus on
the method to measure the similarity between concepts using a corpus. We propose
an approach to measure concept similarity using the association rule mining in a
corpus. With the improvement of the most influential algorithm Apriori, we can
measure the similarity between concepts in a corpus fast and precisely.

Keywords Concept similarity � Association rule mining � Association similarity �
Apriori algorithm

122.1 Introduction

The study of concept similarity has long been an integral part of information
retrieval, artificial intelligence and cognitive science. Whether in academia or
industry, the measurement of similarity between concepts has been widely used,
such as word sense disambiguation [1], detection and correction of word spelling
errors (malapropisms) [2], images retrieval [3], documents retrieval [4], automatic
hypertext links [5], etc. In particular the concept similarity has been used in
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Semantic Web- related applications such as automatic annotation of Web pages
[6], community mining [7], and keyword extraction [8].

The majority of the semantic similarity metrics employed today uses hand
crafted resources, e.g., ontology and most commonly WordNet. The use and
maintenance of ontology is a costly task. Also the resources are not ubiquitous and
provide no information for words or concepts not included in the ontology.
Continuously updating the ontology is a time-consuming and tedious task,
demanding human labor and often expert knowledge.

Recently there has been much research interest in developing corpus-based
approaches for estimating semantic similarity for concepts. Most approaches share
a common assumption: similar concepts have similar distributional behavior in a
corpus.

In this paper we mainly focus on the method to measure the similarity between
concepts using a corpus. We propose an approach to measure concept similarity
using the association rule mining in a corpus. With the improvement of the most
influential algorithm Apriori, we can measure the similarity between concepts in a
corpus fast and precisely.

The remainder of this paper is organized as follows: In Sect. 122.2 the
knowledge of association rules in data mining is introduced. Then we propose an
approach to measure association similarity in Sect. 122.3. The example of our
approach is given in Sect. 122.4. Section 122.5 gives some related work. The last
section presents the conclusions and the future work.

122.2 Association Rule Mining

Association rule mining [9, 10] is an important aspect of data mining. Association
rule mining search for interesting relationships among items in a given data set.
Let J ¼ fi1; i2; . . .; img be a set of all items (in this paper a concept is an item). Let
D, the task-relevant data, be a set of database transactions where each transaction
T is a set of items such that T � J: Each transaction is associated with an identifier,
called TID: Let A be a set of items. A transaction T is said to contain A if and only
if A � T: An association rule is an implication of the form A) B; where A �
J; B � J; and A \ B ¼ [ The rule A) B holds in the transaction set D with
support s; where s is the percentage of transactions in D that contain A [ B (i.e.,
both A and B). This is taken to be the probability, PðA [ BÞ: The rule A) B has
confidence c in the transaction set D if c is the percentage of transactions in
D contain A that also contain B. This is taken to be the conditional probability,
PðBjAÞ: That is,

supportðA) BÞ ¼ PðA [ BÞ ð122:1Þ

confidenceðA) BÞ ¼ PðBjAÞ ð122:2Þ
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Rules that satisfy both a minimum support threshold ðmin supÞ and a minimum
confidence threshold ðmin confÞ are called strong.

A set of items is referred to as an item set. An item set that contains k items is a
k � itemset: The occurrence frequency of an item set is the number of transactions
that contain the item set. This is also known, simply, as the frequency, support
count, or count of the itemsst. An itemset satisfies minimum support if the
occurrence frequency of the item set is greater than or equal to the product of
min sup and the total number of transactions in D. The number of transactions
required for the itemset to satisfy minimum support is therefore referred to as the
minimum support count. If an item set satisfies minimum support, then it is a
frequent itemset. The set of frequent k � itemset is commonly denoted by Lk:

Association rule mining is a two-step process:

1. Find all frequent itemsets: By definition, each of these item sets will occur at
least as frequently as a predetermined minimum support count.

2. Generation strong association rules from the frequent item sets: By definition,
these rules must satisfy minimum support and minimum confidence.

Apriori is an influential algorithm for mining frequent itemsets. The name of
the algorithm is based on the fact that the algorithm uses prior knowledge of
frequent item set properties. Apriori employs an iterative approach known as a
level-wise search, where k � itemsets are used to exploreðk þ 1Þ � itemsets: First,
the frequent 1� itemsets is found. This set is denotedL1: L1 is used to find L2; the
frequent 2� itemsets; which is used to find L3; and so on, until no more frequent
k � itemsets can be found. The finding of each Lk requires one full scan of
database. In order to use the Apriori property, all nonempty subsets of a frequent
item set must also be frequent. This property is based on the following observation.
By definition, if an item set I does not satisfy the minimum support threshold,
min sup; then I is not frequent, that is, PðIÞ\min sup: If an item A is added to the
item set I, then the resulting item set (i.e. I [ AÞ cannot occur more frequently than
I. Therefore, I [ A is not frequent either, that is PðI [ AÞ\min sup:

122.3 Association Similarity

The Apriori algorithm is only used to find the association rules; we need another
method to measure the similarity between concepts.

Let FC ¼ fc1; fc2; . . .; fcnf g be the set of feature concepts, C ¼ Ia; Ibf g be the
set of testing concepts (the measurement of similarity cannot but process between
two concepts), the vector of testing concept can be denoted as:

VIa ¼ conðfc1 ) IaÞ; conðfc2 ) IaÞ; . . .; conðfcn ) IaÞf g ð122:3Þ

VIb ¼ conðfc1 ) IbÞ; conðfc2 ) IbÞ; . . .; conðfcn ) IbÞf g ð122:4Þ
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Let VIa and VIb be the vector of testing concept Ia and Ib; the association
similarity between Ia and Ib can be denoted as:

fsimðIa; IbÞ ¼
Pn

i¼1 VIai � VIbi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�

Pn
i¼1 V2

Iai

��

Pn
i¼1 V2

Ibi

�

r ð122:5Þ

122.4 The Example of Algorithm

In order to interpret the algorithm more clearly, we give a concrete example. Let
I ¼ fI1; I2; . . .; I14g be the concept set which contains 14 concepts. There are ten
contexts in a given corpus (note that the corpus in reality is much larger). Each
context contains one or more concepts. The support count threshold minr ¼ 3 (for
simplicity, we use support count threshold here, corresponding support thresh-
oldmin sup ¼ 30%Þ: We need to measure the similarity between the concept I7

and the concept I8:

(1) The given corpus; Table 122.1
(2) Scan the corpus and generate candidate1� concept sets; Table 122.2
(3) According to min sup;. generate frequent 1� concept sets; Table 122.3
(4) Remove the testing concept I7; I8; Table 122.4
(5) Connect and generate the candidate2 � concept sets; Table 122.5
(6) Generate the vector of testing concept:

Table 122.1 The given corpus

TID Concept sets TID Concept sets

01 I1; I7; I8; I9; I14 06 I1; I4; I7; I12

02 I2; I3; I9; I11 07 I1; I10; I13; I14

03 I1; I5; I7; I8; I12 08 I2; I10; I14

04 I1; I3; I5; I6; I13 09 I5; I6; I7; I12

05 I1; I3; I4; I9; I14 10 I1; I2; I5; I7; I8

Table 122.2 Candidate1� concept sets

Concept sets Support count Concept sets Support count

I1 7 I8 3
I2 3 I9 3
I3 3 I10 2
I4 1 I11 1
I5 4 I12 3
I6 2 I13 2
I7 5 I14 4
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confidenceðIk ) I7Þ ¼
rðIk [ I7Þ

rðIkÞ
� 100%

confidenceðIk ) I8Þ ¼
rðIk [ I8Þ

rðIkÞ
� 100%

VI7 ¼ f0:57; 0:33; 0; 0:75; 0:33; 1; 0:25g

VI8 ¼ f0:43; 0:33; 0; 0:5; 0:33; 0:33; 0:25g:

(7) Finally calculate the association similarity between I7 and I8

simðI7; I8Þ ¼
Pn

i¼1 V7i � V8i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�

Pn
i¼1 V2

7i

��

Pn
i¼1 V2

8i

�

r ¼ 0:922:

Table 122.3 Frequent 1� concept sets

Concept sets Support count Concept sets Support count

I1 7 I8 3
I2 3 I9 3
I3 3 I12 3
I5 4 I14 4
I7 5

Table 122.4 Processed frequent 1� concept sets

Concept sets Support count Concept sets Support count

I1 7 I9 3
I2 3 I12 3
I3 3 I14 4
I5 4

Table 122.5 Candidate2� concept sets

Concept sets Support count Concept sets Support count

ðI7; I1Þ 4 ðI8; I1Þ 3
ðI7; I2Þ 1 ðI8; I2Þ 1
ðI7; I3Þ 0 ðI8; I3Þ 0
ðI7; I5Þ 3 ðI8; I5Þ 2
ðI7; I9Þ 1 ðI8; I9Þ 1
ðI7; I12Þ 3 ðI8; I12Þ 1
ðI7; I14Þ 1 ðI8; I14Þ 1
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122.5 Related Work

The approaches for semantic similarity based on ontology can be grouped into
edge-based measures which consider the length of the paths that link the words, as
well as the positions of words in the taxonomic structure[11], Information Content
measures which find the difference of the contextual information between words as
a function of their occurrence probability with respect to a corpus[12]. Hybrid
methods combine synsets with word neighborhoods and other features[13] .

On the other side, corpus-based measures are based on a statistical analysis of a
large text corpus. They have the advantage of being self-independent; they do not
need any external knowledge resource, which can overcome the coverage problem
in ontology-based measures. In this category, we can find co-occurrence-based
measures [14] [15] and context-based measures [16][17].

Turney [15] presents a simple unsupervised learning algorithm for recognizing
synonyms, based on statistical data acquired by querying a Web search engine.
The algorithm, called PMI-IR, uses Pointwise Mutual Information (PMI) and
Information Retrieval (IR) to measure the similarity of pairs of words. However,
co-occurrence refers to the more general phenomenon of concepts that are likely to
be used in the same context instead of the similarity of two concepts.

Sahami [16] measured similarity between two queries using snippets returned
for those queries by a search engine. For each query, they collected snippets from a
search engine and represented each snippet as a TF-IDF- weighted term vector.
Similarity between two queries was then defined as the inner product between the
corresponding vectors. They did not compare their similarity measure with
ontology-based similarity measures.

122.6 Conclusions and Future Work

In this paper we first give the definition of the concept similarity. Then we propose
an approach to measure association similarity using improved Apriori algorithm
which is usually used to mining association rules in large database. According to
our approach, we can measure the similarity between concepts fast and precisely.

Our future work is about the improvement of similarity measurement including
the better corpus selection and combining our approach with ontology. The
application of our research will also be the future work in our plans. The hybrid
methods to measure the similarity between concepts can be used in natural
language processing, information retrieval, semantic Web and is worthwhile for
deeper research.
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Chapter 123
Measuring Similarity Between Concepts
Based on Ontology

Li Chen, Ying Zhang, Zi-Lin Song and Zhuang Miao

Abstract Similarity denotes the relatedness of two entities. Determining similarity
of two entities is an important problem in the domain of software engineering,
artificial intelligence, information retrieval, Web service. In this paper, we analyze
the construction of HowNet which is a widely used Chinese-English bilingual
ontology and propose a novel approach for calculating the similarity of sememes
which are the most important element of HowNet. Then we calculate concept
similarity in the foundation of sememes similarity. Compared with the other
WordNet-based methods, our HowNet-based approach can measure the similarity
between concepts precisely as well.

Keywords HowNet � Sememes superposition � Sememes difference � Hierarchy
depth � Concept similarity

123.1 Introduction

The word ‘‘ontology’’ has a long history in philosophy known as metaphysics,
which deals with the nature of the reality of what exists. But if mentioned in
computer science, the ontology is an explicit specification of a conceptualization,
that is, ontology is a description (like a formal specification of a program) of
concepts and relationships [1, 2].
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Research on ontology is becoming increasingly widespread in the computer
science community. Currently one of the most active areas of research is calcu-
lating similarity between concepts in ontology. The similarity calculation is
used in a wide range of fields such as semantic web, search engines, natural
language processing, knowledge engineering, information extraction and retrieval.
However, how to improve the precision of similarity calculation has been the
bottleneck of using the ontology.

Many approaches for similarity calculation based on the ontology have been
proposed in the literature. These are classified into three main categories. Edge
Counting Methods: Measure the similarity between two terms (concepts) as a
function of the length of the path linking the terms and on the position of the terms
in the taxonomy [3, 4]. Information Content Methods: Measure the difference in
information content of the two terms as a function of their probability of occur-
rence in a corpus [5–7]. In this work WordNet [8] is used as a statistical resource
and information content is computed according to the probabilities of occurrence
of terms. This approach is independent of the corpus and also guarantees that the
information content of each term is less than the information content of its
subsumed terms. This constraint is common to all methods of this category.
Computing information content from a corpus does not always guarantee this
requirement. Hybrid methods combine the above ideas [9–11]. All the approaches
mentioned above use WordNet as the knowledge base. The WordNet which is
based on synsets is constructed to allow a user to easily distinguish between
different senses of a word and to represent one underlying concept.

Besides WordNet, there is another important ontology called HowNet [12].
It is a Chinese–English bilingual ontology which provides plenty of knowledge for
natural language processing applications [13]. As the concepts described in How-
Net are represented in both English and Chinese, the methods based on HowNet are
able to measure similarity between two concepts in different languages. This
contributes a lot to cross-lingual applications such as machine translation and cross-
lingual information retrieval. In this paper, we analyze the construction of HowNet
and propose a novel approach for calculating the similarity of sememes which are
the most important elements of HowNet. In the foundation of sememes similarity,
we calculate concept similarity using improved Hungarian algorithm.

The remainder of this paper is organized as follows. In Sect. 123.2 we intro-
duce the construction of HowNet. In Sect. 123.3, we propose a novel approach for
calculating the sememes similarity. Then we introduce the Hungarian algorithm
and improve it for calculation of concept similarity. The last section presents the
conclusions and future work.

123.2 Main Knowledge about HowNet

In contrast to WordNet, HowNet is built using a constructive approach: basic
units of meaning which are called sememes are used to build up concept
definitions and do not put all of the concepts directly into a tree, but describes
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them by a set of sememes. The philosophy behind HowNet is based on the idea
that all things are in constant motion and are ever changing in a given time and
space. Attributes can be used to record the changes as things evolve from one
state to another. A concept can, therefore, be defined by setting the values of
different attributes for each thing. Given a set of sememes representing things,
attributes, and their values, HowNet gives a definition for any word and any of
their particular senses.

There are more than 2000 sememes in the current version of HowNet. The
sememes are classified into 10 categories. The sememes in each category are
organized in a hierarchical tree.

123.3 Calculation of Sememes Similarity

As we have described above, HowNet do not put all of the concepts directly into a
tree, so we cannot calculate the similarity between two concepts directly.
In HowNet, the concepts are described by a set of sememes. We may calculate the
similarity between two sememes in advance.

The sememes in HowNet are organized in a hierarchical tree. So we may
calculate the sememes similarity through this tree. Three main factors which
influence the calculation are discussed below.

Sememes Superposition which is denoted as sðai; ajÞ;where ai and aj represent the
testing sememes. The Sememes Superposition is the number of the same upper
sememes which are above the testing sememes. The Sememes Superposition indi-
cates the homology of testing sememes. Let rðaiÞ be the set of sememes from ai to
root and jjrðaiÞjj represent the number of all items in the set rðaiÞ;
thensðai; ajÞ ¼ jjrðaiÞ \ rðajÞjj: We give a simple hierarchical tree of sememes as
shown in Fig. 123.1 to explain the calculation. In Fig. 123.1, according to the def-
inition above jjrðn3Þjj ¼ 3; jjrðn4Þjj ¼ 3; jjrðn8Þjj ¼ 4 and sðn3; n4Þ ¼
2; sðn3; n8Þ ¼ 3: The Sememes Superposition is proportional to the similarity
between testing sememes.

Sememes Difference which is denoted as dðai; ajÞ: The Sememes Difference is
the subtraction between the number of all upper sememes and the Sememes
Superposition. The Sememes Difference indicates the difference of testing seme-
mes. Mathematically, dðai; ajÞ ¼ jjrðaiÞ [ rðajÞjj � jjrðaiÞ \ rðajÞjj: In Fig. 123.1,
dðn3; n4Þ ¼ 2; dðn3; n8Þ ¼ 1: The Sememes Difference is inversely proportional
to the similarity between testing sememes.

Hierarchy Depth which is denoted as hðaiÞ: The Hierarchy Depth is the hier-
archy of sememes in the sememes tree. The similarity of testing sememes is
proportional to the total summation of the hierarchy depth of testing sememes,
and inversely proportional to the subtraction of the hierarchy depth of testing
sememes, such that in Fig. 123.1, simðn8; n9Þ[ simðn3; n4Þ and simðn8; n3Þ[
simðn8; n1Þ:
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Taking consideration of all these factors above, we propose the equation for
calculating the sememes similarity as follows:

sim0ðai; ajÞ ¼
sðai; ajÞsðhðaiÞ þ hðajÞÞ

dðai; ajÞ � ðjhðaiÞ � hðajÞj þ 1Þ ð123:1Þ

where sðai; ajÞ represents the sememes superposition; dðai; ajÞ represents the
sememes difference; hðaiÞ; hðajÞ represents the hierarchy depth; s represents the
adjustable coefficient.

The next work is to normalize the result of our calculation so that the range of
similarity is [0, 1]. The proposed equation for normalization is as follows:

simðai; ajÞ ¼ 1� x�sim0ðai;ajÞ ð123:2Þ

where x represents the normalization parameter whose value is greater than 1.
The greater thex the faster our result close to 1.

123.4 Determining Concept Similarity Using
Improved Hungarian Algorithm

123.4.1 Mathematical Model of Concept Similarity

In HowNet, the concepts are described by a set of sememes. The calculation of
similarity between concepts can be derived from the similarity between sememes.

Definition: sememes matrix (abbreviated as SMÞ: Let ða1; a2; . . .; anÞ represent
the set of sememes which construct the concept CPa; and ðb1; b2; . . .; bmÞ repre-
sents the set of sememes which construct the concept CPb: In order to calculate the
similarity between CPa and CPb; the SM is constructed as follows, where
simðai; bjÞ represents the sememes similarity, i.e. SM ¼ ðsimðai; bjÞÞn�m

n0

n2n1

n7n4 n5 n6n3

n13n11 n12n10n8 n9

Fig. 123.1 A simple
hierarchical tree
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ðsimðai; bjÞÞn�m b1 b2 � � � bm

a1 simða1; b1Þ simða1; b2Þ � � � simða1; bmÞ
a2

..

.

simða2; b1Þ

..

.

simða2; b2Þ

..

.

� � �

. .
.

simða2; bmÞ

..

.

an simðan; b1Þ simðan; b2Þ � � � simðan; bmÞ

ð123:3Þ

Then the calculation of similarity between concepts can be transformed into
finding the optimum solution of assignment problem from the sememes matrix.
When we calculate the concept similarity denoted as simðCPa;CPbÞ; it is required
to build a sememes assignment plan which fits one to one matching between ai and
bj: To build the mathematical model, we import 0-1 variables:

xij ¼
1 ai match with bj

0 ai not mach with bj

�

ði ¼ 1; . . .; n; j ¼ 1; . . .;mÞ ð123:4Þ

The mathematical model for calculating concept similarity is shown as follows:

simðCPa;CPbÞ ¼
P

n

i¼1

P

m

j¼1
xijsimðai; bjÞ

s:t:

P

n

i¼1
xij ¼ 1 ðj ¼ 1; . . .;mÞ

P

m

j¼1
xij ¼ 1 ði ¼ 1; . . .; nÞ

xij ¼ 0 or 1 ði ¼ 1; . . .; n; j ¼ 1; . . .;mÞ

8

>

>

>

>

<

>

>

>

>

:

ð123:5Þ

The key to this problem is making use of the property of Hungarian algorithm
[14]: if we subtract a constant k from each element of some rows (or some
columns) in SM and get a new matrix SMð0Þ; then the two matrixes have the same
optimum solution of assignment problem.

123.4.2 Improvement of Hungarian Algorithm

However, the Hungarian algorithm is designed to solve minimum assignment
problems and may not adapt to the problem in this paper because we need to
calculate maximum concept similarity. We make a matrix transformation to solve
the problem in this paper. Supposing z is the maximum element of the matrix SM,

let matrixSM
0 ¼ ðsimðai; bjÞ

0
Þn�m ¼ ðz� simðai; bjÞÞn�m; then the minimum

assignment problems of SM
0

has the same optimum solution as the maximum
assignment problems of SM.

There is another problem we have met with so we need to propose another
approach to solve it. In practice, the number of sememes which construct the
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concepts is always unequal to each other, i.e. n 6¼ m: In this condition, we need to
preprocess the sememes matrix. There are mainly two approaches:

Addition of 0. In the sememes matrix SM, supposingn [ m; we add several
vacant sememes. The number of vacant sememes is n� m and let sim ai; bkð Þ ¼ 0
where k ¼ mþ 1;mþ 2; . . .; n and i ¼ 1; 2; � � � n: This method imports vacant
sememes and sets the similarity between vacant sememes and other sememes is 0.

Subtraction of the last. Supposing An ¼ fa1; a2; . . .; ang; there are m sorting
schemes for An which sort ascendingly by the value of elements in An and it can be
denoted as t ¼ fao; ap; . . .; aqg: The list of sorting schemes can be denoted
asft1; t2; . . .; tmg: For any element ai of An in any sorting scheme tj; we define its
grade as CjðaiÞ equals to the amount of the elements in tj which follow ai: For ai;

its finally sorting grade is CðaiÞ ¼
Pm

k¼1 CkðaiÞ: Now delete ðn� mÞai at the end
of this sorting. In order to reduce the inaccuracy, we set a threshold denoted as r.
If in the ai which is to be deleted, if there is no data greater than r, then keep this ai

alive until deleting ðn� mÞai: The example is as follows:

simðai; bjÞn�m b1 b2 b3 total
a1 0:752 0:823 0:652 7
a2 0:953 0:250 0:30 3
a3 0:10 0:381 0:923 4
a4 0:451 0:752 0:51 4

simðai; bjÞn�m b1 b2 b3 total
a1 0:752 0:823 0:652 7
a2 0:953 0:250 0:30 3
a3 0:10 0:381 0:923 4
a4 0:451 0:752 0:51 4

As shown on the left, if we do not set r, a2 is deleted. On the contrary, if we set
r ¼ 0:9; a4 is deleted. In our example, it is more reasonable to delete a4 than a2:

The method of addition of 0 imports vacant sememes and makes the result
smaller than the ideal value. The method of subtraction of the last wipes off several
sememes which are at the end of the sorting and make the result greater than the
ideal value. We use these two methods synthetically. Let simðCPa;CPbÞ1 be the
result of addition of 0 and simðCPa;CPbÞ2 be the result of subtraction of the last,
then the finally result can be denoted as:

simðCPa;CPbÞ ¼ lsimðCPa;CPbÞ1 þ ksimðCPa;CPbÞ2 ð123:6Þ

Where lþ k ¼ 1; 0\l\1; 0\k\1:

123.5 Conclusions and Future Work

In this paper, we analyze the methods for calculating concept similarity based on
ontology and introduce an important bilingual ontology called HowNet. Compared
with WordNet, HowNet does not put all of the concepts directly into a tree, but
describes them by a set of sememes. In this foundation, we first propose an
approach to calculate sememes similarity with the factor of sememes superposi-
tion, sememes difference and hierarchy depth. Then we calculate concept simi-
larity using improved Hungarian algorithm. Our HowNet-based approach can
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measure the similarity between concepts as well as those WordNet-based methods.
Our plans for future work include the improvement of our algorithm for more
precise similarity calculation and apply our research to cross-lingual applications
such as machine translation and cross-lingual information retrieval.
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Chapter 124
An Attributes-Based Access Control
Architecture within Large-Scale Device
Collaboration Systems Using XACML

Feng Liang, Haoming Guo, Shengwei Yi, Xiaoqiang Zhang
and Shilong Ma

Abstract Containing multiple domains and a large number of heterogeneous
distributed devices, large-scale device collaboration systems require a fine-
grained, flexible and secure mechanism for device access control. This chapter
presents and evaluates a distributed device access control architecture Multiple
Policies supported Attribute-Based Access Control (MPABAC) to support device
authentication and authorization among multiple domains. Based on eXtensible
Access Control Markup Language (XACML) standard and Attribute-Based
Access Control (ABAC) model, this architecture supports cross-domain authen-
tication and authorization, hierarchical policy combination and enforcement,
unified device access control and fine-grained attributes-based privilege descrip-
tion. Experiments show that the performance of this implementation is acceptable
within the production environment.
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124.1 Introduction

Represented by the ‘‘Internet of Things’’, large-scale device collaboration systems
are already applied into fields such as smart area management, disaster detection
and analysis, intelligent resource planning, etc., where the environmental data can
be obtained through the terminal devices and exchange via the open internet
communication.

Large-scale device collaboration systems usually contain large numbers of
heterogeneous devices and therefore need to process large-scale real-time tasks and
complex collaboration processes. For example, the National seismological pre-
cursory network project achieved the collaborative observation of nearly 1,000
seismological precursor devices, which come from the subdomains within
30 provinces, 300 stations in the scope of the nationwide. The landscape lighting
control system of the Olympic Central Area needs to process the orchestration of
more than 20,000 lightings to reach the artistic lighting and the lighting devices are
controlled by different subsystems. In order to guarantee the security of device
access, authentication and authorization, the large-scale device collaboration sys-
tems need functionalities such as cross-domain authentication, dynamic authori-
zation and universal device description. But there are currently many challenges
against these goals, such as existing coarse-grained device access mechanism,
device heterogeneity, multiple policies combination and performance issue.

All these deficits require a novel access control mechanism, which the tradi-
tional identity-based access control models such as Discretionary Access Control
(DAC) [7], Mandatory Access Control (MAC) [6], Role Based Access Control
(RBAC) [9] are not effective because cross-domain authentication and authori-
zation and more fine-grained policy description are required. Attribute-based
access control(ABAC) [12] is a more flexible and scalable access control model as
it is based on the attributes from user and resources. This chapter proposes an
attribute-based device access control architecture (MPABAC) to guarantee the
device access control. This architecture supports cross-domain authentication and
authorization, hierarchical policy combination and enforcement, unified device
access control and fine-grained attributes-based privilege description.

This chapter is organized as follows. Section 124.2 describes the related work
on device access control models, frameworks, and systems. Section 1243 dem-
onstrates the formalized model of MPABAC. Section 124.4 presents the MPA-
BAC Architecture and its implementation in detail. Section 124.5 gives
experiments and performance evaluations and Sect. 124.6 draws the conclusion.

124.2 Related Work

Since the early 1990s, ABAC has appeared with the development of Internet-based
distributed application and new security mechanisms such as Public Key Infra-
structure (PKI) [3]. In ABAC, access decisions are based on attributes of the
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requestor and resource, and the authentication can be delayed until necessary
because no pre-knowledge of the users is necessary by the resources. In the fol-
lowing, we introduce the ABAC in terms of models and algorithms, framework
and systems.

LeMay et al. [5] introduced logic programming theory for modeling attribute-
based access control system and policy maintenance, therefore improving the faster
policy transformation. Yuan and Tong [12] proposed the ABAC model in terms of
policy model and architecture model and presented the mathematical formulation
of the policy model. Shen and Hong [10] proposed an attribute-based access control
model WS-ABAC to use attributes associated with subject, object and environment,
and service parameters for access control measures in Web Services environment.
However, these works were not directly relevant to device access control. Lang
et al. [4] proposed a flexible ABAC model called ABMAC in Grid Computing.
However this work did not consider the fine-grained requirements of devices.

As one of the earliest work, Bonatti et al. [1] proposed an uniform attribute-
based access control framework and model to regulate service access and
information release in large-scale networks. Damian et al. [2] then presented a
privacy-enhanced authorization model and language containing new elements such
as Subject expression, Object expression, Actions and Conditions, Purposes and
Obligations to provide anonymity, pseudonymity, and therefore improving
authorization. However, these works were not directly relevant to device access
control. Yu et al. [11] first realized a fine-grained attribute-based data access
control framework for wireless sensor network, Fine-grained Distributed Access
Control scheme (FDAC). However, FDAC considered only data access within
sensor network; device control and monitoring are not considered.

124.3 MPABAC Model Formalization

As current large-scale device collaboration systems usually contain multiple
domains, meanwhile, different from other resources, devices require more complex
access control description, so it is essential to generate fine-grained access control
policies and combine multiple policies from different domains to make a decision.
Therefore we propose the MPABAC Model.

In MPABAC Model, access control decisions are made from the policies
among multiple domains based on the attributes of entities such as subject, device,
device manager, environment and actions. These entities and their attributes are
described as below.

The entities of MPABAC Model:

a. Subject sub. A subject is the entity that sends the request to the Device and
invokes the actions on the Device.

b. Device dev. A device refers to a physical device, containing the attributes of
that device.
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c. Environment env. Environment represents the required context information for
making a policy decision. It contains information not related to any specific sub
or dev.

d. Action act. An action is an operation provided by Device and it can be invoked
by sub.

Suppose the maximum numbers of Subject, Device, Environment and Action are
A, B, C and D, the maximum number of the attributes from these entities are K, L,
M, N, then the sets of these entities and their attributes can be defined as follows:

SUB ¼ sub1; sub2; . . .; subaj 1 \ a \ Af g ð124:1Þ

DEV ¼ dev1; dev2; . . .; devbj 1 \ b \ Bf g ð124:2Þ

ENV ¼ env1; env2; . . .; envcj 1 \ c \ Cf g ð124:3Þ

ACT ¼ act1; act2; . . .; actdj 1 \ d \ Df g ð124:4Þ

SUBAttr ¼ subAttr1; subAttr2; . . .; subAttrkj 1 \ k \ Kf g ð124:5Þ

DEVAttr ¼ devAttr1; devAttr2; . . .; devAttrlj 1 \ l \ Lf g ð124:6Þ

ENVAttr ¼ envAttr1; envAttr2; . . .; envAttrmj 1 \ m \ Mf g ð124:7Þ

ACTAttr ¼ actAttr1; actAttr2; . . .; actAttrnj 1 \ n \ Nf g ð124:8Þ
As each local domain may employ different security mechanisms and therefore

has its own policy description method, each policy is encapsulated as an inde-
pendent atom policy to ensure the compatibility and scalability of MPABAC. The
final decision is made of the combination of all these atom policies. What is more,
as in some systems, the policies have different priorities for device control, so each
MPABAC policy includes a priority PRI ¼ flevel1; level2; level3; level4; . . .;
leveloj 1� o�Og (O is the maximum number of the privileges). With all the
defined entities and their attributes, the policies can be described as below:

A single policy can be described as Policyi ¼ ðSubi � Devi � Envi�
Acti; priiÞ; Subi � SUB;Devi � DEV ;Envi � ENV ;Acti � ACT ; prii 2 PRI:

Policyi  ðSubi � Devi � Envi � Acti; priiÞ
 fcanAccess Subi; Devi; Envi; Actið Þ; priið Þ
 fAttricanAccess SubAttri; DevAttri; EnvAttri; ActAttrið Þ; priið Þ: ð124:9Þ

The combine function:

Decision fcombine Policy1; Policy2; . . .;Policynð Þ
 fcombine fAttricanAccess SubAttr1;DevAttr1;EnvAttr1;ActAttr1ð Þ; pri1ð Þ;ð

fAttricanAccess SubAttr2;DevAttr2;EnvAttr2;ActAttr2ð Þ; pri2ð Þ;
fAttricanAccess SubAttri; DevAttri; EnvAttri; ActAttriÞ; priið Þð Þ:

ð124:10Þ
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124.4 Architecture and Implementation

124.4.1 MPABAC Architecture

The expressing, managing and enforcing authorizations for device access policies
in a distributed environment require the presence of an architecture that supports
distributed policy creation, evaluation and user authentication. eXtensible Access
Control Markup Language (XACML) [8] defines a general policy description
language and an access decision language. XACML is composed of Policy
Administration Point (PAP), Policy Decision Point (PDP) and Policy Enforcement
Point (PEP), Policy Information Point (PIP).

Figure 124.1 shows the MPABAC architecture including the XACML archi-
tecture. The Architecture can be divided into two layers, the Upper Layer and the
Local Domain Layer. The Upper Layer is composed of the Authorization Engine
and the MasterPDP, the Local Domain Layer is composed of Device Manager and
multiple Local domains. Each domain contains its own LocalPDP, LocalPIP,
LocalPAP and Local Attribute Authorities. The Authorization Engine includes a
PEP and Interpreter, to receive the user request, Interpret it into authorization
request, trigger the authorization request and enforce the authorization. The
MasterPDP is responsible for parsing the authorization request into multiple
XACML authentication request. Within each domain, the LocalPDP is to process
the authentication with the LocalPAP, LocalPIP and Local Attribute Authorities.
The Device Manager follows the command from Authorization Engine and gen-
erates the corresponding command script to conduct the access. Each time the user
sends an access request, an access request is submitted to the MasterPDP from the
Authorization Engine. The MasterPDP then analyzes the request and generates
multiple XACML authentication request and distributes them into different
LocalPDPs according to the domain each request belongs to. After that, the
LocalPDP makes an authentication decision based on the attributes collected from
all Local Attribute Authorities and the policies generated from LocalPAP within
each domain. If LocalPDPs within all related domains permit the Request, then the
MasterPDP will authorize the user with proper privileges to access the device via
Device Manager.

As the large-scale device collaboration systems usually include more than one
administrative domain, we employ a hierarchical structure for cross-domain
authentication and authorization. The privilege of this loosely coupled distributed
authentication structure is to support multiple policies among different domains.

124.4.2 Priority Description

XACML does not directly support priorities between different policies. But in
production environment, because of administrative relationships, policies from
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different PAPs may not be equally important, it requires priority ranking among
the multiple related policies when making a decision.

We categorize the policies into two different scopes, including the local domain
scope (LocalPolicy) and the Meta layer scope (MetaLayerPolicy), then different
priorities are set depending on the administration strategies. For example, in more
central-controlled systems, the Upper Layer scope should own higher priority than
the Local Domain Layer, so as to enforce the controlling strategies, and probably
each local domain should own equal priority. In federation environment where
multiple domains are more independent, the Meta layer and other domains should
own lower priority than the local domain. We set Priority as the CombinerParameter
in the XACML PolicySet description so that each policy is attached with a priority.

124.5 Experiments

Our test bed includes three machines, one is the upper layer server equipped with a
Intel Core 2 Duo 2.66 CPU and 2 GB memory, other two are local domain servers
with a1.66 GHz AMD processor and 1 GB RAM. All these machines are inter-
connected via switched gigabit Ethernet. The three machines are running a Debian
Linux with 2.6.18 Kernel, with Sun JDK 1.6 as the Java platform.

124.5.1 Authentication Duration Test

The efficiency of our implementation depends largely on the time span of the
authentication process. According to our algorithm design, the authentication

Fig. 124.1 The MPABAC architecture

1056 F. Liang et al.



process is influenced by both the number of resources and the number of policies,
what is more, it takes different times to generate command scripts for different
actions (ParameterSet, Data Query and State Monitor), therefore we conducted
several experiments to test the duration of authentication process with all these
three factors included.

As shown in Fig. 124.2, with one resource and different number of policies
(in this test we take 30 policies), every action needs a relatively smaller duration
(the mean value at around 120 ms), and the number of policies does not have a very
obvious influence. The same rule stands for multiple resources (in this test we take
200 resources) with different number of policies (mean value at around 530 ms).
However, there is a large increase in both mean time and standard deviation, for
example, compared with the ParameterSet action in Fig. 124.2c), the same action in
Fig. 124.2a) has an increase of 410 ms in the duration mean value and an increase
of 965 ms in the standard deviation. So it is clear that the time spent for authen-
tication process lasts longer when there are more resources involved.

124.5.2 Scalability Test

From the above test, we conclude that the number of resources has the most obvious
impact on authentication duration, therefore we also conducted the scalability test,
to test the authentication duration time with different number of resources.

Fig. 124.2 The authentication duration test with MPABAC. a Multiple resources with multiple
policies, b Multiple resources with one policy, c One resource with multiple policies, d One
resource with one policy
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In Fig. 124.3, we analyze the correlation between the number of resources and
the duration time. Obviously the duration time increases with the number of
resources. When the number of resources is under 4,000, the duration time is under
1 s and increases quite slowly, but after 4,000, the duration time increases very
quickly. As most large-scale device collaboration systems have around 5,000
devices, this reflects that our results are acceptable in production environment.

124.6 Conclusion and Future Work

Fine-grained authentication and authorization in large-scale multi-domain device
collaboration systems are important security issues. While the traditional MAC,
DAC and RBAC models are not sufficient for this, ABAC can be a promising
approach. In this chapter we proposed MPABAC architecture to realize this by
supporting prioritized hierarchical policies combination and enforcement among
multiple domains, unified device access control and fine-grained attributes-based
privilege description.

Our experiments demonstrate that the overhead exposed by our system is
acceptable and that the system scales under load. The duration time of the
authentication process depends on the number of resources in the system. Our
experiments show that the duration lasts for less than 1 s and scales quite well
when the device number is under 4,000.

In the future, we will investigate more algorithms for policy combination and
perform experimental assessments when applying it on real large-scale device
collaboration system scenarios.

Fig. 124.3 Authentication duration test under different number of resources
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Chapter 125
Lung Cancer Analysis of Factors
Influencing Hospital Costs

Jianhui Wu, Guoli Wang, Jing Wang and Sufeng Yin

Abstract Health care costs for the control reference reveal the cost of lung cancer
patient factors. Hospital cost data have many complex factors in both quantitative
and qualitative variables. The use of traditional multiple regression analysis is not
appropriate. This study uses BP neural network modeling and sensitivity analysis
of factors analysis. In this paper, lung cancer patient factors affecting the cost of
BP neural network modeling, through sensitivity analysis found the main factors
followed by days of hospitalization, treatment outcome, age, hospital number,
occupation, cost categories, admissions, etc., and proposed to shorten the hospital
stay time for a breakthrough by the medical insurance system reform, strength-
ening the role of the medical cost control system to solve.

Keywords Hospital charges � Factors � BP neural network � Sensitivity analysis

125.1 Introduction

Lung cancer is the most common primary malignant tumor. A survery from at least
35 countries showed lung cancer to be the leading cause of death in men second
only to breast cancer deaths in women. The disease incidence is of more than
40 years of age, the peak age of onset in the 60–79 years old. Male and female
prevalence was 2.3:1. Race, family history and smoking have implications on lung
cancer. In cancer deaths in China, lung cancer accounts for common malignant
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tumors in men as the fourth and the fifth largest in women [1]. In this study, two
levels of Tangshan, Hebei Province of lung cancer patients to inpatient hospital
costs analysis to identify the main influencing factors, and propose specific mea-
sures and measures to control medical costs, improve efficiency and use of health
resources Hospital service quality are of great significance. General information on
the hospital costs were skewed distribution, hospital costs influenced by many
complex factors and quantitative variables and qualitative variables in both, the
use of traditional multiple regression analysis is not appropriate [2, 3]. Therefore,
this study uses BP neural network modeling and sensitivity analysis of factors.
BP neural network as it can on the linear or nonlinear multivariable without
preconditions in the case of statistical analysis, statistical methods with the tra-
ditional analysis of the variables that need to be consistent with certain conditions
compared with its own advantages. BP neural network essentially implements a
mapping from input to output function, and mathematical theory has proved that it
has the realization of any complex nonlinear mapping function. This makes it
particularly suitable for solving complex problems within the system.

125.2 Principle of the BP Neural Network

The BP neural network is composed of the forward-propagating and the ant
propagation. In the process of forward-propagating, the infed information treated
with in implicit hierarchical unit passes from input level to the output level. Each
neuron’s condition only influences next neuron’s condition. If it cannot obtain the
expected output in the output level, it transfers to the ant propagation—makes the
error signal return along the connection way, and makes the error signal be the
smallest by modifying connection weights between each neuron [4, 5]. The BP
algorithm is a learning algorithm proposed for multi-layered perceptions (MLP).
The BP neural network’s transmission function among the concealed levels uses
continuous and differentiable nonlinear function, and usually is the sigmoid
function. The transmission function among the output levels may uses the linear
function or the sigmoid function, which is determined by the distribution of the
output layer’s vector. Basic steps: (1) Initialization weight and threshold value,
wjið0Þ; hjð0Þ is small stochastic value. (2) Importing the training samples: input
vector xk; k ¼ 1; 2; . . .;P; Expected output dk; k ¼ 1; 2; . . .;P; Iterating (3) to (5)
for each input sample. (3) The condition of computer network’s actual output and
implicit strata unit:okj ¼ fj

P

i wjioki þ hj

� �

: (4) Computation training error: output
level dkj ¼ okjð1� okjÞðtkj � okjÞ; Concealed level dkj ¼ ð1� okjÞ

P

m dkmwmj:
(5) Revision weight and threshold value wjiðt þ 1Þ ¼ wjiðtÞ þ ldjoki þ a½wjiðtÞ �
wjiðt � 1Þ�; hjðt þ 1Þ ¼ hjðtÞ þ gdj þ a½hjðtÞ � hjðt � 1Þ�; g for the length of stride,
t for the times of iteration. (6) Each time k experiences from 1 to P, judging
whether the target satisfies the requirement of accuracy or not may see, the BP
neural network model make the function question of input and output sample’s
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function transfer to a nonlinear optimized question, and has used the ordinaries
gradient descent in the optimized techniques. If we regard the neural network as
the mapping between the inputs and the output, this mapping is an altitude non-
linear mapping [6, 7]. BP neural network model establishes the sensitivity analysis
to determine the input variables on output variables predicting the degree of
importance. Sensitivity analysis is a part of changing network input in order to
observe changes in network output corresponding to decide this part of the net-
work in the importance of the output prediction. This is done in order to change the
sample variable values of each record. For the categorical variables, all possible
combinations are to be test class; for continuous variables, use the range of values
for four equal portions of the split point, such as the return value one of the [0, 1]
range, respectively 0, 0.25, 0.5, 0.75, and 1 of these values. When the value is
changed, record the output of one of the largest and the smallest, and calculate the
maximum and minimum values of the difference accounted for the largest pro-
portion of output, and ultimately the sensitivity of the variable is the proportion of
all records of the mean [8, 9].

125.3 BP Neural Network Model

125.3.1 Example Synopsis

The data come from two tertiary hospitals in Tangshan City, Hebei Province of
lung cancer patients in the medical record, excluding incomplete records of key
information, a total of 378 cases have valid cases. Survey include: sex, age,
frequency of hospitalization, occupation, hospital, treatment outcome, surgical
cases, length of stay, cost categories, secondary diagnosis and hospitalization costs
and the composition so that the various factors and quantitative methods in
Table 125.1 Retrospective methods used to investigate the advantages of this
method are able to use the force of law required in the medical files of information
collected, analyzed medical cost factors. Using SPSS17.0 package sorting and
statistical processing of data, using the package MLP neural network function in
the BP neural network modeling and sensitivity analysis.

As the basis of the selected hospital is better, the file is intact. The investigators
are specially trained investigators, thus ensuring a high quality of survey data and
more accurate information.

125.3.2 BP Neural Network Model Results

BP neural network model established the data set into training set and test set.
Training set for network training and the test set is used to test the trained network
to check the generalization ability of the network size. The proportion of the data
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subsets with no clear division of requirements, generally greater than the training
set test set and training set than in the distribution of the total data set which are
relatively close to the training sample, representative of the information can be
fully utilized (Tables 125.2, 125.3 and 125.4).

125.3.3 Sensitivity Analysis

Sensitivity analysis showed: in decreasing order of number of days of hospital-
ization, treatment outcome, age, hospitalization, professional, cost category, hos-
pitalization, gender, surgery and secondary diagnosis of the situation. Each factor
in the cost of hospitalization in the number of days of hospitalization reached a

Table 125.1 Factors and quantitative methods

Code Factors Quantitative methods or units

X1 Gender 1 = male; 2 = Female
X2 Age Years
X3 Hospitalization Times
X4 Professional 1 = pastoral fishermen; 2 = workers; 3 = students; 4 = education

industry; 5 = cadres; 6 = enterprises workers; 7 = medical health
personnel; 8 = other

X5 Admissions 1 = general; 2 = acute; 3 = risk disease
X6 Treatment 1 = cured; 2 = improved; 3 = death; 4 = cured; 5 = other
X7 Surgery 0 = none; 1 = there
X8 Length of

hospital stay
Days

X9 Cost categories 1 = medical insurance for urban workers; 2 = basic medical
insurance for urban residents; 3 = rural cooperative medical care;
4 = retired cadres; 5 = commercial insurance; 6 = expense

X10 Secondary
diagnosis

0 = none; 1 = there

Y Hospital charges Yuan

Table 125.2 Model parameters

Network information

Hidden layer(s) Number of unitsa 151
Number of hidden layers 1
Number of units in hidden layer 1a 1
Activation function Sigmoid
Dependent variables y

Output layer Number of units 1
Rescaling method for scale dependents Standardized
Activation function Identity
Error function Sum of squares

a Excluding the bias unit
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maximum of 0.284, the longer the hospital stay, drug costs, treatment fees,
inspection fees, increased fees and charges fees beds, making the total cost also
increase (Table 125.5).

125.4 Conclusion

Positive selection for lung cancer prevention on the one hand and taking effective
measures to reduce or avoid the inhalation of carcinogenic substances in the air
and dust pollution, such as the mobilization of quitting smoking, ban smoking in

Table 125.3 Division of the
data set

Case processing summary

N %
Sample Training 256 69.6

Testing 112 30.4
Valid 368 100.0
Excluded 10
Total 378

Table 125.4 Model fit index Model summary

Training Sum of squares error 58.849
Relative error 0.462
Stopping rule used 1 consecutive step(s)

with no decrease
in errora

Training time 0:00:00.141
Testing Sum of squares error 30.091

Relative error 0.841
Dependent variable: y

a Error computations are based on the testing sample

Table 125.5 Sensitivity
analysis

Independent variable importance

Importance Normalized
importance (%)

x1 0.036 12.8
x3 0.091 32.0
x2 0.174 61.1
x4 0.079 27.7
x5 0.036 12.8
x9 0.068 23.9
x8 0.284 100.0
x10 0.021 7.2
x6 0.178 62.5
x7 0.033 11.5
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public places to prevent air pollution, strengthen the protection of harmful dust and
other operations. On the other hand on the high incidence of patient groups to
focus on screening, early detection and timely treatment. However, in recent years,
medical costs have been on the rise, and a heavy economic burden on society and
to the patient’s family. The factors that affect the cost of hospital inpatient days as
the most important factor, shorter hospital stay, ineffective and inefficient can
reduce hospitalization time, on the one hand will help reduce the psychological
burden of patients and their families and economic burden, but this can speed up
hospital beds turnover, and improving bed utilization, thus contributing to the
economic interests of hospitals and departments. With the gradual deepening of
health reform and medical insurance system reform, hospital patients are gradually
moving to low cost, high quality service goals. However, in recent years, medical
costs have gradually increased. Many factors affect the cost of hospitalization.
There are controllable factors and uncontrollable factors. To curb the excessive
growth of medical costs to be kept under strict management the focus should be on
control. Need to reduce the inefficient medical costs, eliminate waste in the health
care costs, strengthen medical staff medical ethics, medical units must also take
into account the interests of society and patients, mostly for the sake of patients,
the patient’s medical expenses to a minimum.
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Chapter 126
An Improved Differential Evolution
Algorithm Based on Mutation Strategy
for Dynamic Economic Dispatch

Hongfeng Zheng, Min Hu, Ziqing Xie, Chunchao Shi
and Minmin Zhou

Abstract Dynamic economic dispatch (DED), is a method of scheduling the
online generators with a predicted load demand over a certain period of time taking
into account the various constraints imposed on the system operation. In this
chapter, an improved differential evolution (IDE) algorithm was presented for
power system Dynamic economic dispatch (IDED). The proposed IDE algorithm
was tested on a system consisting 15 generators. The scheduling horizon is chosen
as one day with 24 intervals of 1 h each whose cost function took into account the
valve-point effects except the prohibited discharge zones. The results indicate that
IDE algorithm outperforms GA, PSO and DE algorithms in solving DED problems.

Keywords Dynamic � Dispatch � Improved � Differential evolution

126.1 Introduction

The application of optimization techniques to power system planning and opera-
tion has been an active research in the recent past. A wide variety of mathematical
optimization techniques have been applied to solve the power system operation
and control problems.

Recently, DE has successfully been applied in the optimization techniques to
power system planning and operation. According to recent reports [1], DE obtains
better performance than genetic algorithms and PSO in terms of convergence
speed and the quality of solutions on many global optimization problems.
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The classical DE conventionally has several mutation strategies, and three
control parameters, i.e., many works have been done along these directions. In [2],
Qin and Suganthan presented a self-adaptive DE (SaDE) algorithm for numerical
optimization, which focused on adaptation for parameter CR and mutation strat-
egies of DE. Brest [3] introduced self-adapting control parameter settings in DE
(SADE) to reduce the effects of the parameters. Ali and Torn [4] introduced
auxiliary population and automatic calculating of the parameter. Yang [5] intro-
duced a neighborhood search strategy to DE (NSDE), which generates F from
Gaussian and Cauchy distributed random numbers instead of predefining a con-
stant F. On the basis of NSDE, Yang [6] proposed another variant of DE, called
SaNSDE, which combines the idea of SaDE and NSDE. Besides the above
improvements on the control parameters, other new strategies are also introduced
to DE. Sun [7] proposed DE/EDA by combining DE and estimate of distribution
algorithm (EDA). Rahnamayan [8] presented a novel DE variant (ODE) by
applying OBL to DE, in which ODE not only estimates the current search point,
but also considers its opposite point. By simultaneously evaluating the current
search point and the opposite point, it can get a better approximation to the global
optimum.

In this chapter, we propose a novel DE variant by employing an improved
mutation strategy called IDE, then we focus on the applications of IDE algorithms
to power system Dynamic economic dispatch (IDED).

126.2 DE Based on Improved Mutation Strategy

126.2.1 Differential Evolution

Differential evolution (DE) is a population-based and directed search method [9],
it starts with an initial population vector, which is randomly generated when no
preliminary knowledge about the solution space is available. There are several
variants of DE [9], where the most popular var6led DE/rand/1/bin, and often used
in [3] and [8].

Let Xi;Gði ¼ 1; 2; . . .psÞ are solution vectors in generation G, where ps is the
population size. The main idea of DE is to generate trial vectors. Mutation and
crossover are used to produce new trial vectors, and selection determines which of
the vectors will be successfully selected into the next generation.

For each vector Xi,G in generation G, a mutant vector Vi,G is defined by

Vi;G ¼ Xr1;G þ FðXr2;G � Xr3;GÞ ð126:1Þ

where i ¼ 1; 2; . . .ps and r1, r2, and r3 are mutually different random integer
indices selected from f1; 2; . . .psg.

DE employs a crossover operator to build trial vectors by recombining two
different vectors. The trial vector is defined as follows:
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Ui;G ¼ U1i;G;U2i;G;. . .;UDi;G;

� �

;

where j ¼ 1; 2; . . .;D (D = problem dimension) and

Uji;G ¼
Vji;G; if randjð0; 1Þ�CR _ j ¼ k
Xji;G; otherwise

�

ð126:2Þ

where CR is the predefined crossover probability, and randjð0; 1Þis a random
number within (0, 1) for the ith dimension, and k 2 f1; 2; . . .;Dg is a random
parameter index.

It is an approach which must decide which vector (Ui,G or Xi,G) should be a
member of next (new) generation G ? 1.

126.2.2 Improved Differential Evolution

In this chapter, we focus on the improvement of the ‘‘DE/target-to-best/1’’
strategy. The modified scheme is described as follows.

Vi;G ¼ Xr1;G þ Fðpbesti;G � Xi;GÞ þ FðXr2;G � Xr3;GÞ ð126:3Þ

where r1, r2, and r3 are three different random integers within [1, ps], pbesti is the
previous best vector of Xi, and ps is the population size.

We use Eq. (126.3) to generate the mutant vector Xi instead of Eq. (126.1) in
Algorithm 1. The specific descriptions of the IDE are presented in Algorithm 2.

126.3 IDE for Dynamic Economic Dispatch

Dynamic economic dispatch (DED) is a method of scheduling the online gener-
ators with a predicted load demand over a certain period of time taking into
account the various constraints imposed on the system operation.

126.3.1 Problem Objective

The objective of the DED problem is to schedule the committed units economi-
cally over a scheduling period T as given by

Minimize F ¼
X

T

t¼1

X

Ng

i¼1

FC i; tð Þ ð126:4Þ
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The production cost is expressed as

FC i; tð Þ ¼ ai þ biP
2
it þ ciP

2
it þ ei � sin fi � Pmin

it � Pit

� �� �
�

�

�

� ð126:5Þ

where ei and fi represent the cost coefficients of ith unit valve point effects.

126.3.2 System Constraints

The power system equality constraint is expressed as

X

Ng

i¼1

Pit � PDt � PLt ¼ 0 ð126:6Þ

where t ¼ 1; 2; . . .; T ; PDt is the forecasted total power demand at time t and PLt is
the total transmission losses of the system at time t. The general form of loss
formula using B-coefficients is

PLt ¼
X

Ng

i¼1

X

Ng

j¼1

PitBijPjt ð126:7Þ

The generator capacity constraints are expressed as

Pmin
i �Pit�Pmax

i ð126:8Þ

The ramp rate limits are given by

Pit � Piðt�1Þ �URi ð126:9Þ

Piðt�1Þ � Pi�DRi ð126:10Þ

126.3.3 Dynamic Economic Dispatch Using IDE

The number of decision variables will be the number of generating units multiplied
by the number of time intervals. The population size should be 5–10 times the
value of the dimension of the problem in order to avoid premature convergence.
The Improved Differential Evolution (IDE) employed for DED problem is briefly
discussed as follows:

Initialization

The real power generation of ith plant at time t is expressed as

Pit ¼ Pmin
i þ qðPmax

i � Pmin
i Þ ð126:11Þ

1070 H. Zheng et al.



where q 2 [0,1] is uniformly distributed random number. The objective function
of the DED problem, which is to be minimized, is given by

W ¼
X

T

t¼1

X

Ng

i¼1

FCðPitÞ þ
X

NC

Z¼1

kZ VIOLZj j ð126:12Þ

where k is the penalty factor, Nc represents the number of constraints and VIOL is
the constraint violation.

Mutation

IDE generates new parameter vectors by adding the weighted difference vector
between two population members to a third member. A perturbed individual is
therefore generated on the basis of the parent individual in the mutation process by

ẐGþ1
b ¼ ZG

P þ F � ðpbestZG
i � ZG

i Þ þ FðZG
j � ZG

k Þ ð126:13Þ

where F is a scaling factor and j and k are randomly selected. The scaling factor
F [0,1] ensures the fastest possible convergence and G represents generation

number.
If the new decision variable is out of the limits by an amount, this amount is

subtracted or added to the limit violated to shift the value inside the limits and
appropriate adjustments are made to satisfy the prohibited operating zone
constraints.

Acceleration Operation

If the best fitness at the present generation is not further improved by the
mutation and crossover operations, then the present best individual is pushed
towards a better point. Thus, the accelerated phase is represented as

ZGþ1
b ¼

ẐGþ1
b ; if w ẐGþ1

b

� �

\w ẐG
b

� �

ẐGþ1
b � arW; otherwise

(

ð126:14Þ

where ZGþ1
b is the best individual. The gradient of the objective function rw can

be calculated with finite variation. The step size a 2 [0, 1] is determined by the
descent property. Initially a is set a value of one to obtain the new individual ZN

b : If
the descent property is satisfied, i.e.,

w ZN
b

� �

\ w ZGþ1
b

� �

ð126:15Þ

then the ZN
b becomes a candidate in the next generation and is added to this

population replacing the worst individual. If the descent property is not satisfied,
then step size is lowered a little. The descent method is repeated to search ZN

b until
arw is sufficiently small or a specified number of iterations are performed. This
faster decent results in a premature convergence and the migration phase regen-
erates a new population.
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Migration Operation

A migration phase is introduced to regenerate a newly diverse population of
individuals to enhance the investigation over the search space, and thus, reduce the
pressure of selection from a small population. The new populations are obtained
based on the best individual ZGþ1

b The hth gene of the ith individual is regenerated as

ZGþ1
hi ¼

ZGþ1
hb þ dhi Zh min � ZGþ1

hb

� �

; if dhi

�
\ ZGþ1

hb �Zh min

Zh max�Zhimn

ZGþ1
hb þ dhi Zh max � ZGþ1

hb

� �

; otherwise

i ¼ 1; . . .;NP; h ¼ 1; . . .; n

8

>

<

>

:

ð126:16Þ

where d and d
�

denote uniformly distributed random numbers. This diversified
population is then used as the initial decision parameters to escape the local
optimum points. The migration operation is performed only if the population
diversity P is smaller than the desired tolerance of population diversity e1.

p ¼

PNP
i¼1
i 6¼b

Pn
h¼1 gz

� �

( )

n Np � 1
� � \e1 ð126:17Þ

gz ¼
1; if Zhi�Zhb

Zhb

�

�

�

�

�

�
[ e2

0; otherwise

(

ð126:18Þ

where parameter e2 expresses the gene diversity with respect to the best individual.
gz is the scale index. Degree of population diversity is between zero and one. A
value of zero implies that all genes gather around the best individual. On the other
hand, the value of one implies that the current candidate individuals are a diver-
sified population. Therefore, the tolerance of population diversity is accordingly
assigned within this region.

With the members of the next generation thus selected, the cycle repeats until
there is no improvement in the best individual. In this study also HDE with random
vector perturbation and binominal crossover is employed.

126.4 Computer Simulation

In this study, the performance of the IDE-based DED algorithm is implemented
using C++ code on a personal computer and is evaluated using an illustrative test
system consisting of 15 generators [10]. The scheduling horizon is chosen as one
day with 24 intervals of 1 h each. The effect of valve point loading is also included
in the fuel cost characteristics. This case study does not consider the prohibited
discharge zones. The thermal generator data and the load demand are summarized
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in Tables 126.1 and 126.2. The B-coefficient data are the same as given in the
reference.

The comparison of the optimal system costs obtained from the IDE-based
approach with that of particle swarm optimization (PSO) and genetic algorithm is
given in Table 126.3. The proposed approach yields better results than Ga, PSO
and DE.

126.5 Conclusion

This chapter presented the application of DE based on Improved Mutation Strategy
for solution of power system DED problem. The algorithms have been devised to
efficiently according to the problem dimensionality and the constraints. It is quite
evident from the comparison against other evolutionary algorithms that the DE

Table 126.1 Generating unit data

Unit Pmin
i

(MW)
Pmax

i
(MW)

ai
(MW)

bi ($/
MW)

Ci ($/
MW2)

ei ($/
h)

fi (1/
MW)

URi
(MW/h)

DRi
(MW/h)

1 150 455 671 10.1 0.000299 240 0.031 80 120
2 150 455 574 10.2 0.000183 240 0.033 80 120
3 20 130 374 8.8 0.001126 140 0.036 130 130
4 20 130 374 8.8 0.001126 140 0.034 130 130
5 150 470 461 10.4 0.000205 230 0.033 80 120
6 150 460 630 10.1 0.000301 240 0.032 80 120
7 135 465 548 9.8 0.000364 220 0.033 80 120
8 60 300 227 11.2 0.000338 200 0.035 65 100
9 25 162 173 11.2 0.000807 150 0.039 60 100
10 25 160 175 10.7 0.001203 150 0.039 60 100
11 20 80 186 10.2 0.003586 140 0.039 80 80
12 20 80 230 9.9 0.005513 140 0.039 80 80
13 25 85 225 13.1 0.000371 150 0.039 80 80
14 15 25 309 12.1 0.001929 100 0.042 55 55
15 15 25 323 12.4 0.004447 100 o.o42 55 55

Table 126.2 Load demand for 24 h

Time (h) Load (MW) Time (h) Load (MW) Time (h) Load (MW) Time (h) Load (MW)

1 1,741 7 2,658 13 2,989 19 2,777
2 1,847 8 2,777 14 2,930 20 2,989
3 2,017 9 2,930 15 2,777 21 2,888
4 2,251 10 2,989 16 2,463 22 2,569
5 2,369 11 3,051 17 2,369 23 3,238
6 2,582 12 3,142 18 2,582 24 1,970
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approach based on Improved Mutation Strategy provides a competitive perfor-
mance in terms of optimal solution as well as computation effort (Fig. 126.1).
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Chapter 127
Study on Power Sensitive Software
Framework in E-Paper Device

Qing-Cheng Li, Zhan-Ying Zhang and Jin Zhang

Abstract E-paper screen mobile devices that primarily process multimedia data,
such as image, audio and text, are expected to become important platforms for
pervasive computing. Diverse mobile devices with wireless network are now
growingly used, range over various applications. There is an accelerating trend
toward ubiquitous computing. Although there have been some ways available for
implementation of mobile applications, this research field is still under develop-
ment. One challenge that remains is the ability to make allowance for running any
burdensome task in mobile devices which is commonly run in desktop devices.
Traditionally, E-reader devices can only support limited services for limitations of
resource. Ubiquitous computing applications promise user to richer and more
complicate behavior, but the current state of research in this field is still far
removed from that vision. This paper presented a novel and effective wireless
network-based software framework to support developers building applications in
E-paper devices. The framework includes 3G and Wi-Fi network manager, service
module-based XML, service module based on Webkit and resource scheduler. The
proposed framework can provide the technical basis for mobile business
applications.
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127.1 Introduction

E-paper is a kind of display technology which is designed to display reflected
natural light using electrophoretic colored particles [1]. This kind of display
material is applicable for protracted reading and brings comfortable reading
experience. There are some challenges due to the characteristics of E-paper when
network functions are added in the system. They are enumerated as following:

Excessive power consumption. The E-paper device discussed in this paper uses
E-ink screen and builds 3G wireless module and Wi-Fi wireless module in.
Wireless modules require a larger operating current which may cause excessive
power consumption. The battery manager must be adapted to let battery-powered
E-paper devices reach the desired lifetime.

Network stability. There is a strong need for high stability network for timely
data synchronization. However, the uncertainty of changeable environments and
various obstacles reduce the stability of wireless network. Network instability will
cause long latency time when users interact with mobile devices and reduce users’
satisfaction.

Limited network bandwidth. It is extremely difficult to implement application
which needs high network bandwidth. For example, browsing some websites in the
Internet with mobile web browser will take a long time for downloading html data.

Providing proper and practical network services. Choosing proper application
on E-paper devices is important to achieve satisfaction of users.

Resource competition. There is an inherent conflict in the design goals for
providing high quality of service and limitations of resource such as power energy,
computing capability, storage capability and network bandwidth. An effective
resource scheduler is needed for quality of service provisioning.

Besides, some of these challenges are shared by conventional CRT and TFT
screen devices. To address these problems, this paper presented a novel and
effective software framework based on wireless network for E-paper device.
It gives a practical support for developers to construct wireless network applica-
tions. The rest of this paper is organized as follows:

Section 127.2 introduces the framework of the system. Section 127.3 describes
the design of individual part of the framework. The implementation and experi-
mental evaluation is shown in Sect. 127.4. Finally, Sect. 127.5 concludes
this paper.

127.2 Software Framework

With the perspective of an application designer in mind, we want to provide a
conceptual framework that automatically supports all the tasks that are common
across applications, requiring the designer to only provide support for the appli-
cation-specific tasks. The proposed software framework is shown in Fig. 127.1.
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Multi-format parsing engine [2] is used in the system. It is a document browser
containing multi-format parsers. It is compatible of many kinds of files. There have
been over ten kinds of commonly used document format parsers developed
including PDF, DOC, RAR, MP3. There are two kinds of network services in the
system: services based on XML and services based on Webkit.

Users are typically facing unpredictable environments where specialized
devices outnumber, users now have to deal with wide variety of devices. It is
conceptually envisioned that users can do anything with any small device and
practicality. We have been witnessing a great step toward ubiquitous computing
paradigm [3, 4] since the growingly use of wireless network and mobile devices.

Various applications are now increasingly used in changing device. Yet these
applications did not adapt to the changes very well. Rather, users prospect to do
various kinds of behavior, such as processing documents, reading, purchasing,
communicating with friends and searching for merchandises, through mobile
devices in changing environment, but moving away from the desktop bring up
many obstacles for the application transplant. To address this problem, we pro-
posed a software framework based on wireless network to fit multiple mobile
devices.

The wireless network created a bridge between mobile terminal and remote
server. In network service based on XML, some data interfaces in xml format are
defined to characterize request/response information related to the data exchange
between user and server. Subtle and high-level interpretations of a user command
can be accomplished through these xml data. The focus is mainly on understanding
and handling xml interface that can be defined according to different requirements
to rapidly accomplish the behavior of an user command.

Network service based on XML is designed with C/S structure. Content pro-
vider installs application and data on remote server to supply content to clients.
The data interfaces are previously customized. At first, client acquires data by
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Fig. 127.1 Software framework based on wireless network for E-paper devices
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sending requests to server. Then client parses and shows the reply data from the
server. In addition, client may also upload data to server, such as post the log
message to the server. Since XML data can achieve high compression ratio and the
size of the XML data can be adjusted according to the actual requirements, this
service module is feasible and proper in wireless network. The other kind of
network service is based on a modified Webkit in Qt.

127.3 System Design

127.3.1 Battery Manager

Achieving expected lifetime of battery is a key criterion for battery-powered
mobile devices. Energy consumption is mainly relevant to the usage of CPU and
wireless network. When system is in offline state, energy consumption is in pro-
portion to the use of CPU. While in online state, energy consumption is mainly in
proportion to the use of wireless network.

Firstly, it is required to always monitor the battery state. A power daemon is
added in the system to monitor the state of battery, user input event and network
traffic.

E-paper screen has a special capability of maintaining screen image without
power. The system needs electrical energy only when user turns page and it does
not need energy while user is reading. Hence, if there is no user input for 2 s in
offline state, the system will enter idle state and the electric current of the device
will be reduced to about 1 mA. Later, the system will be waked up rapidly and
executes the corresponding job when any user input event comes. Therefore,
according to user’s common reading habits, system will stay in idle state for most
of the time in offline state. Furthermore, the lifetime of the battery is not dependent
on how long the device is used, but depends on how many times of turning page.
In addition, once power daemon found residual energy is lower than baseline
required, it will prompt user to recharge.

When network connection is established, the system can never enter the idle
state since wireless module needs electrical energy to maintain network connec-
tion. Therefore, energy consumption will be increased enormously. For example,
for the platform we used, the required electrical current of wireless module is
normally 350–400 mA. Attempting to alleviate this problem, different strategies of
3G and Wi-Fi module management have been adopted in this paper. Wi-Fi
management will be described in the following subsection since it is more com-
plicated. The state transition diagram of 3G module is shown in Fig. 127.2.

3G module is controlled by monitoring network traffic and user input event.
There are four states of the module: run state, power save state, disconnected state
and closed state. Run state is the active state while the module is working. Power
save state means that the module is in idle state. Disconnected state means network
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is disconnected but the module is not closed. Since starting 3G module takes
relatively long time, the network can be connected quickly in this state for there is
no need to start module. Close state means 3G module is closed. The conditions of
transition corresponding to the number in Fig. 127.2 are:

(1) When users need to access Internet through wireless communication, network
trigger will start 3G module and connect network.

(2) The triggers of this transition are disconnecting network, shutdown and
locking screen.

(3) If there is no network traffic, the module will automatically enter power save
state.

(4) If there is no network traffic for ten minutes no matter if there is user input
event, the module will enter disconnected state. In addition, considering the
scenario that users may have been left where they are while downloading jobs
are still working, when there have been no user input event for ten minutes,
then network traffic will be checked at that moment. If there is no network
traffic too, the module will enter disconnected state, else the module will wait
for the finish of downloading jobs and then enter disconnected state.

(5) If there is no network traffic for 30 min continuously, then the module will be
closed.

(6) The module enters run state if there is network traffic.

127.3.2 Wi-Fi Network Manager

Mobile phones normally have color screens, always-on connectivity and can
transfer data at high speed. While E-paper devices normally have gray screens like
paper. In order to saving electrical energy, they just connect network when needed.
This conflict between wireless communication and energy saving brings a chal-
lenge for network management. The state transition diagram of Wi-Fi network
management is shown in Fig. 127.3.

Run

Power
save 

Close

(1)

Disc-
onnect

(2)
(3)

(4) (5)

(1)(6)

Fig. 127.2 State transition
diagram of 3G module
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Previously, Wi-Fi connecting application is only used in the scenario that the
user knows there is existing AP node around. Users launch connection manually
when they want to use wireless communication. Now, in order to encourage users
to use network applications by searching available AP nodes automatically,
a Wi-Fi network manager is proposed. The manager is triggered when user inputs.
It scans available AP node periodically and notifies the user that there are AP
nodes around if any AP node is found. But the network will not be connected
immediately. The connecting process is triggered automatically when the user
needs to access Internet.

When the user presses button or clicks touch screen, wireless module will be
started and the scan process will be triggered. If there is any AP node found
around, a notify icon will be shown on the status bar to notify that user network is
available. At the same time, the scan results will be saved in disk. Since the user
may move out of the coverage of the AP node at any time, the Wi-Fi network
manager will scan one time per ten seconds. If there is no available AP node, the
notify icon will be removed. If the user use network application, connecting
process will directly use those AP nodes have been saved in the disk. In our
system, the process of scanning takes 4 s, scanning plus connecting takes 10 s. If
the saved AP nodes are used, the process of connection will be finished within 6 s.

In order to save energy, if there is no network traffic continuously for 5 min,
network will be disconnected. In addition, Wi-Fi network manager checks the
status of the AP node periodically. The network will be disconnected immediately
if the AP node is unavailable.

No connection
and no scan AP

node  

No connection
and get ready to
scan AP node scan AP node

Remove the icon 
represents there 

are AP nodes

Show the icon 
represents there 

are AP nodes

connect
Check network 

signal

User input event

No user input event for10
 minutes

10 seconds time out
Found available AP node

No available AP node

2 seconds timeout

Update network signal icon

standby

No network flow
For 5 minutes

Network tasks 
trigger connection

Network signal is zero 
or AP node is 

unavailable

Fig. 127.3 State transition diagram of Wi-Fi network management
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127.3.3 XML-Based Network Service

All operations are completed by the remote server. Terminals take charge of
uploading and downloading without local database. Terminal interacts with server
in request and response mode. Messages of request and response are programed
with XML. Hence, it is costless when user changes switch device from one to
another. Users can switch easily between terminals with the same account.
Updating software will not cause any loss of user data.

XML messages start with \?xml version = ‘‘1.0’’ encoding = ‘‘UTF-8’’?[.
The format of message is defined with XMLSchema following the international
standard in http://www.w3.org/2001/XMLSchem-a. Compression(gzip) is speci-
fied in ‘‘Accept-Encoding’’ in http request message header, ‘‘Content-Length’’
contains the compressed data size [5]. The field containing complex information in
the XML content of response message, such as station message which contains a
link to the content, is represented using CDATA [6]. User-defined tags are cus-
tomized for special objects.

This approach is more flexible and highly efficient than mobile web browser
since it enables users to combine different types of services to carry out specialized
functions.

An XML parser (Libireader) designed with Python language is provided in the
toolkit. Developers are required to configure Libireader with demo XML files. The
script can create c++ code according to the structure of demo XML files.

127.3.4 Resource Scheduler

Researchers have proposed application adaptation which changes parameters to
trade off service quality for resource usage [7–9].

Due to the limitations of mobile devices’ resource including CPU, network
bandwidth, memory and IO. There is a strong need for adjusting the service quality
of coexist processes according their priorities and users’ preferences. User’s
preference is acquired by user’s input. The coexist processes are divided into two
queues: foreground processes and background processes. The adjustment is trig-
gered by three changes: the change of the number of coexist processes, exhaustion
of residual resource, weak network signal below the baseline. The principle of
adjustment is trying to guarantee the foreground process by reducing the service
quality of background processes. When adjustment is triggered, background pro-
cesses are notified to pause by calling Linux system call ‘‘pause()’’. The paused
process can be waked up by sending SIGCONT to it when it becomes foreground
process. When storage capacity is exhausted, the background process with the
lowest priority will be killed to save memory.
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127.4 Experimental Evaluation

We have successfully implemented a prototype of the proposed framework. The
hardware platform is a E-paper reading device with a single Samsung S3C2416
CPU, 128 MB SDRAM, Epson S1D13521 display controller. This CPU supports
speeds of 400 MHz. The GUI is Qt 4.5.0. The Wi-Fi module is marvell sd8686 and
the 3G module is EM770 W. The operating system is Linux with a modified kernel
2.6.11.7. The electrical current of every state is tested. The statistic results are
shown in Table 127.1.

The changing progress of electrical current in our system can be depicted
qualitatively in Fig. 127.4. The experimental results demonstrate that the proposed
design can help system to save energy and meet the utility demands.

127.5 Conclusion

The development of wireless network has changed the dissemination of infor-
mation carriers and modes of transmissions. E-books, web pages, news aggrega-
tors and blog networks and other forms of communications are beloved by users

Table 127.1 Electrical current of every state

State Current (mA)

Standby 0.8
No connection and operate 350
No connection and get ready to scan and operate 370
No connection and get ready to scan and no operation 70
Scan 370
Connected and no operation 70
Connected and operate 450

C
ur

re
nt

(m
A

) 

Process

0.8mA 0.8mA 0.8mA 0.8mA

350mA 350mA

370mA

70mA

Standby for 
several 
minute

Standby for 
several 
minute

Scan 
for 4s

Connect 
network 
for 6s 

Launch 
network 

application

Network idle 
state

Standby for 
several 
minute

Scan 
for 4s

Fig. 127.4 The changing progress of electrical current
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for their hard real-time property, rich in content and diverse way to show char-
acteristics. In future, mobile devices might become the default physical interface
for ubiquitous computing applications. This paper presented a wireless network-
based software framework of in E-paper devices. All challenges are analyzed and
efficient approach is proposed for meeting the challenging demands. We believe
that our work will enable more benefits in a manner that greatly enhances speed of
developing applications. We believe that the principles will be extensible to other
embedded system. We hope it can be found useful in more applications.
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Chapter 128
The Dual Polarized Ceiling-Mounted
MIMO Antenna Analysis and its
Implementation

Gao Feng, Zhu Wentao, He Jiwei and Liu Xu

Abstract Transmit diversity schemes have been studied for high spectral-
efficiency and high bit-rate transmission, such as multi-input multi-output (MIMO)
systems. In this paper, a novel dual polarized ceiling-mounted antenna is designed
and simulated. In the MIMO systems, forward error correction coding is essential
for high quality communications. At the two typical scenes, the single-input
single-output system compared with two single polarized antennas and an dual
polarized antenna MIMO system is tested. It is shown that the MIMO system
have improved throughput level obviously. The dual polarized ceiling-Mounted
dual streams MIMO antenna will save much construction cost in the long-term
evaluation systems in the future, which can be called the ‘‘green’’ MIMO antenna.

Keywords MIMO antenna � Ceiling-mounted � TD-LTE � Dual polarized

128.1 Introduction

The third generation partnership project (3GPP) has launched the study item of
the LTE system. There are two kinds of techniques for LTE:TDD and FDD LTE.
As the biggest globe operator, China Mobile Communications Corporation
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(CMCC) focused on the TD-LTE. In Evolved TD-LTE, the target peak data rate is
up to 100 Mb/s for the downlink and 50 Mb/s for the uplink. The transmission data
rate can be improved by applying orthogonal frequency division multiplexing
(OFDM) and multiple-input multiple-output (MIMO) antennas which is tolerant of
multi-path interference.

The use of MIMO antennas can provide high spectral efficiency and link
reliability for point-to-point communication in fading environments [1, 2].
However, it is difficult to install multiply antennas at one spot in the building. This
paper solved the problem by designing a dual polarized ceiling-mounted antenna,
whose horizontal polarized element covered the GSM1800 MHz, TD-SCDMA,
WCDMA, TD-LTE and WLAN frequency bands, and the vertical polarized
element covered GSM, CDMA, WCDMA, CDMA2000, TD-SCDMA, TD-LTE
and WLAN systems. The dual polarized ceiling-mounted antenna can be used as a
MIMO antenna instead of the two single polarized ceiling-mounted antennas in
LTE system, so this antenna can be called ‘‘green’’ antenna using dual streams
technique.

128.2 MIMO Network System Modeling

Compared with the single-input single-output (SISO) system, the MIMO system
has been developed to increase the spectral efficiency. MIMO can obtain the
spatial diversity gain by using channel matrices for recovering transmitted data
streams of TD-LTE BS. The system is shown in Fig. 128.1.

The MIMO system is modeled with Nt transmit and Nr receive antennas, where
Nr C Nt. The channel impulse response from the transmit antenna i to the receive
antenna j can be represented by hi,j. For the system with two transmit and two
receive antennas, assuming that the signal s = [s1 s2] are transmitted from each
transmit antenna at time t, the received signal can be represented as follows [3].
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where ri,j represents the complex random variable representing an additive
white Gaussian noise channel. The channel response matrix can be represented as
follows by applying the singular value decomposition.

The upper bound of SINR of the mobile receiver for a cell with K users is
obtained as follows [4]

SINRk ¼ det½H�1
k Hk�

r2
vk

1
þ r2

vk
2

ð128:2Þ
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Under the Gaussian approximation [5], the bit error rate (BER) can be written
with the SINR as

BER
k ¼ Qð

ffiffiffiffiffiffiffiffiffiffiffiffiffi

SINRk
p

Þ ð128:3Þ

where Q(�) is Gaussian approximation function.

128.3 Simulation and Analysis of Dual-Polarized Indoor
Antenna

Figure 128.2 shows the inner structure of the dual-polarized antenna. The hori-
zontal polarized element is formed with four folded dipoles which are rotating
feed, and the vertical polarized element is formed with the inverted-cone mono-
pole and the bottom board. Because the horizontal polarized element and vertical
polarized element are coaxial, they can decrease the interplay, reduce the inter-
ference, and increase the isolation with each other.

The frequency range of the dual-polarized antenna as shown in Fig. 128.2
covered 824–960, 1710–2700 MHz by vertical polarized element and covered
1710–2700 MHz by horizontal polarized element. The vertical polarized element
is equivalent to the traditional single polaried ceiling-mounted antenna, which can
cover the frequency range of GSM, CDMA, WCDMA, CDMA2000, TD-SCDMA,

Fig. 128.1 Antenna and channel of SISO and MIMO (2 9 2) system

Fig. 128.2 Inner structure of
the dual-polarized antenna
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TD-LTE, WLAN and so on, the horizontal polarized element can cover the
frequency range of WCDMA, TD-SCDMA, TD-LTE, WLAN systems.

The antenna has been simulated and analyzed by the Ansoft HFSS software.
The antenna gain, Half Power Beam Width (HPBW) and non-circularity of the
antenna are shown in Table 128.1, Fig. 128.3. Different curves in Fig. 128.3
represent different working frequencies (1.88G, 2G, 2.1G, 2.3G and so on)

From the simulation and analysis, we can see that the dual-polarized antenna
has good non-circularity and high gain.

128.4 Application Testing

The indoor TD-LTE system using three-type antennas was built in three envi-
ronments respectively: one monopole antenna, two monopole antennas and one
dual-polarized antenna. By comparing the throughput of TD-LTE system with
different antenna types, we can evaluate the impact of the dual-polarized antenna.
The configurations of TD-LTE system were listed in Table 128.2.

The test system satisfied the following conditions: (1) Indoor distribution
system and corn network equipment operate normally; (2) The testing terminal is
in working order, and common indoor ceiling monopole antenna is selected in the
comparing test. The frequency is 806–960 and 1710–2500 MHz.

Table 128.1 Radiation parameter of the dual-polarized antenna

Vertical polarization Horizontal polarization

Antenna gain
(dB)

HPBW
(8)

Non-
circularity(dB)

Antenna gain
(dB)

HPBW
(8)

Non-circularity
(dB)

5.1–7.7 42–64 ±1–±2 3.2–5.9 55–71 ±0.33–±1.4

Fig. 128.3 Non-circularity of the dual-polarized antenna. a non-circularity of vertical polarization.
b non-circularity of horizontal polarization
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The indoor environments are various. In this testing we choose two represen-
tative scenes: one is the opening scene just like corridor, another is the closed
scene similar to office. In both scenarios, the throughput of terminal wear mea-
sured in the near, mid and far area.

When testing terminal access in the TD-LTE system, we download and upload
data from FTP severing for 1 min respectively. The following parameters are
recorded: NTA, RI, MCS, RSRP, SINR, Uplink traffic of L1, Downlink traffic of
L1, Uplink and downlink traffic of L3.

The measured results in the near area using dual-polarized antenna and using
one monopole antenna are listed in Table 128.3. The measurements are the
average of sample values.

128.5 Conclusion

From the testing of the TD-LTE system, it is shown that the dual-polarized ceiling-
mounted antenna have good performance. Through the actual practice, it can be
concluded that:

Table 128.2 Configurations of TD-LTE system

Center frequency Bandwidth AMC Harq

2.35 GHz 20 MHz Enable Enable
Frame structure Uplink-downlink Uplink power control Adaptive MIMO
FS2 Configuration 1 Enable Enable
Special subframe CP RB Transmission mode
Configuration 7 Short CP 24 RB TM3

Table 128.3 Measured results in the near area

Parameters Two single
polarized antennas
(0.3 m distance)

Two single
polarized antennas
(0.9 m distance)

Two single
polarized antennas
(1.5 m distance)

A dual-
polarized
antenna

RSRP1 -83.67 -82.832 -83.129 -82.399
RSRP2 -84.92 -86.351 -84.835 -87.152
NTA 2.5254 3.5489 4.8713 4.4384
RI 2 2 2 2
MCS1 26.585 26.563 26.662 27.327
MCS1 variance 1.6296 2.7404 2.6886 1.0238
MCS2 26.57 26.56 26.658 27.325
MCS2 variance 1.6416 2.793 2.7138 1.037
SINR 30.358 31.515 31.525 32.354
DLL1 Thput (kbps) 15821 16867 16911 18038
UL MCS 27.75 27.75 27.75 27.5
UL L1 Thput (kbps) 12794 12690 12691 12691
DL L3 Thput 15447 16437 16406 17450
UL L3 Thput (kbps) 12630 12641 12663 12690
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The dual-polarized antenna worked as good as two single antennas, at the closed
scene;
The dual-polarized antenna is preferred than two single antennas at the opening
scene, and its throughput is twice as much as the SISO system in the near field;
The throughput of dual-polarized antenna is 1.2–1.4 times than the SISO system in
the far field;
The dual-polarized antenna used in this article has good performance. Using this
antenna can save much materials and improve the network capability.
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Chapter 129
Research on Embedded Browser Based
on Qt WebKit for E-Paper Devices

Qing-Cheng Li and Zhan-Ying Zhang

Abstract In recent decades, there has been an accelerating trend in the use of
diverse mobile embedded devices which have been an important part in users’
daily life. Since mobile users need to access the rich resource of the World Wide
Web, mobile embedded browser has been a necessary part of an embedded system.
This paper analyzed the related techniques and framework of Qt WebKit and
developed an embedded browser based on Qt WebKit in E-paper mobile devices.
In addition, according to the characteristics of E-paper screen, we proposed some
key problems about the implementation. Some novel and effective solutions to
address these problems were also proposed. Experimental results demonstrate that
this embedded browser can reach the desired benefits.

Keywords E-paper � Mobile device � Wireless � WebKit � Qt � Embedded
browser

129.1 Introduction

The World Wide Web is one of the most important information sources today.
At present, users tend to use diverse mobile devices such as mobile phones and
Personal Digital Assistants (PDAs) pervasively.

E-paper is a kind of display technology which is designed to display reflected
natural light using electrophoretic colored particles [1, 2]. This kind of display
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material is applicable for protracted reading and brings comfortable reading
experience. The advantages of E-paper device are not only the capability of storing
books, but also the ability of browsing in the internet, subscribing and down-
loading books. These allow users a lot of behaviors without the need of connecting
to a desktop computer. Users can read anytime and anywhere.

Embedded browser is an essential application in mobile devices. There have
already been some embedded browsers in existence such as IE, Gzilla, opera and
Minimo. However, some of them do not support Chinese, some are not open
source code, some do not support Linux platform and some have poor render
effects [3, 4]. WebKit is an open source browser kernel engine with high render
efficiency, small memory occupancy, portability and compatibility.

WebKit is mainly constructed with three parts: WebCore, JavascriptCore and
Ports [5]. WebKit has nearly all functional features of browser in the desktop
computer. WebKit has been adopted in many mobile phones, such as Google’s
Gphone, Apple’s iPhone, Nokia’s Series 60 browser. WebKit is not a browser with
full functions but an engine. Hence, application developers need to develop web
browser using WebKit as kernel to provide specified services.

This paper developed an embedded browser based on WebKit for E-paper
devices. This browser has the following functions:

Downloading HTML/XHTML file.
Parsing HTML/XHTML file.
Producing DOM tree of document objects.
Composing visible HTML elements by allocating position, height and width with
the layout manager.
Displaying the HTML document on the screen.

This program is developed with Qt for Embedded Linux which is a C++
framework for GUI and application development for embedded devices. It runs on
a variety of processors, usually with Embedded Linux. Qt for Embedded Linux
provides the standard Qt API for embedded devices with a lightweight window
system [6].

However, it is difficult to implement embedded browser in E-paper devices for
some inherent limitations about special screen refreshing mechanism, computing
ability, storage capability and bandwidth. Either flow rate is insufficient or CPU is
over-occupied [7]. The following are the requirements for embedded browser:

• Compared to conventional TFT-LCD and STN-LCD, the refreshing speed of
E-paper screen is slower. This feature requires that the refresh frequency cannot
be too high.

• It requires high efficiency to provide high quality service. But wireless network
is more unstable than wired network because of the uncertainty and complexity
of various kinds of environments.

• Achieving expected lifetime of battery is a key criterion for battery powered
mobile devices. Energy consumption must be controlled in an acceptable range.
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Based on this, we proposed the key problems of designing embedded browser
in E-paper devices and corresponding solutions.

We have successfully implemented the proposed techniques mentioned above
in an E-paper mobile reading device. Experimental results have shown satisfactory
results.

The remainder of this paper is organized as follows.
Section 129.2 talks about key problems of the design and respective solutions.

Then, in Sect. 129.3 we describe our implementation and preliminary experi-
mental results. Finally, Sect. 129.4 sums up our discussions.

129.2 Key Problems and Solutions

Here, we list the following several key problems of designing embedded browser
in E-paper devices.

129.2.1 Refreshing Policy

The refreshing speed of E-paper is relatively slow as mentioned in the previous
section. The system performance will be reduced significantly if the screen is
refreshed frequently. For instance, when the web browser loads a URL, the page
will be shown part by part. Hence, there are many child frames before the whole
page is shown. In addition, E-paper has special refresh mechanism, unlike CRT
and TFT dynamic active refresh. E-paper adopts a kind of static positive refreshing
policy that it refreshes only when the data on the screen updates. Based on this
feature, there are many times of refreshments during loading a web page. The
latency time of loading is increased since CPU is over-occupied by refreshing
tasks.

Another problem is caused by the feature of E-paper’s refreshment mode. The
E-paper display driver program provides three refreshing functions for upper level
applications:

Full screen print: it refreshes the whole screen in a time, it is the slowest of the
three methods.

Partial screen print: it refreshes a rectangle block of screen, it supports gray-
scale print.

Fast partial screen print: it is the fastest in three mode. It is a black–white print
mode which means that a grayscale image will be shown as a black–white two-
color image.

When loading a web page, the screen will flicker frequently if full screen print
mode is used and the users’ satisfactions will be declined. But the second and third
print modes may cause retained image of the previous frame if the screen is
refreshed frequently.
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We adopted the principle of Deferred IO mechanism to address the problem.
The principle of Deferred IO is shown in Fig. 129.1.

The display driver does not refresh immediately when refreshing request
comes. Instead, the refreshing action will be deferred to execute. It refreshes the
screen once per 100 ms. When timer is timeout, all screen refreshing requests are
combined into a single request by integrating these refreshing areas together.
At the same time, the refreshing mode is decided by the size of the combined
refreshing area. There is a previously defined minimum area threshold. If the
refreshing area is larger than this threshold, full screen print will be used, else
partial screen print will be adopted.

This mechanism can effectively reduce the frequency of refreshment to a cer-
tain degree. However, this mechanism still has a problem. There will be a progress
bar shown on the screen to notify the progress of loading when the browser loads a
URL. The progress bar changes its value every time it receives the load progress
signal of QWebView. The signal is emitted every time an element in the web page
completes loading and the overall loading progress advances. This signal tracks
the progress of all child frames. Since the signal continually comes for every little
change, the screen will also be refreshed frequently. Furthermore, the progress bar
is located at the bottom of the screen. This causes the combined area to be
refreshed often surpassing the threshold. Then the screen will be refreshed with
full screen print mode many times. User performance is reduced due to flickering
of the screen. In order to address this problem, coarse progress granularity is
adopted to constrain the times of refreshment. If the progress distance between
adjacent refreshment is less than 30%, the screen will not refresh.

129.2.2 Network Manager

A Qt for Embedded Linux application requires a server application to be running,
or to be the server application itself. Any Qt for Embedded Linux application can
act as the server. When more than one application is running, the subsequent
applications connect to the existing server application as clients. The server and

2

1

3

2

1

3

(a) (b)

Fig. 129.1 The principle of
deferred IO
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client processes have different responsibilities: the server process manages pointer
handling, character input, and screen output. In addition, the server controls the
appearance of the screen cursor and the screen saver. The client process performs
all application specific operations [8].

As shown in Fig. 129.2, all system generated events, including keyboard and
mouse events, are passed to the server application which then propagates the event
to the appropriate client.

There are two network connecting management strategies used in the system.
The first is shown in Fig. 129.3.

In the first method, all applications that need to use network are registered in the
Qt server. When a received event is sent to network application the Qt server will

Fig. 129.2 Event processing in Qt [7]
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event

event

Dbus Dbus Dbus

Rss NewsE-mailBrowser

Background network manager

GUI
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Fig. 129.3 Network connecting management
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check if network is available. If not, it will send a Dbus message to notify the
background network manager to launch a connecting process.

In the second method, checking network status function is added in all network-
related places in Qt network library including socket, ftp, http. In this function,
first, it checks whether the network has been connected, because a file will be
created as a symbol when connect program successfully connects the network.
If this file exists, then the network is available, else a Dbus message of connecting
request is sent to notify the background network manager to launch the network
connecting process.

129.2.3 Performance Enhancement

Dynamic link libraries can obtain the benefits of good extendibility and saving
memory at the expense of slower launching speed. Since the functions’ addresses are
unknown during compiling, they need to be searched in the function symbol table
while the process is launching. This process will take most of the starting time (about
80%). Prelink tool is used to obtain the loading addresses before the process is
launched. In addition, a kind of preload method is also adopted. We insert a
‘‘pause()’’ in the main entry function. When the process is launched, it will stop
execution there after dynamic link libraries are loaded. When the process needs to
response to user, the process continues running by sending a SIGCONT signal to it.

In addition, some necessary URL error correction approaches are adopted.
There are usually some minor mistakes during users, input URL. For example, the
user may incorrectly input ‘‘ww’’ for ‘‘www’’. These errors are corrected auto-
matically through analyzing the inputted text.

Mobile device’s input tools are normally stylus and keystroke. For those
devices without touch screen, it is difficult to select a hyperlink of interest with few
keys. We developed hyperlink mode in addition to normal browsing mode to
switch the focus among hyperlink nodes.

129.3 Experimental Test

We have successfully implemented a mobile web browser to test the proposed
methods. The hardware platform is an E-paper reading device with a single
Samsung S3C2416 CPU, 128 MB SDRAM, Epson S1D13521 display controller.
This CPU supports speeds of 400 MHz. The GUI is Qt 4.5.0. The Wi-Fi wireless
module is marvell sd8686. The operating system is Linux with a modified version
of Linux kernel 2.6.11.7.

First, the launching time of embedded browser is tested. We used two E-paper
reading devices with the same hardware configurations, one of them used Preload
and Prelink and the other has not, to launch our embedded browser simultaneously.

1098 Q.-C. Li and Z.-Y. Zhang



We have tested 20 times and their launching time is tested. Experimental results
are shown in Table 129.1.

Second, the latency time of loading web pages are tested. Test data are 20
randomly selected web sites. We run our test program to browse these web sites.
Test results are shown in Fig. 129.4.

129.4 Conclusion

HTML is the most widely used information format on the internet. Mobile
handheld devices are expected to become the default physical interface for ubiq-
uitous computing applications. Embedded browser is significant in mobile hand-
held devices. We developed an embedded browser based on WebKit for E-paper
devices and proposed key problems of the design. Experimental results are stable
and reasonable. They demonstrate that the methods in this paper reach the desired
benefits. We believe that the principles will be extensible to other mobile appli-
cations. We hope it can be found useful in more applications.

In the future, we will continue to explore the way to improve the performance of
the embedded browser. For example, since E-paper screen can only show gray-scale
image, some useless rendering functions, such as 3D rendering and color rendering,
can be removed or simplified in order to improve loading speed. In addition, disk
cache can be used to enhance performance. But the content in client may not be
consistent with the server. The speed of writing Nand-flash is also a bottleneck.

Table 129.1 Launching time of embedded browser

Device Average launching time (s)

With preload and prelink 1.87
No preload and prelink 3.96
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In addition, we will try to combine with user preference to provide more
personalized service. Our work will enable more benefits in a manner that greatly
enhances the user experience.
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Chapter 130
Research of Network Intrusion Detection
System Based on Data Mining Approaches

Xiao-chun Guo, Dong-mei Ma, Ying-juan Sun and Hong-ying Ma

Abstract This paper provides a network intrusion detection system based on data
mining approaches. The framework of the intrusion detection system and the
function of components are introduced. An anomaly intrusion detection system is
implemented based on association rule. This system does not depend on experi-
ences, it has flexibility.

Keywords Network security �Anomaly detection �Data mining �Association rule

130.1 Introduction

As network-based computer systems play increasingly vital roles in modern
society, they have become the targets of our enemies and criminals. Therefore,
we need to find the best ways possible to protect our systems.
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Intrusion prevention techniques, such as user authentication, avoiding
programming errors, information protection and firewall technology have been
used to protect computer systems as a first line of defense. Intrusion prevention
alone is not sufficient because as systems become ever more complex, there are
always exploitable weaknesses in the systems due to design and programming
errors, or various ‘‘socially engineered’’ penetration techniques. Intrusion detec-
tion is therefore needed as another wall to protect computer systems.

Currently, many intrusion detection systems are constructed by expert systems
or based on statistical methods, which need more experience. Data mining
approaches have the advantage that they extract knowledge and rules which people
are interested in from a large number of data. Data mining approaches do not rely
on the experience. Intrusion detection system based on data mining approaches [1]
can help to find knowledge and rules from the system logs, audit data, and network
traffic etc. Network security using this technology is a new attempt at home and
abroad.

130.2 Intrusion Detection

Intrusion detection can identify people who are not authorized to use computer
systems (e.g. hacking), and authorized users who have abused their authority (such
as internal attack).

Intrusion detection techniques can be categorized into misuse detection, which
uses patterns of well-known attacks or weak spots of the system to identify
intrusions; and anomaly detection, which tries to determine whether deviation
from the established normal usage patterns can be flagged as intrusions.

According to the source of test data [2], intrusion detection system can be
divided into host-based intrusion detection system and network-based intrusion
detection system. Host-based intrusion detection system can detect possible
intrusions by analyzing audit data and system logs. Network-based intrusion
detection can detect possible intrusions system by analyzing network packets.

130.3 Systematic Framework

We want to build a network-based anomaly detection model [1, 3, 4]. The premise
of establishing model is that the behavior of hosts and servers can reflect some
laws during the long running in the network. For example, what is the server which
hosts frequently visit, which ports of the server are frequently visited. In the
learning phase of establishing model, we should collect data of normal network
conditions, so that the law (anomaly detection model) is the normal state of the
behavioral pattern of the host and server. In the detecting phase, if there is some
connection that does not meet these rules, we have to think that these connections
are abnormal.
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The framework of anomaly intrusion detection system shown in Fig. 130.1
consists of event generator, event analyzer, response unit and cluster rule set
(anomaly detection model). Event generator can capture network packets. Event
Analyzer analyzes the network packets which is obtained from the event generator
according to the association rules of cluster rule set, and produces results.
Response unit can respond to the results of the analysis. Cluster rule set (anomaly
detection model) describes the characteristics of the user’s normal behavior.

130.3.1 Event Generator

In order to establish a TCP connection, two sides of connecting need to be a three-
way handshake, therefore a connection contains multiple IP packets. Multiple
packets belonging to the same connection should be merged into a connection
record.

A connection record contains the following attributes:
(time, duration, service, src_host, dst_host, src_bytes, dst_bytes, flag)
Time: the start time of connection.
Duration: the time of connection from the beginning to the end.
Service: connection application protocol, such as WWW, FTP, DNS, Telnet, etc.
src_host: source host.
dst_host: destination host.
src_bytes: the bytes which source host sends.
dst_bytes: the bytes which destination host sends.
flag: the connection status, normal end state and the states whose connection
requests are rejected etc.

130.3.2 Cluster Rule Set (Anomaly Detection Model)

Cluster rule set describes the characteristics of the user’s normal behavior.
Therefore, in the learning phase of establishing anomaly detection model, data of
user’s normal behavior requires collecting. The following describes the process of
modeling.

Event analyzer 

Results

Response unit 

Event generator 

Cluster rule set 

Fig. 130.1 Framework of anomaly intrusion detection system
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130.3.2.1 Mining Association Rules

The goal of mining association rules is to derive multi-feature (attribute) corre-
lations from a database table. Association rules define as follows:

I ¼ i1; i2; � � �imf g is called itemset, let D be a transaction database, any
subset of I is called T(T � I), and has a unique identifier ID. Define support(X) as the
percentage of transactions (records) in D that contain X. An association rule is the
expression X ! Y ; s; c:Here X � T ; Y � T; and X \ Y ¼ U: s ¼ support(X [ YÞ is

the support of the rule, and c ¼ supportðX [ YÞ
supportðXÞ is the confidence.

The purpose of mining association rules is to identify credible and represen-
tative rules, so a minimum support threshold and a minimum confidence threshold
should be given. Mining association rules is to derive association rules which the
support and confidence exceed in the specified thresholds. This mining process can
be divided into two steps: First, identify all the frequent itemsets that are all
itemsets whose support is not less than the minimum support threshold. Second,
construct the rules whose confidence is not less than the minimum confidence
threshold from the frequent itemsets in the first step.

Here, we introduce the Apriori algorithm of mining association rules [5].
Introduce a number of notation: k-itemset: itemset of size k; Lk: frequent itemset of
size k; Ck: Candidate itemset of size k.

(1) Apriori algorithm: find all frequent itemsets
Input: database D; the minimum support threshold min_sup.
Output: the frequent itemsets L in D.

L1=find_freguent_1-itemsets (D);
for (k=2; Lk-1=U;k++) {

Ck=apriori_gen (Lk-1, min_sup);
for each transaction t [ D{ //scan D for counts

Ct=subset (Ck, t); //get the subsets of t that are
candidates

for each candidate c [ Ct
c.count ++;

}
Lk={c [ Ck | c.countCmin_sup}

}
return L= ^ kLk;

procedure apriori_gen (Lk-1:frequent (k-1)-itemsets;
min_sup:minimum support threshold)

for each itemset l1 [ Lk-1

for each itemset l2 [ Lk-1

if (l1[1]=l2[1]) ^ (l1[2]=l2[2]) ^ … ^
(l1[k-2]=l2[k-2]) ^ (l1[k-1]\l2[k-1]) then {

c=l1?l2; //join step: generate candidates
if has_infrequent_subset (c, Lk-1) then
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delete c; //prune step:remove unfruitful
candidate

else add c to Ck;
}

return Ck;
procedure has_infrequent_subset (c:candidate

k-itemset; Lk-1:frequent(k-1)-itemset)
for each (k-1)-subset s of c
if s 62 Lk-1 then

return TRUE;
return FALSE;

(2) generating association rules
1) For each frequent itemset l, generate all non-empty subset of l.

2) s is called each non-empty subset of l, if
support countðlÞ
support count(s)

�min conf; gen-

erate association rule: ‘‘s! ðl� sÞ; min sup, min conf’’. The min_conf is called
minimum confidence threshold.

In analysis network traffic, a connection is called a transaction T, transaction
database D is composed of many connection records. Each transaction T is
composed of duration, service, src_host, dst_host, src_bytes, dst_bytes, flag. Time
is the Unique identifier for the transaction. The following lists an association rule:

src host ¼ 202:96:7:5 ^ dst host ¼ 202:108:35:210! service ¼WWW,10,90

The association rule indicates that there are 10% of network traffic connections
which is consistent with the source host IP 202.96.7.5, destination host IP is
202.108.35.210 and the access service is WWW service. WWW service may be
90% of the access service when the source host IP is 202.96.7.5 and destination
host IP is 202.108.35.210.

130.3.2.2 Clustering Rule Set

Clustering rule set is the process of learning and training for anomaly detection
model (association rules). The basic idea is:

Initialize cluster rule set, and then collect a certain amount of network data,
mine these network packets and get some association rules. These rules are to be
integrated into the cluster rule set. Cluster rule set will be updated. Update process
is as follows:

(1) For each new association rule, it will be matched with the association rules of
the cluster rule set. The meaning of the rule matching is that two rules are
exactly the same on both sides.

(2) If a new association rule matches the association rule of the cluster rule set,
the counter of the association rule in cluster rule set will add 1, and the
support and confidence of the association rule in the cluster rule set will be
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updated by the weighted average method. Otherwise, if the new association
rule does not match the rule of the cluster rule set, this new association
rule will be added to the cluster rule set, and the counter of the rule will be
set to 1.

The cluster rule set is trained many times in this way, until cluster rule set is
stable (Little or no new association rules are added).

130.3.2.3 Generating Model

The rules of cluster rule set should be compressed. We delete those rules
whose counter value is less than the minimum counter value specified by the user.
The cluster rule set which will be cut is the anomaly detection model.

130.3.3 Event Analyzer

The captured IP packets that we need to test will pretreat and convert into
connection record.

Connection record set that we need to test execute association rule mining, then
generated association rule set to be generated compare with cluster rule set
(anomaly detection model), and calculate the similarity [3]. If similarity is less
than a user-defined a threshold, we consider connection record set that we need to
test exist anomaly. Meaning of two rules that match is that rule’s left and right
sides are equal and the deviation of two rules’s support and confidence should be

in the range of user defined. similarity ¼ p

n
� p

m
; in which n is cluster rule set’s

number of rules, m is the number of rules that is mined from testing records. p is
the number of rules with two rules that match.

130.3.4 Response Unit

Response unit will process the result of the event analyzer.
When the test results are abnormal, it will alarm the security administrator, and

the alarm information will store to a file for later analysis.
When the test results are normal, detection rule set that is generated

will integrate into the cluster rule set, and the cluster rule is set to be updated.
The process of updating is described in Sect. 130.3.2.2. This makes the intrusion
detection system to have a self-learning ability.
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130.4 Conclusion

This paper describes the use of association rules algorithm to construct the process
of network intrusion detection model, and how to use anomaly detection models
have been established. Because data mining approaches [6] can extract rules
quickly from a large number of network data, it greatly improves the performance
of intrusion detection system.
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Chapter 131
On the Design of University Network
Teaching Resources Database

Zhen Liu, Ning Li, Wenlong Wan and Yulan Li

Abstract All kinds of teaching information resources based on the Internet is the
goal of construction and application of education information as well as an
important work link in the process of the university information construction,
which plays a very important role in the realization of education modernization.
Basing on the introduction of the situation and existing problems of current
campus network information resource construction, the modules, functions,
resources classification and metadata of digital instructional resource library have
been analyzed; the design ideas and scheme for the university teaching resource
library are put forward in the paper.

Keywords Network education resources � System structure � Module � Resource
library � Design

131.1 Introduction

In recent years, with the rapid development of communication and network
technology, campus network construction also is propelled, achieving obvious
development in network infrastructure and various aspects of application system.
But in addition to necessary hardware resources, campus network should also
have abundant teaching resources of the network and get enough applications.
Otherwise, the university informatization construction is like a car ‘‘not available
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car’’ same, whose real function will not achieve. Therefore, the construction of
network education information resources is a long-term and arduous foundation
project and also the key project of campus net which has become the core of
campus net development [1]. The construction of campus network teaching
resources, is not simply to digital electronic, a traditional teaching resources,
such as books, films, in kind, but to restart the planning, teaching design and
construction according to discipline and network teaching characteristics. At
colleges and universities teaching resources of the network building generally
exist in the following issues:

(1) In the teaching resource construction, many schools overall purchase com-
mercialized database. This, in part, solves the shortage of teaching resour-
ces, but overall, effective resource is scarce and more garbage resources
without reference value. Part of the development of resource is only the
simple material accumulation, such as subject teaching plans and texts,
without taking into account the characteristics and the specific needs of
academic knowledge teaching. It is the insufficient understanding and
analysis of school teaching needs of the manufacturer to provide commer-
cialization of insufficient, especially the current course reform deeply that
cause the long term of new resources content, unable to make a new
resources complement.

(2) Resource management ease-of-use poorer. As the maintenance and update
resource need some specific techniques, the school resources in technical
maintenance and update depend only on the manufacturer. The building of
commercialization repository makes the interactivity and the communication
among the user and between the manufacturers and the users. Most of the
resource managements provide only resource adding, deleting, querying,
browsing and other functions, not paying close attention to the interaction of
the construction of the resources content.

(3) Lack of overall planning, low information resource utilization rate; dispersing,
insufficient resource construction standard, not integrated resource construc-
tion standard the impeded inter-communication, unable to share the excellent
teaching resources; the unestablished of the safeguard mechanism for resource
sharing. All of these have serious impacts on the overall effect, of modern
teaching and become one of the bottlenecks of the deep propulsion and
development of the current education informatization [2].

To sum up, general repository obviously cannot satisfy their needs, so it is more
important to construct the teaching resources with the characteristic of its own
schools as a supplement for the repository. Simultaneously the teacher and the
students should not only be the consumers, but also they should be positive
resources participants and builders. This paper mainly puts up some suggestions
and opinions based on the main points of campus network sharing of college
teaching resource construction.
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131.2 The System Structure Design of the Network Teaching
Information Resource Database

Module design is the foundation and key of teaching resource construction not only
considering the data structure, storage formats, input/output devices and applica-
tions mode selection of software and hardware, but also emphasizing the teacher’s
use custom, classroom teaching needs, and following the principle of coordination,
alternation, flexibility and ease construction [3]. The author thinks that, general
colleges and universities teaching resource should include the following five main
modules, function and structure design as shown in Fig. 131.1 below.

System uses Microsoft Visual Studio 2005 as a development platform, and
chooses to support ODBC interface SQLServer2000 as backend database, chooses
ado.net as access web database interface, through the asp.net and ado.net union,
establishes and provides the homepage content and includes database information.
Use the enterprise manager (SQLServer provide query analyzer enterprise man-
ager) and (inquires, such as a strong parser) tools that can easily design the
database, development, deployment and management.

Generally speaking, a complete database system can be divided into three cat-
egories: the system administrator, resource user administrators and ordinary users.

(1) The system administrator. System administrators in system with the highest
authority, for all the functional system provided, all have operation permis-
sions. Its main responsibility is the repository system maintenance and con-
figuration of the general situation of system, statistical analysis, classification
of management of resources and the user management (chiefly to resource
manager management), and is responsible for the security of the system
management.

(2) Resources administrator. Resources administrator permissions behind the
system administrator, its system administrator permissions are given, has
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Fig. 131.1 System function structure
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certain user operations access (is mainly to the common user management). Its
main responsibility is to engage in resource evaluation management, resources
audit, resource maintenance and resource needs support services [4]. Resource
manager specific duties include the following two aspects.

131.2.1 Resource Management

(1) Resources audits. The resources to upload auditing and storage; in the man-
agement of resources, the users just can see after the administrator audit the
resource which exist in the list.

(2) Resource maintenance.

Add resources. The server resources from the management of a single file
upload, including the compressed package with multiple file upload;

Delete resources. Delete the repeat resources;
Modify resources. To modify the information such as the name of resources,

resource types, resources classification, upload the author if necessary.

131.2.2 Service Center

131.2.2.1 User Management

Manage all registered users, including delete illegal users, setting members of
integral, etc.

131.2.2.2 Service Management

Service management content includes:
Needs support. Check the users’ resources demand situation and give the reply;
Review management. Check the user’s comment for resources, timely adjust

resources evaluation level;
Suggest feedback. Give feedback to the users’ complaints, suggest promptly;
Ordinary users. Ordinary users is a systematic end user and beneficiaries.
Registered users. can browse all resources, but can only download ‘‘tourist

zone’’ zero integral resources, cannot enjoy other services.
For the convenience of customers using resources provided by the system,

system provides registered users some function to browse, resource download,
search for collection, resource demand. In addition, for the convenience of
administrators and registered users and convenient communication between reg-
istered users for resources, also provides resources extended comment, resources,
to achieve functions such as uploading the purpose of resources sharing.
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Fast browsing with retrieval.
Fast browsing. Formulated according to Ministry of Education discipline and

profession education resources type classification and discipline and type
respectively in accordance with the layered browsing resources;

The retrieval. To find necessary resources according to the key word and
resource category.

Tourist area. Provide zero download integral resources of the unregistered users.
Use resources.
Resources downloaded. Download the needed resource to a local computer.
Resources evaluation. Make subjective and objective evaluation on the quality

of resources and obtain rewards.
Resources collection. One can collect the resource to personal favorites for the

sake of using it next time.
Needs support. When the required resources are not retrievable, the user can

request support by giving stand inside short message to administrator.
Member center.
Personal information modification. Registered users can modify their own basic

information and password.
The upload resources. Registered users on local resources and URL resources

uploaded to resource center, waiting for resource manager audit and review after
the success of the users receive rewards.

The resources uploaded. Registered users to view has uploaded resources, not
audit before can be modified.

My favorites. Registered users view, delete resources collected;
Complaints suggestions. Registered users to resource service unsatisfactory and

complain or puts forward personal advice.

131.3 The Resources Classification Network Teaching
Information Resource Database

Resource classification design should focus on serves for the teaching, satisfied,
according to practical teaching needs, convenience and sharing of the principle of
design. Resource level classification into eight categories, as shown in Fig. 131.2.
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This nature of discipline includes five types of resources namely teaching
courseware, electronic lesson plan, the teaching outline, exam resources and the
teaching video. Therefore the five types of resources were compared with the
secondary classification, as shown in Fig. 131.3. A subclass of secondary classi-
fication was formulated according to Ministry of Education, discipline and pro-
fession, as shown in Table 131.1. Various universities can also be modified
according to the actual conditions.

Media material, learning tutorials and sharing software of these three kinds of
resources are weak, so according to the own property classification resources.
Media material is divided into picture type, audio kind and animation, as shown in
Fig. 131.4 and Table 131.2.

Learning tutorial consists of learning tutorial classes, including graphic design,
3D design, animation, web pages and office software, tools application, network
security, program design, video processing and other software, etc.

Base class 

Teaching 
courseware 
Electronic 

lesson plans

Syllabus

Test resources 

Teaching video 

Agricultural class 

Medicine class 

Economic 
management class

Engineering

Humanistic class 

Fig. 131.3 Level 2 classification

Table 131.1 Resource secondary classification

Base class Mathematics, mechanics, physics, chemistry, astronomy, earth,
biology, foreign language

Agricultural class Agronomy, forestry science, zootechnics, fisheries science
Economic management

class
Management, economics, statistics

Medicine class Basic medicine, clinical medicine, preventive medicine, special
medicine, pharmacy,TCM

Engineering Engineering foundation, surveying and mapping, materiality,
mining, metallurgy, machinery, electrical and automation,
energy and dynamics, nuclear science, electronics and
communications, information Systems, computer, chemical
engineering, textile, food science, civil construction,
hydraulics, transportation, aerospace, environment, safety

Humanistic class Literature, Marxism philosophy, philosophy, jurisprudence,
education, journalism and communication, politics, history,
society, art, sports
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Sharing software consists of sharing software, including the network software
and system tools, application software, contact chat, image, multimedia class,
industry software, game recreation, programing development, safety-related and
education teaching, etc.

Specific resource list forms including:

(1) Resource properties. Media material, teaching courseware, electronic lesson
plan, the teaching outline, exam resources, video resource, learning tutorials
and sharing software (level classification).

(2) Application scope. Picture type, audio, animation kind, video of class, learning
tutorial class, sharing software, base class, agricultural class, students of
economics, engineering medicine and humanistic classes.

(3) Download points. Each resource has the corresponding points, to download the
resources will deduct the corresponding user. One cannot download without
enough points. Integration settings are from 0 to N.

(4) Upload date. Upload time, format for 2008-7-12.
(5) File size. Upload file size, with K for the unit.
(6) Download times. The system automatically records the number of each

resource download.
(7) Resources evaluation. Use the star as the symbol for the evaluation of the

resource, the highest rank is with five stars.

131.4 Network Teaching Database Data Design

The network teaching resources database both must consider the consistency of the
database design on the versatility and file format for these materials, and the
secondary development and utilization data provide convenience. Reference

Base class 

Pictures class Audio class Cartoon class 

Fig. 131.4 Level 3
classification

Table 131.2 Resource secondary classification

Photo Scenery, animals, flowers, building, automobile, movies, women, figure,
food, system design, game, sports, brand, cartoon, hand paint, vector,
Dazzle color, festival, else

Audio class Animal sound,characters sound, instrument sound, festival voice, bell
alarm sound, war fighting sound, transportation traffic sounds, daily life
voice, appliances office sound, natural voice, sports voice, collision
oscillation voice, humorous voice, Web application voice, titles out
music voice, cartoon voice

Animation class Plot animation, teaching experiment, scripting, 3D effect, interactive
button, menu effects, effects demo, game code, interactive code, masks
application, mouse effect, download effect, voice, application, text
effect, virtual video, else
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‘‘education resource construction technical specifications’’ and the classification of
resources according to above teaching resource, will set the metadata for two ways
to design and the five types [5].

131.4.1 Media Material

Media material for classroom teaching and experimental teaching provide auxil-
iary or directly to the course, it is the basic material spread teaching information
unit, divided into three categories: pictures, audio and animation. Pictures of such
material can be divided into footage pictures, the illustration for PPT and PSD
layered pictures, etc., to ensure that the needs of secondary processing, should save
as JPG etc. the compression ratio and distortion of smaller format. PSD, and some
layered pictures, shall provide pack downloads.

The network teaching resources database audio resource material mostly
through acquisition tapes and become, in the process of collecting as far as pos-
sible should pay attention to its acquisition or converted to MP3 format file, the file
format can guarantee sound can be also used to be a universal network, the
network audio format.

Animation class materials mainly divided into the plane animation and 3D
animation. Plane animation mainly adopts Flash format, this format can support
network access; 3D animation is into AVI format movie, another part of source
files are packaged compression.

131.4.2 Courseware and the Network Courseware

Courseware and network courseware is one or a few points on the implementation
of relatively complete teaching education, teaching for the software, according to
the operation platform, can be divided into the courseware online courseware and
single operation. When the courseware online will run in standard browser, the
courseware can be directly put on the network platform. The single operation after
download through the network courseware can run on a computer in the position,
because courseware varied, such as format, Flash, Author war PPT to wait, to
ensure the consistency of the download, should its package compressed into RAR
or ZIP format file [6].

The network teaching resources database construction and application for
teachers provides a better teaching environment, to provide students with a
good self-study platform, greatly improving the campus network application
efficiency.
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Chapter 132
Research on Network Security of Digital
Library

Junhui Fu, Wenxian Xiao, Jinna Lv and Guohong Gao

Abstract With the rapid development of modern computer communications and
multimedia technology, the traditional library began to change rapidly. Library
information resources become digital, networked, and promote the way of library
management and service change and development, resulting in the digital library
appear. The establishment of digital libraries realizes the sharing and utilization of
network resources, provides convenience for the readers, but the attendant issues
are also worthy of our attention, that is, the security of digital libraries. Once the
library network system has been destroyed, the losses will be incalculable.

Keywords Digital library � Network security � Security policy

132.1 The Concept of Network Security

International Organization for Standardization (ISO) on the computer system
security is defined as [1]: data processing system for the establishment and use of
technology and management of security, protection of computer hardware, soft-
ware and data is not the reason by accident and malicious destruction, modification
and disclosure. It can be understood as the security of computer networks:
By using a variety of technical and management measures, make normal operation
of network systems, so that ensure network data availability, integrity and confi-
dentiality [2]. Therefore, the establishment of network security protection mea-
sures aimed at ensuring the data exchange and transmission through the network
does not increase, modify, loss and leakage and so on.
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132.2 Digital Library Concepts and Connotations

The digital library research and development work is raging in digital library
understanding and knowledge and is in constant in-depth expansion. As to the
Internet, as a representative of network technology and popularization of concepts
such as digital earth, people gradually tend to put forward link and standing in culture
national or even worldwide information resource sharing, the highly connected to the
ubiquity of the network environment to know digital library, trying to make the
breakthrough in tradition library, toward the broader self-cultural foothold of social
culture and even economic cooperation. More representative views are:

China digital library construction and the development of national 863 plan
China digital library development strategy group leaders Xu WenBo stressed [3]:
to construct the new century from the height of the Chinese culture, think ‘‘think
digital library construction of digital library, is to develop the network information
resources, take the initiative positive effective preemption Internet positions,
digital library is the measures in the construction of network content.’’ace ace He
will digital library definition for ‘‘website supports multiple search function of
magnanimous database’’.

132.2.1 Digital Library Definition Level

It is divided into broad sense and narrow sense. The narrow sense of digital library
hierarchy focuses on the ‘‘digital library’’ concept [4]. One word on the traditional
library concept is limited that one entity concepts of digital library is also an
independent ‘‘entity’’, no matter this ‘‘entity’’ is virtual or reality. If above
XuWenBo, digital library boils down to ‘‘magnanimous database’’, ‘‘knowledge
center’’, ‘‘libraries and information institutions’’. The generalized digital library
melts into a distributed management thoughts, in no limit of time and space
network environment and adopts a tolerant attitude and broad perspective. If above
the country and the ‘‘is the next generation Internet above the network information
resources management mode’’, ‘‘is in the distributed computer network environ-
ment information resources organization form from higher level,’’ limited ‘‘entity’’
limitations.

132.2.2 The Characteristics of Digital Library

Digital library problems, can be put forward in different views. Most researchers
used the Shanghai library in 2001 [5], the liu wei papaer digital library was in the
formulation of the digital library, and there are three points: digital resources,
network access and distributed management. These three points from the ontology
level basically generalizes the characteristics of digital library. Other characterstics
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are individualized service modes, convinience and humanization. Jiangxi univer-
sity of finance and economics mentioned that in the library ChenXiangZhu several
problems concerning the understanding and thinking of digital library existed.

132.2.3 The Elements of Digital Library

Shenzhen University Library ZhangDaoYi according to the practice of the
construction of digital library, the elements of inductive digital library for five:
abundant digital resources, the digital resource integration, network information
revealed and the active service mechanism, the overall cooperation mechanism
library network information service, the talent team.

132.2.4 Digital Library of Knowledge Management

Knowledge management is a development to a higher stage information
management thought, but the digital library is often regarded as a future infor-
mation management mode, in this sense, the study say digital library knowledge
management is a thing well. Therefore, the knowledge management of digital
library is study will man. This research mainly in the digital library knowledge
management of the main content, the management mechanism, technical support,
digital library of knowledge discovery, knowledge generation, the knowledge
spread and knowledge organization strategy, knowledge management, digital
resources disposition, etc.

132.2.5 Digital Library the Relationship with the Traditional
Library

This relationship include theory and practice two aspects, namely the digital
library and the library intelligence relationship, the construction of digital library
the relationship with the traditional library. The latter mainly refers to the roles and
responsibilities of traditional library in digital library construction process.

132.3 Main Factors Threaten the Network Safety
of Digital Library

There are a lot of factors that affect computer network security, which can be
roughly divided into the following categories [6]:
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132.3.1 Hardware Issues

Library network system is composed of network servers, disk arrays and other
equipment combination. Its security relies on the reliable operation of the overall
device. A part of any error, may affect the normal operation of the entire network.
In the hardware configuration, you must fully take into account the compatibility
between various devices and whether they are configured correctly and so on.
In addition to these, we should also take into account the external environmental
factors, the computer running has high requirements on the surrounding environ-
ment, such as temperature, humidity, power supply stability, etc., in order to protect
the server system in engine room running normally, you should do: fire, moisture,
dust, static electricity, lightning, etc., equip with fire, moisture, dust, static electricity,
lightning and other devices, in addition to the need for good quality server also need
equip with the appropriate power outlet and power UPS uninterruptible power supply
to ensure power supply stability, the maximum reduction effects on the hardware
devices because of external factors, to guarantee a secure computer system operating
environment. Specific standards refer to ‘‘People’s Republic of telecommunications
industry standards’’ of the communication center room environment conditions.

132.3.2 Human Error

For example, the operator security vulnerabilities caused by improper configura-
tion, user security awareness is not strong, careless user password selection, users
free to lend the account to others, will be a threat to network security.

132.3.3 Malicious Attacks

This is the biggest computer network threat. Hacker attack and computer crime
belong to this category. Such attacks can be divided into the following two: one is
the active attacks, which selectively destroy the effectiveness and integrity of
information in various ways; the other is a passive attack, it does not affect the
network in the normal work cases, an interception, theft, deciphering the secrets to
get important information. The two attacks on computer networks could cause
great harm, and cause the leakage of confidential data.

132.3.4 Computer Virus

Computer virus is a man-made program causing damage effects to computer
information or systems when the computer is running. This program is not an
independent existence, it concealed among other executable program, both
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destructive, but also infectious and latent. It will affect system performance, so that
machines will not run; Severe case will lead to data loss, system crashes, will give
users an immeasurable loss.

132.4 Preventive Measures

To protect the digital library to be safe and stable operation, we can take the
following several ways to enhance its security.

132.4.1 Improved Safety Consciousness

Network security is the most important person safety concept and consciousness,
library leader and decision making. Participants must increase network safety
equipment and personnel training input, change hard light into soft, heavy
construction light maintenance concept. Librarians should strengthen the relevant
laws, regulations and policies of study, consciously accept. Antivirus prevent dark
technical training, actively improve the sense of self-protection and ability.

132.4.2 Use Firewall Technology

Network Firewall technology is used to enhance access control between the network
to prevent the external network users from illegally entering the internal network via
the external network, access to internal network resources, protect the internal
network operating environment and the special networking equipment. It is trans-
mitted between two or more network packets according to a certain way, such as
links to the implementation of security policy check to determine whether the
communication between the networks are allowed, and monitor the network
running. The basic idea of the firewall—not on each host system protection, but all
access to the system through a point, and to protect it and shield the information and
protect the network structure outside the world as much as possible. It is a barrier set
between the trusted internal network and not trust outside the world, it can implement
a wider security policy to control the information flow, to prevent the invasion of
unpredictable potential damage. A new generation of firewall products—monitoring
firewall, the network can take the initiative in the data layers, real-time monitoring,
based on an analysis of these data, monitoring firewall can effectively determine the
various layers of trespass. Also, this test firewall products are generally also with the
distributed detectors, these detectors placed in a variety of application servers and
other network nodes being not only able to detect external attacks from the network,
but also has a strong preventive role in the inside Vandalism.
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132.4.3 Using Network Security Technology

The digital library system in the whole network security, can purchase UPS, in
power. This is able to send power to each workstation information, and can store
information, till a system closes. And, outside, it can use digital closed-circuit
monitoring system and other technical measures to guarantee system security.

(1) Data encryption refers to a message with encrypted keys and encrypted
conversion, cannot read directly, and the ciphertext recipient will read the
ciphertext after decryption function using decryption key reduction Cheng-
Ming Wen. Therefore encryption is to protect the data security by effective
means. In computer networks, encryption divided into communication
encryption and file encryption. Communication encryption and link encryp-
tion, node encryption and in end adds three dense kinds.

(2) The user terminal and user authentication are to control access to information
of the network for the implementation of the management system. It may
prohibit illegal user authentication jehu the operation, can more effectively
protect software and data on Whole. The more widespread application is
password-based user authentication. This way the user accesses authentication
Control union, verified through user input password to determine if users can
access system. This comes in Shoesmag E-mail: 99246483-@qq.com net
library work research after the system allows operation.

(3) Firewall technology is the currently used online security technology, it is a
kind of passive defense access control technology, through border in network
set up of the corresponding nets.

Winding communications monitoring system to realize its function. A protected
network firewall is established only through software and hardware, and the
management measures. The crossing of comprehensive information network
boundary provides monitoring and control modified method. The current imple-
mentation of the main technical firewall have functions such as packet filtering and
the application layer gateway (or proxy server), etc. Internet firewall technology
currently has matured more.

Simple firewall provides a reliable network security control method.

132.4.4 Virus Prevention

Library addition has its own web server, data server and the server library auto-
mation system. The various departments are also equipped with working machine,
coupled with the electronic reading and audio–visual room and other places of the
machine. The number of hosts is not few, apparently the maintenance work of the
host is not an easy task. We can see that, for each host to install anti-virus software
and update virus database in a timely manner is necessary, even if the antivirus
software cannot prevent and control all of the virus. But most the virus can still

1124 J. Fu et al.



play a role. In addition to using antivirus software to prevent viruses, we must
enhance the library staff awareness of virus prevention, in daily work, in viewing
Web pages, receiveing mail and downloading files and be careful not to open
unfamiliar e-mail or download unknown files. This inadvertently allow viruses to
take advantage of the loophole. In the use of removable storage media, we must
first carry out its anti-virus before opening it.

132.4.5 Data Backup

The library has a lot of servers, and there are a large number of data files in these
servers, in order to prevent in the first place and do the server system backup. Data
backup is also a very important. While the server is damaged, we can do the server
data recovery on time using the data files backup, and strive to minimize losses.
Considering in view of the data capacity for data backup, because it takes up more
space, we can use hard drive backup, for dedicated backup of server’s hard drive,
and for the system backup files, we can store them to hard disk or CD according to
its size, ready for use.

132.4.6 Rational Use Computer Management Tools

In the control panel there are security policy management tools and service files.
We need rational use of these two system tools to develop reasonable and
workable security policy for digital libraries. For planning the level of access
control and permissions to stop unnecessary risk of services and enhance system
security. For example: Remote registry service, the service is allowed to remotely
modify the registry, enable it to provide a path for hackers to host your way. we
can close it to get a little more security protection. There are many services which
are not necessary to open, we can choose to on or off these services according to
our needs.

132.4.7 Strengthening Management

In this rapidly information changing era, especially with changing computer
technology, library needs to enhance the training of computer management for the
staff, professional ethics education, targeted knowledge and skills in network
security training and provide them adequate learning time as much as possible to
better serve the library building.

As the system administrators need to constantly learn new knowledge and
enrich their brains to adapt to new changes. In the daily work they should always
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check the system log, to detect intrusion and virus and to monitor the forecasts and
timely response.

132.5 Conclusion

With the emergence of new technologies, network security is constantly changing.
The digital library will also be faced with more challenges. Strengthening the
library network security management is currently a very urgent task. Library needs
to increase investment, continue to improve and perfect the network security and
minimize the negative effects.
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Chapter 133
A Study on the Influence Mechanism
of Characteristics of the Internet
Economy on the Transaction Cost

Wang Ying, Zhang Tongyao and Zheng Hao

Abstract This essay analyzes the typical characteristics of international economy
and describes the definition of transaction cost. In addition, we analyze the
influence on the transaction cost produced by Internet economy characteristics and
point out that the internet economy would reduce the exogenous transaction cost,
while at the meantime increase the endogenous transaction cost. At last, we dis-
close the internal influence mechanism on the transaction cost produced by
Internet economy characteristics.

Keywords Internet economy � Transaction cost � Influence mechanism

133.1 Introduction

As a new economic pattern backed up by information and knowledge, interna-
tional economy significantly impact on the traditional economic theories and on
the cost definition, price model of products and the enterprise organization as well
as management theories. Based on the Internet economy characteristics and def-
inition of transaction cost, this essay discloses the internal influence mechanism on
the transaction cost produced by Internet economy characteristics.

133.2 The Definition of the Internet Economy

The Internet economy actually is a new style of economy where we can achieve
the maximum revenues from the extensive application of information technologies

W. Ying (&) � Z. Tongyao � Z. Hao
Management School, China Univerity of Mining Technology,
Beijing 100083, China
e-mail: wyzxguoguo@hotmail.com

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_133,
� Springer Science+Business Media B.V. 2012

1129



and Internet. It not only indicates the proliferation of information technology
industry, but also signifies the worldwide establishment of high-tech industry and
the revolutionary transformation of the traditional industries and economy
departments that is led by the popularization and application of the high-tech [1].
Therefore, the Internet economy cannot be viewed as the ‘‘virtual’’ economy
purely or even completely as the contrary to traditional economy. In fact, the
development of Internet economy is based on the traditional economy and
simultaneously distinguishes from the traditional economy in terms of the econ-
omy operation, growth and efficiency.

133.3 The Main Characteristics of the Internet Economy

133.3.1 Positive Feedback

In contrast to the decline trend of the marginal utility of the traditional economy,
the expansion of the Internet scale is capable of leading to the marginal revenue
increase effect [2]. Metcalfe’s law states that the value of a telecommunications
network is proportional to the square of the number of connected users of the
system. Since each new connected user gains much more information communi-
cation opportunities because of the interconnection, Metcalf’s law points out that
the Internet is featured with magnificent externality and positive feedback.

133.3.2 Incompatibility

As a result of the incompatibility of the Internet systems, the oligopoly situations
of Internet market appear frequently. Homogeneous Internet products even can
bring an oligopoly supply for the reason that they belong to incompatible systems.
The incompatibility is probably caused by the essential technology utilized by
different systems. Moreover, the incompatibility is formed by the special assets
barriers installed by different network organizations with respective financial
purpose.

133.3.3 Locked-in Effect

Information products possess a notable quality of ‘‘locked-in effect’’. The feature
of ‘‘locked-in effect’’ evolves on the basis of the theories of ‘‘incompatibility’’ and
‘‘path-dependence’’ [3]. The ‘‘locked-in effect’’ connotes that the members and con-
sumers of various Internet systems will be prone to keep loyalty to their original
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choices of Internet systems because of the high switching cost. The organization
members and consumers of the original Internet systems have to not only pay the
non-refundable ‘‘sunken cost’’ resulting from the special investment on the ori-
ginal system, but also the new knowledge study cost. The latter cost that is usually
called ‘‘shift cost’’ by economists is of more magnitude in value than the former
one. When the ‘‘shift cost’’ ascends to some extent that the user would be impeded
to choose new systems, we consider the organization members and customers are
locked in.

133.4 The Concept of the Transaction Cost

The cost of economic activity formed the final determinant which influences the
selection of economic behavior modes, which is decided by the scarcity of
economy resources. On the regular basis, the transaction is regarded as a process
where the suppliers and the demanders seek for the satisfactory collaborator and
eventually settle down and perform the contract to implement the partial or
complete transfers of property right. Transaction cost is the transfer cost of
property right during the above mentioned process. In his further research on the
transaction cost, Williamson categorize the cost into the exogenous transaction
cost and the endogenous transaction cost, where the former one includes direct or
indirect transaction cost such as the information collection cost, the transaction
techniques cost and the negotiation cost, which are tangible and objective; the
latter one, however, is an artificial consumption generated by the self-interest
decision-making of the transaction subjects, which is intangible and subjective [4].

133.5 The Influence Mechanism of Characteristics
of the Internet Economy on the Transaction Cost

According to the standard, established by Williamson, of categorization of
transaction cost, it is not difficult to find that Internet economy directly result in the
dramatic decrease of the exogenous transaction cost [4, 5]. The concrete influence
mechanism is embodied in the following respects:

• Network technique facilitates the collection and the processing of transaction
information of enterprises. Through Internet, both sides of the transaction can
search for the perfect partner through the whole world in the terribly short time
with very low expense. With the updating of technical instruments, the functions
of search engine will be enhanced and the expense of information searching will
be reduced gradually.

• Network technique could simplify the process of market transactions, resulting
in the drastic reduction of the direct cost of transaction, such as technique cost.
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Further, network technique could continually promote the renovation of trans-
action fashions, leading to the decrease of implementation cost. For instance, the
emergence of online ordering and e-commerce evidently reduced the cost of
negotiation and performance.

• According to the economics theories, information asymmetry will induce the
inefficiency of market transactions. The Internet, nevertheless, could alleviate
the extent of information asymmetry between both sides of transaction and
improve the efficiency of social resources collocation. Therefore, the
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enhancement of mobility and acquisition efficiency of production elements will
undoubtedly reduce the production cost of enterprises.

The concrete influence mechanism will be revealed in Fig. 133.1.
At the same time, it is necessary to realize that Internet economy is just as a

double-blade sword. The characteristics of Internet economy also lead to the
increase of endogenous transaction cost to some extent. The concrete influence
mechanism is embodied in the following respects:

• The unisochronism of Internet transactions results in rationality deficiency and
opportunism tendency of the transaction performers, which would not only
increase the cost of performance of contracts, but also the credit risk in the
e-commerce domain.

• The characteristics of incompatibility and ‘‘Locked-in effect’’ promote the
enterprise to be absorbed in investing in network constructions and hold them as
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special assets, especially the network operators. The investments build a huge
quit barrier, which increases the switching cost of network members among
different network systems.

• The cost of network security arising from network operation risks is an inevi-
table issue confronted by enterprises depending on network running. This risks
cost includes not only moral risk cost caused by network members, but also the
security risk cost caused by the network technique itself, such as the harmful
impact on network transactions brought by the network virus attacks etc.
(Fig. 133.2).

133.6 Conclusion

Some scholars deem that Internet economy reduces the transaction cost of enter-
prises, but we consider that this statement is inaccurate. Based on the character-
istics of the Internet economy and the transaction cost theory, we analyze and
disclose the Internal influence mechanism on the transaction cost produced by
Internet economy characteristics. Finally, we concluded that the Internet economy
would reduce the exogenous transaction cost, while at the meantime increase the
endogenous transaction cost.
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Chapter 134
Underground Wireless Multi-Hop
Ad Hoc Networks Based on OLSR
for Coal Mine

Yanjing Sun, Ruhui Li, Man Yu
and Menglong Wang

Abstract In order to resolve the wireless transmission problem underground com-
plex environment, we present wireless multi-hop Ad hoc networks based on OLSR
routing protocol and full coverage communication architecture based on 802.11n.
To overcome the disadvantage of hop count, expected transmission count (ETX)
and expected transmission time (ETT) are used as routing metrics to improve UDP
data transmission for coal mine. The intrinsically safe wireless node is designed
and implemented. Experiments show that ETT does better than ETX in multimedia
transmission capability for underground wireless multi-hop ad hoc networks.

Keywords Wireless ad-hoc networks � Underground coal mine � OLSR � Routing
metric
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134.1 Introduction

Traditional coal mine communication is based on cable communications. With the
development of wireless network technology, underground wireless mobile com-
munications is showing advantages. Leakage communication is mainly limited by
wiring conditions, cannot cover mining operations surface without wiring. Low-
power, self-organizing wireless sensor networks (WSN) have become research
hotspot in recent years, and get a certain amount of research and application in the
safety production of coal mine[1–7]. Li et al. proposed a (SASA) [5] Structure-
Aware Self-Adaptive system for early warning and monitoring of coal mining
regions collapse. Yu et al. designed a coal mine safety monitoring system capable of
collecting temperature, humidity and concentration of methane based on Zigbee [6].
Sun et al. proposed a monitoring system for the mine working face, and it
effectively improved the network lifetime [7]. Aniss et al. studied AP arrangement
of long-distance communication environment for long-wall mining [8, 9]. Video
transportation underground was tested and video data transmission within non-
visible was solved by placed AP in the tunnel corner in [10].

Wireless ad hoc network does not need fixed infrastructure, it can overcome the
existing difficulties in the deployment of wireless system, while meeting the
requirements of real-time multimedia data transmission and achieve environmental
monitoring and reconstruct emergency-aid communication system after disaster.

Therefore, this Chapter proposes full coverage wireless Ad hoc network com-
munication protocol system based on 802.11n to overcome the shortcoming that
OLSR protocol calculates routes by counting hops. We used the expected trans-
mission count (ETX) [11] and the expected transmission time (ETT) as the routing
metrics to build the underground wireless network based on IEEE 802.11n and
OLSR routing protocol, as well as design and implement the 802.11n wireless
node on embedded Linux platform. Performance experiments are finished for the
underground wireless multi-hop Ad hoc network.

134.2 Underground ad Hoc Network
Communication System

Wireless environment such as coal face, roadway and Gob in coal mine is different
from on ground. To meet the coal mine environmental interference, dynamic
topology and low latency requirements, protect the bandwidth and real-time of
network, we designed the communication protocol system compatible with
industrial Ethernet network protocol with the development trend of integrated
automation backbone communication platform of coal mine fiber industrial
Ethernet. The system uses IEEE 802.11n protocol in MAC layer, supports multi-
hop topology and end-to-end communications and provides device level wireless
connection. Underground Ad hoc network adopts IEEE 802.11n-based commu-
nication protocol as shown in Fig. 134.1.
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IEEE 802.11n network protocol is based on open system interconnection
model, PHY layer uses MIMO technology to join parse the received information
by multiple antennas, the physical layer data throughput in 40 Hz channel is twice
as much as in 20 Hz channel used by 802.11n PHY. In the MAC layer, using frame
aggregation technology to pack much MSDUs and MPDUs to reduce costs and
increase data transfer rate. Network layer with self-organization and self-healing
capabilities, adopts OLSR protocol to undertake formation and maintenance of
network topology.

134.3 Underground Wireless Ad Hoc Network
Routing Protocol

134.3.1 OLSR Routing Protocol

Each node of proactive routing protocol interacts topology information periodi-
cally, the protocol masters all nodes’ routing that reached the whole network with
the advantages of small transmission delay, while has large routing protocol
overhead to reflect the current network topology timely and accurately, such as
optimization link state routing protocol OLSR.

If and only if reactive routing protocol needs routing, the source node just
creates a routing to reach destination, so it is called on-demand routing, the nodes
only have part of network topology and routing information. Routing protocol
needs to complete the routing discovery, routing maintenance and routing
demolition work. Compared with the proactive routing, data transmission delay
will increase with routing discovery process, such as AODV and DSR.

Taking into account the relative stability production environment of coal mine
tunnel and routing maintenance is simple, the proactive routing can meet many
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Fig. 134.1 Ad hoc
communication protocol of
coal mine
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types of real-time data transmission requirements of coal mine better. According to
[1, 4, 12, 13], OLSR protocol has better performance in end-to-end delay, end-to-
end throughput, routing protocol, etc., so this Chapter selects OLSR as the routing
protocol.

134.3.2 Routing Metric

Routing metric is the core of routing protocol that routing protocol uses to cal-
culate the best path of end to end, so different routing metric has remarkable
influence on the performance of network. RFC3626 provided OLSR to select hops
as routing metric, but OLSR may choose low-quality link of one hop instead of
high-quality link of two hops in the harsh coal mine underground wireless
environment.

ETX. ETX can handle asymmetric problem that frequently appears in wireless
network and prefers to choose the shorter routing. The probability of packets are
transmitted from the sender to the receiver correctly is called forward transmission
rate df. ETX corresponded to ACK packages of the back link from the receiver to
the sender is called back transmission rate dr. df 3 dr is the rate of data is trans-
mitted and received by ACK successfully.The node calculates the sender’s forward
transmission rate by detecting frame information. ETX is defined as (134.1):

ETX ¼ 1
df � dr

ð134:1Þ

ETX is beneficial to realize the maximum of link throughput performance, but
ETX cannot distinguish link bandwidth and packet loss rate of different data frame
and does not support multi-rate.

ETT. ETT is used to estimate the time taken to send a data frame successfully to
the link. ETT has to calculate the packet loss rate of forward link and back link and
the link bandwidth first, determine packet loss rate by detecting frame that used in
radio link of ETX and measure link bandwidth by using packet pairs technology.
It is defined in (134.2).

ETT ¼ ETX � S

B
ð134:2Þ

In the above formula, S and B represent packet size and link bandwidth. The
node measures bandwidth B of each link by packet-pair technology, specifically,
each node sends two detecting packet data with different lengths successively to its
adjacent nodes by multicast every second (137 and 1137 bytes). The neighboring
node immediately calculates the time between two received data packet after
received detecting packet data, and feedback the time to sender node. The cal-
culation of bandwidth is shown in (134.3).
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B ¼ SL=min di
1� i� n

ð134:3Þ

Here, B is link bandwidth, SL is the maximum of detection packet data, di is
receiving time interval. ETT also take link bandwidth into consideration, though
the bandwidth evaluation will bring some routing overhead, it is very much
suitable for different situations such as coal mine control and monitor, multimedia
data transmission, real-time, etc.

134.4 Performance Experiments

Coal mine safety monitoring data requires high quality for real-time, UDP protocol
is usually used in coal mine. We developed wireless test nodes based on embedded
Linux and core module of PXA270 processor. The node uses RT3070 chip which
meet the 802.11n standard. The node realized function of OLSR protocol based on
protocol stack OLSR daemon wrote by Unik University, supported IPv4 and IPv6
addressing and achieved ETT routing metric strategy by link_probe.

The node works in the ad hoc state, uses channel 1 and 802.11n mode, the
highest transmission bandwidth of point to point is 130 Mbps. We place laptop A
and B running UDP server of Iperf and client separately to test actual network’s
throughput of the end to end, packet loss rate and delay jitter, the UDP buffer is set
to 250 KB.

For the particularity of coal mine data, different underground functional sub-
system will use UDP packet with different size. We set UDP packet with different
size in 2 M bandwidth to test the actual data throughput, packet loss and delay
jitter, the parameters of OLSR routing protocol are set as in Table 134.1.

The test result of ETX and ETT is shown in Figs. 134.2, 134.3 and 134.4. When
the size of data packet is close to 1,000 bytes, bandwidth used to transmit data can
be fully taken advantage of, the actual throughput is very close to 2 M bandwidth
and has the minimal jitter at the same time. By contrast, it is found that the larger
data packet ([1,500 bytes) has more great impact on throughput and jitter,
this because UDP protocol cannot guarantee the data packet arrived in order by
ID, fragmenting and reassembling data packet have certain influence to the per-
formance of system, so the performance of throughput and jitter are worse than the
small data packet’s. It can be seen, ETT’s performance is better than ETX’s. ETX
may choose low bandwidth link of one hop rather than high bandwidth link of two
hops at this moment.

Packets with size of 1,000 bytes have the lowest packet loss rate, if each node
sends a large number of small data packet, it will intensify competition of wireless
channel and lose much many packets, due to the character of nodes within one hop
range of Ad hoc network sharing wireless channel.

Based on the above analysis, we can see that the data packet with 1,000 bytes
has the best performance in 2 M bandwidth environment, next, we used data
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packet with 1,000 bytes to test network performance of ETX and ETT in different
bandwidth, the results are shown in Figs. 134.5, 134.6 and 134.7.

Figure 134.5 shows the throughput with different bandwidths of end to end.
ETT improves the throughput of end to end significantly and plays high bandwidth

Fig. 134.2 Network
throughput

Fig. 134.3 Jitter

Table 134.1 Test Parameters
for underground wireless ad
hoc networks

Routing parameters Value

HelloInterval 2.0 s
HelloValidityTime 20.0 s
LinkQualityWinSize 12
TcInerval 5.0 s
TcValidityTime 30.0 s
ETX_interval 5 s
ETT_window 6
Emission_interval 5.0 s
ETT_expiration_time 30.0 s
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characteristic of 802.11n, the throughput of end to end is up to 7.2 Mbps that can
completely satisfy the requirements of audio and video transmission.

Figure 134.6 indicates the packet loss rate with different bandwidths. We can
tell that the increase in throughput will bring higher packet loss rate significantly
by Fig. 134.5 and 134.6, this is because the competition of wireless channel and
buffer overflow can cause a lot of packets lost. Wireless video compression
algorithm has some adaptability for packet loss, so it owns larger bandwidth within
sustainable packet loss, in fact, if control the packet loss rate below 2%, the actual
network throughput of ETT is still about 7 Mbps.

Figure 134.7 shows that the jitter will increase with the increasing bandwidth.
This is because the increasing data packet will intensify competition of wireless
channel and more data packet will be cached in the buffer of UDP, if data packet
cannot be sent on time, it will increase the delay jitter. At that moment, the audio
signal transmission is very sensitive to delay jitter while demands lower in
bandwidth, so it should select appropriate transmission bandwidth according to the
actual situation.

Fig. 134.5 End throughput
of different bandwidth

Fig. 134.4 Packet loss rate
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134.5 Conclusions

Coal mine wireless ad hoc network based on 802.11n has the characteristics of
easy deployment, low cost, high bandwidth and low latency and supports reliable
data transmission with different real-time requirements. This Chapter presents the
underground wireless ad hoc network architecture which is appropriate for coal
mine based on 802.11n/OLSR, designs and realizes wireless test node. The per-
formance difference between ETX and ETT routing metric of OLSR protocol is
analyzed and compared by experiment. It has significance to solve the key tech-
nology problem of disaster relief communication system in coal mine.

Acknowledgments This work is sponsored by Qing Lan Project, National Science Foundation of
China under grant No.50904070, the China Postdoctoral Science Foundation No.20100471412.

Fig. 134.6 Packet loss rate
of different bandwidth

Fig. 134.7 The jitter rate of
different bandwidth
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Chapter 135
An Illumination Intensity Collecting
System of Citrus Leaf Based on WSN

Xuejun Yue, Tiansheng Hong, Songbin Zhai and Yuanjie Chen

Abstract Illumination intensity plays a crucial part in the growth of healthy citrus
plant leaves. Lack of illumination or too much illumination will affect the leaves of
citrus plants negatively. A less expensive and minimal energy-saving photosen-
sitive sensor is designed to be used on the leaves of citrus plants. The node
hardware consists of an Atmega128L low-power MCU, a CC1000 RF IC and so
on, utilizing the network coordinator and the RFD nodes to set up a LAN through
wireless communication. The leaf intensity values of illumination collected by
nodes will be transmitted to the master node and then transmitted to the remote
receiver in order to realize the collecting illumination intensity values of various
parts of canopy of the citrus plant by real-time wireless collection. When the
illumination intensity value does not match the required illumination intensity
value, the system will send out different alarms. This data collection system can be
applied in daily management of citrus orchards for the purpose of realizing remote
surveillance of the plant’s growth condition.

Keywords Intelligent � Wireless sensor � Local area network � Citrus plant �
Illumination intensity of leaf
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135.1 Introduction

Affected by external environment and internal factors, the process or the intensity
of the citrus plant photosynthesis would change, and the illumination intensity
among external environment is the most important factor.

The illumination intensity directly restricts the intensity of photosynthesis:
being needed in CO2 assimilation, ATP and NADPH come from crucial enzymes
in the light reactions or the dark reactions including KuBP carboxylase and PEP
carboxylase in the light activation, etc [1]. Photosynthesis in the citrus plant
increases with the illumination intensity increasing in certain ranges. When one
condition of illumination intensity, called light compensation point, is reached, it
enables a balance of CO2 to an absorptive amount and lost amount in the pho-
tosynthesis, and the intensity of photosynthesis is mainly restricted by the product
of the light reaction. When the illumination intensity increases to a certain level
(the light saturation point), the intensity of photosynthesis of plant does not
increase anymore or it just goes CO2 through a small increase, which is restricted
by enzyme activities and CO2 concentrations in the dark reactions.

It is of practical significance in the agriculture field to detect and monitor the
illumination intensity value in the process of the growth of the citrus plant.

135.2 Confirmation of Overall Design

WSN nodes consist of one network coordinator (host node) and two secondary
nodes and compose star network [2]. Secondary nodes are set in different parts or
representative positions of a same citrus plant as well as different citrus plants.
Illumination intensity values collected by these sensors are subjected to a process
of analog-to-digital conversion, and then sent to the host node through wireless
channels. The data can be processed by circuits in host nodes: two threshold values
are set according to light compensation point and light saturation point; two LCD
display illumination intensity values collected by two nodes, and LED shows
indicator lights of corresponding ranges of illumination values. Buzzer decides
whether to give an alarm according to whether the illumination value exceeds
various threshold values or not. Network coordinator (host node) with serial port
can connect to the PC through a serial port line, and PC can not only debug
software by the serials, but also can collect data synchronously. Overall design
diagram is shown in Fig. 135.1.
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135.3 Design and Manufacture of System Hardware

135.3.1 Selection of WSN Components

The system is used to monitor citrus plants in citrus orchards for severe envi-
ronment and low-power consumption. It does not request extremely high pro-
cessing capacity. So it is appropriate to use MSP430F14 and Atmgea128L [3].
Considering low cost, Atmega128L is chosen as the processor chip.

Taking RF chip performance, cost and power dissipation into consideration,
TR1000 of the company RFM and CC1000 of Chipcon are ideal choices. These
two chips have their own advantages. TR1000 saves more energy while CC1000
has higher sensitivity with longer transmitting distance. In addition, CC2420 of
Zigbee is more widely applied to wireless sensor network. Finally, CC1000 is
used as RF chips of WSN nodes. And a simplified LDR is chosen as the sensor
to induce illumination intensity and the LCD display nodes as the host nodes
sending data.

135.3.2 Design of Network Coordinator
and Secondary Node

Secondary nodes collect illumination values through the LDR circuit, and then
transform the collected analog signals into the digital signals stored in the regis-
ters. And the data is transmitted to the register by CC1000 and sends out after
modulation through wireless signals.

Antennas of the network coordinator receive data signals, and the original
signals would be reconstructed through modulation of CC1000, which then leave
up to ATmega128L to be processed. Besides, the data will be displayed in a
LCD1602 and in upper computer through serial connection. In the meantime,
it can adjust upper and lower limits through button operation. When received
illumination intensity value has connection with the set values, there are some

Secondary node
in plant 1

LCD Display

Secondary node
in plant  2

Host node
indoor

Sensors collect 
illumination values

Acousto-optic 
alarm

Reserved 
feedback 
interfaces

Sensors collect 
illumination values

Fig. 135.1 Overall design diagram
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follow-up movements to show, such as acousto-optic alarm and so on. It is
illustrated in Figs. 135.2 and 135.3.

135.3.3 Design of CC1000 Peripheral Circuit

CC1000 supports frequency ranging from 300 to 350 MHZ. Fequency of
433 MHZ is chosen as the transmission band because it is a domestic open fre-
quency band. Component parameters of peripheral circuit are calculated by the
SmartRF studio. The circuit is shown in Fig. 135.4.

135.3.4 Processor and its Peripheral Circuit

Processor module of sensor node is composed of a Atmega128L chip as processor,
a peripheral decoupling circuit, a filter circuit, an oscillation circuit and various
kinds of peripheral interfaces, as illustrated in Fig. 135.5.

Control module
ATmega128

Wireless transmission 
module

RS232 connected to a machine display interface

LCD display, acousto-
optic alarm module

JTAG debug Interface
Adjusted button of upper 

and lower limits
Reserved feedback 

interface

Fig. 135.2 Web coordinator diagram

Control module
ATmega128

Wireless 
transmission 

module

JTAG debug Interface

Fig. 135.3 From the node diagram
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135.3.5 External Interface Circuit of Network Coordinator

External interface circuit of network coordinator includes a LCD1602, a LED (red,
green, yellow) display, a buzzer and a serial port circuit. Three external AA
batteries are adopted as the power supply. External interface circuit diagram is
shown in Fig. 135.6.

External interface circuit PCB of the network coordinator is shown in
Fig. 135.7.

Fig. 135.4 CC1000 peripheral circuit

Fig. 135.5 Processor and peripheral circuit
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Fig. 135.6 The external interface circuit nodes

Fig. 135.7 The master node external interface circuit PCB
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135.3.6 Design of Light Intensity Acquisition Circuit

WSN child node also needs an external interface circuit, which is a light intensity
acquisition module. This module is constructed using a LDR and is shown in
Fig. 135.8.

135.4 Research and Achievement of Intelligent Control

To achieve the functions, the system needs support of software after WSN network
coordinator and child node and attachment module are constructed as the system
hardware. Programing, compiling and the creation of final hex file happen in the
software environment called WinAVR.

The flowcharts of the system network coordinator and the RFD node are shown
in Figs. 135.9 and 135.10, respectively.

135.5 Experiment and Analysis of System Test

135.5.1 Tools and Methods of System Test

An illumination intensity adjustable desk lamp and a multimeter are used in the lab
test experiment. And adjustable range of lamp would be as wide as possible.

Methods and steps of system test: (1) Set upper limit value of ADC to 860 mA,
and set lower limit value of ADC to 341 mA. According to the analog-to-digital
formula, ADC = VinV1024/Vref, Vref = 3 V, we can calculate corresponding
upper and lower limit input voltages as 2.5 and 1 V, respectively. Through the
calculation of LDR circuit, we also know corresponding values of LDR are 8 and
120 KX. By reading illumination-resistance characteristic diagram of GL5528,
corresponding illumination intensity is about 80 and 5 lux. (2) Place the WSN
node under the desk lamp, then start the system. (3) Adjust the brightness of the
desk lamp and finely tune the distance between the WSN node and the desk lamp,
then record the data shown on the LCD (ADC switching value). (4) The voltage
between pin ADC1 of ATmega128L and ground can be measured by a multimeter,
and we can get the ADC value through a formula that is ADC = VinV1024/Vref.

Fig. 135.8 Light intensity
acquisition circuit
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(5) Repeat steps 3 and 4 to get measurements of 5 groups, and observe the situation
of acousto-optic alarm and calculate the error of data.

135.5.2 Experiment Result and Analysis of System Test

Experiment data is shown in Table 135.1. System average error is 1.064%.
Experiment results show that illumination intensity can be measured in this design
and the error value is acceptable. The reasons causing the error: (1) Measurement
error of the multimeter. (2) Unstable light source leading to unstable LCD display.
(3) The error of visual inspection.

Experiment shows that collected data of illumination intensity value is indirect
and there existed a nonlinear relationship between the illumination intensity and

Fig. 135.9 The flow chart of
data collection procedure
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the LDR value, which is not convenient for the direct extraction of illumination
intensity that we can only get corresponding value by illumination-resistance
characteristic diagram. In daily management of citrus orchards, precision
requirement for illumination intensity of plant are not high and it is all right to
estimate the illumination range according to the collected data. So this system is of
good practicability. We can achieve intelligent measurement of illumination
intensity value exactly and rapidly by better illumination sensors so that the system
can be developed further.

Fig. 135.10 The flow chart
of control procedure
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135.6 Conclusion

The system uses the Atmega128L low-power AVR single chip and the CC1000 RF
IC so that it saves energy. Underlying protocol confirms to the IEEE 802.15.4
standard protocol and the OSI, and it is easy to be developed once again. The
system adopts CSMA/CA back off mechanism to keep two child nodes from data
collision in the process of sending data to network coordinator and it can change
the transmitted power of WSN nodes through programing.

After the setup of the system, it has certain practical significance that it can be
realized that the secondary nodes collect the illumination intensity; the host nodes
transmit the data to PC wirelessly and succeed in the non-destructive real-time
collection of illumination intensity value of citrus.
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Table 135.1 Light intensity value data experiment

Exp LCD ADC measure
value/V

ADC calculation
value/V

Error
(%)

Acousto-optic alarm

1 751 2.2 750 0.13 Green light is on
2 961 2.8 955 0.62 Red light is on buzzer

sounds
3 793 2.3 785 1 Green light is on
4 440 1.7 443 0.67 Green light is on
5 105 0.3 102 2.9 Yellow light is on
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Chapter 136
An Approach to Construct
Coarse-Grained Program Slicing

Lin Du, Yehong Han and Ke Zhao

Abstract On the basis of analyzing the defects present in traditional system
dependence graph, the method based on ripple effect is proposed to compute
coarse-grained program slicing. The method perfects object-oriented program
semantics and to reduce the computation complexity by expanding the significa-
tion of coarse-grained and analyzing ripple effect. Object-oriented program
semantics are described in detail. At length, the algorithms for analyzing ripple
effects, constructing system dependence graph and computing coarse-grained
program slicing are designed.

Keywords Program slicing � Coarse-grained � Ripple effect � System dependence
graph

136.1 Introduction

Program slicing is a technique for simplifying programs by focusing on selected
aspects of semantics. Program slice consists of the parts of a program that
potentially affect the values computed at some point of interest. Such a point of
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interest is referred as a slicing criterion, and is typically specified by a pair
(program point, set of variables). The parts of a program that have a direct or
indirect effect on the values computed at a slicing criterion C constitute the
program slice with respect to criterion C. As a viable method to restrict the focus
of a task to specific subcomponents of a program, program slicing has extensive
applications in software engineering. With regard to program slicing, the
fine-grained reach the level of statement, while the coarse-grained reach the level
of method. Coarse-grained slicing is more suitable for software measurement.
We generally use the system dependence graph for static slicing of single-
procedure programs. Object-oriented program system dependence graph (OOSDG)
can reflect the semantic characteristics of object-oriented programs, deal with data
and control flow between the processes, describe parameter transference and
carry out inter-process analysis. However, the following questions in the actual
construction of system dependence graph are present.

First, the method to construct system dependence graph is complicated, more over
by the lack of accuracy. Because of high complexity, on account of different studies,
the actual construction ignores some of the semantic characteristics of object-
oriented program. This would result in inaccuracy. For example, in the OOSDG,
only one parameter node is constructed for each corresponding class member
variable. The class member variable has a separate copy in each class instance,
respectively. This indicates that a class member variable defined in one place is used
in different places, which would result in the wrong data dependence among different
class instances. Second, traditional construction method results in the loss of
program semantic [1]. System dependence graph based on the analysis of process
and lack of semantic association, does not reflect the characteristics of object-ori-
ented language completely [2]. The interactions among the objects constitute the
main framework of the object-oriented program. However, this interaction does not
base on the order of execution. Hence, the construction of the traditional system
dependence graph would not take into account all the relationships present among
the objects. Therefore, the semantic of object-oriented is lost more.

In order to solve the above defects, the method based on ripple effect analysis is
presented to construct coarse-grained program slicing. First of all, the meaning
of coarse-grained is extended in order to make the size of grain come up to object-
oriented program’s semantic units that are class, instance and member method, and
member variable. Ripple effects analysis plays the role of two aspects. First, the
results of the ripple effect are mapped to the dependence graph in order to add
semantic relationship among different objects. Second, the scope of analysis through
ripple effect is narrowed in order to reduce the complexity of constructing a graph.

The rest of the chapter is organized as follows. In Sect. 136.2, the meaning of
coarse-grained is extended to simplify system dependence graph. The method
of ripple effect analysis is proposed. By constructing coarse-grained system
dependence graph based on ripple effect, object-oriented program semantics are
described in detail. In Sect. 136.3, this paper designs the algorithms for analyzing
ripple effects, constructing system dependence graph and program slicing.
Section 136.4 concludes the whole chapter.
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136.2 Constructing Coarse-grained System
Dependence Graph Based on Ripple
Effect Analysis

136.2.1 Expanding the Meaning of Coarse-Grained
and Simplifying System Dependence Graph

In order to understand object-oriented programming, analysis of the interactions’
relationship among multiple units is better than analyzing a single statement.
The meaning of coarse-grained is extended in order to make the size of grain come
up to object-oriented program’s semantic unit that is class, instance, member
method and member variable [3].Coarse-grained expanded is defined as follows

Definition 1 The graph G which meets the following characters is referred to as
coarse-grained. (1) Graph G contains statement and predicate in the main(),class,
instance, member method and member variable.(2) If a statement which is in the
member method M belongs to G, then M also belongs to G. (3) If the instance,
member method or member variable in the class A belongs to G, then class A also
belongs to G.

On the basis of defining the coarse-grained, system dependence graph is
simplified. Describing the process dependence,it need not enter the process inside
but indicates process prelude node only. The data dependence which belongs to
parameter nodes of different methods is indicated by data dependence among
multiple methods. It is achieved by data dependence edge which points to the call
directly.

136.2.2 Ripple Effects Analysis

Ripple effects analysis plays the role of two aspects. First, the results of the ripple
effect are mapped in the dependence graph in order to add semantic relationship
among different objects [4]. Second, the scope of analysis through ripple effect is
narrowed in order to reduce the complexity of constructing the graph. Analysis of
ripple effect for recording the units involved by the ripple of one unit which is
called the source of ripple. The following method is used: First step, the complete
ripple graph which reflects corresponding object-oriented programming is
constructed. Starting from the source of ripple, the direct and indirect ripple unit
can be found through traversal of all the ripple edges. However, the above method
has the following problem. The method to construct the complete ripple graph is
complicated whose computation complexity is same as constructing system
dependence graph. The result does not match our original intention of reducing the
analysis scope through ripple effects analysis. Object-oriented program has the
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following properties. The interaction among the various units is either direct or
indirect [5, 6]. In particular, the indirect relationship can be expressed by the direct
relationship among multiple units, this is called transitive. We can draw on the
experience of the method to process transitive in the cluster. Ripple effect can
be recorded through the use of matrix. Thereby the complete ripple effects can be
calculated through matrix transitive operations.

136.2.3 Semantic Description

Object-oriented program semantics are described in detail in the system inde-
pendence graph based on ripple effect as follows.

136.2.3.1 Description of Class, Instance, Member Method,
the Relationship among Member Variables

In order to express membership, instance node, member method prelude node and
member variable node are connected to the accessory class prelude node. Method
and process have the same status. For method and process we do not achieve
internal processing but provide a prelude node. The meaning of method prelude
node is expanded through hiding data transference among multiple parameter
nodes. The expression of data dependence among parameter nodes of different
methods relies on data dependence among methods. Then, three kinds of nodes
should be increased as follows: Member variable node should be increased
because member method refers to member variable; instance node should be
increased because member method refers to class instance node; when a method is
called by the class instance, instance node expressing message receiver object is
increased in the method node. The aim is to reflect the change of object’s state.

136.2.3.2 Description of Class Inheritance

In order to express inheritance, different class prelude nodes which have inheri-
tance are connected. When one class interacts with the other class, it is convenient
to couple each other through class prelude node and class member edge. In order to
reflect the inheritance hierarchy clearly and reduce backtracking, we take the
following approach. If a virtual method in the child class which is inherited from
the parent class is modified, the method is described only in the child class.
Meantime, associated edge should be increased between class prelude node of
the parent class and method prelude node of the child class. Thus making the
expression of inheritance mechanism and virtual method not to require to increase
associated edge between method of the parent class and method of the child class.
Only the associated edge is increased between class prelude node and method
prelude node.
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136.2.3.3 Description of Polymorphism and Dynamic Binding

Polymorphism can be expressed completely by the virtual method prelude
node and polymorphism call edge. Through multiple call edge, call node can be
connected to each method node which is called by object possibly. The dynamic
selection can be expressed by multiple polymorphism nodes which have the same
protocol. This method can express all the possibilities.

136.3 Algorithm Design

In the following, the algorithms for analyzing ripple effects and constructing
system dependence graph are designed.

136.3.1 Computing Ripple Effect

Algorithm 1 Ripple effect analysis.

Input: The source of the ripple
Output: The units influenced by the ripple source
Step 1: The range of analysis which consists of the source of the ripple and all the
units which participate in the ripple effect analysis is determined.
Step 2: The matrix REA and the matrix REO are defined. REA recorded the direct
ripple effect of all the units. REO is defined as follows: the value of the unit which
is the source of the ripple is 1.Another unit’s value are 0. It is easy to find that the
unit whose value is 1 must located in the diagonal of the matrix REO.
Step 3: The transmission of ripple effect is calculated. REO = REO*REA. For the
matrix REO, all the units’ value is modified as 1 if the value is not 0.
Step 4: If the matrix REO is different from the initial REO, then the algorithm
returns to step 3.Otherwise, the algorithm would carry on with the next step.
Step 5: If the matrix REO no longer varies, then the ripple effect analysis is over.
For the final REO, the units whose value is 1 are the required units.

136.3.2 Constructing System Dependence Graph

The scope of the description of the system dependence graph is reduced to the
statement, the predicate in the main ( ) and class, instance, member method and
member variable are achieved by the ripple effect analysis.The object-oriented
program is represented as a two-tuples (M, C) in which M is the main ( ) and C is a
collection of classes. The algorithm calls the function connect ( ) which connects
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call node of process dependence graph and method prelude node [7, 8]. Meantime
the class graph and the main program are connected.
Algorithm 2 Constructing system dependence graph.
Input: the abstract syntax tree of P = (M, C)
Output: the OSDG of P
void ConstructOSDG ()

{ for (class Ci of C)
{ for (method m defined in Ci)

{ if (m is ‘‘marked’’)
make Ci and the ‘‘marked’’ method of
base class connected as membership;

else{
calculate the PrDG of m;
make m as‘‘marked’’;

}
}//end for1

}//end for2
connect();

}//end ConstructOSDG

136.3.3 Program Slicing

Algorithm 3 Computing coarse-grained program slicing.
Input: the OSDG of P
Output: coarse-grained slicing
void SliceNodeObject (Node node, EdgeSet includeEdges,
NodeSet visitedNodes, BOOL back)

{
if (node is not marked)
{

mark node as visited;
insert node into visitedNodes;
if (back)
{
for(alledgeseleadingfromothernodentonode)
{
if (kind of e is in includeEdges)
SliceNodeObject (n, includeEdges, visitedNodes,
back);
}//end for1
}

else
for(alledgeseleadingfromnodetoothernoden)
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{
if (kind of e is in includeEdges)
SliceNodeObject(n,includeEdges,visitedNodes,

back);
}//end for2

}//end if2
}//end if1

}//end SliceNodeObject
void ComputeSlice (Node node)
// phase 1
SliceNodeObject(node,{controldependencyedge,data

dependencyedge,polymorphiccalledge,calledge},
visitedNodes, FALSE);

// phase 2
for (all nodes n in visitedNodes)

SliceNodeObject(n,{calledge,instanceedge},
visitedNodes, TRUE);

} //end ComputeSlice

136.4 Conclusions

This chapter analyzes the defects present in traditional system dependence graph.
The defects include high computation complexity, deficiency of accuracy and loss
of program semantic. The method based on ripple effect is proposed to compute
coarse-grained program slicing. Coarse-grained is extended and defined in order to
make the size of grain come up to object-oriented program’s semantic units ,that
are class, instance and member method, and member variable. Ripple effects
analysis plays the role of two aspects. First, the results of the ripple effect are
mapped to the dependence graph in order to add semantic relationship among
different objects. Second, the scope of analysis through ripple effect is narrowed in
order to reduce the complexity of constructing the graph. Finally, the algorithms
for analyzing ripple effects, constructing system dependence graph and program
slicing are designed. The recent years have witnessed the increase of software size
and complexity. Thus, several software engineering tasks required to reduce the
size of programs or to decompose a larger program into smaller components. As a
viable method to restrict the focus of a task to specific subcomponents of a pro-
gram, program slicing has extensive applications in software engineering. Recent
works about program slicing are concerned on improving the precision of slicing
methods and computing object-oriented program slicing. We strongly believe that,
in the near future, this research field will be paid much more attention by the
researchers and promote the fundamental theories’ research in the related fields,
for example program debugging [9, 10], program testing [11–13], software mea-
surement [14, 15] and software maintenance [16, 17].
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Chapter 137
Study on Intrusion Detection Model Based
on Improved Genetic Algorithm
and Fuzzy Neural Network

Jinguang Chen, Yuesheng Gu and Zhixiong Li

Abstract The network intrusion is one of the most important issues for the
security of the internet. The internet intrusion may lead to terrible disaster for
network users. It is therefore imperative to detect the network attacks to protect the
information security. However, the intrusion detection rate is often affected by the
structure parameters of the fuzzy neural network (FNN). Improper FNN model
design may result in a low detection precision. To overcome these problems, a new
network intrusion detection approach based on improved genetic algorithm (GA)
and FNN is proposed in this chapter. The improved GA used energy entropy to
select individuals to optimize the training procedure of the FNN, and satisfactory
FNN model with proper structure parameters was then attained. The efficiency of
the proposed method was evaluated with the practical data. The experiment results
show that the proposed approach offers a good intrusion detection rate, and per-
forms better than the standard GA-FNN method with respect to the detection rate.
Thus, the proposed new intrusion detection method is efficient for practice
applications.
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137.1 Introduction

Network security is a hot topic in computer security and defense worldwide. Intru-
sion may lead to absence of the internet service and even cripple the whole system for
weeks. Hence, it is very important to detect the intrusion in time to prevent break-
downs. Advanced machine learning algorithm, including evolution algorithm,
intelligent artificial neural network (ANN) and support vector machine (SVM) and so
on, all appear in the intrusion detection of the networks [1]. Among them, ANN [2] is
the most extensively used method. However, ANN detection performance is mainly
determined by its structural parameters. It is often difficult to determine the ANN
parameters without a large number of trials. Although Xie [3] and Qiao et al. [4] use
GA to tune the ANN structures improve the network attack detection accuracy, but
without considering the GA individual selection adjustment, and just using the KDD
data set to validate their methods, and not for practical applications. Therefore, to
improve the GA optimization process and to test the real data set will have important
significance for the ANN based intrusion detection [5–8].

In order to solve the above problems, this paper proposed a new intrusion
detection method. This method has been marked to achieve fuzzy-ANN parameter
optimization using improved GA. By using the practical data set for experimental
analysis, the results show that the new method can detect the network attack
efficiently and the detection rate is higher than the standard GA-based method.

This chapter is organized as follows. In Sect. 137.2, the proposed method for
intrusion detection based on the combination of improved GA and FNN is
described. The application of the proposed method is presented for intrusion
detection in Sect. 137.3. The performance of the proposed new method is
described. The effectiveness of the proposed method is valued by analyzing the
real attack data. Conclusions are drawn in Sect. 137.4.

137.2 Improved GA-ANN Intrusion Detection Model

Due to the interference of inside and external excitations, the intrusion is a kind of
typical non-stationary signal. The different signal components of intrusion data
exhibit various characteristics. The uncertainties of the signal make the actual
attack present fluctuations which are difficult to identify. ANN is an intelligent
approach to deal with non-stationary signal. With its strong learning ability, the
ANN is quite suitable for practical intrusion detection applications. So the hidden
intrusion pattern can be easily recognized by ANN. However, its identification
efficiency relies mainly on the structural design of the ANN. Thus, the GA opti-
mization is applied to the ANN design. By doing so, satisfactory ANN detection
model can be obtained, and hence the detection rate could be improved.

In the analysis of intrusion detection, the FNN is first used to learn the actual
link between the recoded data and the intrusion. Then, the improved GA is applied
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to the model optimization. Finally, the intrusion detection model is tested by new
samples. The detail of the new method is described as follows.

137.2.1 Improved GA

Standard GA [9] involves the following procedures: (137.1) coding, (137.2)
selection, (137.3) crossover, (137.4) mutation. In the individual selection process,
standard GA only searches individuals with adaptive value. The inner link among
the selected individuals is usually neglected. Therefore, the probability distribution
of the population is hard to form, leading to a low convergence speed, so as to
make the GA optimization fall into premature convergence [10]. To overcome this
shortcoming, we used the energy entropy-based selection to increase the diversity
of population. As GA selects according to the individuals’ energy, it needs to
calculate each individual x. The individual energy entropy can be expressed as [10]

EðtÞ ¼ Inð1
pt
Þ ð137:1Þ

where, pt denotes energy probability at lever t. By employing the annealing
selection method [10], we can derive the individual selection probability [11]

PðxiÞ ¼ e�ðEðxiÞþbf ðxiÞÞ=
Xn

i¼1
e�ðEðxiÞþbf ðxiÞÞ ð137:2Þ

where, PðxiÞ denotes the probability of individual x in new population, ðEðxiÞ þ
bf ðxiÞÞ denotes fitness value of individual x.

After the energy entropy based individual selection procedure, the link between
individuals is connected to maintain the diversity of population.

137.2.2 Fuzzy Neural Network

Since the integrated fuzzy logic and ANN provides more powerful learning ability,
we use the integration of the fuzzy-artificial neural network (FNN) to detect the
intrusion in this chapter.

Fuzzy method is used in various problems. However, the determination of
membership functions depends on human experts and experiences, resulting in
time consumption and lack of self-adaptation. To overcome this problem, the
artificial neural network (ANN) has been applied to auto-tune the membership
functions of the fuzzy inference [12]. The structure of fuzzy neural network is
shown in Fig. 137.1.

The FNN consists of four layers. The input layer connects with input feature
vector P ¼ ½p1; p2; . . .; pi�T . The fuzzy layer is used to fuzz each input pi to get
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corresponding fuzzy membership values xj ¼ lAijðpiÞ ¼ ½q1j; q2j; . . .; qij�T : The
Gaussian function was adopted as the fuzzy membership function, that is

lAijðpiÞ ¼ exp � pi � aij

bij

� �2
" #

ð137:3Þ

where aij is the center of membership function and bij is the width of the function.
Hence, the output of the fuzzy layer is X ¼ ½x1; x2; . . .; xj�. In the hidden layer, for
the l neuron nodes, the weights xlj were used as the fuzzy relation matrix to
perform fuzzy inference rules. Then the singleton output of the lth fuzzy rule is

ylðxjÞ ¼ xljxj ð137:4Þ

The fourth layer outputs the fuzzy decision of the FNN. The weighted average
method for inverse fuzzy was used in this paper. It can be noted that the main
purpose of the FNN is to optimize the coefficients of aij; bij; xlj and xkl. The
traditional way is to train the FNN by back propagation (BP) algorithm. However,
the BP algorithm may lead to local optimal solutions, declining FNN performance.
For this reason, the improved GA was applied to train the FNN because of its good
global searching ability and strong robustness. It first encodes the coefficient
values to form chromosomes, and then performs replication, crossover and
mutation to evolve the chromosomes. Finally, use the optimal chromosome to
represent network weight and membership function coefficients. In the GA
searching processing, the fitness function plays an important role in the optimi-
zation result. To ensure the searching precision, the following fitness function was
used:

J ¼ 1
eðqÞ ; and eðqÞ ¼ 1

2

X

p

X

k

ðzk � TkÞ2; ð137:5Þ

Input layer Fuzzy layer Hidden layer Output layer
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Fig. 137.1 Structure of
fuzzy neural network
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where q(q = 1,…,N) is the chromosome number, p is training sample number, Tk

is desired output, and zk is the real output of FNN. The intrusion detection flow-
chart of improved GA-FNN is shown in Fig. 137.2.

137.3 Experimental Analysis

In order to validate the performance of the proposed algorithm, the intrusion
experiments were carried out in real practice application in this paper. The DoS
and probe attack types were investigated. The recorded data describes 10 main
attributes of the test network connection, including duration, service type, the
bytes issued from source to destination, the bytes from destination to source, etc.
In the intrusion detection, 10,000 normal samples, 5,000 DoS attack samples and
1,000 probe attack samples were used to evaluate the proposed approach.

As mentioned above, the improved GA-FNN is employed to identify the net-
work attacks. The input feature vector of the FNN is 10 network features. The
output adopted decimal coding, i.e., T = [1–3], where 1-3 indicated the normal,
DoS and Probe in the experimental tests, respectively. Hence, the structure of 10-
15-25-3 was chosen for the fuzzy neural network in this work. In the GA opti-
mization, the population size is 250, the crossover probability is 0.9, and the
mutation probability is 0.01.

The GA optimization procedure is illustrated in Fig. 137.3. The evolution
performance of the improved GA and standard GA is compared. One can note that
the improved GA has faster convergence speed and better fitness value, which is
benefited from the energy entropy-based annealing selection process.

The intrusion detection performance of improved GA-FNN model and standard
GA-FNN model is shown in Table 137.1. From Table 137.1, the proposed method
for intrusion detection performance is better than the standard GA-FNN. By
optimization of the individual selection, the GA calculation speed is increased
when compared with the standard method, and the detection rate is enhanced by
2.5%, as well as the false alarm rate by 0.66%. For this experiment result,

Control tool

Improved
GA 

Input 
data

Protection
decision 

Pre -
processing

FNN detection model

Optimization

Fig. 137.2 The network intrusion detection system based on improved GA-FNN
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the intrusion detection performance of improved GA-FNN has obviously enhanced
the detection rate. One can note that the improved GA is more effective in the FNN
optimization than the standard GA in this specific case.

The intrusion detection performance of improved GA-FNN model and FNN
model is shown in Table 137.2. It can be seen from Table 137.2 that the GA
optimization plays an important role in the intrusion detection busing FNN model,
which can improve system detection efficiency significantly. Compared with FNN
method, the new approach increases the detection rate by 6.6%, as well as the false
alarm rate by 1.45%.
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Fig. 137.3 The performance for FNN optimization using improved GA and standard GA

Table 137.1 The intrusion detection performance of the FNN-based model

Improved GA-FNN model Standard GA-FNN model

Detection rate False alarm Time (s) Detection rate False alarm Time (s)

95.3 1.12 1.27 92.8 1.78 1.91

Table 137.2 The intrusion detection performance of improved GA-FNN and FNN

FNN model Improved GA-FNN model

Detection rate False alarm Time (s) Detection rate False alarm Time (s)

88.7 2.36 1.57 95.3 1.12 1.27
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137.4 Conclusions

Intelligent method has been widely used in intrusion detection, especially for the
fuzzy logic and ANN. However, reasonable structural parameters of the intelligent
model play an important role in satisfactory detection performance. Therefore, this
paper proposed a new intrusion detection method based on improved GA-FNN.
The innovation is that the new method uses the energy entropy-based selection
method to ensure the diversity of the generations of the GA, and hence the opti-
mization of the FNN structure could be enhanced when compared with standard
GA. The real practice data was applied to the validation of the proposed approach.
The analysis results verify the effectiveness of this method. The intrusion detection
rate and false alarm have been improved when compared with the standard
GA-FNN approach, and hence the proposed method is of application importance.
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Chapter 138
A Non-orthogonal and Multi-Width
RBF Neural Network for Chaotic
Time Series Prediction

Peng Zhou and Dehua Li

Abstract A non-orthogonal and multi-width learning algorithm of radial basis
function (RBF) neural network is presented for chaotic time series prediction. It is
based on an adaptive algorithm, which takes advantages of the good selection
capability of the non-orthogonal method for assigning an appropriate number of
hidden units for the network and the ability of the multi-width model for guar-
anteeing a natural overlap between kernel functions. The proposed algorithm may
specify the locations and widths of kernels simultaneously. For known and
unknown noise chaotic dynamical systems, the novel algorithm can predict them
well and its effectiveness is illustrated by results from experimenting on some
examples such as Honen chaotic time series.

Keywords Non-orthogonal �Multi-width � Radial basis function neural network �
Chaotic time series

138.1 Introduction

There are many research results about chaos time series prediction due to their
wide applicability in many practical systems such as secure communication,
chemical reactions, biological systems and information processing. It can be see
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from them that the key problem of prediction lies in the formation of prediction
models. Some classical models, such as auto regressive moving average (ARMA),
recurrent neural networks (RNN), and support vector machine (SVM), have been
developed for the prediction. Radial basis function (RBF) neural network have
also been employed independently or as an auxiliary tool to predict chaotic time
series. Chng et al. proposed a gradient RBF (GRBF) model for chaotic time series
prediction, Rosipal et al. constructed a resource-allocating RBF network for
chaotic time series prediction. Rojas et al. proposed a normalized PG-RBF net-
work to analysis chaotic time series.

However, these algorithms intensively depend on the distribution of the input–
output samples; they may break down or have improper number of centers when
its corresponding parameters or thresholds can not be specified correctly. A sig-
nificant contribution to construct RBF networks is made by Chen et al. through
development of orthogonal subset selection algorithms. Although they all have
good robustness, the Achilles heel is that the final model obtained by the forward
selection method is not optimal [1]. Moreover, the default kernel width of
orthogonal method is uniform.

In this letter, we proposed a new method of non-orthogonal and multi-width
technique assisted by a differential evolution (DE) algorithm for chaotic time
series prediction. The number of hidden units can be obtained by the forward and
backward recursive method in the non-orthogonal space. The multi-width tech-
nique offers the advantage of taking the distribution variations of the different
chaotic time series data into account and guarantees a natural overlap between
Gaussian kernels. Thus we can obtain a unique and optimal prediction model of
RBF neural network.

The rest of the Chapter is organized as follows. In Sect. 138.2, we consider the
problem of chaotic time series prediction using an RBF prediction and effect of its
model architecture and width on the prediction. Section 138.3 presents the non-
orthogonal and multi-width method which is developed to construct an optimal
RBF predictor. Section 138.4 describes the Henon mapping simulations carried
out to evaluate the performance of the proposed technique.

138.2 Chaotic Time Series Prediction Using an RBF Network

According to the Takens [2] embedding theorem, we have

xi ¼ f ðxi�1; . . .; xi�LÞ; ð138:1Þ

where {xi} is a chaotic time series generated by a D-dimensional nonlinear system.
Therefore, reconstructing a chaotic system from its time series measurements is
specified by two ingredients. First, a suitable embedding dimension L may be
determined by many techniques. Second, a good representation f makes chaotic
time series predicting work well. A RBF neural network has a simple topological
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structure and university approximation ability and can be used as a predictor to
model the unknown mapping f.

An RBF predictor, fK, is a linear combination of K RBFs that is

x
_

i ¼ fKðxi�1Þ ¼
X

K

j¼1

wj/ð xi�1k �cj

�

�=rjÞ; ð138:2Þ

where /(||xi-1-cj||/rj) is the RBF with center cj and widthrj, ||.|| denotes the
Euclidean norm. To make fK close to f, the distance between f and fK is minimized
with respect to the parameters of fK, that is, cjs, rjs and wjs. Here the coefficients
wjs (j = 1,2,…,K) are chosen by the linear least squares (LS) or recursive least
squares (RLS) method.

The prediction errors decrease monotonically with increasing number of hidden
units. For a noisy chaotic time series, the RBF net does not require an infinite
number of hidden units for an optimal prediction. The reason is that although using
a large number of hidden units tends to make fK close to f, it also results in a larger
approximation error contributed by noise. Moreover, the chaotic time series is not
uniformly distributed and must take the distribution variations of the data into
account to obtain better prediction performance.

138.3 The Non-orthogonal and Multi-width Algorithm
for Optimal RBF Prediction

A forward and backward recursive method in the non-orthogonal space is
employed to realize an optimal RBF network, in which the multi-widths method is
incorporated to consider the real distribution of chaotic time series fully.

138.3.1 Forward Selection

First, a forward regression method is considered here, given the noisy chaotic time
series {yi}, the first center of the RBF predictor can be selected as follows:

For 1 B i B M (M = 1, 2,…, N-L), compute

½Q�i ¼ ððqiÞT YÞ2=ððqiÞT qiÞ; ð138:3Þ

where Y = [yL+1,…,yN]T, qi is data matrix with /(||yi-cj
||/rj) as it ijth element for i =

1, 2,…, N-L and j = 1,2,…,N -L, N is number of points used for training. Note that
since the value of [Q]i represents the contribution of qi to the network output, the
corresponding vector qi is selected when [Q]i takes the maximum value
[Q]imax(max{[Q]i}i=1,…,M ). In a way, the imaxth x and q becomes the first selected
center and regressor vector.
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To obtain a good prediction performance of network, we must avoid redundant
information as well as grasp necessary information of the hidden units. As a
consequence, the concept of new information is proposed to achieve this target.
Assume that the k regressor terms {qk

(1)qk
(2),.., qk

(k)} are added to the model and then
let Rk = [qk

(1)qk
(2),... qk

(k)]. The corresponding selected centers are ck
(i) (xk

(1), xk
(2),…

xk
(k)). The remaining M-k centers cM–k and regressor terms RM–k denoted by {xM–

k
(i)}i=1,..,M–k and {qM–k

(i)}i=1,..,M–k, respectively. To formulate forward selection
iteration process, the projection of qM–k

(i) onto Rk is defined as

ui ¼ RkðRT
k RkÞ�1RT

k qM�kðiÞ : ð138:4Þ

And then the new information expressed by the residual regressor qM-k
(i) can be

written as

ei ¼ qM�kðiÞ � ui: ð138:5Þ

Now, ei spans a new non-orthogonal information subspace and the square
modulus of projection of Y onto ei is given by

Q½ �kðiÞ¼ ðeT
i YÞ2=ðeT

i eiÞ; i ¼ 1; . . .;M � k; ð138:6Þ

where [Q]k
(i) indicates the contribution of each residual regressor term {qM-

k
(i)}i=1,..,M-k which is used by the network to approximate Y. The larger [Q]k

(i), the
more information the residual regressor terms {qM-k

(i)}i=1,..,M-k contain. If one
selected term achieves the maximum contribution among all remaining candidates
and then the corresponding input vector is added to the model. If the maximum
contribution [Q]k

(imax) is defined as max{[Q]k
(i)}i=1,…,M-k, then the (k+1)th center

becomes the imaxth column of {xM-k
(i) }i=1,..,M-k and qM-k

(imax) becomes the
(k+1)th selected regressor vector. The selected regression matrix updates into
Rk+1=[RkqM-k

(imax)]. After the latest selected center which can mostly reduce the
sum of square errors (SSE) is added to the model, whether or not the current model
is to be expanded, must be determined by the cost function which can detect an
excessive fit of the model to noisy or noiseless data. An RBF network with small
number of basis functions yields a high bias and a low variance, whereas network
with large number of basis functions yields a low bias but high variance estimator.
So the Bayesian information criteria (BIC) [3] is an important instrument in bal-
ancing the accuracy and the complexity of the final network and can be used to
detect the hidden unit number of RBF predictor. Suppose a subset of previously
selected model contains k hidden units, the cost function BICk is obtained by

/k ¼ 1=RT
k Rk; ek ¼ Y � Rkð/kðRT

k YÞÞ; ST
k ¼ eT

k ek=M; BICk ¼ M ln S2
k þ k ln M:

ð138:7Þ

Similarly, the cost function (BICk+1) of the (k+1)th intermediate model is
acquired by applying Rk+1 to (138.7). If BICk+1\ BICk, then ck+1=[ckxM-k

(imax)].
cM-(k+1)={xM-k

(imax)}i=1,…,(imax-1),(imax+1),…,(M-k). The cost function is gradually
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reduced with increasing the model size. The forward selection procedure continues
until the cost function satisfies the following condition BICk+1 [ BICk.

In order to reduce the computational burden, a fast recursive algorithm is used
to update the key step /k+1 in the process of computing BICk+1. The augmentation
/k+1 of /k is implemented as follows [4]:

a ¼ /kRT
k qM�kði maxÞ ; �e ¼ qM�kði maxÞ � /ka;

b ¼ �eT�e;/kþ1 ¼
/k þ aaT=b 38;�a=b

�aT=b 38; 1=b

� �

: ð138:8Þ

138.3.2 Backward Refinement

If the RBF original basis is non-orthogonal, the energy contributions of different
basis vectors are mixed. After one latest selected regressor term is added to model,
some previously added units may consequently become very little to the network
output. So the stepwise forward selection procedure performs a series of con-
strained optimization. Even though each step yields a regressor with the largest
possible contribution, the final selected regressor terms are not the most compact
for the hidden layer. To solve the problem resulted by the stepwise forward
method, a backward refinement procedure is proposed. The backward refinement
is to review the contribution of any selected regressor term (i.e., compare the
contribution of any selected term with all the remains in the full selected terms)
and then some selected regressor terms which are found non-contributing or less is
removed. The process continues until no insignificant regressor term exists in the
selected regressor terms.

To evaluate the contribution of each selected term {qk+1
(i)}i=1,..,(k+1), and locate

the regressor vector of the minimum contribution to net output, first, construct a
new matrix Rk,i ({qk+1

(i)}i=1,…,(i-1),(i+1),…,k), which is equal to Rk+1without the ith
term of it. And then the cost function (BICk,i) of the hypothetical models without
the ith term of the selected regressor terms is acquired by applying Rk,i to (138.7).
If BICk,imin is the minimum value of BICk,i (i = 1,…,k+1) and satisfies the criterion
BICk,imin \ BICk. Then the iminth selected term is removed from the selected
regressor terms Rk+1 and then put back into the candidate pool RM-(k+1). Similarly,
the corresponding iminth selected center is also removed and put back into the
candidate pool cM-(k+1). After the current round of iteration ends, let k = k-1,
BICk= BICk,imin, /k+1 = /k,imin, Rk+1= Rk,imin,, ck+1 = ck,imin.. The refinement
iteration procedure is terminated and then the forward selection process restarts if
BICk,imin [ BICk.

To speed up calculation of /k,i, we can also use matrix transformation skills.
The ith row and ith column of matrix /k+1 move to the end and then new matrix
/k+1

0 can be written as
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/kþ1
0 ¼ / c

cT r

� �

; ð138:9Þ

where / is the k9k matrix, c is k-dimensional vector, r is scalar. Then /k,i is given
by

/k;i ¼ /� ccT=r: ð138:10Þ

138.3.3 Multi-Width Method

Most real-life problems including the chaotic time series prediction show non-
uniform data distributions. In the subsection, we give a multi-width method to
solve the problem. A pilot density estimate is first computed as [5, 6]:

pðxiÞ ¼
X

j 6¼i

kððxi � xjÞ=r0Þ=nrd
0; ð138:11Þ

where r0 is a global width and the index d is the dimension of the data space
{xi}i=1,…,n. The kernel, K, is taken to be a Gaussian function centered at zero and
integrating to one. Based on Eq. 138.11 local widths are calculated as:

rðxiÞ ¼ r0½k=pðxiÞ�h; ð138:12Þ

where p(xi) is the estimated density at point xi, h is the sensitivity parameter, a
number satisfying 0� h� 1 (a suggest value for h is 1/2 [7]), k is a proportionality
constantn k, which has an effect on the local width. If p(xi) \ k, r(xi) increases
relative to r0 implying more smoothing for the point xi, for data points that verify
p(xi)[k, the local width becomes narrower. A good choice [7] is to take k as the
geometric mean of {p(xi)}i=1…n. It can be written as

log k ¼ n�1
X

logðpðxiÞÞ: ð138:13Þ

A particular choice of r(xi) is able to perform much better than fixed-widths
methods, as they offer a greater adaptability to the data.

To address the above mentioned problems of global width, this Chapter pre-
sents a new optimal scheme such that the global width, which is employed in the
selection of the network architecture (numbers and selections of nodes) and the
model parameters (centers and widths), can be evolved by the differential evolu-
tion (DE) algorithm based on an exhaustive search. In the Chapter, an individual is
a global width r0. Like other evolutionary optimization algorithms, DE starts with
an initial population and then utilizes crossover operation to increase diversity of
the population. The minimal BIC, provided by the forward and backward recursive
algorithm, is used as the fitness to measure the performance of individual in the
population.
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138.4 Computer Simulation

In the following, Henon mapping [8] is used to test the above algorithm, which is
defined as follows:

xðk þ 1Þ ¼ 1þ yðkÞ � ax2ðkÞ; yðk þ 1Þ ¼ bxðkÞ ð138:14Þ

The resulting times series for a = 1.4 and b = 0.3 presents a chaotic behavior,
and is recognized as a reference problem in the study of neural networks prediction
ability. The task of the neural network is to predict the value of the times series at
point x(k), given n earlier points x(k-n), x(k-n+1), x(k-n+2),…, x(k-1). For all
the experiments, the initial point is set at x(0)=0, y(0)=0. A data set of noiseless
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200 samples{x(k)}k=1,…,200 was obtained with the first 100 samples used as the
training set and the last 100 samples as the validation set. The input vector to the
Gaussian RBF predictor k (i.e., n=3) is x=[x(k–3 x(k–2) x(k–1)]T.

To test the performance of the new method clearly, we conducted a simple
comparative analysis between the proposed method and the orthogonal and uni-
form width method (classical method). The RBF predictor constructed with the
proposed method has 15 centers (the proposed method (h)), the predictor obtained
with the classical method has 40 centers (the classical method (o)) under no noise.
The predictor accuracies and error over the validation set was then computed and
the results are plotted in Fig. 138.1. It can be seen from the figure that the proposed
method achieves better prediction performance. From Fig. 138.2, it is clear that the
proposed method produces a better correct attractor.
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To analyze the effect of noise on the performance of the algorithms, the training
sets have been corrupted by noise with standard deviation, which is uniformly
sampled in the interval (0.05 0.5). Then both of them are applied to these data
samples. It can be seen from the Figs. 138.3 and 138.4 that the proposed algorithm
always realized the better prediction with smaller network for different noisy
chaotic time series.
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Chapter 139
Study on Distributed Denial of Service
Attack Detection Model Based on PCA
and GA-Artificial Neural Network

Hai Yang

Abstract The Distributed Denial of Service (DDoS) attack is one of the most
common intrusions in the network violence. The failure for the DDoS detection
and prevention may cause terrible destruction and make huge loss to the network
users. As a result, the early detection and protection for the DDoS is imperative for
the internet and computer security. The intelligent artificial neural network (ANN)
can provide effective DDoS detection performance and make it reliable for the
efficient operation of the network. However, the DDoS detection precision is
heavily influenced by the structure parameters of the ANN. Inadequate design of
the ANN detection model may lead to a low detection rate. To overcome these
problems, a new DDoS detection approach based on PCA, improved genetic
algorithm (GA) and ANN is proposed in this paper. The Principle Component
Analysis (PCA) was firstly used to obtain the most important characteristics of the
attack data to sweep away the redundancies. Thus, the input of the ANN is concise
enough. Then the improved GA based on the energy entropy selection was used to
optimize the structure of the ANN, and efficient ANN detection model with proper
structure was hence attained. The efficiency of the proposed method was tested
with the practical data. The analysis results show that the proposed new method
can give satisfactory DDoS detection rate, and outperforms the standard GA-ANN
method with respect to the detection accuracy. Hence, the proposed new DDoS
detection approach has application importance.
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139.1 Introduction

Network security is an important research area in information security. Intrusion
may lead to absence of the internet service and even cripple the whole system for
weeks. As one of the most hard-handing attack mode, distributed denial of service
attack (DDoS) is very difficult to prevent due to the occupied large network
bandwidth and mainframe resources through illegal request. The normal operation
of the internet is threatened terribly by DDoS. This is because DDoS is usually
recessive, and has very long latency. The famous Yahoo and CNN have been
aimed by DDoS attack and the sites are forced to shut down for weeks [1, 2].
Therefore, it is so important to establish reliable detection methods of rapid
reaction to DDoS for normal running of the network [3].

Advanced detection algorithm, including evolution algorithm, intelligent ANN
and support vector machine (SVM) and so on, are all used in the intrusion
detection of the networks [4]. Among them, ANN [5] is the most promising
method. However, ANN detection performance is largely determined by its
structural design. It is particularly requied to determine the ANN parameters with a
large number of trials. However, the urgent problem at present is that the invading
data is very huge, and characteristics of the data make it impossible to train the
ANN in an time-saving manner. In addition, there lies a large number of redundant
feature among the characteristic space. Such as the US defense advanced research
(DARPA) plan for intrusion detection system evaluation of the KDD dataset, each
DDoS data contained 41 characteristics, but just 10 or less characters is useful to
the DDoS detection. Therefore, ANN is difficult to learn adequate information
about the DDoS data and often obtains unsatisfactory detection accurately [6]. In
order to reduce the useless characteristics of the input data, principal component
analysis (PCA) have been applied to dimension reduction for attack data in [7, 8],
experimental results show that PCA can eliminate redundant features effectively,
improve the detection rate and the ANN training efficiency. Thus, it is wise to use
PCA to eliminate the inference of the DDoS data and enhance the ANN detection
ability.

On the other hand, the ANN parameters are very sensitive for the DDoS
detection. Although [6, 7] using GA to tune the ANN structures to improve the
network attack detection accuracy, but without considering the GA individual
selection adjustment. Therefore, there is important significance to improve the GA
optimization process for the ANN based DDoS detection [9–11].

In order to tackle the problems mentioned above, a new DDoS detection
method is proposed in this paper. The new detection method is based on the
integration of PCA and ANN with the improved GA optimization. Through the
practical experiments, the analysis results show that the proposed method can
detect the DDoS efficiently and the detection rates is higher than the methods
without PCA processing and GA optimization.

This work is organized as follows. The motivation of this work is introduced in
Sect. 139.1. The proposed method for DDoS detection based on the combination of
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PCA-GA-ANN is described in Sect. 139.2. In Sect. 139.3, the validation of the
proposed method is discussed. The performance of the proposed new method is
investigated. The effectiveness of the proposed method is valued by analyzing the
practical data. Conclusions are drawn in Sect. 139.4.

139.2 The Proposed DDoS Detection Model

Due to the high dimension of the DDoS data, the inner connection of the features
and the network operation states is very complex. Accurate detection is not easy to
put forward. The high feature dimension of the DDoS data apparently not only
gives detection system a huge amount of calculation but also decreases the
detection rate. The reason is that there are certain dependent relationships among
features, and some characteristics are redundant. Only a few features can depict
the essential characteristic of attacking data. Fortunately, PCA is a powerful
dimension reduction method. Therefore, the PCA has been adopted to improve the
feature extraction ability of the original data. Meanwhile, ANN is an intelligent
approach to deal with non-stationary signal. With its strong learning ability, the
ANN is quite suitable for practical DDoS detection. However, its identification
efficiency depends on the structure design. This is why the GA optimization is
applied to the ANN design. By doing so, satisfactory ANN detection model can be
obtained, and consequently the detection rate can be improved.

In this paper, the PCA is firstly employed to sweep away the redundant features
of the sample data, and then ANN is used to learn the patterns of the data.
Additionally, the improved GA is adopted to optimize the ANN model.

139.2.1 Principal Component Analysis

Given sample space X ¼ f x1; x2; . . .; xn g; xk 2 Rm is an m dimension
column, n is total sample number. Suppose the linear transform for X is [12]

Fi ¼ aT
i X ¼ a1iX1 þ a2iX2; � � � þ aniXn; i ¼ ð1; 2; � � � nÞ ð139:1Þ

Then the covariance matrix for F is that

�C ¼ aT
i

X

aj ði; j ¼ 1; 2; . . .nÞ ð139:2Þ

According to kV ¼ �CV ; it can calculate the eigenvalue k and eigenvector V for
Eq. 139.2, so

V ¼
Xn

i¼1
aixi; ð139:3Þ

k ¼ xk � �CV ð139:4Þ
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Arrange eigenvalue k in the descending order, then the high dimension space
X can be transformed in a linear space Y:

Y ¼ VT X; ð139:5Þ

According to the 85% criteria, select the first p components (p \ m) in Y as
principal components, thus realize the dimension reduction for data X.

139.2.2 Improved GA

Standard GA [13] involves the following procedures: coding, selection, crossover
and mutation. In the selection, standard GA only searches individuals with
adaptive value. The diversity of the population is constrained, which may lead to
premature convergence of the GA optimization [14]. To deal with this situation,
the energy-entropy-based selection is employed to increase the diversity of pop-
ulation. As GA selects according to the individuals’ energy, it needs to calculate
each individual z. The individual energy entropy can be expressed as

EðtÞ ¼ In
1
pt

� �

; ð139:6Þ

where, pt denotes energy probability at lever t. By the annealing selection [10], we
can derive the individual selection probability [15]

PðziÞ ¼
e�ðEðziÞþbf ðziÞÞ

Pn
i¼1 e�ðEðziÞþbf ðziÞÞ

; ð139:7Þ

where, PðziÞ denotes the probability of individual z in new population and EðziÞ þ
bf ðziÞ denotes fitness value of individual z.

After the energy-entropy-based individual selection procedure, the link between
individuals is connected and to maintain the diversity of population.

139.2.3 Artificial Neural Network Detection Model

Since the ANN provides powerful learning ability, the RBF neural network is used
to detect the DDoS in this paper. The detailed theory of RBF NN is present in
Ref. [2]. The DDoS detection model based on PCA and GA-SVM is shown in
Fig. 139.1.

The processing steps are as follows:

Step 1: pretreatment input DDoS data, uniform the data format.
Step 2: extract principal components of the input data by PCA.
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Step 3: train ANN using the reduced feature space, while optimizing ANN
parameters via improved GA.

Step 4: test DDoS detection capability of the proposed model.

139.3 Experimental Analysis

In order to validate the performance of the proposed algorithm, the intrusion
experiments were carried out in real practice application in this paper. The
recorded DDoS data describes 30 main attribute of the test network connection,
including duration, service type, the bytes issued from source to destination, the
bytes from destination to source, etc. In the DDoS detection, 5,000 normal samples
and 5,000 DDoS samples were investigated.

In experiments, PCA was adopted to reduce the 30 dimension of the original
data to 3, 10 and 15 principal components, respectively. The contributions of
different numbers of principal component are shown in Fig. 139.2.

The improved GA-ANN is employed to identify the DDoS. The input feature
vector of the ANN is 3, 10 and 15 principal components, respectively. In the GA
optimization, the population size is 300, the crossover probability is 0.95 and the
mutation probability is 0.01.

The GA optimization procedure for the ANN with ten principal components is
illustrated in Fig. 139.3. The evolution performance of the improved GA and
standard GA is compared. It can be seen in Fig. 139.3 that the improved GA is
faster and better than standard GA.
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The DDoS detection performance of improved GA-ANN model with different
principal components is shown in Table 139.1. From Table 139.1, the detection
model with ten principal components can provide better performance than the 3
principal components and 15 principal components. Additionally, the number of
the principal component plays an important role in the detection rate. Improper
input characteristics can drop the detection rate significantly. Hence, it should be
comprehensive consideration of speed and the detection rate for the system to
determine the reasonable reduced-dimension number. For this experiment result,
choosing 10 principal components can obtain good result, and the detection rate is
up to 97.5%.
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The intrusion detection performance of improved GA-ANN model and standard
GA-ANN model is shown in Table 139.2. The inputs of the models are 10 prin-
cipal components. From Table 139.2, the proposed method for intrusion detection
performance is better than the standard GA-ANN. The detection rate is enhanced
by 2.4%, as well as the false alarm rate by 0.34%. The comparison results show
that the improved GA is more effective in the ANN optimization than the standard
GA.

139.4 Conclusions

Intelligent method is useful for DDoS detection; however, its structure is very
sensitive play for the detection of performance. Hence, a new DDoS detection
approach based on PCA and improved GA-ANN is proposed in this paper. One
advantage of the new method is that the use of PCA can extract most distinguished
characteristics of the DDoS data. The other advantage is the use of energy-
entropy-based selection to increase the diversity of the generations in the GA
optimization. The analysis of practice DDoS data was implemented. The analysis
results show the effectiveness of this new method via high detection accuracy.
Thus, the proposed method is reliable for the DDoS detection.
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Chapter 140
A New UCON Model for Web
Industrial Control

Yanpei Liu, Yuesheng Gu and Junhui Fu

Abstract Based on the control core model UCONABC and traditional access
control model TRBAC, it introduces the concept and the mission role elements to
the characteristics of industrial control independency. A new access control model
named UCONTR model, which is applicable to Web industrial control, is pro-
posed in this paper, then the advantages of the application of this model in Web
industrial control environment are compared. Finally, this model in distributed
environment of multiple domain implement frame is given.

Keywords Usage control � TRBAC � UCONTR � Industrial control � Access
control

140.1 Introduction

UCONABC model is the core concept of UCON model [1, 2]. The model is com-
prehensive authorization rules, obligations and conditions of three decision factors,
and proposed access control continuity and variability of the two properties, greatly
enriched and improved access control model of the content and means, fully
embodies the basic thoughts of the use of control, However, there are still many
shortcomings of the model and needs further improvement and perfection, the most
prominent being: (1) UCONABC model for the modern access control research
provides unified framework, using a highly abstract definition, but in practice the
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elements of the model needs further refinement, such as attribute definitions, vola-
tility restrictions and dynamic separation of duty. (2) Concurrency issues; In
UCONABC model, attribute updates will affect other access authorized in decision-
making, In order to ensure effectiveness, attribute updates and the authorization visit
must be concurrent, this greatly increases the difficulty of the model. (3) unified
management model; as the model definition is highly abstract, for access control,
trust management and DRM providing a unified management model is very difficult.
(4) The right of the authorization issues. The UCONABC model did not involve
entrusting authorized problem, but to entrust authorization in practical applications
exists generally, take entrust authorized introducing UCON is essential for the
application of modern access control requirements, has a very important practical
significance.

According to Web environment industrial control independent characteristics,
the UCONABC model based on the combination of TRBAC model [3], in ele-
ments and its definition form and other aspects of the expansion, put forward a
kind that can adapt to industrial control [4–6] access control model—UCONTR
model. This paper from the basic idea, formalized definitions, model analysis and
distributed environment to implement frame of this model analysis design.

140.2 The Basic Thought of UCONTR Model

The basic thought of UCONTR model summed up two points. Figure 140.1 shows
UCONTR model structure. On one hand is attribute management, including
attribute static management and dynamic management. Attributes of the static
management is the constant subject and object attribute management, by security
administrator access object before the subject. Such as: role—field distribution,
users—unchanged character distribution, the same role—unchanged task alloca-
tion and personal basic information management etc. Attributes of dynamic
management of subject and object has variable attributes to carry on the man-
agement, this part of the system control, without need for administrator operater
such as: users—variable role distribution, variable role—variable task allocation,
task state management etc. On the other hand is the use of user control. Users in
use of certain permissions by session tried the process, using decision continuously
will authorize, obligations and conditions as decision factors, judge whether the
special right to access object.

140.3 The Formal Description of UCONTR Model

UCONTR model shown in Fig. 140.2, it is defined by the following components:

Definition 1 The core elements of the UCONTR include: UCONTR = {(core
element, authorization function) | core element [{Subjects (S), Subject Attributes
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(ATT(S)), Objects (O), Object Attributes (ATT(O)), Roles (R), Sessions (SE),
Permissions (P), Operations (OP), Tasks (T), Work Flows (WF), Static Separation
of Duty Relations (SSD), Dynamic Separation of Duty Relations (DSD), Autho-
rizations (A), Obligations (B), Conditions (C), Usage Decisions}, authorization
function [ {URA, TRA, TWA, TPA, RH, TH, UD}}

Definition 2 Principal attribute
ATT(S) = {RU, Act_RU, DU, AllowedT, StartT, I},
where, RU is the user’s role attribute U, Act_RU the user during a session in a

role is activated, DU is the main domain property, AllowedT Act_RU the user
assumes the role of the time interval, StartT is to visit the starting time, I is the
main general attributes, such as: basic user information.
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For multi-domain, distributed modern information system, the user is dynamic,
the variability of its properties may lead to changes in the role, so that access by
the administrator in the manner authorized role before there is a big limitation.
UCONTR role model attributes the main role and can not be changed into the role
of the variable, the same role in the main by the administrator to give access to the
object before the subject, while the variable main role of property by the system
dynamics under the given subject.

Definition 3 Objective attribute
ATT (O) = {T, DO, T_status}
Among them, T is the task, DO is the set of domain properties of the object, a

task corresponds to a set of domains, which provides that only the group domain
users to perform the task, T_status is a task in which the state has created state,
activated state, effective state, hung state and failure state. Task state is constantly
changing in the entire work task flow, a task state changes directly affect the
implementation of other workflow tasks. Thus, the user permissions awarded and
task state changes have direct connection.

Definition 4 Task
T = {t | t [ ATT (O) ^ (t [ TWF _ t [ TUWF)},
where, TWF says workflow task, TUWF says non-workflow task. Task is

defined as the object attribute, Divided into workflow task and no workflow task.
Workflow task for handling the workflow affairs, non-workflow task for handling
independent affairs, such as users of the basic information of the management.

Definition 5 Constraint relationship

(1) the inheritance

�Task inherited:
TH ( T 9 T, V t1 [ T, t2 [ T, (t1, t2) [ TH ) t1 inherit t2
`Role inheriting:
RH ( R 9 R, V r1 [ R, r2 [ R, (r1, r2) [ RH ) r1 inherit r2

(2) SSD:

Static mutexes defines three mutexes forms, including permissions mutexes
SMP, task mutexes SMT and role mutexes SMR, defined as follows:

SSD = {SMP, SMT, SMR}
Permissions mutexes:
SMP ( P 9 P, V p1 [ P, p2 [ P, (p1, p2) [ SMP) GetT (p1) \ GetT(p2) = [

Task mutexes:
SMT ( T 9 T, V t1 [ T, t2 [ T, (t1, t2) [ SMT ) GetR (t1) \ GetR(t2) = [

Role mutexes:
SMT ( R 9 R, V r1 [ R, r2 [ R, (r1, r2) [ SMR ) GetS(r1) \ GetS(r2) = [

GetT (p): p ? 2T, Return all permissions p attachment task, GetR (t): t ? 2R,
Return all the role, with task t, GetS (r): r ? 2S, Return all the subject to assume
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the role of r. The task of containing mutexes permissions are mutually exclusive
tasks, the role of containing mutexes tasks are mutually exclusive role.

(3) DSD:

DSD ( R 9 R
Vse [ SE, Ar1 [ session_R(se), Ar2 [ session_R(se) ) (r1, r2) 62 DSD,
where session_R(se): se 2R, return session se process activated role. Main role

in a dynamic mutexes provisions in the process cannot activate session of a
dynamic mutexes relationship between the two characters.

Definition 6 User assigned

(1) The role based assigned

UAUR = {(ui, ri, uj, rj, di, tspan) j ui, uj [ S, ri [ R, di [ DU},
In the domain of di, users can own role ri will be assigned to a user uj, Uj can

perform the task of role ri in tspan time range. However, should pay attention that
given to the role of the ri cannot with user uj role concentrated any role rj mutexes,
this ensures the safety of user appointed strategy.

(2) Based on task assigned

UAUT = {(ui, ri, ti, uj, rj, tj, du, tspan) j ui, uj [ S, ri, rj [ R, di [ DU},
In the domain of di, users can own role of the task in ri will be assigned to a user

uj, with use period tspan, delegate tasks at the same time, ri also delegated, and ri
is different from its own role. However, User uj can only carry out the task ti which
belong role ri, and task ti cannot with user uj task concentrated any task tj mutexes.

The difference based on the role of the delegate and on task of the delegate are
delegated different particle size. Based on the role of the delegate roles have all
tasks assigned to another user, based on task assigned will only a single task
assigned to another user. Whether based on the role of the delegate or based on
task of the delegate, assigned subject and object must belong to the same volume,
cross-realm cannot be user assigned.

Definition 7 Authorized rules define

(1) The unchanged attribute management authorization rules defined

� The authorization of constant role attribute management rules defined
Authorize_R(sm, r)) Act_R(sm) = [ ^ Act _R(sm) [ Authorized_R(sm) ^ r

[ Manage_R(Act_R(sm)).
Allowed_URA(u, r) ) authorization =
(A) Get_SSD(r) \ Authorized_roles(u) = [

(B) Descent(r) \ Authorized_roles(u) = [

Get_SSD(r): r ? SSD(r), the role of SSD set back. Descent(r): r ? 2R,
returns the role subset r. Authorized_roles(u): u ? 2R: return to the role of the
customer sets. User role assigned and undo the subject must activate a security
administrator role, and the corresponding characters must assign process in the
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security administrator is within the scope of jurisdiction to assigned process
must satisfy the static mutexes and inherited role constraints.

` the authorization of constant task attribute management rules defined
Authorize_T(sm, r, t)) Act_R(sm) = [ ^ Act _R(sm) [ Authorized_R(sm) ^

r [ Manage_R(Act_R(sm)) ^ t [ Manage_T(Act_R(sm)).
Allowed_TRA(r, t) ) authorization =
(A) Get_SSD(t) \ Authorized_tasks(r) = [

(B) Descent(t) \ Authorized_tasks(r) = [

Get_SSD(t):r ? SSD(t), the task of SSD set back. Descent(t): t ? 2R, Returns
the task subset r. Authorized_tasks(r): r ? 2T: returns the task set role. The dif-
ference between the rules of the definition and definition � is management of the
object is unchanged task.

´ rights management TPA authorized rule defined
Authorize_P(sm, t, p)) Act_R(sm) = [ ^ Act _R(sm) [ Authorized_R(sm) ^

t [ Manage_T(Act_R(sm)) ^ p [ Manage_P(Act_R(sm)).
Allowed_TPA(t, p)) authorization = Get_SSD(p) \Authorized_powers(t) = [

Get_SSD(p): p ? SSD(p), the rights of SSD set back. Authorized_powers(t):
t ? 2P, permission to return to the task contains, On the subject of task system
permissions to activate a security administrator role, and assigned the task of
process corresponding to the must be in and authority within the jurisdiction of
security administrator can be. Assigned process mutex constraint must meet
permissions static.

(2) Variable attributes definition administrative authority

� the authorization of variable role attribute management rules defined
Allowed_DURA(u, se, r) ) authorization =
(A) The same to Allowed_URA
(B) Get_DSD(r) \ Authorized_roles(u) = [

Get_DSD(r): r ? DSD(r), the role of DSD set back.
`the authorization of variable task attribute management rules defined
Allowed_DTRA(r, se, t) ) authorization =
(A) The same to Allowed_TRA
(B) Get_DSD(t) \ Authorized_tasks(r) = [

Get_DSD(t): t ? DSD(t), the task of DSD set back.
� and ` that the management not only variable attributes to satisfy unchanged

attribute authorized, still need to meet the rules of dynamic mutexes constraint.
Users in the session se, because of the change of variable attributes the role

of add and withdrawn is a system of automatic control, no need to adminis-
trator executive management behavior. Variable task as well. Variable task t
is the same.
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140.4 UCONTR Model Analysis

140.4.1 Retained UCON and TRBAC Respective Advantages

Due to the introduction of the concept of roles and tasks, the traditional access
control model special TRABC model more convenient, flexible and easy to
manage, have diversified accredit way, and UCONTR model inherited TRBAC
model of the concept of roles and tasks, retention the TRBAC application in the
workflow advantages of affairs. UCONTR model will be the concept of roles
associated with the domain, very good place in distributed more show model
for users under the environment domain authorized control; UCONTR model
lasted use the control principal-objective attribute of variability and the conti-
nuity of decision-making authority, actively industrial control processes adapted
to the Web and other elements in the task state changing dynamic character-
istics, and to authorize the continuity of decision-making process to achieve a
dynamic industrial control authority to realize the principle of
minimum authorized.

140.4.2 Solve the Model Attributes Such as Role
and Task Management

UCONTR model updates and continuous variable property authorized by the
monitor automatically, conditions and obligations belong to system external
demand, also do not need security administrator for the management, security
administrator management objects including subject, object, power limits and
authorization rules. This is the same as traditional access control models. In the
traditional workflow access control model, same as the principal-objective, role
and tasks are defined as independent entities, there are no application problems in a
closed environment, but in a distributed, highly dynamic information environment,
the apparent lack of flexibility, such as: the multi-domain environment, when a
user is removed from the field, the system must repeal this user in the role of the
domain, and then transferred to the role of domain re-distribution, that leads to the
heavy workload of security administrators. To solve this problem, in UCONTR
model, the role is defined as the main property, to achieve inter-domain access. At
the same time makes the task of the state property of the task easy to monitor the
variability of the dynamic and authorized to achieve continuity. Roles and tasks
attributed to enrich the definition of the use of controlled content, is defined using
the control mode of highly abstract concrete.
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140.4.3 Enrich User Assigned Way in Distributed
Workflow Environment

Users assigned that users have the ability to give you permission to others who
meet system condition in a short time. UCONTR model based on the definition
in characters and based on task two levels of user assigned, the former assigned
object is role, the latter’s delegate object is mission, rich delegate authorized
way, enhance the user’s flexibility in appointed, reduced the security adminis-
trator management burden, thus further enhance the authorized the dynamics
and flexibility. Of course, users are assigned still by the system of strict control,
such as the SSD constraints, DSD constraints and domain constraint, etc. So
UCONTR model overcame independent access control strategy of runaway
happening jurisdiction.

140.5 The UCONTR Model Frameworks
in Distributed Environment

Figure 140.3 shows the UCONTR in a distributed multi-domain environment, the
implementation of the overall framework.

Domain quoted monitor is within the domain of realizing access control core
part, by using the decision-making facilities UDF and use executive facilities
UEF composition, UEF issued intercepted on the main access to the object of
every request, and will ask to UDF on access control decision-making.

Domain license database stores access control information, includes user,
resources, operation type, domain information, etc. Domain quoted monitors
inquires, after authorized database. Authorized the database will query information
back to the reference monitors, according to the information generated reference
monitors access control rules.

Inter-domain authentication among multiple domains distributed authentica-
tion, to ensure that users from outside the domain of attribute information pro-
vided, the role of information is a safe and reliable.

Role mapping device mainly provides cross-realm visit the operation, Establish
the role to local role in outlands map. According to the system’s security strategy,
guarantee in role mapping process before implementing a compulsory subject must
fulfil obligation components requirements. In mapping, the implementation pro-
cess must satisfy the system components security needs authorization.

The central database records workflow executing events, including task state,
main body role of missions, time and workflow current flows through steps and so on.
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140.6 Conclusion

On the basis of the use of UCONABC control model, according to Web envi-
ronment industrial control independent characteristics, introducing the role con-
cept and modify the definitions role way. Introduction of the task elements,
defining the role and task of two permissions assigned task mechanism in a rich
delegate way. Also, the analysis and comparison of the model in Web applications,
industrial control environment benefits. The model is presented at last in distrib-
uted multiple domain environment of the enabling framework.
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Chapter 141
Research of Vertical Handover
Algorithm in WLAN and UMTS
Heterogeneous Network

Xiaobin Li, Ziwen Guo and Juan Peng

Abstract Aiming at addressing the problems in vertical handover in heteroge-
neous network, this chapter presents a new vertical handover algorithm based on
policy-enabled. It uses a decision mechanism based on the following metrics: the
received signal strength (RSS), cost, the available bandwidth, and the velocity of
mobile node without adding the computational complexity on mobile node.
Simulation results show that in comparison to the traditional vertical handover
algorithm based on RSS, the proposed algorithm can drastically decrease the times
of handover and the packet loss rate (PLR), and then improves the success ratio of
vertical handover and the user’s degree of satisfaction.

Keywords Heterogeneous network � Vertical handover � Policy-enabled �
Seamless handover

141.1 Introduction

With the fast development in communication technology, there are more and more
access networks, especially wireless network, which leads to much more areas
have overlapped wireless network, it is called heterogeneous network. It is worth
noting that many different networks have complementary features, such like
Wi-Fi and WCDMA, Wi-Fi supports short-distance but high speed access services,
meanwhile WCDMA supports long-distance but low speed access services.
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Besides nowadays in life there are more and more mobile devices that support
multi-interface which means it has only one way to access the network, take 3G
Smartphone for instance it could access network either by Wi-Fi interface or one
of the 3G technology [1]. But the situation here is the user could only change its
network of attachment manually and the service such as streaming media has to be
reset or disconnected. So the vertical handover technique has become one of key
techniques in the future wireless network.

In order to achieve the seamless handover, people first follow the principles in
horizontal handover algorithm which is based on RSS [2, 3], but this algorithm has
serious ping-pong effect and high latency. Eastwood and Migaldi [4] proposes a
new algorithm based on RSS and Hysteresis value, which mitigate the ping-pong
effect but increase the latency and reduce the handover efficiency. Qingyang and
JamaliPour [5] presents a novel algorithm based on analytic hierarchy process
(AHP). After the complex configuration, it could mitigate the ping-pong effect and
reduce the latency at the same time, but it needs to input lots of parameters to
complete complex computing, therefore it is not suitable for mobile devices with
low computing capability and limited power. This Chapter proposes a new vertical
handover algorithm based on policy-enabled which avoiding the complex com-
puting but still could assure the low latency and high efficiency in handover.

The rest of this Chapter is organized as follows. Section 141.2 introduces some
details of existent vertical handover algorithms. Section 141.3 presents our novel
contributions. Section 141.4 provides a performance evaluation of the described
algorithm and finally Sect. 141.5 concludes this work.

141.2 Related Work

In this Chapter, we present three different existent algorithms, first introducing
their basic principles, and then elucidating their respective advantages and
disadvantages.

141.2.1 Traditional Algorithm Based on RSS

Basically, the main principle of the traditional vertical handover algorithm derives
from horizontal handover algorithm [6]. The main idea is to set an appropriate
threshold value RSSthreshold for each candidate access network (CAN), respec-
tively. If a CAN has a higher RSS value than it’s threshold, it will be considered as
preferred CAN, contrarily if a node attached network (NAN) has a lower RSS
value than its threshold, the mobile node will begin to search for preferred CAN,
and then attach to it, but if no preferred CAN found, the deteriorated signal will
disconnect the node from its NAN.
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This algorithm is simple and efficient, but it can not effectively avoid ping-pong
effect, and it has high latency and high PLR.

141.2.2 Algorithm Based on RSS and Hysteresis Value

Algorithm based on RSS and Hysteresis value [7] mitigate the ping-pong effect
effectively. Its main principle is to add a Hysteresis value on traditional algorithm,
and then if a CAN is considered as a preferred CAN not only in the condition of its
RSS value higher than threshold but also in the condition of higher than the
RSSthreshold ? Hysteresis Value.

Besides, this algorithm also uses another parameter called dwelling time,
by this way mobile node has to wait a period (dwelling time) before it begins to
attach to preferred CAN, which avoids the ping-pong effect further.

This algorithm mitigates the ping-pong effect very effectively but increases the
latency and reduces the handover efficiency.

141.2.3 Algorithm Based on AHP

AHP is a structured technique for dealing with complex decisions. It was devel-
oped by Thomas L. Saaty in the 1970s. It provides a comprehensive and rational
framework for structuring a decision problem, for representing and quantifying its
elements, for relating those elements to overall goals, and for evaluating alterna-
tive solutions. In the Algorithm based on AHP [8], first it needs to decompose the
decision problem into a hierarchy of more easily comprehended sub-problems,
each of which can be analyzed independently. A numerical weight should input for
each element of the hierarchy, allowing diverse and often incommensurable ele-
ments to be compared to one another in a rational and consistent way. In the final
step of the process, numerical priorities are calculated for each of the CAN, and
then output the optimum CAN.

This algorithm could quantify the needs of users in detail and according to
which find out the optimum CAN, but it needs to input lots of parameters to
complete complex computing, therefore it is not suitable for mobile devices with
low computing capability and limited power.

141.3 Vertical Handover Algorithm Based on Policy-enabled

This Chapter includes two parts, first part introduces the main principle of the
algorithm, second part illustrates the functions used in the algorithm and the
process flow of choosing an optimum CAN.
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141.3.1 Main Principle of the Algorithm

The process of vertical handover algorithm includes three stages; first stage is to
trigger the handover process. It is worth noting that this stage would filter out the
high speed node aimed for avoiding the unnecessary handover. In the second
stage: network decision stage, the mobile node will choose the optimum CAN
based on following parameters: RSS, cost, and available bandwidth. The last stage
is to execute the handover which means the mobile node will change its attached
network from NAN to optimum CAN.

141.3.2 Implementations of the Algorithm

In the heterogeneous wireless network environment, RSS directly reflects the
quality of transmission channel, so the RSS is the most commonly used indicator
in handover decision. On the premise of not taking shadow fading with static zero
mean gaussian white noise into consideration, UMTS and WLAN RSS model as
follows:

RSSUMTS ¼ L1U � L2ULog dUð Þ : ð141:1Þ

RSSWLAN ¼ L1W � L2W Log dWð Þ ð141:2Þ

dU and dW denote the distance between mobile node and node B in UMTS and the
distance between mobile node and WLAN AP. L1U,L2U, L1W,L2W are parameters
for the path loss. Since the coverage area of UMTS is much bigger than WLAN,
we can assume that as long as the UMTS signal can be detected, the RSS of UMTS
can be default as a constant.

Handover can be divided into two directions in UMTS and WLAN heteroge-
neous network: one is from UMTS switch to WLAN; the other is from WLAN
switch to UMTS. Assuming that while the moving mobile node is communicating
with UMTS, it detects a new available WLAN, if the mobile node is moving too
fast, it will just handover to WLAN and then handover to UMTS again, so in order
to avoid this unnecessary handover, the velocity of mobile node should be an
indicator of triggering the handover.

Specific algorithm of triggering the handover is as follows:
Mobile node switch from UMTS to WLAN:

If (ðRSSWLAN � RSSUMTS [ ; ThresholdRSS Þ
&& ðThe MT’s Velocity \; ThresholdvÞÞ then trigger the handover:

Mobile node switch from WLAN to UMTS:

If ðRSSUMTS � RSSWLAN [ ThresholdRSS Þ then trigger the handover
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ThresholdRSS involves the Hysteresis value considered, and Thresholdv is the
threshold of velocity.

After triggering the handover, it will be in the second stage: network decision
stage, by comparing the cost function value of CAN, find out the optimum CAN.
Network decision flow chart is shown in Fig. 141.1. Cost function is defined as
follows:

fn ¼ wBLn 1=Bnð Þ þ wCLn Cnð Þ þ wRLn 1=RSSnð Þ ð141:3Þ

In the formula (141.3) fn is the cost function value of CAN n, Bn is the available
bandwidth of CAN n, Cn is the charge of CAN n, RSSn is the mobile node’s RSS
from access point. wBwc, wR is the weight factor corresponding to above param-
eters, and it satisfies wB, ? wc ? wR = 1.

According to the definition of cost function, the smaller the value of the cost
function of CAN indicating the better network condition, that means the bigger the
avalible bandwidth, lesser the network cost, and stronger the RSS, more preferred
the CAN will be.

141.4 Simulation Results

The simulation scenario is shown in Fig. 141.2. As a result of signal attenuation and
shadow effect in the overlaid areas of the two networks, RSS fluctuates near the
threshold leading to the mobile node switches between two network many times.

Fig. 141.1 Network decision flow chart
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The ping-pong effect in cellular network can be prevented by adding a Hysteresis
value or setting a dwelling time.

141.4.1 Handover Times

The proposed algorithm simulation result is compared with the traditional algo-
rithm shown in Fig. 141.3, where the horizontal abscissa is the moving time of
mobile terminal and the longitude coordinate is the cumulative handover times in
the corresponding time point. The figure shows that the traditional algorithm
handover six times, while the proposed algorithm is four times. The proposed
algorithm avoids unnecessary handover by adding Hysteresis value and filtering
out the high speed mobile node when triggering the handover.

141.4.2 Packet Loss Rate

The PLR in the simulation of vertical handover is shown in Fig. 141.4, the hori-
zontal abscissa is the moving time of the mobile node, the longitudinal coordinates
is the PLR in the corresponding time point, it can be seen that the proposed
algorithm has better performance, after a stable time the proposed algorithm
always has a lower PLR, and with the times of handover increases, the cumulative
number of packets not lost will be the assurance of continuous connection between

Fig. 141.2 UMTS and WLAN interconnection system
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mobile node and NAN, that will let the proposed algorithm outperform the tra-
ditional handover algorithm.

141.5 Conclusion

The vertical handover algorithm based on policy-enabled is proposed based on the
summarization of many vertical handover algorithms [9–11], the main content of
the proposed algorithm as follows: mobile node of high speed is filtered out in the
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Fig. 141.4 Packet loss ratio of vertical handover

141 Research of Vertical Handover Algorithm 1205



triggering stage of the vertical handover in order to effectively reduce the ‘‘Ping-
Pong Effect’’ and decrease the total handover times; In the network decision stage
of vertical handover, parameters such as RSS, cost, and bandwidth are involved
and synthetically evaluated through the cost function and finally avoiding the
computational complexity and large latency at the same time.
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Chapter 142
An Advance Resource Allocation
Algorithm in Network Virtualization

Yuyang Xu, Juan Luo and Lei Chen

Abstract Network virtualization is a promising solution to diversify internet and
prevent internet ossification. The allocation of resources is one of the key chal-
lenges in network virtualization. An advance resource allocation algorithm was
proposed, which focuses on saving bandwidth and combining the advantages of
central manner and distributed manner. An advanced VN mapping protocol is
designed to communicate and exchange information between central coordinator
and substrate nodes. Simulations results showed that the algorithm has better delay
performance, which can effectively reduce the communication costs and improve
resource utilization.
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142.1 Introduction

Network virtualization has been proposed as the alternative to face up the ossifi-
cation of internet, and a potential solution for diversifying the Future Internet
architecture into separate virtual networks (VN) [1, 2]. Every VN owns itself
protocols and all the characteristics of one physical network, so the VNs can
support simultaneous multiple application architectures on the top of the substrate
network. A VN is a set of Virtual Nodes connected to each other via dedicated
virtual links over a substrate network. The virtual nodes and virtual links of a VN
should be assigned/mapped to a specific set of Substrate Nodes and Substrate
Paths, respectively. A Substrate Path is a logical path among two substrate nodes
which may be a single substrate link or a set of substrate links. A major challenge
in network virtualization is the assigning/mapping of substrate resources to virtual
networks (VN) efficiently and on-demand [3, 4]. The current proposed resource
allocation algorithm can be classified into two manners: central manner and dis-
tributed manner. The central manner [5–7], can easily be designed, and avoid the
conflicts during resource allocation. However, the central manner is hard to
maintain the global information, so the central manner suffers from scalability
limitation, high latency and serious delays in making decisions. The distributed
manner [8–10] has advantages such as fewer communication cost, runtime and
automatic reparation, strong robustness, and high-speed parallel processing, but
the distributed algorithm must make use of effective communication protocol to
ensure synchronization of processing among multiple substrate nodes, so it is
relatively hard to design.

The remainder of this paper is organized as follows. Section 142.2 summarizes
related work. Section 142.3 presents the network model and the VN mapping
problem. The design of a distributed VN mapping algorithm is addressed in
Sect. 142.4. The implementation and evaluation of the proposed algorithm based
on multi-agent-based approach is reported in Sect. 142.5.

142.2 Related Works

Resource mapping in the network virtualization environment aims to fairly and
efficiently share physical resource among VNs. It is obvious that the sharing of
bandwidth has the most direct impact on the performance of VNs, so it is
important to save and efficiently share bandwidth.

Yu et al. [5] proposed path splitting and path migration method to improve
utilization of substrate links. Some substrate links with fewer free resource can be
allocated to VNs through the path splitting, while the substrate network can
dynamically adjust resource allocation through path migration so as to receive
more VN requests. But the path splitting may lead out-of-order packet delivery,
and the path migration may result in side performance impact on data traffic in VN.
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The game theory has been introduced in [6], though the bandwidth of substrate
link can be dynamically reallocated among multiple VNs, but the algorithm
encourages the efficient behavior among multiple VNs, which may cause the VNs
to compete for resource. An adaptive resource allocation scheme is proposed in
[7], the architecture proposes objective function for every VN, and maximizes the
performance objective independently through distributed and customized proto-
cols. However, if any of the VNs exhibit greedy behaviors, it would lead to unfair
results.

The proposal in [8, 9] introduced a virtual network architecture and an asso-
ciated self-organizing algorithm to equalize the bandwidth, and storage con-
sumption on the physical nodes. But the algorithm is based on live node migration,
which may lead interrupting application in VNs. These algorithms focus on effi-
ciently using bandwidth. They are dynamic or runtime. Because of the number of
reconfigured VNs, the frequent and the order of reconfiguration affects the VN
reassignment performance. The dynamic and runtime designing is very compli-
cated. So we focus on saving bandwidth during the initial resource allocation for
VNs in our paper.

142.3 Problem Descriptions

For quite large VN topology, mapping it to the entire substrate at once is not
feasible for latency and complexity reasons. One well-known solution is to
subdivide the entire VN topology into a set of elementary clusters (e.g. star
clusters). This decomposition may reduce the complexity of mapping the entire
VN topology. But the methods may cause VN topology to become sparse in the
substrate network.

The following example shows this problem. Figure 142.1a shows a VN
topology that construct on the substrate network. The topology is divided into two
clusters base on VN decomposition in [10]. In the first cluster, the hub is C, the
spokes contain B, D, E. In the second cluster the hub is G, the spokes contains F,
H. As Fig. 142.1b shows, the first cluster is mapped on substrate nodes such as C0,

(a) (b) (c)

Fig. 142.1 a VN topology that needs to map, b mapping result that compute according to the
previous distributed algorithm, c mapping result that save the bandwidth. The mapping result is
present by the thick lines and solid circles
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B0, D0 and E0, when mapping the second cluster, according to the algorithm pro-
posed in [10], suppose that the substrate node with maximal free resource is G0, so
choose this substrate node as root to map G, making use of the shortest path
algorithm. F and H is mapped to substrate nodes F0 and H0, respectively. As the
two clusters connect each other in VN topology, so choose the shortest path
between D0 and F0 to map the link connecting D and F, and choose the shortest
path between E0 and G0 to map the link connecting E and G, so nodes D and F, E
and G become not adjacent in substrate network. The two shortest paths totally
occupy nine hops in the substrate network. When mapping the second cluster, if
we choose all substrate nodes that own free resource more than G needs to as root,
then further choose the result that occupy hops is least as the finally result.
As Fig. 142.1c shows, the links connects the two clusters and only occupies two
hops in the substrate network. Suppose every link needs 10 M bandwidth, the
latter can release 70 M traffic. So the problem of sparse leads wasting bandwidth.

In the distributed manner, once the resource of every substrate node changes,
the substrate node must notify other substrate nodes to up data the resources
information about it. For example, to map a VN topology that contains 100 nodes,
if the substrate network contains 1,000 substrate nodes; the message exchanged
among substrate nodes to update resource information is 100,000 that is really
huge volume. Moreover, for every cluster, only the substrate nodes with maximal
free resource computes the resource allocation, there is no any other result to
compare with it, we think it is not always desirable from the standpoint of the
whole substrate network.

So our algorithm focuses on saving bandwidth and reduce message volume. To
maintain the connect information among clusters, we classify the neighbors of hub
three types: Mneighbors, LMneighbors and NMLneighbors. Mneigbors has been
mapped; LMneigbors connects the nodes that has been mapped; NMLneigbors has
not been mapped and has no relative with the mapped nodes. For example, when
mapping the second cluster, E is Mneigbors, F is LMneigbors, and H is
NMLneigbors.

142.4 The Design of Algorithm

142.4.1 The Advanced VN Mapping Protocol

In our algorithm, we suppose that it has a central coordinator as in central manner.
The advanced virtual network mapping protocol is defined in this section, to
indirectly exchange messages and information between all substrate nodes and
central coordinator. The protocol is based on six types of messages: REQREGI,
ACKREGI, VNTOPO, RESULT, FRESUT and STOP. REQREGI is sent from
central coordinator to all substrate nodes to achieve the free resource information;
ACKREGI is sent from substrate node to central coordinator and contains the free
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resource information about substrate node itself.; Central coordinator sends
resource information and topology information about VN request (e.g. list of
virtual nodes and virtual links, capacities, etc.) to all substrate nodes by VNTOPO
message; RESULT is sent from the substrate node to the central coordinator and
contains a mapping result for a cluster; the central sends the final result to all
substrate nodes via FRESULT; once the entire VN topology is successfully
mapped, the central coordinator notifies all substrate node to stop work for this VN
topology through STOP.

142.4.2 The Advanced VN Mapping Algorithm

The whole advanced VN mapping algorithm consists of three algorithms: LRDA,
CRDA, and SMA. At the beginning of the algorithm, the central coordinate sends
REQREGI message to all substrate nodes for knowledge about their free resource
information, then the substrate node tells the coordinator free resource values by
message ACKREGI. Once coordinator received resource information about all
substrate nodes, it broadcasts the resource information and VN topology infor-
mation to substrate nodes. CRDA is located in the central coordinator, and is
started upon by receiving the mapping result for a cluster from a substrate node.
The algorithm compares the mapping results with results previously recorded in
central coordinator, then discard result with more hops and keep the result with
fewer hop; finally, the result with least hop for a cluster is obtained. The final result
is sent to all substrate nodes through FRESULT message. LRDA and SMA are
located in the substrate node. Once the substrate node receives the FRESULT
message, the LRDA is started. LRDA updates the resource information about other
substrate nodes according to the received final result, which avoids increase
message volume by other message to notify substrate node update information,
then check the final result. If it is nominated in the final result, the substrate node
would not run the SMA for the next cluster, but still receive the final result for
other clusters from central coordinator so as to update free resource information
about other substrate node. This is really useful to reduce the times of Resource
synchronization when the substrate network finds out mapping result for multiple
VN topologies. If it is not in final result, the substrate node calls SMA to compute
resource allocation for next cluster. The SMA consists of MAPM, MAPL and
MAPNML, and is triggered by receiving a VNTOPO message from central
coordinator or by LRDA. The SMA is to finish mapping a cluster and choose the
substrate node with free resource is more than hub needs as root. MAPM is
responsible for finding the shortest path between root and the host of Mneighbors
to map the link connecting the hub and Mneighbors. In MAPNML, there are two
resource allocations: mapping the Mneighbors, mapping the link connecting the
hub and Mneighbors and mapping. The MAPNML is similar to the algorithm in
[9], so there we would introduce more about it. In MAPL, there are three types of
resource allocations: mapping Lneighbors, mapping the links connecting

142 An Advance Resource Allocation Algorithm 1211



Lneigbors and hub, mapping the links is between Lneigbors and Lneigh-
bors’neighbors that has been mapped. The MAPL is described as follows:
Repeat

1. mapedneiglist: = the mapped neighbors of
head(Lneighbors)

2. tmapedneiglist: = mapedneiglist
3. clear(colist)
4. repeat

a. hoster: = host(head(tmapedneiglist))
b.list: = shortestpath(root, hoster)
c. colist: = the intersection of colist and list
d.tmapedneiglist\head(tmapedneiglist)
e. clear(list)

5. Unitl tmapedneiglist is empty
6. midhoster: = mcapacity(colist)
7. if C(head(Lneigbors))[C(midhoster)then Exit else
8. list: = shortestpath(root,midhoster)
9. if C(list)\C(link(head(Lneigbors),hub))then Exist

else
10. MAPL(hub,head(Lneigbors)): = list
11. tresultlist: = MAPL(hub,head(Lneigbors)
12. MAPN(head(Lneigbors)): = midhoster
13. hop = hop ? size(list)-1
14. clear(list)
15. Repeat

f. list: = shortestpath(mid hoster,host
(head(mapedneiglist)))

g.l: = link(head(Lneigbors, head(mapedneiglist))
h.if C(list)\C(l) then Exit else
i. MAPL(head(Lneigbors),

head(mapedneiglist)): = list
j. hop = hop ? size(list)-1;
k. tresultlist: = MAPL(head(Lneigbors),

head(mapedneiglist))
l. mapedneiglist\head(mapedneiglist)
m. clear(list)
n. endif

16. endif
17. endif
18. Until mapedneiglist is empty.

For every node in Lneighbors, the MAPL finds all mapped neighbors of its (line
1), and the shortest paths from root to the host of every mapped neighbor (line a,
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b), then the algorithm tries to find a intersection among these shortest paths (line
c). The substrate node with most free resource in intersection, called midhoster, is
choose as the host of the Lneighbors (line 6 and 12), so the link connecting the
Lneighbors and hub is mapped onto the shortest between the root and midhoster
(line 10). For every link connecting the Lneighbors and the mapped neighbors, the
shortest path between midhoster and the host of the mapped neighbors is choose as
host (line g and i). The hop is a global variable, it records the amount of substrate
links MAPM, MAPNML and MAPL consume. The tresultlist collects the result
for every cluster. The value of hop and tresultlist would be sent to central coor-
dinator via RESULT message. The process of advanced VN Mapping Algorithm is
described in Fig. 142.2.

Fig. 142.2 The process of advance VN mapping algorithm
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142.5 The Implementation and Evaluation

The advance resource mapping algorithm (ARMA) has been implemented and
tested over the CloudSim2.0 [11] platform. The simulation platform provides a
good support for virtualization. This paper makes use of the Datacenter and Da-
tacenterbroker to simulate substrate nodes and central coordinator, respectively.
The topology generator—Brite [12] is needed to build the substrate network. We
generated four substrate networks via Brite, containing 25, 50, 75 and 100 sub-
strate, respectively, to allocate resource for a VN request containing 20 nodes. The
delay and message volume of the algorithm is evaluated. We also evaluate the
consumption of bandwidth in light of hop for different VN topology.

Figure 142.3a shows the comparison of delay generated by central manner,
distributed manner and ARMA for a VN topology containing 20 nodes in different
substrate network. With the scope expanding, the delay increased in the three
algorithm that is because more substrate nodes mean more huge search space for
central manner, and more time overhead for exchanging information among
substrate nodes in distribute manner and ARMA. The central manner needs to
search the whole space for every node mapping and link mapping, while the
distributed manner tacks actions based on the local information in substrate nodes,
although the ARMA allocates resource based on local information as that in
distribute manner. The exchanging of information among substrate nodes is
indirect via central coordinator. As a result, the delay of the central manner
consumed is most, while the distributed manner is least, and the MRMA is among
them in the same substrate network.

Figure 142.3b shows the comparison of message volume generated by central
manner, distributed manner and ARMA for a VN topology containing 20 nodes in
different substrate network. As the substrate network expands, the message volume
also increases in three algorithms. However, the change of central manner is
drastic, the tendency of distributed manner is moderation and the AMRA is
slightly changing. The central manners need to periodically exchange message
with substrate nodes for maintaining the topology information. Only the substrate
node maintains the local topology information in the distribute manner and ARMA
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that is why the changing is different for message volume in the three algorithms. In
ARMA, the message in notifying substrate nodes to update resource information is
avoided. The substrate node can automatically update resource information
according to the final result. So the message volume is less than that the distribute
manner generates.

Figure 142.3c shows the comparison of average hops generated by distribute
manner based on VN decomposition and ARMA for different VN topology. The
hop increases with the VN topology expanding in both distribute manner and
ARMA. In ARMA, the central coordinator can choose the result with least hops
for every cluster, while the distributed manner achieves only one result generated
by substrate node with most free resource in substrate network, so the average hops
in ARMA is fewer than that in distributed manner.

142.6 Conclusion

This paper proposed an algorithm combined the advantages of central manner and
distribute manner, focusing on saving bandwidth resource by overcomming the
sparse problem of VN mapping. Our algorithm obtains better delay performance,
less message volume and hops. However, the robustness in our algorithm and
choosing hop as metric for result is still worth researching. So we will design the
scheme to dynamically choose the central coordinator to ensure the robustness of
our algorithm,and choose better metric for result in light of load balancing in the
future work.
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Chapter 143
Development of LBS Technology Based
on Multimedia Broadcast and Multicast
Services in 3G Mobile Networks

Lu Lou, Xin Xu, Zhili Chen, Juan Cao and Jun Song

Abstract This chapter presents a new location based service that can be provided
in third generation partnership project Multimedia Broadcast and Multicast Ser-
vices system (MBMS) economically and effectively. We propose a point of
interest message embedded into transport protocol experts group (TPEG) and
describe the implementation of TPEG message broadcasted over MBMS using the
stream delivery method and download delivery method.

Keywords Point of interest � Location based service � Broadcast � TPEG �
MBMS � UTMS � FLUTE

143.1 Introduction

A Location based Service (LBS) is an information and entertainment service,
accessible with mobile devices through the mobile network and utilizing the
ability to make use of the geographical position of the mobile device. On the
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driving or walking around, consumers want to find an optimal path to destination
or information of point of interest (POI) such as park, restaurant, hotel, cinema, gas
station, traffic jam, and so forth. Location based services usually also rely on real-
time traffic information that be often encoded in Transport Protocol Expert Group
(TPEG) protocol. TPEG standard designed by European Broadcasting Union
(EBU) is a new traffic information transfer protocol which has three major char-
acteristics, language independent, bearer independent, and multi-modal applica-
tion [1–3]. Broadcasting based transmission technology is one of main methods to
provide dynamic traffic information or public emergency service in recent years,
which is used by countries all over the world.

The Third Generation Partnership Project (3GPP) suggests an enhancement of
current cellular networks to support Multimedia Broadcast and Multicast Services
(MBMS). MBMS is a broadcasting service that can be offered via cellular net-
works using point-to-multipoint links instead of the usual point-to-point links.
Because of its operation in broadcast or multicast mode, MBMS can be used for
efficient streaming or file delivery to mobile phones [4, 5].

In this chapter, we present a nevol POI application specification based on TPEG
over MBMS, which is satisfied to LBS applications in mobile devices, and explain
the practicability and feasibility of that.

143.2 Preparation of Information for TPEG and MBMS

143.2.1 TPEG Overview

TPEG technology has been designed to provide a twentyfirst century multimodal
Traffic and Travel Information (TTI) data protocol for delivering content to the end-
user, regardless of location or client type in use. The TPEG standards therefore
cover the data formats and protocols required for sending the TTI to the broadcaster
and the protocols required for broadcasting this to the end users by DAB.

TPEG is a protocol to provide TTI and just two applications has been developed.
One is to transfer the road traffic status message (RTM) caused by accident,weather,
out-of-door gathering, and so forth. The other is to convey the public transport
information message (PTI) such as schedule and route of bus, train, flight, ship, and
so forth. As shown in Figs. 143.1 and 143.2, both applications have their own
message structure and they contain above mentioned information in it [1–3].

143.2.2 MBMS Overview

MBMS is an IP datacast type of service that can be offered via existing GSM and
UMTS cellular networks, which has been standardized in various of 3GPP, and the
first phase standards are to be finalized for UMTS release6 [5].
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The MBMS is a unidirectional point-to-multipoint bearer service in 3GPP
cellular network in which data are transmitted from a single source entity to
multiple mobiles. Various MBMS user services can be made up of these MBMS
bearer services. To support the MBMS, Broadcast and Multicast-Service Center
(BM-SC) is newly added to the network, and MBMS controlling functions are
added to the existing network entities such as UMTS Terrestrial Radio Access
Network (UTRAN), Serving GPRS Support Node (SGSN), and Gateway GPRS
Support Node (GGSN). For user equipments (UEs) (or mobiles) to support the
MBMS, much additional functionality are also required to be added. Some of
them, for example, the interaction among protocol entities which is beyond of the
standardization should be defined in detail. New protocols such as File Delivery
over Unidirectional Transport (FLUTE) and media codecs are also needed to be
implemented. Figure 143.3 shows the 3GPP Release-6 network architecture for the
MBMS [5–7]. As shown in Fig. 143.4, the content is distributed via unicast (point-
to-point) connections, forcing the network to process multiple requests for the
same content sequentially and therefore wasting resources in the radio access and
core networks. With the expected increase of high bandwidth applications, espe-
cially with a large number of User Equipments (UEs) receiving the same high data
rate services, efficient information distribution becomes essential. Broadcast and

Fig. 143.1 The Structure of
TPEG-Message

Fig. 143.2 A example of
TPEG Road Traffic Messages
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multicast are methods for transmitting datagrams from a single source to multiple
destinations. Thus, these techniques decrease the amount of transmitted data
within the network. This results in a dramatic cost reduction. Figure 143.5 illus-
trates the advantage of MBMS multicast distribution.

MBMS provides two modes of services—broadcast and multicast. The broad-
cast mode enables multimedia data (e.g. text, audio, picture, video) to be trans-
mitted to all users within a specific service area. The broadcast mode needs neither
service subscription nor charging. The multicast mode enables multimedia data to
be transmitted from one source entity to a specific multicast group. For a user to
receive a multicast mode service, it should be subscribed to the multicast group in
advance. Multicast mode services are charged, and therefore should be protected
from illegal users [8].

Fig. 143.3 The MBMS architecture designed in 3GPP

Fig. 143.4 Broadcasting
over unicast connections
without MBMS
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143.3 The Implemention of TPEG Over MBMS

143.3.1 The Design of POI Message Using TPEG

In order to provide greatest flexibility, the TPEG system was designed to allow a
number of different service providers to deliver a number of different types of
information for ITS, without needing to rely on any facilities provided by the
bearer system. This was done to void compromising the bearer independence of
the protocol. For this reason, the first level of TPEG framing—the ‘Transport
Frame’—carriers a multiplex of TPEG ‘Application Frames’ carrying potentially
different types of information, and a TPEG stream is constructed from a sequence
of transport frames from potentially different service providers [2, 3].

We design a new POI application specification, which is satisfied to be inter-
operable with TPEG protocol. The hierarchical transport frame structure including
the POI message made up three data fields is shown in Fig. 143.6 and it is
embedded into the existing TPEG applications. Each data field is called container,
and the first one of the message management container is used to manage the POI
information in the receiving side. As shown in Fig. 143.7, the second one, POI
event container, consists of the four items such as classification, description,
reservation, time information. The POI information is divided into more than ten
categories and each category is also classified into several sub-categories. For
example, restaurant category is consist of Chinese, western and fast-food

Fig. 143.5 Broadcasting over multicast connections with MBMS

143 Development of LBS Technology 1221



restaurant, and so forth. The last one, TPEG-location container, represents the
exact position of POI by using the WGS84 co-ordinate or descriptor.

The TPEG specifications comprise two separate message representations,
TPEG Binary and tpegML. TPEG Binary is a space-efficient description used for
digital radio delivery, while tpegML is an XML implementation developed for
Internet services. The hierarchical nature of XML fits perfectly to TPEG.

We use standard XML tools to generate tpegML that in the final phase of
stream generation will be encoded for the stream. An example message: A hotel
can accommodate up to fifty peoples.it’s located on A10 and apart from only 5 km

Fig. 143.6 Transport frame
structure for POI application

Fig. 143.7 Structure of POI
event container
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of Chongqing international airport. Rate for standard room is 180 yuan per day.
discounting only on 8:30AM–18:00PM. Expressed in tpegML, this message looks
like:

The values of the tables are naturally transformed into XML entities, also the
document type definition (DTD) of tpegML is divided so that all of these entities
are defined in separate files.

143.3.2 The Accessing of MBMS Services

Broadcast mode enables the unidirectional point-to-multipoint transmission of
multimedia data and enriched multimedia services. Broadcast mode necessitates
neither subscription nor joining by the user. All users located in the broadcast
service area as defined by the mobile network operator can receive the data.
However, since not all users may wish to receive those messages, the user has the
possibility to disable their reception by configuring the UE. Unlike the broadcast
mode, the multicast mode requires the user to subscribe for the general reception
of MBMS services. End users monitor service announcements and can decide to
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join one or more available services. Charging is possible either on subscription or
on purchasing keys enabling access to the transmitted data. When announcing a
particular service, the BM-SC informs the devices about the nature of the service
and about the parameters required for the activation of the service (e.g. IP mul-
ticast address).

MBMS defines two methods for service announcements: pull (the initiative
comes from the receiving UE) and push (the initiative arises from the service
itself). In the case of a pull method, the devices fetch the announcements (HTTP or
WAP) from a web server. As push method, Short Message Service (SMS) cell
broadcast, SMS-PP (point-to-point), WAP-PUSH, MBMS broadcast, MBMS
multicast and Multimedia Message Service (MMS) are used [5, 6].

143.3.3 MBMS Protocols and Codecs

Essentially, MBMS offers a scalable mechanism for delivering multimedia content
over 3G networks. MBMS User services use the protocol stack shown in
Fig. 143.8. A general distinction between two delivery methods exists: the
download delivery method and the streaming delivery method. Streaming uses
Realtime Transport Protocol (RTP) is used, which in turn uses User Datagram
Protocol (UDP). For downloading, the FLUTE protocol applies. FLUTE bases on
Asynchronous Layered Coding (ALC) and thus inherits its requirements including
massively scalable multicast distribution. ALC itself is a protocol instantiation of
Layered Coding Transport building block (LCT) providing in-band session man-
agement functionality. The most important feature of FLUTE is to provide the
properties of the files in-band together with the delivered files. FLUTE builds on
the unreliable UDP but offers a strong Forward Error Correction (FEC) which
however gives no absolute delivery reliability. Therefore, MBMS offers the pos-
sibility of error correction after finishing the transmission with dedicated channels
to a file repair server. Raptor Codes are in use for FEC [9].

143.3.4 Delivery of TPEG and Geodata Using MBMS

Location based services rely on information that can directly be mapped to a real
world location.This information, often encoded in points of interest (POIs) and
geo-referenced map representations,can, in the broadest sense, be called ‘geodata’.
Such geodata can then be mapped and displayed by a location-based application
that integrated into the mobile service.

As mentioned above, we have already encoded POIs with TPEG stream. The
TPEG stream can be delivery by MBMS using stream multiplexing method. In
addition to the POIs, the most common geodatas, such as roads, buildings, vehi-
cles, lakes, forests, and countries along with their extended information, also need
be broadcasted as well using the file push delivery method.
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Figure 143.9 schematically depicts a MBMS content delivery architecture. The
BM-SC hides the transmission complexity by providing a web service API to
application servers. The service and download managers handle the abstraction of
internal mobilenetwork procedures to web service methods. The service manager
registers new applications and generates the corresponding service attributes and
description files: user service description (USD), session description (SDP), and
associated delivery procedure description (ADP). The download manager handles
transmission requests issued by the applications. The file delivery (FD) sender
partitions the files to fit into UDP packets. FEC redundancy is optionally added to
increase transmission reliability [10].

In the receiving side, the mobile device (UE) has to correctly manage and
process the datas when receiving broadcasted TPEG stream. The TPEG decoder

Fig. 143.8 MBMS protocol
stack

Fig. 143.9 MBMS Content
Delivery Architecture
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has been implemented in a mobile phone, or a PDA which is connected to the
MBMS receiver through USB or SDIO, so that the decoded POI information can
be used in the embedded GIS or navigation software. Firstly the received TPEG
stream is parsed and decoded before it goes into the GIS or navigation soft-
ware,then combined with the digital maps,the decoded POI information is dis-
played easily on the screen of mobile device.

143.4 Conclusions

In this chapter, we propose a novel POI application based on the TPEG over
MBMS, and explain the implement of that using the stream delivery method and
download delivery method. Not only for LBS application, MBMS services allow
for the a lot new attractive applications for mobile communication users. Mobile
network operators can introduce their customers to broadband multimedia appli-
cations with mobile broadcast services and create distinguishing characteristics in
order to differentiate themselves from competitors.
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Chapter 144
Direct Torque Control for Induction
Motor Based on Fuzzy-Neural Network
Space Vector Modulation

Cai Binjun, Ming XiaoBo and Li Chunju

Abstract In order to improve direct torque control (DTC) system dynamic per-
formance and low-speed performance for space vector modulation (SVM) were
analysed. The two PI controllers which were used to generate reference voltage
vector in conventional SVM–DTC were analyzed. The parameters of PI controller
are difficult to determine. A novel control strategy of DTC induction motor based
on fuzzy-neural was proposed. The design process of the neural network controller
which generates the flux reference voltage vector and fuzzy controller by applying
the torque reference voltage vector was represented. Simulations and experiments
were carried out to verify the proposed strategy, and the results were compared
with conventional SVM–DTC. The simulation and experiment results verify
whether the fuzzy-neural network SVM–DTC is capable of effectively improving
the control performance, especially improving SVM–DTC system’s low-speed
performance.

Keywords Induction motors � Direct torque control � SVM � Fuzzy control �
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144.1 Introduction

Direct torque control (DTC) is a novel high-performance control strategy in the
field of AC drives. Compared with complex coordinate transformation in vector
control, DTC can be realized easily in digital with simple structure, while prob-
lems exist as well. Firstly, the switching frequency of voltage souse inverter is
Non-Fixing. Non-Fixing switching frequency causes switching capability of the
inverter not to be used fully [1, 2]. Secondly, there is sharp increase or decrease of
torque because only one voltage vector works in a sampling period and the options
of vector are limited [3].

Many scholars have put forward a lot of solutions for the inherent problem in
DTC system. One of the methods is to apply algorithm of space vector modulation
(SVM) in DTC system [4]. The key issue for SVM algorithm is how to obtain the
reference voltage vector. In conventional SVM–DTC, two PI controllers are used
to generate the two components of reference voltage vector. In theory, the refer-
ence voltage vector can accurately compensate error of Torque and flux. But in
practice conventional SVM–DTC cannot achieve a precise control for two reasons.
One is that the determination of the PI controller parameters is subject to repeated
try. The other is that control performance of PI controller depends on exact
observation on torque and flux [5]. The inaccurate observation occurred in motor
controlling when motors work in a low speed.

Fuzzy logic control has manifested its robustness, and has been exten-
sively researched and used as one of the intelligent control methods in control field
[6, 7]. To further improve the performance of torque control and to enhance the
system robustness, a novel SVM–DTC strategy of induction motors has been
proposed. The new SVM–DTC strategy uses fuzzy-neural-network controller to
substitute the original PI controller.

144.2 Theory of Direct Torque Control

Direct torque control system applies mathematical analysis about space vector, and
is stator flux orientated. The flux–linkage equations of induction machines in the
stator stationary reference frame as follows:

was ¼
Z

vas � Rsiasð Þdt ð144:1Þ

wbs ¼
Z

vbs � Rsibs

� �

dt ð144:2Þ

where was and wbs are the a-axis and b-axis component of w
!

s; respectively; vas

and vbs are the a-axis and b-axis component of v!s, respectively; ias and ibs are the

a-axis and b-axis component of i
!

s ,respectively.
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The electromagnetic torque can be expressed using the following equation:

Te ¼
3
2

npðw
!

s � i
!

sÞ ¼
3
2

npðwasibs � wbsiasÞ ð144:3Þ

where Te is electromagnetic torque and np is the number of rotor pole pairs.

144.3 The Fuzzy-Neural Network SVM–DTC Scheme

144.3.1 Theory of Voltage Space Vector Modulation

Voltage space vector modulation can synthesize reference voltage vector with
arbitrary size and direction by using adjacent basic voltage space vector

U
!

s ¼
t1

T0
U
!

1 þ
t2

T0
U
!

2 þ
t3
T0

U
!

0 ð144:4Þ

where U
!

1 and U
!

2 are the basic voltage vectors; U
!

0 is the zero vector; and U
!

s is
the reference voltage vector. T0 ¼ t1 þ t2 þ t3; T0 is a control cycle.

Formula (144.4) is transferred to two-phase static coordinate system as follows:

uas ¼
t1

T0
u1 cos h1 þ

t2

T0
u2 cos h2 ð144:5Þ

ubs ¼
t1

T0
u1 sin h1 þ

t2
T0

u2 sin h2 ð144:6Þ

where h1 is the angle between vector U
!

1 and the positive direction of a-axis. h2 is

the angle between vector U
!

2 and the positive direction of a-axis. uas and ubs are

the a-axis and b-axis component of U
!

s, respectively.
The effect time of basic voltage vector is answered by (144.5) and (144.6). The

example of applying basic voltage vector U
!

1 and U
!

2 to synthesize reference

voltage vector U
!

s is illustrated in Fig. 144.1. Substituting h1 ¼ 0� and h2 ¼ 60� in
(144.5) and (144.6) yields

t1 ¼
ð3uas �

ffiffiffi

3
p

ubsÞT0

3u4
ð144:7Þ

t2 ¼
2
ffiffiffi

3
p

T0ubs

3u6
ð144:8Þ

t3 ¼ T0 � t1 � t2 ð144:9Þ
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144.3.2 Fuzzy-Neural Network SVM–DTC Scheme

The voltage vector can compensate the flux linkage error and torque error is named
reference voltage vector. The core issue of SVM–DTC algorithm is how to obtain
the reference voltage vector. Figure 144.2 is principle block diagram of improved
SVM–DTC.

In Fig. 144.2, the d-axis component of reference voltage vector in the rotor
frame is generated by using flux neural-network controller to tackle the flux error,
and the q-axis component of reference voltage vector in the rotor frame is gen-
erated by using torque fuzzy controller to tackle the torque error.

The two components of reference voltage vector in the stationary frame are input
into SVM module and generate PWM signal controlling switch state of the inverter.

144.4 Design Fuzzy Controller of Torque

144.4.1 Fuzzy Variables and Membership Functions

The torque fuzzy controller also has two input variables and one output variable.
Input variables: torque error ET and change rate of torque error DET : Output
variable: q-axis component of reference voltage vector uqr. ET has five fuzzy

sU

su

su

1U

2U2
0

2 U
T

T

1
0

1 U
T
T

β

β

β

β

Fig. 144.1 Systhesize
reference voltage vector

Flux neural
network
control

αsu

βsu

Fig. 144.2 Fuzzy-neural network SVM–DTC system block diagram
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subsets: PL, PS, Z, NS, and NL. DET has three fuzzy subsets: P, Z, and N. uqr has
five fuzzy subsets: PL, PS, Z, NS, and NL (Fig. 144.3).

144.4.2 Fuzzy Control Rules

Fuzzy control rules apply IF–THEN form. The rule of torque fuzzy controller Ri

can be written as Ri : If ET ¼ Ai and DET ¼ Bj then uqr ¼ Cij; where: Ai;Bj;Cij is
some fuzzy subset of ET ;DET and uqr, respectively.

The total number of rules of torque fuzzy controller is 15 as shown in
Table 144.1.

Fig. 144.3 The fuzzy
membership functions of
torque controller a Torque
error. b Change rate of torque
error. c Q-axis component of
reference voltage vector
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144.4.3 Fuzzy Reasoning and De-Fuzzy

The reasoning method is mamdani’s procedure based on min–max decision. The
firing strength of the rule of torque fuzzy controller lRij

ðuqrÞ can be obtained by

considering

lRij
ðuqrÞ ¼ lAi

ðETÞ ^ lBj
ðDETÞ ^ lCij

ðuqrÞ ð144:10Þ

Fuzzy quantity must de-fuzzy before being sent to control object, and use the
center of gravity method for defuzzification.

144.5 Design Neural-Network Controller of Torque

144.5.1 The Neural-Network Structure of Flux

The flux reference voltage vector Udr was realized by BP neural network. Its
structure is show in Fig. 144.4.

144.5.2 The Neural-Network Learning Algorithm of Flux

The neural network can signify arbitrary nonlinear function. Three layer BP neural
network contains input layer, hide layer and output. The relationship among three
layer is as follows:

v1
j nð Þ ¼

X

x1
ij nð Þui nð Þ ð144:11Þ

v2
k nþ 1ð Þ ¼

X

x2
jk nð Þv1

j nð Þ ð144:12Þ

Table 144.1 Fuzzy control
rules of torque

uqr ET

4ET NL NS Z PS PL
N PL PL PS Z Z
Z PL PS Z NS NL
P Z Z NS NL NL

dU
*
s

s

1
ijw 2

jlw
Fig. 144.4 Neural-network
structure of stator flux
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yk nþ 1ð Þ ¼ f v2
k nþ 1ð Þ

� �

ð144:13Þ

where k is the output layer variable; j is the hide layer variable; v is the neural-
network unit; y is the neural-network output; xij nð Þ is the neuron weight from i to
j; and f is the activate function. Suppose d(n) is the expectation output of neural
output, then transient error vector can expressed as:

e nð Þ ¼ d nð Þ � y nð Þ ð144:14Þ

The target function can be defined as:

E nð Þ ¼ 1
2

e nð ÞTe nð Þ ð144:15Þ

According to the shortest down rules we can obtain the amendment quantity
xlm nð Þ

Dxlm nð Þ ¼ �g
oE nð Þ

oxlm nð Þ ð144:16Þ

In order to keep the stability of the algorithm, momentum factor a is quoted in
the weight:

Dxlm nð Þ ¼ �g
oE nð Þ

oxlm nð Þ þ aDxlm n� 1ð Þ ð144:17Þ

Theoretical analysis verifies this network structure, and mapping arbitrary
nonlinearity function only hide layer quantity is enough. The input parameter is
flux given value w�s and flux calculated value, the output variable is the reference
voltage vector Ud: Activated function adopts to tansig. Hide layer unit is 4,
according to learning rate and target error adjust the quantity of hide layer. The
training result shows that the target error can receive less than 0.01 when hide
layer quantity is 4, learning rate is 0.2 and training frequency.

144.6 System Simulation Results

144.6.1 Simulation and Results

In this section, the software Matlab/Simulink is used to simulate the whole DTC
system to examine the performance of the novel SVM–DTC system. The
parameters of the induction machine used in the simulation experiment are:

Pn ¼ 2:2 k;Un ¼ 380 V;Rs ¼ 4:35 X;Rr ¼ 0:43 X;
Ls ¼ 2 mH; Lr ¼ 2 mH; Lm ¼ 69:31 mH; J ¼ 0:089 kg �m2;P ¼ 2:

The simulation conditions are given as: speed is 50r/min; simulation time is 0.8 s.
As shown in Figs. 144.5a, c, and e are simulation results of conventional SVM–

DTC system at low speed, flux is basically round, but the ripple of flux is large;
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speed response is slow and large overshoot is existed; there is large torque ripple at
different jumping change time. Figures. 144.5b, d, and f are simulation results of
fuzzy-neural network SVM–DTC system at low speed, waveform of flux is a
standard round; speed response is fast and speed ripple decreased sharply; torque
can achieve stability quickly and without ripple.

144.6.2 Experiment and Results

In order to verify the correctness of new strategy, the experiments were carried out
in DSP2812 experiment platform. The parameters were same as to simulation. The
experiment results are follows:

(a) (b)

(c) (d)

(e) (f)

Fig. 144.5 Waveform graphs of simulation. a Conventional SVM–DTC flux. b Fuzzy-neural
SVM–DTC flux. c conventional SVM–DTC speed.d fuzzy-neural SVM–DTC speed.e Conven-
tional SVM–DTC torque. f fuzzy-neural SVM–DTC torque
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It can be seen from Fig. 144.6 that the experiments results are similar to the
simulation results. The new strategy has better torque and speed characteristic
compared to the conventional VM–DTC. It can improve the control system’s low-
speed performance and the new method’s validity is verified.

144.7 Conclusion

To resolve the problem in conventional SVM–DTC system of induction motors, a
new strategy of direct torque control based on fuzzy-neural network space vector
modulation is proposed and applied in induction motor speed control system. By
system simulation and experiment, the results illustrate that the new strategy can
sharply reduce torque, flux and speed ripple of SVM–DTC system and the system
has a better dynamic and steady performance in low-speed.
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Chapter 145
A Survey of System Comprehension Based
on Semantic Analysis

Yuanxun Yu, Lin Du and Daming Li

Abstract System comprehension is an important activity in software maintenance,
as software must be sufficiently understood before it can be properly modified. The
study of semantic analysis has become a common technique in this respect and has
received substantial attention, particularly over the last decade. This paper reports on
a systematic survey aimed at the identifying and structuring of research on system
comprehension through semantic analysis. Three kinds of comprehension methods
based on semantic analysis are reviewed: latent semantic analysis, program slicing
and denotational semantics. The resulting overview offers insight in what constitutes
the main contributions of the field, supports the task of identifying gaps and
opportunities and has motivated more attentions in the future.

Keywords System comprehension � Latent semantic analysis � Program slicing �
Denotational semantics

145.1 Introduction

Traditional software engineering is primarily focused on the development and
design of new software. However, most programmers work on software that other
people have designed and developed. Up to 60% of a software maintainers time
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can be spent on determining the intent of source code. Recent years have witnessed
the growing demand to re-evaluate and re-implement legacy software systems.
One of the most important aspects of developing legacy software is to understand
the software at hand. Understanding a system’s inner workings implies studying
such as artifacts source code and documentation in order to gain a sufficient level
of understanding for a given maintenance task. In this paper, three kinds of system
comprehension methods based on semantic analysis are discussed: latent semantic
analysis, program slicing and denotational semantics.

The rest of the paper is organized as follows to survey system comprehension
based on semantic analysis. Section 145.2 introduces some related works about
latent semantic analysis. Section 145.3 presents some pioneering works in program
slicing. In Sect. 145.4, we survey the works in denotational semantics. In Sect.
145.5, we conclude the whole paper.

145.2 Latent Semantic Analysis

Latent semantic analysis (LSA) is a technique for creating vector-based rep-
resentations of texts which are claimed to capture their semantic content. The
primary function of LSA is to compute the similarity of text pairs by com-
paring their vector representations. This relatively simple similarity metric has
been situated within a psychological theory of text meaning and has been
shown to closely match human capabilities on a variety of tasks. The related
works are listed as follows, showing the developmental path of LSA,
describing how it computes and uses its vector representations and then giving
methods of the theoretical and empirical support for LSA and its current
research directions.

In this paper [1], a novel Bayesian LSA framework is presented. The authors
focus on exploiting the incremental learning algorithm for solving the updating
problem of new domain articles. This algorithm is developed to improve document
modeling by incrementally extracting up-to-date latent semantic information to
match the changing domains at run time. By adequately representing the priors of
LSA parameters using densities, the posterior densities belong to the same dis-
tribution so that a reproducible prior/posterior mechanism is activated for incre-
mental learning from constantly accumulated documents. An incremental PLSA
algorithm is constructed to accomplish the parameter estimation as well as the
hyper parameter updating. Compared to standard LSA using maximum likelihood
estimate, the proposed approach is capable of performing dynamic document
indexing and modeling.

Martijn et al. [2] propose a hybrid recommender system that combines some
advantages of collaborative and content-based recommender systems. While it
uses ratings data of all users, as do collaborative recommender systems, it is also
able to recommend new items and provide an explanation of its recommendations,
as content-based systems do. The approach is based on the idea that there are
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communities of users who find the same characteristics important to like or dislike
a product. This model is an extension of the probabilistic latent semantic model for
collaborative filtering with ideas based on cluster wise linear regression. On a
movie data set, it shows that the model, at the cost of a very small loss in overall
performance, is able to recommend new items and give an explanation of its
recommendations to its users.

Thomas [3] describes a model-based algorithm designed for collaborative fil-
tering, which is based on a generalization of probabilistic latent semantic analysis
to continuous-valued response variables. The observed user ratings can be mod-
eled as a mixture of user communities or interest groups, where users may par-
ticipate probabilistically in one or more groups. Each community is characterized
by a Gaussian distribution on the normalized ratings for each item. The normal-
ization of ratings is performed in a user-specific manner to account for variations
in absolute shift and variance of ratings.

In the paper [4], the authors formulate a standard LSA model for behavior
correlation modeling without considering any semantic context of a given scene.
A novel two-stage hierarchical LSA model based on semantic scene decomposi-
tion is developed in order to improve the robustness of behavior modeling against
noise resulting in reduced false alarms in anomaly detection. Specifically, local
behavior correlations within each region are modeled. The inferred local behavior
patterns are then fed into the second stage for global behavior inference and
anomaly detection.

In the paper [5], text categorization models using back-propagation neural
network (BPNN) and modified back-propagation neural network are proposed.
An efficient feature selection method is used to reduce the dimensionality as well
as improve the performance. It constructs a conceptual vector space in which each
term or document is represented as a vector in the space. It not only greatly
reduces the dimensionality but also discovers the important associative relation-
ship between terms.

Jen et al. [6] propose two novel approaches to extract important sentences from
a document to create its summary. The first is a corpus-based approach using
feature analysis. The second approach combines the ideas of latent semantic
analysis and text relationship maps to interpret conceptual structures of a docu-
ment. Both approaches are applied to Chinese text summarization.

Zhang et al. [7] propose a approach structural LSA to model explicitly word
orders by introducing latent variables. Specifically, the authors develop an
action categorization approach that learns action representations as the distri-
bution of latent topics in an unsupervised way, where each action frame is
characterized by a codebook representation of local shape context. The effec-
tiveness of this approach is evaluated using both the WEIZMANN dataset and
the MIT dataset. Results show that the proposed approach outperforms the
standard LSA. Additionally, the approach is compared favorably with six
existing models including GMM, logistic regression and HCRF given the same
feature representation.
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145.3 Program Slicing

Program slicing is a technique for simplifying programs by focusing on selected
aspects of semantics. The idea behind all approaches to program slicing is to
produce the simplest program possible that maintains the meaning of the original
program with regard to this slicing criterion. The process of slicing deletes those
parts of the program which can be determined to have no effect upon the semantics
of interest. As a viable method to restrict the focus of a task to specific subcom-
ponents of a program, program slicing has extensive applications in software
engineering, for example program debugging, program testing, software mea-
surement and software maintenance. The recent works about program slicing are
as follows.

Richard et al. [8] define a program semantics that is preserved by dependence-
based slicing algorithms. It is a natural extension, to non-terminating programs,
of the semantics introduced by Weiser (which only considered terminating ones)
and, as such, is an accurate characterization of the semantic relationship between a
program and the slice produced by these algorithms. Unlike other approaches,
apart from Weiser’s original one, it is based on strict standard semantics which
models the normal execution of programs on a von Neumann machine and, thus,
has the advantage of being intuitive. This is essential since one of the main
applications of slicing is system comprehension.

The traditional method of program slicing was based on reach ability algorithm
of program dependence graph (PDG) and system dependence graph (SDG).
However, to construct PDG and SDG, some data dependence which were irrele-
vant to the slicing may be computed. The redundant computing wasted time and
memory, and reduced slicing efficiency. To address this problem, the authors [9]
present a slicing algorithm based on reverse program flow. It firstly constructed
reverse flow of the program, then scanned the program along reverse flow from the
slicing point, and only computed the data dependences which were relevant to
slicing. So it improved slicing efficiency.

Horwitz et al. [10] present callstack-sensitive slicing, which reduces slice sizes
by leveraging the series of calls active when a program fails. It describes a set of
tools that identifies points of failure for programs that produce bad output and
apply point-of-failure tools to a suite of buggy programs and evaluate callstack-
sensitive slicing and slice intersection as applied to debugging. Callstack-sensitive
slicing is effective. On average, a callstack-sensitive slice is about 0.31 time the
size of the corresponding full slice, down to just 0.06 time in the best case.

Rupak et al. [11] present an algorithm that combines test input generation by
execution with dynamic computation and maintenance of information flow
between inputs. It iteratively constructs a partition of the inputs, starting with the
finest (all inputs separate) and merging blocks if a dependency is detected between
variables in distinct input blocks during test generation. Instead of exploring all
paths of the program, it separately explores paths for each block (while fixing
variables in other blocks to random values).
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In the paper [12], the authors propose a dynamic path slicing technique for
object-oriented programs. Given an execution trace of an object-oriented program
and an object created during the execution, a path slice per object with respect to
the object, or PSPO, is a part of the trace such that (1) the sequence of public
methods invoked on the object in the trace is same as the sequence of public
methods invoked on the object in the slice, and (2) given a method invocation in
the slice, the state of all objects accessed by the method is same in both the trace
and slice.

In the paper [13], a method for generating a slice from a plan-based repre-
sentation of a program is provided. The method comprises constructing a plan
representation of a program, wherein the plan representation comprises a plurality
of nodes, edges and ports; and receiving one or more slicing criteria from a user.
The slicing criteria comprise one or more variable occurrences or statements from
the program, according to which a slice is generated from the plan representation.

Mastroeni and Zanardini introduced semantics-based data dependency both at
concrete and abstract domain. This semantics-based data dependency is computed
at expression level over all possible states appearing at program points. In the
paper [14], the authors strictly improve this approach by (1) considering semantic
relevancy of statements (not only expressions), and (2) adopting conditional
dependency. This allows us to transform the semantics-based PDG into a
semantics-based dependence condition graph that enables to identify the condi-
tions for dependence between program points. The resulting program slicing
algorithm designed this way is strictly more accurate than the Mastroeni and
Zanardini’s one.

During debugging processes, breakpoints are frequently used to inspect and
understand runtime behaviors of programs. Although most development envi-
ronments offer convenient breakpoint facilities, the use of these environments
usually requires considerable human efforts in order to generate useful break-
points. Before setting breakpoints or typing breakpoint conditions, developers
usually have to make some judgments and hypotheses on the basis of their
observations and experience. To reduce this kind of efforts, Zhang et al. [15] uses
three well-known dynamic fault localization techniques in tandem to identify
suspicious program statements and states, through which both conditional and
unconditional breakpoints are generated.

Jiang et al. [16] present a new approach for locating faults that cause runtime
exceptions in Java programs due to error assignment of a value that finally leads to
the exception. The approach first uses program slicing to reduce the search scope,
then performs a backward data flow analysis, starting from the point where the
exception occurred, and then uses stack trace information to guide the analysis to
determine the source statement that is responsible for the runtime exception.

In the paper [17], a kind of property extraction method is presented. Property
model and dynamic slicing are combined to generate test sequence. As an
example, the system structure of Minix3 is introduced. Exec, one of key system
callings of Minix3, is modeling, slicing and its test sequences are generated.
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Minix3 provides open interfaces and modular. The results of slicing can be used to
improve the process of software reuse.

Seoul [18] applies hierarchical slicing technique to regression test selection in
order to improve the precision of regression test selection and address the problem
of level. The approach computes hierarchy slice on the modified parts of program,
then selects test cases from different levels in terms of test case coverage. This
approach can select test cases from high level to low level of program.

In the paper [19], base-line values for slice-based metrics are provided. These
values act as targets for re-engineering efforts with modules having values outside
the expected range being the most in need of attention. The authors show that
slice-based metrics quantify the deterioration of a program as it ages. This serves
to validate the metrics: the metrics quantify the degradation that exists during
development; turning this around, the metrics can be used to measure the progress
of a reengineering effort. ‘‘head-to-head’’ qualitative and quantitative comparisons
of the metrics identify which metrics provide similar views of a program and
which provide unique views of a program.

145.4 Denotational Semantics

Denotational semantics is an approach to formalize the meanings of programing
languages by constructing mathematical objects (called denotations) which
describe the meanings of expressions from the languages. Denotational semantics
is concerned with finding mathematical objects called domains that represent what
programs do. For example, programs might be represented by partial functions,
or by actor event diagram scenarios or by games between the environment and the
system. An important tenet of denotational semantics is that semantics should be
compositional: the denotation of a program phrase should be built out of the
denotations of its subphrases. The recent works about denotational semantics are
as follows.

In the paper [20], a new method is presented to describe real-time process
algebra (RTPA). Because some key RTPA processes cannot be described ade-
quately in conventional denotational semantic paradigms, a new framework for
modeling time and processes is sought in order to represent RTPA in denotational
semantics. Within this framework, time is modeled by the elapse of process
execution. The process environment encompasses states of all variables repre-
sented as mathematical maps, which project variables to their corresponding
values. Duration is introduced as a pair of time intervals and the environment to
represent the changes of the process environment during a time interval. Temporal
ordered durations and operations on them are used to denote process executions.

Rodriguez-Lopez [21] presents a new mathematical model for the study of the
domain of words. The authors do it by means of the introduction of a suitable
balanced quasi-metric on the set of all words over an alphabet. It is shown that this
construction has better quasi-metric and topological properties than several
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classical constructions. The authors also prove a fixed point theorem which allows
us to develop an application for the study of probabilistic divide and conquer
algorithms.

In this paper [22], the authors present a model and a denotational semantics for
hybrid systems. The model is designed to be used for the verification of large,
existing embedded applications. The discrete part is modeled by a program written
in an extension of an imperative language and the continuous part is modeled by
differential equations. The authors give a denotational semantics to the continuous
system inspired by what is usually done for the semantics of computer programs
and show how it merges into the semantics of the whole system. The semantics of
the continuous system is computed as the fix-point of a modified Picard operator
which increases the information content at each step.

Marcel Oliveira et al. [23] represent a denotational semantics for circus. Circus
specifications define both data and behavioral aspects of systems using a combi-
nation of Z and CSP. Previously, a denotational semantics has been given to
Circus; however, as a shallow embedding of Circus in Z, it was not possible to use
it to prove properties such as the refinement laws that justify the distinguishing
development technique associated with Circus. This work presents a final refer-
ence for the Circus denotational semantics based on Hoare and He’s Unifying
Theories of Programing (UTP). The authors discuss the library of theorems on the
UTP that was created and used in the proofs of the refinement laws.

145.5 Conclusions

With the rapid development of software industry, there has been an amount of
increasing of legacy software. One of the most important tasks of developing
legacy software is to understand the software at hand. System comprehension is a
difficult task of recovering design and other information from a software system.
It is difficult to perform because there are intrinsic difficulties in performing the
mapping between the language of high level design requirements and the details of
low level implementation. What is more, system comprehension process is known
to be very time-consuming. In this survey, we have discussed theoretical and
empirical system comprehension methods based on semantic analysis (latent
semantic analysis, program slicing and denotational semantics).The resulting
overview offers insight in what constitutes the main contributions and pioneering
works of the field. From above, we strongly believe that, in the near future, this
research field will be paid more and more attentions and will promote the fun-
damental theories research in the related fields.
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Chapter 146
Information Fusion and Intelligent
Pattern Recognition for Network
Intrusion in Industrial Network Systems
Based on ICA and PSO–ANN

Anqing Wu and Li Feng

Abstract The network intrusion may break down the local area network (LAN)
and hence makes the industrial network system out of work, leading to terrible loss
in the industry. Therefore, it is critical to detect the intrusion at the early stage in
order to protect the security of industrial network system. The intelligent artificial
neural network (ANN) provides an effective way for intrusion detection. However,
the detection rate is influenced greatly by the structure design of the ANN.
Insufficient design of the ANN-based intrusion detection model may decrease the
detection accuracy. To deal with this situation, this paper presents a new intrusion
detection model based on independent components analysis (ICA), particle swarm
optimization (PSO) and ANN for industrial applications. The ICA was used to fuse
the complex intrusion input and hence attain distinguished characteristics (that is,
independent components, ICs) about the original data. By the use of ICs, the
complex of the ANN structure design could be reduced. Then, the PSO was
employed to optimize the structure parameters of the ANN. Experiments were
carried out to evaluate the efficiency of the proposed approach. The ANN-based
search engine was applied to import original data sets from the huge database in
the industrial application system. The analysis results show that the proposed
new method can offer satisfactory detection performance and thus, can be used
in practice.
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146.1 Introduction

Network security has been studied very much in the field of information security.
Terrible network intrusion may break down the internet and cripple the industrial
network system. The loss and maintenance is very huge to the employer.
Therefore, it is very essential to detect the network intrusion in a timely manner to
prevent break-downs. Advanced machine learning algorithms, include evolution
algorithm, intelligent artificial neural network (ANN) and support vector
machine (SVM), have been researched for their application in network intrusion
detection [1]. Among them, ANN [2] is the one of the most promising method.
However, ANN detection performance relies on proper structure design. It is often
difficult to determine the ANN parameters without a large number of trials. Although
[3, 4] used PSO to optimize the ANN structure, they did not adopt information fusion
to process the original data, and the redundant information might distort the
detection results. Therefore, elimination of disturbed features and selection of elite
ones have great significance for the ANN-based intrusion detection [5–9].

Due to the influence of the background noise, reliable intrusion data is often
hard to acquire. Fortunately, the independent components analysis (ICA) is a
useful tool to find a suitable representation of noisy data [10]. By the use of ICA,
the distinct characteristics of the intrusion data can be separated effectively, i.e., by
feature selection [11]. By doing so, the redundant features in the original data can
be eliminated effectively. The applications of the ICA for the signal processing
were represented in the literature [11]. However, reports seldom have addressed
the network intrusion detection. Since the protection and prediction of the network
intrusion is largely based on the ANN performance, it is essential to select
distinguished features to reduce the complexity of the ANN model.

In order to tackle the problems mentioned above, a new network detection
model based on the integration of ICA and PSO–ANN is proposed in this paper.
In addition, we also provide an intelligent way for the retrieval of the intrusion
data sets from the industrial database. Experiment results indicate that the pro-
posed method can detect the intrusion efficiently.

This work is organized as follows. Literature review is described in Sect. 146.1.
The proposed method for intrusion detection based on the combination of
ICA–PSO-ANN is introduced in Sect. 146.2. In Sect. 146.3, the validation of the
proposed method is investigated. The performance of the proposed new detection
model is discussed. The effectiveness of the proposed method is valued by
analyzing the practical data. Some conclusions are drawn in Sect. 146.4.

146.2 The Proposed Intrusion Detection Model

The potential link between the features and the network intrusion is very complex.
It often presents high dimension property, and difficult to get accurate detection
results. The high dimension of the feature space definitely decreases the detection
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rate. The reason is that there are certain dependent relationships among features,
and some characteristics are redundant. Fortunately, ICA is a powerful dimension
reduction method. ICA can extract mostof the important features from the feature
space. Therefore, the ICA has been adopted to fuse the feature space with high
dimension and map it into a low dimensional space. Meanwhile, ANN is an
intelligent approach to deal with non-stationary signal. With its strong learning
ability, the ANN is quite suitable for network intrusion detection. However, its
identification efficiency depends on the structure design. This is the reason for the
PSO to be applied for the ANN structure optimization. In addition, to enhance the
possibility of practical use, the ANN-based search engine was employed to import
original data sets from the huge database in the industrial application system.

In this paper, the PCA is firstly employed to sweep away the redundant features
of the sample data, and then ANN is used to learn the patterns of the data.
Additionally, the improved GA is adopted to optimize the ANN model.

146.2.1 Independent Components Analysis

For the intrusion detection, there are many characteristics that need to observed.
The feature space sometimes has almost 50 dimensions to monitor the network
condition. Due to the interference and noise, the measured input signals were
distorted to some degree. All of these add to the difficulty, for one to detect
the intrusion precisely. However, the independent component analysis (ICA)
can recover the original sources in mixed observations with high dimensions.
The distinct characteristics in the original sources could then be obtained. The ICA
model was defined as follows [10, 11].

x ¼ As; ð146:1Þ

where, x ¼ ½ x1 x2 � � � xm �T was an observation vector with m dimensions,

s ¼ ½ s1 s2 � � � sm �T was the unknown statistical independent of size n, and
n was the ICs number of original sources. A was mixing matrix of the sources.
The task of ICA is to estimate the matrix A to obtain its inverse matrix W. Then the
independent components could be obtained by s ¼ Wx. However, there is no direct
way to get W because prior information about the mixing matrix is unknown [10].
The objective function was introduced to realize the estimation of ICA. Several
objective functions include maximization of non-gaussianity, maximum likelihood
estimation and high-order cumulant tensorial methods etc. [11]. Based on these
objective functions, several ICA algorithms, such as FastICA algorithms,
nonlinear PCA algorithms, infomax algorithms etc. [10], were developed to esti-
mate independent components. FastICA was one among the fast algorithms for
ICA estimation [11]. The convergence speed of FastICA was 10–100 times faster
than the conventional gradient descending algorithm [4, 10]. Thus, the FastICA
was adopted in this paper.
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The FastICA algorithm using neg-entropy presented the following iteration [11]:

wðkÞ ¼ E xgðwðk � 1ÞT xÞ3
n o

� E g0ðwðk � 1ÞT xÞ
� �

wðk � 1Þ ð146:2Þ

where the weight vector W is normalized to unit after every iteration, and
the function gð�Þ is the derivative of nonlinearity function. The RBF nonlinear
function was used for ICA in this work.

146.2.2 PSO-ANN

PSO is similar to genetic algorithm and iterated optimization. However, PSO does
not update offspring through the crossover and mutation, but according to the
flying experience of the particles themselves and companions to adjust its flight.
The best position experienced for each particle in flying is the optimal solution to
find the particle itself,which is called the individual extreme (P); the global
extreme (Gb) experienced for the whole populations is the optimal solution at
present. The algorithm for updating Speed tand position Pin the PSO is that [3]:

tiðk þ 1Þ ¼ xitiðkÞ þ c1r1½Pb � PiðkÞ� þ c2r2½Gb � PiðkÞ�; ð146:3Þ

Piðk þ 1Þ ¼ PiðkÞ þ tiðk þ 1Þ ð146:4Þ

where, xi is the inertial factor, r1, r2are the random among [0,1], c1, c2 are the
learning factors, usually select 2.

The ANN usually uses BP NN and RBF NN. The details of the ANN are not
given in this paper. The theories present in BP NN and RBF NN can be refered to
the literature [12]. The ANN’s network structure and weight parameters play
critical roles in the intrusion identification. Hence, the PSO is used to optimize
these parameters in this work.

146.2.3 ANN-Based Search Engine

With the rapid development of computer science, the web-based industrial
database technique has been gradually used in practice. By intent, the industrial
network system can offer data to every client at the same time. The database is
very huge and complex in the industrial network systems. It is not convenient and
reliable to import data responding to personalized search. The ANN based search
engine can provide advantages to avoid the influences generated by human factors
and get accurate search results. So it is very reasonable to establish ANN-based
search engine to choose network intrusion data.
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ANN is used to optimize the personalized intelligent search engine for building
user characteristic model and the index characteristic model. It first calculates
the variable weights of each link page for personal user, and then integrates the
variable sorting weights with traditional fixed sorting weights to derive the new
sorting weights. By doing so, the retrieving results can be optimized, and thus
provide more precise retrieval results to realize the personalized search engine
optimization. Figure 146.1 shows the proposed network intrusion detection system
based on ICA and PSO–ANN.

The processing steps are as follows:

(1) The web crawlers find the url in web-based industrial network system and
establish the data storage bank.

(2) The ANN-based search engine is used to get the original data according to the
characteristics of the intrusion.

(3) The ICA is applied to the information fusion.
(4) The PSO–ANN detection model is established to identify the intrusion.
(5) The ANN-based search engine is used to search the detection results, and

extract readable information to feed the industrial network system.

146.3 Experimental Analysis

In order to validate the performance of the proposed algorithm, the intrusion
experiments were carried out in real practice application in this paper. The ANN-
based search engine was used to get the original intrusion data with 35 attributes of
the test network connection, including duration, service type, the bytes issued from
source to destination, the bytes from destination to source, etc. 2000 normal
samples and 2000 intrusion samples were used to evaluate the proposed detection
model.
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Fig. 146.1 The proposed network intrusion detection system
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In experiments, ICA was adopted to reduce the 35 dimensions into 5, 10 and 15
independent components, respectively.

The PSO–ANN is employed to identify the DDoS. We conducted three kinds of
tests. That is, the input feature vector of the ANN is 5, 10 and 15 independent
components, respectively. The PSO optimization procedure for the ANN with 5,
10 and 15 independent components is illustrated in Fig. 146.2. As it can be seen in
Fig. 146.2, the optimization of 5 ICs is faster and better than 10 and 15 ICs. Hence,
it is reasonable to use 5 ICs for intrusion identification.

The intrusion detection performance of ICA-PSO-BP NN model using different
input features is compared with ICA-BP NN in Table 146.1. From Table 146.1,
the detection model with 5 ICs performs best compared to the other input feature
numbers. In addition, the BP NN optimized by PSO can offer higher detection rate.
The analysis results indicate that the ICA fusion can improve the BP NN detection
efficiency, and the PSO optimization further enhances the identification accuracy.

Table 146.2 compares the detection performance of ICA-PSO-RBF NN model
and ICA-RBF NN. Similar detection results can be observed in Table 146.2.
The ICA processing can provide more accurate detection rate than that without
ICA, and the PSO can optimize the RBF NN structure to improve its learning
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Fig. 146.2 The fitness value of PSO optimization with different ICs

Table 146.1 The intrusion detection performance of BP NN

Features or
ICs

PSO-BP NN model BP NN model

Detection accuracy
(%)

False alarm
(%)

Detection accuracy
(%)

False alarm
(%)

5 95.8 1.15 90.3 1.39
10 92.1 1.61 88.5 1.86
15 90.2 1.94 86.3 2.09
35 88.6 2.33 85.8 2.57
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ability. One can note from Tables 146.1 and 146.2 that the RBF NN outperforms
the BP NN with respect to the detection rate and false alarm.

146.4 Conclusions

The web-based industrial database technique can provide sub-departments with the
convenient operation environment. However, once intrusion comes, the system
may crash down, leading to serious economic loss. To protect the safety and
security of the industrial system, a new network intrusion detection model based
on ICA and PSO–ANN is proposed in this paper. By taking full advantage of ICA,
distinct characteristics of the original intrusion data can be extracted. The analysis
of industrial system was implemented to verify the proposed model. The analysis
results show the effectiveness of this new detection model. Thus, the proposed
detection model based on the integration of ICA and PSO–ANN is feasible for
practical applications.
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Chapter 147
Agent-Based User Model for Personalized
Retrieval System

Lijun Xu, Xianfeng Yang and Jun Chen

Abstract Information retrieval system for the current over-emphasis on the recall
of information, the information retrieved and the user needs not related to most of
this limitation, combined with Agent technology has the autonomy, responsive-
ness, cooperation, learning and other characteristics, to construct an Agent-based
personalized search system user model, to provide users with a personalized search
service.

Keywords Agent � Retrieval system � Information retrieval

147.1 Introduction

With the rapid development of the Internet and the World Wide Web, Internet
content and information has a dramatic growth. The quality of search results in
users’ increasing demand. The current information service system to retrieve the
results of a considerable part of the user need not be related to the fundamentals
and cannot meet the needs of the user information retrieval. How to provide users
with high quality and efficient personalized information services, information
retrieval systems has become an urgent problem [1].
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To solve the above problem, the design of a retrieval system is based on agent
model. System user interest model is to realize personalized information service
premise and foundation. A sound retrieval system gives users not only some sort of
demand, but also with users who search for interesting content to the user needs.
Agent autonomies for itself, response, cooperation and learning and other char-
acteristics, and its technology into the search engine personalized service system to
record the user’s personalized information. This information retrieval system
provides a completely different mode of information retrieval which is expected to
greatly increase the efficiency of information retrieval.

147.2 Agent Technology

The concept of Agent [2–4] comes from the artificial intelligence field, which is the
hotspot and frontier personalized service research. There is no general opinion on
the definition of Agent, who is a software entity which can continually complete
autonomy, goal-oriented behavior in a heterogeneous computing environment [5].

The description of Agent includes state description and function description. The
state description gives the behavior parameters of Agent; function description gives
the Agent’s behavior model; resilience describes the Agent’s ability to learn new
knowledge, the higher the resilience, the faster the speed of Agent to update their
knowledge, the lower the resilience, the slower the speed; credibility is an evalu-
ation of the Agent, the higher the credibility, the greater the impact of Agent on the
returned results, otherwise smaller. Stability refers to a description of Agent’s
preference for stability, Agent has a user vector in the user template, which
describes some of the user’s constant preferences, and stability can be seen as the
weight of this vector; function description is made up of the template vector, the
variable vector and vector weight. Template vector is the vectorization of a user
template initialized by the user, including the template of the user’s basic interests;
variable vector will reflect the preference model of the user’s changes [6].

Through the above analysis, we can see that Agent has the following features:

(1) Autonomy: Autonomy is the core of Agent’s concept, which means that when
the main body runs, it can create realistic goal-related plans by itself on the
condition of the absence of people and other Agents’ direct interference or
guidance, and complete the task initiatively as requested.

(2) Reactivity: Agent can sense its environment, and can respond to the envi-
ronment-related events occurred, making it possible for active service.

(3) Cooperation: Agent can interact with other Agents through a kind of Agent
Communication Language, the task that a single Agent cannot complete can
be completed through multi-Agent’s collaboration.

(4) Learning: Agent has the ability to learn, and can take advantage of the
available information about the external environment to adjust and modify its
behavior to improve the retrieval precision.
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Agent technology embodies a new software developing model, which fully
covers all aspects of the definition of user requirements, analysis and storage,
information input, the needs matches and the results transmission etc., known as
the intermediary for user to access information resources, and seen as a ‘‘future
search engine’’ of the Media Lab of Massachusetts Institute of Technology (MIT)
in US [7].

147.3 System Framework

Personalized user interface is the key link to achieve personalized information
services in the future, mainly including the following two aspects: to build user
interest model, which tracks user‘s behavior, learning and remembering use’s
interests; and to build a personalized service model, which is to extract and filter
out personalized information from the global information space, providing users
with personalized information services [8–10]. Therefore, the personalized
user interface model designed in this article includes three components: the user
interest model based on the Multi-agent System (MAS), personalized service
module and personal manager, the three interrelate with each other through user
interest model. The specific framework is shown in Fig. 147.1.

147.3.1 Introduction of the Function Modules

(1) The user interest model based on MAS
The construction of user interest model [6, 7] is an important aspect of

designing personalized user interface. It is actually a function set to store the user’s
interest, to store and manage the user’s historical behavior, to store the knowledge
of learning the user’s behavior and to carry on related derivation. It can be divided
into two kinds: explicit and implicit.
(a) Explicit method

Constructing an explicit user interest model is usually by interacting with the
user, using key words to get the user’s interest, or require users to give the
corresponding evaluation of searching results in order to get user information to
build models. This method can accurately get the needs information of users,
simply to build model, and easy to realize; the disadvantage is the bad initiative.
(b) Implicit method

The construction of implicit user interest model is built on the process of the
interaction between the system and user, by analyzing the historical pages the user
has browsed and the system’s log files, mining the content of user models, this
approach has strong initiative, and does not need the user to input interest infor-
mation explicitly, but the building of the model is complex. This paper introduces
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a multi-agent technology to solve the problem, namely forming user interest
models based on MAS.

MAS is a loosely connected network of many Agents working together to solve
the problem that a single Agent cannot solve, and is of robust and high efficiency
[11, 12]. MAS designed in this paper, includes five Agents which are the user
interface, model evaluation, model management, model generation and interests
discovering, that every Agent coordinates and cooperates with each other. The
specific functions are described as follows.

User Interface Agent: Sending request to the system and receiving system’s
services, the purpose is mainly to provide a friendly interactive interface to the
user and allow the user to choose the interface content provided by the system,
introduce or customize related contents, adjust the interface structure, set interface
style, and also learn from the user’s appliance. It collects users’ evaluation
information and appliance conditions of the model, and transmits the information
to the model evaluation Agent [13].

Model Evaluation Agent: Based on certain rules, evaluates the user’s interest
degree of the model and the interactive influence with the model management
Agent.

Model Management Agent: It is the control center of the entire system. The
specific functions are as follows: (1) Delete the interest model whose interest
degree is lower than the specified threshold; when some models with high interest
degrees get together, it can find the interest center of users based on clustering
algorithms and calls model to generate Agent which generates a new model near
the interest center, meanwhile continuously adjusting users’ interest center
according to users’ feedback information on the model, making the new model
more truly reflect users’ interest. (2) when data sources come about more changes,
model management Agent calls interest discovering Agent to find the user’s new
interests and introduces new knowledge to users. (3) When two users have similar

Fig. 147.1 Model for personalized user interface, the overall structure
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interest-center, model management Agent model can push a user model to another
user.

Model Generation Agent: It can provide users with a wizard and guides the user
to build models; also can build models initiatively. Specifications is embodied in
three aspects (1) When system initializes, provides wizards to guide users to build
interest models for users’ evaluation. (2) Build models near the users’ interest
center. (3) Build models in the weight vector’s direction, of which the user has no
attempt to build models yet, in order to find a new interest center which users are
not aware of yet. The intelligence of model generation Agent is mainly reflected in
the modeling algorithms.

Interests Discovering Agent: It has packaged a number of mining algorithms,
such as Web log mining and bookmarks mining. It makes use of Web Mining to
analyze users’ historical accesses to discover useful user interest models. Basic
methods used include clustering, association rules, sequential patterns, statistical
analysis etc. In the process of using the user interest model, the user’s interest is
constantly changing, the key words that the user use are often changed, and the
same keyword has multiple synonyms. It makes use of interests discovering Agent
to track users’ information behavior, from which to find information changes of
users’ interest needs, and dynamically adjusts the weight of user interest [14, 15].
(2) Personalized Service Module

Personalized service module includes three sub-modules which are personal-
ized retrieval, personalized recommendation and personalized interface [16].

(a) Main functions of personalized retrieval module: according to the personalized
retrieval algorithm, carries on retrievals to the outside information world, and
separates the information needed from the global information, outputs per-
sonalized retrieval results. Specific retrieval mechanism belongs to search
engine areas, and is not the main content that this interface model studies, the
specific work is to be in future research [17].

(b) Main functions of personalized recommendation module: according to the
current users’ access situation, understands users’ needs and interests, and finds
out the user interest model which matches the current user’s user model from
the user interest model, carries on optimal reorganization of the collected
information according to the matching results and recommends the user of the
information which they are interested in, but has not been accessed to.

(c) Main functions of personalized interface module: according to the interface
information described by the interest model of the current accessing user, gives
personalized user interface, which includes the structure and layout, displaying
the color and arrangement of the displaying contents and so on, to display the
results of personalized recommendations.

(3) Personal Manager
Personal manager is the human interface device of the system, providing users

with a self-management platform. Users can use it to manage their personal
information, personal interests and personal bookmarks, etc., is mainly used to
build an explicit model of user interest.
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147.3.2 The Main Advantages of the System

(1) With users’ needs as the center
The system puts users in the first place, gives full consideration to the users’

needs information, and can according to the information provided by the user
interest model, actively provide the information which users are interested in, but
has not been accessed to the retrieval system together, which embodies the concept
of ‘‘customer first’’ service purposes.
(2) With personality as the characteristic

It allows the user to fully express the information of their individual needs, and
provides users with friendly interface, in order to allow users to clearly describe
their needs, and facilitate human–computer interaction. The personalized user
interface model which is designed according to the characteristic of different users’
different needs of information can be ‘‘tailored’’ to achieve the personalized
information services basing on specific users’ needs.
(3) Having the intelligence and self-learning function

The system introduces multi-Agent technology, which can learn and record the
user’s habits and preferences, using the user’s interests for reference in the process
of information retrieval; on the other hand, when resources are updated MAS can
respond to the changes of the environment, enable themselves to independently
conduct dynamic maintenance and timely updates of users’ interests.

147.4 Conclusion

This chapter will refer to the search engine agent technology personalized service
system so that information retrieval can meet users with different backgrounds,
different purposes and different times of the query requirements, system uses user
interest model to provide users with intelligent, personalized information service,
system representation of user interest model and update the personalized service to
achieve the key technology. The system model of information retrieval services
reflects the trend, with a strong theoretical and practical significance.
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Chapter 148
Approach of Classification Based
on Rough Set

Ying-juan Sun, Ying-hui Sun and Dong-bing Pu

Abstract Propose a novel approach of classification based on rough set. Fully
consider each condition attribute significance and classification object during
making policy. It gets higher classification accuracy and less decision rules
without attribute reduction by this approach. Experiments have proved its validity.

Keywords Rough set � Attribute significance � Discretization � Classification

148.1 Introduction

Rough set theory, which was originated by a Poland mathematician Pawlak, is a
kind of mathematic theory on analyzing imprecise data. Its characteristic is to find
out the law of problem with similar fields, ascertained by indiscernible relations
and classes, directly from data rather than their characteristics or descriptions
given in advance [1].
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Machine learning is to extract knowledge from data. Knowledge discovery,
based on rough set, mainly utilizes the information system to represent knowledge
and creates the knowledge system with data preprocessing, attribute reduction, rule
generation, etc. [2]. Generally, each of records in a decision system is regarded as
a decision rule. But there is no wide practical meaning for training samples.
Therefore, we can find something in common among samples and obtain a few
meaningful decision rules nothing but attribute discretization [3].

148.2 Relative Conceptions

148.2.1 Knowledge Representation System
and Decision System

A decision knowledge system, also called a decision table, is a knowledge rep-
resentation system in the form of S ¼ ðU;A;V; f Þ along with condition attributes
and decision attributes [4]. Here, U is a universe of non-empty finite set. A ¼
C [ D indicates a non-empty finite set too. C \ D ¼ U; D 6¼ U, where C repre-
sents the condition attribute set and D is the decision attribute set. V ¼

S

a2A
Va,

where Va is the value function of attribute a and V is a codomain. Function
f : U ! Va is a single mapping. For 8x 2 U, f : U ! Va enable x own a unique
value in Va when x is given the attribute a [5, 6].

Definition 1 For B � A in decision table S, if there are two different objects
x, y with the same condition attribute value in the attribute set B and they belong to
different classification respectively, then x and y are inconsistent in relation to B,
else they are consistent in relation to B.

Definition 2 For any attribute subset B � A, the indiscernibility relation INDðBÞ
is defined as

INDðBÞ ¼ fðx; yÞjðx; yÞ 2 U � U; 8b2B8x2U8y2Uðf ðx; bÞ ¼ f ðy; bÞÞg:

Definition 3 The indiscernibility relation INDðBÞ divides U into such X1;
X2; . . .; Xt as t equivalence classes. The dividing is denoted as U=INDðBÞ. ½x�B is a
set in which all of elements exist in U and are equivalent to x by the action of
INDðBÞ[7, 8].

148.2.2 Description of Discretization

It is highly important for rule generation to discretize the continuous attributes in a
decision system.
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Assuming Va ¼ la; ra½ �, la and Va are given by

la ¼ ca
0\ca

1\ � � � ca
ka
\ca

kaþ1
¼ ra ð148:1Þ

Va ¼ ca
0
; ca

1

h �

[ ca
1
; ca

2

h �

[ � � � [ ca
ka
; ca

kaþ1

h �

ð148:2Þ

For any breakpoint set a; ca
1

� �

; a; ca
2

� �

; . . .; a; ca
k

� �� �

in Va, a classification Pa in
Va is defined as

Pa ¼ ca
0
; ca

1

h �

; ca
1
; ca

2

h �

; . . .; ca
ka
; ca

kaþ1

h �n o

ð148:3Þ

A new decision table Sp ¼ U;A;VP; f Pð Þ can be defined by any P ¼ [
a2A

Pa,

where f P xað Þ ¼ i, f xað Þ 2 ca
i ; c

a
iþ1

� �

. For x 2 U and i 2 f0; . . .; kag, the old
decision system will be replaced by a new one after discretization [9, 10].

148.2.3 Attribute Significance

The relevance, between condition attributes and decision attributes, reflects the
significance of condition attributes in a decision table. Therefore, the number of
potential values of decision attributes indicates the significance of condition
attribute relative to a decision attribute when a condition attribute has a value.
If potential values of decision attributes are unique when a condition attribute
gets a value h, the value of condition attribute can ascertain the decision
attribute uniquely. As a result, we need not take into account other condition
attributes whenever condition attributes own the value h in the process of rule
generating.

Definition 4 Ma ¼ 1=n
Pn

i¼1 1=li is the significance of the attribute a in a decision
system, where a 2 A, n is the radix of Va Va;1; . . .; Va;n

� �

, li is the number of
potential values of the decision attribute when a is Va;i:

148.3 Algorithm Descriptions

First, compute the significance of attribute for each attribute and order condition
attributes by their significance. Second, descretize each attribute according to their
descending order. At last get the rule set. Approach of classification based on
rough set fully considers the significance for every condition attribute and the core
of decision classification in the process of discretization. The algorithm is as
follows.
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148.3.1 Descriptions of Algorithm

Algorithm of classification based on rough set
Input: training sample set D;
Output: the decision rule table Dtable;
Let S ¼ ðU;A; fVag; f Þ be a decision knowledge system, n is the number of

condition attributes, df g is a decision attribute set and Dtable is empty initially,
S0 ¼ ðU0;A; fV 0ag; f 0Þ is the same as S in structure;

Step 1 Organize the sample set D into the decision system S after preprocessing;
Step 2 S0 ¼ S, i ¼ 1, S0 is empty and B is empty;
Step 3 Discretize every condition attribute in S with FCM. k is the number of

cluster centers which is the number of decision classifications;
Step 4 Calculate the significance for every attribute in S. Sort all condition

attributes in descending order on their significances. Suppose the order of condi-
tion attributes is C1;C2; . . .; Cn;

Step 5 Assign the column of attribute C1 and decision attribute in S to S0;
Step 6 Add Ci to B. Let X1;X2; . . .; Xt be the partition of U0 divided by U0=INDðBÞ.

Remove all partitions, which have no inconsistent objects, from S0 and add all objects
in them to Dtable. Suppose the remained partition is X0fX01;X02; . . .; X0t0 g. At the same
time, find out those objects corresponding to partitions removed from S0 and remove
them from S0. Go to 15 if S0 is empty;

Step 7 i ¼ iþ 1, go to 15 when i [ n;
Step 8 Add the column of Ci in S0 to S0;
Step 9 Let the partition for U divided by U=INDðfdgÞ be

XDfXd1;Xd2; . . .; Xdkg;
Step 10 Calculate intersections between each subset X0jðj ¼ 1; 2; . . .; t0Þ in X0

and that in XDfXd1;Xd2; . . .; Xdkg.Get the partition Intjfintj1; intj2; . . .; intjkg
ðj ¼ 1; 2; . . .; t0Þ.Suppose the partition set to all subsets of X0 is INT
fInt1; Int2; . . .; Intt0 g;

Step 11 For every Intjfintj1; intj2; . . .; intjkgðj ¼ 1; 2; . . .; t0Þdo step 12 to step 15
Step 12 Calculate the maximum value and the minimum value of all objects in

intj1; intj2; . . .; intjk, respectively and then generate partition intervals, where the
minimum value is the left end point and the maximum value is the right end point
in every partition interval. Suppose the codomain of Ci is divided into
PartjfPartj1; Partj2; . . .; Partjkg. We can get k intervals totally;

Step 13 Sort the interval sequence Partj1;Partj2; . . .; Partjk in ascending order on
the position of left end point belonging to each interval.

Step 14 Select two intervals which have intersection but common endpoint and
lie foremost in order of sorted intervals. Redivide intervals front-to-rear. That is to
say, every two interfacing end points can ascertain an interval. Sort the interval
sequence in ascending order on the position of left end point belonging to each
interval again.

Step 15 Repeat 14 until any two intervals have no intersection but common
endpoint
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Step 16 For every Partjðj ¼ 2; . . .; t0Þ select every interval according on the left
endpoint of the interval in ascending order. Insert the selected interval to Part1

with the interval combination method in C section.
Step 17 If there is no common end point between two neighbor intervals of

Part1, then treat the mean value of neighbor end points as the common end point.
Replace discretized intervals of Ci with discretized values. Update the value of
attribute Ci in S’ with a corresponding discretized value according to its interval
and go to step 6;

Step 18 Delete all repetitive objects in Dtable.

148.3.2 Interval Combination Method

Combine Partjðj ¼ 2; . . .; t0Þ to Part1. Select one interval in Partj. Suppose the
interval is Partjp: There are four cases for Partjp and Part1kwhich is conterminous
with Partjp. How to combine Partjp with Part1 is described as follows. There are
four different situations (shown in Fig. 148.1) when descript the relationship
between Partjp and a pair of intervals Part1k and Part1;k�1 in Part1. Firstly set the
label not to be updated for each interval in Part1 before Partjp being combined.
Suppose Part1;end to be the last interval of Part1: This is to say Part1;end has the
biggest value of left end point in all Part1’s intervals. Each interval is described as
Partjp ¼ ½lp; rp�, Part1;k�1 ¼ ½lk�1; rk�1�,Part1;k ¼ ½lk; rk� andPart1;end ¼ ½lend; rend�.
We label every interval withflag(e.g., Part1k is not updated if flagðPart1kÞ ¼ 0,
or else flagðPart1kÞ ¼ 1). Four different situations of combining Partjp into Part1

are described as follows.

(a) Let flagðPart1;k�1Þ ¼ 1 if flagðPart1;k�1Þ ¼ 0, or else divide Part1;k�1 into
½lk�1; lpÞ and ½lp; rk�1�, number all intervals of Part1 again sorting by the left end
point of each interval in ascending order. The interval ½lp; rk�1� will be the
interval k and set flagðPart1kÞ ¼ 1. There is not Part1;k�1 when k ¼ 1, so update
Part1k with ½lp; rk� and set flagðPart1kÞ ¼ 1

(b) Update Part1;k�1 with ½lk�1; rp�, that is rk�1 ¼ rp, if rp\ ¼ lk. At the same time,
divide Part1;k�1into ½lk�1; lpÞ and ½lp; rk�1� with the left end point of Partjp if
flagðPart1;k�1Þ ¼ 1, number all intervals of Part1 again sorting by the left end
point of each interval in ascending order. If rp [ lk and rp belong to some one
interval of Part1, label the interval to be updated.

1,1 −kpart kpart1

jppart

(a) (b)

jppart

1,1 −kpart kpart1

(c)

jppart

1,1 −kpart kpart1

(d)

jppart

1,1 −kpart

Fig. 148.1 Situations of combination partjp into part1
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(c) If flagðPart1;k�1Þ ¼ 0, update Part1;k�1 with½lk�1; rp�, or else update Part1k with
½lp; rk� and set flagðPart1kÞ ¼ 1.

(d) Update Part1k with½lp; rk�. If the right end point of Partjp belongs to some one
interval of Part1, label the interval to be updated, or else label the left neighbor
interval to the right end point of Partjpin Part1 to be updated. If k � 1 ¼
end(i.e., Part1;k�1 is the last interval of Part1), insert Partjp into the last interval
position of Part1 directly.

148.4 Experiment Results

148.4.1 Descriptions of Data Set

In order to validate the performance of our algorithm, we have carried out a series
of experiments with data samples in UCI which is a standard data set on machine
learning. The description of experimental data set is shown in Table 148.1.

148.4.2 Experiment Analysis

We have completed ten experiments independently and obtained the average value
through 10-fold cross validation technology. And we have verified the validity of our
algorithm from five aspects, shown in Table 148.2, including the accuracy, average
breakpoints, and the average length of rule, average rules and the standard deviation.
Experiment results indicate that our algorithm can obtain 99.71% recognition rate in
ionosphere data set. We have got better result from other data sets too.

148.5 Conclusions

We propose a novel approach of classification based on rough set. Fully consider
each condition attribute significance and classification object during making pol-
icy. It gets higher classification accuracy and less decision rules without attribute

Table 148.1 Description of
experimental data

Data Number of condition
attribute

Number of
classification

Number of
sample

Diabetes 8 2 768
Ionosphere 34 2 351
Iris 4 3 150
Wine 13 3 178
Glass 9 6 214
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reduction by this approach. Experiments with data samples in UCI have proved its
validity.
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Chapter 149
Research on Search System
Based on Agent and Personal
Knowledge Ontology

Zenan Chu, Xinzhi Guo and Xinfa Wang

Abstract There is a lack of semantic comprehension in the traditional information
search models. Now, Ontology provides a semantic-based knowledge representation
and sharing which is a formal, explicit specification of a shared conceptual model.
This paper introduces personal knowledge ontology, comprehensively utilizes
various characteristics of an intelligent Agent such as initiative, collaboration,
mobility and so on, and adopts the basic principle of collaborative filtering, and then
puts forward the search system based on Agent and personal knowledge ontology,
which greatly improves the search efficiency. Meanwhile, the paper presents an
algorithm which is used to revise the concept of personal knowledge ontology
through constant study of the feedback information from users, and also explores the
application of multi-Agent collaborative information filtering in search system.

Keywords Personal knowledge ontology � Agent � Collaborative filtering

149.1 Introduction

Today, the stored information on the Internet has increased exponentially as the
indexes, which brings about the problem of information overload. However,
in searching information online, the traditional Internet search system, lacking the
ability to understand the users’ intention and filter the network information,
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has increased users’ burden of processing information. More often, the Information
content provided by search engine is not relevant to customers’ expectations, thus
users have to spend a lot of time reading all sorts of information given by the
search engineer and trying to locate any useful information. Therefore, it is cur-
rently an important development trend in information science to combine
Semantic Web and the intelligent Agent technology in artificial intelligence so as
to enhance the ability of processing and searching information, which will greatly
improve users’ efficiency in retrieving information.

Intelligent Agent, usually is based on intelligent technology, can work inde-
pendently and has the capability of semantic interoperability and coordination. The
features of Agent are as follows: first, Agent itself is an independent intelligence
entity with reasoning and intelligent computing functions, which may indepen-
dently discover and utilize all kinds of information resources and services
according to users’ individualized description, and then actively solve the problem
and provide services for users. Besides, Agent has the collaborative property,
which means different Agent can share and exchange information among each
other and multi-Agent cooperates to accomplish users’ tasks. Therefore, as the
crystallization of distributed computer technology and artificial intelligence
technology, intelligent Agent technique brings new solution to solve the problem
of Web information retrieval. This article starts from individual requirement of
retrieving information, and takes ontology as a mode of expression of personal
knowledge to form personal knowledge ontology and make it as the basis of search
system. Through the feedback from users, Agent may independently produce and
modify the definition of each domain concept in personal knowledge ontology, and
what’s more, cooperates flexibly with multi-Agent to promote retrieval efficiency.

149.2 Personalized Search Model Analysis

As for researches on personal search model, there are many proposals both at
home and abroad, the paper attempts to analyze the information search model
based on Agent in Fig. 149.1 [1].

The traditional information search model based on Agent mainly includes the
following parts:

(1) User

The user can search for any information he wants on the Internet. In such model
framework, the user needs to describe his taste to the agent, and then the agent
recommends information to the user according to his taste.

(2) Proxy-like gateway

The user may browse information through proxy-like gateway, and meanwhile
the proxy-like gateway classifies URL and information content for the user and
sends the message the user has browsed to the agent.
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(3) Agent

The agent acts as if an information recommender. According to the pre-made
preferences of the user as well as the information accessible to the user which is
sent by the proxy-like gateway, the agent will analyze them statistically, classify,
and then recommend the proper information to the user.

The traditional information search model framework exists the following
problems: As for the message the users are interested in, the model will select
information according to the classified catalog designed in advance, which makes
it lacking the flexibility of the user-defined classification; Moreover, if the user’s
interest is constantly changing, such search model also lacks good adaptability;
Since one agent is only responsible for the specific search requirement of a single
user, the agent fails to provide services for other users through sharing mechanism.

To settle these problems above, we improve the traditional search engines,
propose the search system model based on agent and personal knowledge ontol-
ogy, and take personal ontology as the integral architecture. The knowledge
ontology is composed of many concepts and the relations between different con-
cepts, with each concept kept maintaining in the charge of different agents.
Through constant revision of the concepts, it helps users search information and
also classify the users with the similar demands, thus recommending the more
appropriate agent for them.

Fig. 149.1 Information search model based on agent
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149.3 Information Search Analysis Based on
Agent and Personal Knowledge Ontology

149.3.1 Personal Knowledge Ontology

In order to improve the quality of information retrieval and introduce ontology into
information retrieval system so that users can use the terms of formal definitions in
ontology to express the needs for information in different domains, inference
engine may provide users with incremental information service according to the
relationship between the concepts which are represented by terms [2]. Studies have
put forward that knowledge ontology provides a clear method for describing
concepts of the knowledge in knowledge base. It includes a group of knowledge of
terminology, such as the vocabulary of specific topics, the semantic interlinks and
simple inference mechanism and logic [3].

However, when browsing web pages in different areas, they may find that the
expressions in different pages are varied to refer to the same concept, or the
expressions in different pages remain the same to present different concepts. This
may be a big trouble for users. In fact, as for different users, their definitions of
concepts differ from each other. Therefore, if the users possess a set of knowledge
ontology of their own to express their understanding, it is not only convenient to
them, but also can enhance the accuracy of the search.

At present, there are different kinds of knowledge ontology on the network, but
they fail to gain wide application, the main reason of which may include the
following [4]:

(1) Since different people may take on different viewpoints toward things, the
knowledge ontology will thus be affected. Using pre-designed knowledge
ontology may only present an one-sided concept.

(2) Usually users do not bother to maintain multiple intellectual ontology. But
formulating a unified, typical ontology will reduce the credibility of ontology.

Thus personalized knowledge ontology is in urgent need for users to express
their needs. But there is a discrepancy between personal knowledge ontology, just
as that between ontology. It is mainly reflected in the following two aspects:

(1) On language level: inconsistency in syntax, divergence in logical represen-
tation, as well as problems in the description of the knowledge ontology, etc.

(2) On Ontology level: during the process of combining knowledge ontology,
different people may have semantic differences towards the same concept,
such as the conceptual issues [5], the model scope issues and so on. Studies
have also proposed an alternative method, through which Reference Ontology
and personal knowledge ontology are in one-to-one correspondence and
meanwhile make Reference Ontology into personal knowledge Ontology.
However, such method also has its problems, for the factors such as the
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credibility and extent established by Reference knowledge Ontology will
restrict the constitution of personal knowledge ontology.

This paper proposes an information retrieval method to construct personal
knowledge ontology. This way can simplify the corresponding problems between
the knowledge ontology, and also enable the users to build their personal
knowledge ontology according to their own search requirements.

149.3.2 Definition and Revision of Concept
in Personal Knowledge Ontology

We put forward a new method for defining the concept of personal knowledge
ontology. Since people’s understanding of concept is uncertain and it is difficult to
define the concept range, we chose to adopt a feedback mechanism to define the
concept. The basic ideas are as follows: in the initial stage, users will first define a
concept according to their current requirements, represented by vector set:

ðc1; q1Þ; ðc2; q2Þ; ðc3; q3Þ; . . .; ðcn�1; qn�1Þðcn; qnÞð Þ ð149:1Þ

c: concept vector, q: weight of the concept vector
Users search information through the concept vector as required, and then send

back to user’s Agent what the user has browsed as well as the search number for
other Agent intending to retrieve similar concepts to have browsed this document.
After receiving feedback, Agent first deconstructs and analyses such documents,
adopts the TF-IDF method to generate all their keywords and weight, and then
revises user’s concept vector according to them, and finally normalizes the weight
of the revised concept vector. Therefore, as for the search for the same concept, the
more users choose to browse a certain document, greater the effect will be made by
its keyword on users’ concept vector. Through constant feedback and modifica-
tion, users’ definition of this concept is consequently formed.

The concept in ontology also needs constant revision and extension so as to
define the concept in a more complete and accurate way. Through analysis of the
feedback from users’ browsing, the arithmetic to revise the definition of the
concept vector can be worked out as follows:

C: Vector set of one concept related to active user

ððc1; q1Þ; ðc2; q2Þ; ðc3; q3Þ; . . .; ðcn�1; qn�1Þðcn; qnÞÞ; �1\qi\1; i ¼ 1. . .n:

ð149:2Þ

D: concept vector selected from the feedback document

ððd1; q
0
1Þ; ðd2; q

0
2Þ; ðd3; q

0
3Þ; . . .; ðdm�1; q

0
m�1Þðdm; q

0
mÞÞ; �1\q0i\1; i ¼ 1. . .m:

ð149:3Þ
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After getting the agent’s feedback, the revised concept vector N is:

ðN1;Q1Þ; ðN2;Q2Þ; ðN3;Q3Þ; . . .; ðNn�1;Qn�1ÞðNn;QnÞð Þ ð149:4Þ

Ni is combination set of ci and di, Qi ¼ ðqi þ q0i � aÞ � b; where a is the weight of
the document generated by users’ attention when browsing this document and the
search number for other Agent intending to retrieve similar concepts to have
browsed this document. When users and the agent of all relative concepts pay
attention to this document, a will increase, thus may reflect users’ demand
effectively. b is a normalized constant which ensures that the weight of the revised
concept vector range between 0 and 1. After a period of revision, we can abandon
those vectors whose weight was smaller than a certain value (usually these concept
vectors are considered as the deviation of the conceptual understanding), and in
this way can we express clearly the definition of personal concept.

Agents can form and revise the concept automatically according to the feed-
back, analyze the information users have browsed, and search based on the revised
concept to recommend information to users. It should be stressed that personal
knowledge Ontology include multiple concepts, which are interrelated to consti-
tute personal knowledge ontology of the user. A personal search agent will store
the revised concept vector automatically, so users may make use of personal
knowledge ontology when searching for information at any time.

149.3.3 Application of Multi-agent Collaborative
Filtering Technology

Collaborative filtering is used for users to find the content that they are really
interested in. First, find other users who have the same interests with this user, and
then recommend to him what other users are interested in. The biggest advantage
of Collaborative Filtering is that there is no need to analyze the feature attributes of
the objects and no special requirements to recommend objects. Besides, it can
handle unstructured complex object [6]. As for collaborative filtering, there are
basically two kinds of methods:

(1) Cooperative filtering based on memory. First, get neighbor customers who
have similar interests by adopting the statistic method, and then calculate them
based on the neighbors, thus this method also called cooperative filtering
based on customer.

(2) Cooperative filtering based on model. First, get a model with the historical
data, and then use this model to forecast. At present, researches in this area are
mainly focused on the improvement of cooperative filtering recommendation
algorithm. For example, scholars such as Li Yu put forward the personalized
recommendation algorithm under the hypothesis that users’ multiple interests
have similarity.
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Based on the theory of cooperative filtering recommendation system, this paper
proposes a method which is similar to cooperative filtering to search similar users,
and make use of the search result of multi-agent to reduce the users’ amount of
information processing.

In the framework of Personal Knowledge Ontology based on agent, every
concept has its name and concept vector, with which agent can accordingly
compute the similarity between each agent. So these inter-correlated agents con-
stitute agent network, through which a new search way is available for users. The
basic idea is as follows: Based on the agent he already has, the user seeks out other
similar agents through agent network, and then further finds the owners of these
agents, thus forming a user group. So the user can use the agency owned by other
users. While different agents represent different users’ understanding of the similar
concept, therefore, the multi-agent filtering can retrieve useful information more
accurately.The formula of calculating agents’ similarity is as follows:

similarityðAi;AjÞ ¼ a� CðNi;NjÞ þ b�
Pf

k¼1 ðWi;k �Wj;kÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pf
k¼1 W2

i;k

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pf
k¼1 W2

j;k

q

0

B

@

1

C

A

; ð149:5Þ

where C(Ni,Nj) Calculates the similarity between two concept; Ni is a name of
concept i; Nj: is a name of concept j.

The calculation method is (the common longest String length of two name)/(the
longest String length of two name).

Pf
k¼1 ðWi;k �Wj;kÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pf
k¼1 W2

i;k

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pf
k¼1 W2

j;k

q

0

B

@

1

C

A

: Inner product value of two concepts vector:

a and b are constant, a ? b = 1, a[ 0, b[ 0.
This paper put forward a formula which is similar with cooperative filtering

recommendation.

Pa;j ¼ Va þ k
X

n

i¼1

Wa;i � ðVi;j � ViÞ; ð149:6Þ

where Pa,j is a interestingness of agent a’s user to document j; Va is a result of
agent a dealing with feedback; Wa,i is a similarity of agent a and agent i, it is
calculated by formula (149.1); Vi is a result of agent i dealing with feedback; Vi,j is
a interestingness of agent i to document j

The relation beween k and Wa,i is as follows:

1
k
¼
X

n

i¼1

Wa;i: ð149:7Þ
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Through this method, user agent can get the part of the search result that is
concerned by the agent which has the similar concepts.

149.4 Conclusion

Based on the personal knowledge ontology, this paper adopts intelligent agent and
cooperative filtering recommendation technology to put forward a search system
based on Agent and personal knowledge ontology. By making use of agent’s
characteristics such as independence, initiative, coordination and mobility, the
system constantly revise the concept by analyzing and studying the users’ feed-
back so as to improve the efficiency of searching. In addition, by adopting
cooperative filtering recommendation technology, the system may recommend to
users the right agent which is better able to express personal interests to search
information. However, the method of revised concept proposed in this paper can
be further improved so as to adapt to high standard needs of information query.
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Chapter 150
Application Analysis on Network
File System

Qingxiu Wu and Jun Ou

Abstract This paper describes the role of the network file system and application
status. Then, on the basis of understanding and analyzing the implementation
principle of network file system, it was installed and configured on the system
based on Linux environment. Finally, the trend perspective of the network file
system is also presented.

Keywords NFS � Handle � Server

150.1 Introduction

Sun Microsystems launched a widely remote file access mechanism accepted
throughout the computer industry in 1984. It is known as the Sun’s network file
system (NFS). This mechanism allows a computer to run on a server, for some or
all of the files on which it can remotely access and also allows other applications to
access these files on the computer.

It can achieve the sharing of files. When users want to use remote files as long
as the ‘‘mount’’ command on the remote file systems can be attached in its own file
system, allowing remote file operations and file no different than the local
machine. An application can open to access a remote file, and it can read from the
file (Read) data, write to the file (Write) data, positioning (Seek) to a specified
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location in the file (start, end or elsewhere), the last when used closes (Close) the
file. These operations are transparent to programming, methods of operation are
exactly the same operations on the local file method. A client/server application
designed by Sun Microsystems allows all network users to access shared files
stored on computers of different types. NFS provides access to shared files through
an interface called the virtual file system (VFS) that runs on top of TCP/IP. Users
can manipulate shared files as if they were stored locally on the user’s own hard
disk.

With NFS, computers connected to a network operate as clients while accessing
remote files, and as servers while providing remote users access to local shared
files. The NFS standards are publicly available and widely used [1, 2].

150.2 NFS Upper Implementation

150.2.1 Mount Installation Protocol and NFS
Remote Procedure

Implementation of NFS is separated into two separate programs to achieve,
namely Mount installation agreement and NFS remote procedure calls. Mount
Installation agreement is the beginning of file access. Its main function is to get a
different file system structure on the remote machine and return the handle to the
file system root to be accessed, as the later on the root of the file system operations.

150.2.2 Specific Processes of Access Files

In NFS, the system data structure called ‘‘file handle’’ achieves the targets file
manipulation on a remote machine at a time as shown in Fig. 150.1. First of all,
resolve the file name in the local. This process is similar to traditional UNIX file
names in the resolution process. Analyze a part of a full path name. It begins from
the root and the path of the hierarchy, and repeatedly removes from the path of the
next section, and finds the one with the name of a file or subdirectory.

In the NFS, one destination file handle is not a step gained , but more steps have
to be achieved. First, on the NFS server, the hierarchical file structure information
is gained by the Mount installation Protocol, and the file system root handle
obtained. After obtaining a handle to a remote file system’s root, combined with
the results of the local file name resolution, it can call the NFS remote procedure.
In the current remote file system root handle, it checks out file handles in various
subdirectories to return, checks for a file handle, and gets the last file to be
accessed by handles. File handles are shown in the flowchart below. It shows the
exchange of information between the client and the server when the client is able
to find a path—/a/b/c file in the hierarchy of the server [3].
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150.3 The Lower of Network File System: Remote
Procedure Call (RPC)

Remote procedure call model is based mainly in the procedure call mechanism in a
traditional programming language. Procedure call provides a powerful abstraction
and it allows the programmer to divide a program into smaller fragments, man-
ageable, easy to understand. It can be performed to give the program’s conceptual
model of simplicity of implementation. Figure 150.2 shows how the remote pro-
cedure call model divides a program into two pieces, each executing on a separate
computer.

RPC is a powerful technique for constructing distributed, client–server based
applications. It is based on extending the notion of conventional or local procedure
calling, so that the called procedure need not exist in the same address space as the
calling procedure. The two processes may be on the same system, or they may be
on different systems with a network connecting them. By using RPC, programmers
of distributed applications avoid the details of the interface with the network. The
transport independence of RPC isolates the application from the physical and
logical elements of the data communications mechanism and allows the applica-
tion to use a variety of transports. RPC makes the client/server model of com-
puting more powerful and easier to program. When combined with the protocol
compiler clients transparently make remote calls through a local procedure
interface.

According to the process model, a single lead flows through the entire process.
Computer begins execution from a main program and continues until a procedure
call. The call is changed to a specified procedure code until a return statement is
encountered. In RPC, a remote procedure call passed control to the calling process,

Client Send Server

Request root

Search for a in

Search for b in

Search for c in

Handle Hr

Handle Ha

Handle Hb

Handle Hc

Fig. 150.1 The process of
file access
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pending execution of the called procedure. Remote servers for this process, when
finished, gave the client a response, which corresponded to the return process
model. On return of the control to the caller, the called procedure execution
stopped. This process can be nested [4].

NFS is implemented by clients and servers together: on the customer side, calls
to use the remote file system through a number of core functions; on the server
side, provided by the NFS server to listen on the process to file data. There are two
main listening processes: moutd and nfsd. Installation of the moutd is to listen for
client requests, and send the appropriate response, such as client and server
addresses, etc; and nfsd processes are to listen for client requests read and write
files and return the corresponding file data. File access is completely transparent to
the customer, and NFS can span a variety of servers and hosting platforms. Other
file systems on the ground floor is through disk access, while NFS on the ground
floor is through the RPC protocol for file access [5].

NFS’s main advantage is that it can consume a large amount of disk space or
user data. That is to say, shared on an NFS server only simply by NFS install
transparent access to a local directory. Transparent access refers that the user
interface is consistent between the general access to these files and local files,
without the need for additional commands as shown in Fig. 150.3.

150.4 NFS Installation and Configuration

At present almost all Linux distributions have the NFS service, and it is installed
by default such as Red Hat Enterprise Linux, because the NFS service needs the
support both nfs-utils and portmap package, so before installing the NFS server
determine whether in the system these two packages are already installed.

Proc1

main

Proc2 Proc3 Proc4

Proc7Proc4 Proc6

Computer 1 Computer 2

Fig. 150.2 Calling mode of RPC
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General login as root user execute the command: rpm—q nfs-utils portmap.
System current NFS and portmap services are already installed. If these two

services are not already installed on the system, look for Red Hat Enterprise Linux
4 x 2nd in the RPM installation package file portmap-4.0-63.i386.rpm, and
nfs-utils-1.0.6-46.i386.rpm and install.

NFS service configuration method is relatively simple, simply set NFS in the
main configuration file/etc./exports, and then start NFS services.

/mnt/share *(ro)
/mnt/share the output directory, available to any user connections to this

computer in the network to read the read-only directory.
/mnt/cdrom 222.17.242.150(rw)
/mnt/cdrom the output directory, only for the IP address 222.17.242.150 clients

to read and write operations.

150.5 NFS Server Running and Testing

To enable NFS servers work correctly, it needs to start portmap and NFS, and
portmap must precede NFS’s start. The result of command executing is as shown
in Fig. 150.4.

System Calls

VFS-V node

Other file system Ext2 NFS

Disk
RPC/XDR

Network

client

System Calls

VFS-V node

Daemon Ext2

Disk
RPC/XDR

server

(NFS server)

Fig. 150.3 Structure of NFS
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Use the Showmount command to test the output directory of the NFS
server status, IP address of the NFS server to 222.17.242.34. The NFS Server
configuration is completed. Clients can use the Showmount command learned
when it can share a resource on a remote NFS server. The NFS server using the
mount command (222.17.242.34)/mnt/shares shared directories mounted on to a
directory on this computer for use. Before using the Mount command, first
determine whether a local mount directory exists or not, if not create/mnt/nfs
directory.

150.6 Summary

The server and client in the network system are relative concepts and a machine
can be the server or client. Rational allocation of system resources using NFS can
be cross-hosting. Shared file access across operating systems and file system
format conversion between systems, and keeping the owner of the file group
permissions in UNIX operating systems, the networked storage is a relatively new
subject in the present international, which also occupies an important position in
the network storage access methods. When an NFS server exports a subdirectory
of a local file system, it leaves the rest un-exported. The NFS server must check
whether each NFS request is against a file residing in the area that is exported. This
check is called the subtree check.

To perform this check, the server includes information about the parent
directory of each file in NFS file handles that are handed out to NFS clients. If the
file is renamed to a different directory, for example, this changes the file handle,
even though the file itself is still the same file. This breaks NFS protocol-com-
pliance, often causing misbehavior on clients such as ESTALE errors, inappro-
priate access to renamed or deleted files, broken hard links, and so on.

Acknowledgments This work is supported by the Foundation of office of Education of Hainan
Province under Grant Hjkj2010-55 (Colleges Scientific Research Projects of Hainan Province:
Based on J2EE Project-teaching Interactive System of ‘‘2+1’’ Training Mode) and Hjsk2011-92
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Fig. 150.4 Start portmap and NFS
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Chapter 151
Ontology Relation Based Construction
Algorithm of Characteristics Level

Gao Xiaobo, Fang Xianmei and Zhang Yanwang

Abstract In the Chinese opinion mining, the relevant scholars will focus on how
to accurately receive the semantic emotion of opinion word as their breakthrough
points, but the accurate access to features and characteristics of the relationship
between the relatives were few studied. Correlation level analysis of characteris-
tics will play an important role in the following semantic emotion analysis and
understanding of the entire review. This paper describes the different concepts
and definitions of ontology and characteristics level, and analyzes the existing
construction algorithm of characteristics level. Finally, in the comments on the
past different Chinese corpus, the word-level feature extraction algorithm proposed
an improved method. After the analysis of specific grammatical structure in
Chinese, the algorithm finds whether there are different characteristics of hierar-
chical relationships between the words with specific grammatical structures and
Chinese internet commercial searching engine results.

Keywords Ontology � Data mining � Characteristics level � Algorithm

151.1 Introduction

With the wide use of Web 2.0 technology on the internet, people’s online life
has also undergone a major change [1]. Online shopping, online distance educa-
tion, network news, teleconferencing, etc., and a variety of network applications
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are springing up in people’s lives. With the vigorous development of various
applications, the information people got also increased exponentially. However we
can quickly and accurately get the information we need in such an explosion space
of information, which is bound to be pursued by every modern man.

Facing this challenging problem, WEB data mining has been raised [2]. The
data on the Web are not only the text with dispersion, but also arbitrary. It also
includes all available information resources such as background transaction
database and network user behavior. Therefore, Web mining technology is an
integrated technology involving Web technology, data mining, computational
linguistics, informatics and other fields. Text mining is in a dominant position
here. Text mining is a research branch of data mining [3]. The technology applies
to both text segmentation and feature extraction technologies; it could transfer the
text data into structured text data to be described, and then uses the subclustering,
association analysis and data mining technology to form structured text, in order to
explore the concept and the concept of correlation described in the text.

The same as history tells us, the revolution of demand will drive another
revolution of the technology. How to efficiently use this subjective information has
become the new topic of Web data mining. Which comments are really needed?
What are the comments made about? Faced with such a number of existing
problems which can not be solved by search engines, opinion mining officially gets
on the stage for Web data as a subject.

151.2 Ontology Concepts

Ontology, also known as entity theory, derived from the philosophy branch of
metaphysics, the theory could date back to ancient Greek philosopher Aristotle
(384–322 BC) [4]. In the philosophy, ontology is defined as ‘‘the system
description of objective existences over the world, namely, ontology’’, which is to
study the abstract nature of objective existences, to study and decompose the
objective things of world and to find each basic parts of the things. To a certain
extent, ontology is a explanation or description about objective system.

The concept of this philosophy was first introduced to the study of natural
sciences—artificial intelligence theory; Neches et al. first defined the ontology:
‘‘to give the basic terms and relationships which constitute related vocabulary, and
use these terms and relationships vocabulary to definite the extension of these
rules.’’ Since then, concepts and roles of ontology attract more and more attention
in the field of natural sciences, and gradually become a research hotspot in many
disciplines.

In essence, ontology is a set make up by concepts of certain field and relations
between these concepts, relations reflect the constraints and contact between
concepts. These relations can be regarded as a special concept; new relationship
can exist between the relationships. It is knowledge organization approach the
same way as traditional classification, thematic approach. The largest difference is
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that the theory can do better in organizing knowledge. Because of the character-
istics of knowledge itself, the traditional methods generally only reflect the
knowledge in one-dimensional tree structure; however, ontology can be repre-
sented with the network structure, which is a more complete and effective
organization of knowledge.

The relationship between the concepts to be used in ontology construction:
Is-a relationship. In building the field concepts, the field concepts are divided

into basic concepts, role concept and role owner. The field concept is ‘‘concept
definition set’’ in general sense, the words or terms used in expressing the concept
represent the common language used in the exchange of views between repre-
sentatives. Therefore, in building ontology, field classification should be made
based on ‘‘IS-A’’ relationship.

Part-of relationship. It constitutes the overall—part relationship between part
concept and overall concept. The main semantics of ‘‘part-of’’ relationship is
that when ‘‘overall concept’’ created, all its ‘‘part concept’’ instance is created
accordingly. However, in field analysis, it should distinguish the basic concepts,
role concept and role owners.

151.3 Construction Algorithm of Characteristics Level

The existing characteristics level extraction contains a lot of specific information
extracted from regular text corpus and irregular text corpus. Irregular text is
evaluation text edited from the web site. Therefore, the products evaluations in
such text are completed complying with the specifications of the product, the terms
in object description are not very strong randomness. Therefore a construction
algorithm of characteristics level was specially proposed.

As follows:
Step 1: According to the writing feature of regular text, extract feature words

and feature descriptors in the text.
Step 2: Process mutual information calculation on the result of word segmen-

tation, merge them into the hierarchy based on the relationship degree between
words, the common parts between words and the appearance location between
words.

Step 3: Process word segmentation on the irregular text, using Bootstrapping
algorithm for extraction of the characteristics of irregular text.

Step 4: According to the features of segmentation theme that feature word
occurred, the different feature word should be lower theme. Similarity calculation
should be processed between the extracted feature word and each level formed in
Step 2; the new features of the product or characteristic attribute values as the
highest similarity of the next level characteristics.

This algorithm can get the relationship between the characteristics levels, but
in dealing with irregular corpus, there are often several comments object to a
text description, as the irregular corpus cannot control the described content.
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For example, the comments corpus on the screen, sometimes features word that has
nothing to do with the screen, such comments appeared on the screen may concern
about the music, shape, keyboard and other feature word. In this case, these char-
acteristics are often classified as the lower screen features by the algorithm. In order
to overcome this problem, we often need to manually delete the non-feature words.
We need to avoid the classification algorithm of defects in corpus theme, so as to
complete the process with more intelligent features hierarchically.

151.4 Grammatical Structure with the Concept
Relationship of Ontology

Ontology collection is a collection of concepts and concept relationships. There
are upper and lower levels between concept relations, or the overall and partial
relations and so on. Overall and partial relations embody the relationships of entity
concept and its parts. Any kind of entity is made up of many parts, then the
ontology will have to reflect this collection of relationships, such as: computer is
consisted by the monitor, case, keyboard, mouse, etc., and each concept can be
composed of other concepts, for example: the case is a combination of the
motherboard, hard drives, chips, shells and other case parts.

The upper and lower level is a fundamental and critical issue in Knowledge
Acquisition from Text. Their acquisition methods can be divided into two cate-
gories: one is based on the model, which is mainly uses linguistics and natural
language processing technology, obtain the upper and lower level mode through
lexical analysis and syntax analysis, and then obtain upper and lower level rela-
tionship with pattern matching; another one is based on statistical methods, which
is mainly based on corpus base and statistical language model, obtain the upper
and lower level mode through cluster calculations. The model-based method
extracts particular model of grammar structure appeared in the corpus text, and
analyzes the structure of the phrase that appears in the concept relation according
to the semantic model. In English, upper and lower level relationship between
ontology concepts is mainly reflected by the sentence structure Is-a, etc. Such as:

NP1{‘‘,’’} ‘‘Such as’’ NP List2
NP1{‘‘,’’} ‘‘and other’’ NP2

NP1{‘‘,’’} ‘‘including’’ NP List2
NP1 ‘‘is a’’ NP2

NP1 ‘‘is the’’ NP2 ‘‘of’’ NP3

‘‘the’’ NP1 ‘‘of’’ NP2 ‘‘is’’ NP3

It considers that the above phrase contains not only the NP phrase, but also the
NP phrase relationship between the upper and lower level. For example: NP List2
is the lower concept of NP1 in NP1{‘‘,’’} ‘‘Such as’’ NP List2. In fact, the gram-
matical structure has another kind of relationship between ontology concepts.
That is the relationship between part and overall. For example, NP2 ‘‘of’’ NP3 can
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be interpreted as part of Computer. Therefore, we could obtain the relationship
between these two concepts through a specific syntactic structure. Then extract the
particular mode using Know it all network information extraction system, finally
determine which feature category the feature words in, according to the probability
assessed value of PMI.

In Chinese, the concept of relationship is also in progress. In the article [4, 5],
author makes the following modes as basis of words extraction:

Mode 1. \ ? C1 [ {\ ? | or | otherwise | or | and | also |between [\?C2} \ is |
was | indicate |that is [ .
Mode 2. \ ? C1 [ {\ ? | or | otherwise | or | and | also |between [\?C1} \ each |
of | this [\varies | type |some | catalog |class [\ of [ .
Mode 3. \ like| as | include | divide into | contain | embrace | cover | have | is |
indicate |that is [\?C1 {\ ? | or | otherwise | or | and | also |between [\?C2}.

Then form upper and lower relationship between a word in set C1 or C2 and the
existing word. However, because there is ambiguity and words are affected by
context, therefore, C1 or C2 in the collection of other words were made synonyms
and LSA analysis, and finally form different relationships between the upper and
lower through the concept of clustering.

151.5 Web-Based Word Mutual Information Algorithm

Mutual information is a measure of useful information; it refers to the correlation
between the two sets of events. The mutual information between two events X and
Y is defined as:

I X; Yð Þ ¼ H Xð Þ þ H Yð Þ � H XYð Þ ð151:1Þ

where H(X,Y) is the joint entropy, which is defined as:

H X; Yð Þ¼ �
X

x;y

p x; yð Þlogp x; yð Þ ð151:2Þ

However, in normal circumstances, we use the concept of pointwise mutual
information, that is, the mutual information between two specific samples in
calculation distribution.

The point mutual information is usually used to calculate the correlation degree
between the two elements. Mutual information used very widely in natural
language processing.

PMIðword1;word2Þ ¼ log
pðword1&word2Þ

pðword1Þpðword2Þ
ð151:3Þ

PMIðword1;word2Þ is the concurrence frequency of word1 and word2 in the
corpus, p word1ð Þ and p word2ð Þis the frequency appeared alone in the corpus.
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According to the consecutive appearance frequency of the two words in a large
number of samples, we analyze the relations between single random variables
(the appearance frequency of word1,word2) in the statistical sample. In order to
determine whether the two words word1 and word2 is a word match.

Later, Oren Etzioni made the following improvements to PMI in his thesis:

PMIðI;DÞ ¼ HitsðDþ IÞj j
HitsðIÞj j ð151:4Þ

PMI Dþ Ið Þ is the occurrences times of phrase D and word I, HitsðIÞ is the
occurrences times appeared alone of the word I. This improvement in his study is
made for researching the relationship between phrases and words. Select a specific
phrase containing the semantics. For example, LA is a city make X is a city as the
phrase, words to be analyzed as: NY, London, etc. Use Web search engine results
to search the frequency of NY is a city (London is a city) and NY (London),
calculate the relationship of NY, London by PMI to determine whether it is a city.
In the experiments, he did success. Combined with the context, we research the
phrase and product feature words, and do the following improvements when using
PMI algorithm:

PMIðI;DÞ ¼ HitsðDþ IÞj j
HitsðIÞj j ð151:5Þ

word1 and word2 to be analyzed in two words, D is the conjunction of
word1 ? ‘‘of’’ ? word2 and word1 ? ‘‘of’’ ? word2 in Chinese often equal to
word1 + word2, for example: the size of the screen is often can be expressed as the
screen size. White body can be expressed as white body. Therefore, use the net-
work correlation engine to research terms; this must be taken into consideration.
The expression ‘‘size of screen’’ may be not found at any web page, but ‘‘screen
size’’ can be used. So the two words are considered as a transformation of the word
‘‘of’’ under the semantic template. It is a count of PMI (‘screen’, ‘size’) in Hits
(screen ? size).

151.6 Construction Algorithm of New Characteristics Level

Through the description about existing algorithm of characteristics level,
although there are algorithms that have been proven can be very good product
characteristics level in the analysis of the text corpus. But characteristics
analysis of irregular algorithm with Bootstrapping, the algorithm itself, as
candidate features is not well focused by the level of relationship. Therefore,
the algorithm results in the Bootstrapping adds network-based PMI algorithm to
generate the characteristics of the candidate collection characteristics level
classification.
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Algorithm steps is described as follows:
Step 1: Using the description in the regular text to analyze the characteristics

level and characteristics hierarchy of corpus. In the calculation of the relationship
between words when using the PMI algorithm based on network computing, it is
no longer used PMI with irregular corpus, and then get a FC collection of char-
acteristics level.

Step 2: Bootstrapping algorithm uses the feature of irregular text corpus to
make extraction. Feature words are the candidate set D.

Step 3: Use specific rules of grammar corpus of non-performing operations.
There is inherent hierarchy between the extracted features words. We could obtain
the regular set R.

Step 4: Use the calculation relationship between characteristics of network PMI
on the D word and each level of each intermediate node in the FC. In accordance with
the principles of lower priority, feature words and the characteristics level merge.

Step 5: Bottom-up method for features distinguishing will be in different
sublayers of the same conceptual distinction between feature words.

151.7 Conclusion

In the Chinese opinion mining, the relevant scholars will focus on how to accu-
rately receive the semantic emotion of opinion word as their breakthrough points,
but the accurate access to features and characteristics of the relationship between
the relative was few studied. Correlation level analysis of characteristics will play
an important role in the following semantic emotion analysis and understanding of
the entire review. This paper describes the different concepts and definitions of
ontology and characteristics level, and analyzes the existing construction
algorithm of characteristics level. Finally, in the comments on the past different
Chinese corpus, the word-level feature extraction algorithm proposed an improved
method. After the analysis of specific grammatical structure in Chinese, the
algorithm finds whether there are different characteristics of hierarchical rela-
tionships between the words with specific grammatical structures and Chinese
Internet commercial searching engine results.
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Chapter 152
Adaptive Variance Scaling in Clayton
Copula EDA

Ru Yang, Li-Fang Wang and Jian-Chao Zeng

Abstract Estimation of Distribution Algorithms based on copula (cEDA) divide
the estimated probabilistic model about the promising population into two parts,
the marginal distribution of each variable and a copula function. The copula
function combines the marginal distribution of each variable together as the joint
distribution. The selection of marginal distribution can affect the optimization
results. In the research on Clayton cEDA, empirical distribution and normal
distribution are used as the marginal distribution respectively, the results are
compared with each other, then the lack of using normal distribution is simply
analyzed, an adaptive variance scaling strategy introduced to the algorithms to
improve the optimization efficiency, and the experiments are used to illustrate
the results.

Keywords Estimation of Distribution Algorithms (EDAs) � Copula theory �
Clayton copula function � Marginal distribution � Empirical distribution � Normal
distribution
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152.1 Introduction

The estimation of distribution algorithms (EDA) is based on Genetic Algorithms.
It does not use crossover and mutation, establishes probability distribution model
by individuals of better fitness in the current generation, and then samples to get
new individuals by the model. EDA uses the distribution feature of individuals to
reflect the correlation of individuals, so it is important to establish a probability.

Copula theory is the research topic in economics and statistics field nowadays.
It has great superiority in terms of establishing a model with large amounts of data.
Copula theory and EDA have common property, that is, to establish a model from
a sample and to sample by the model, so they have high consistency. Therefore,
introducing copula theory into EDA (cEDA) will make the algorithm simple, and
can establish accuracy.

Copula theory studies the marginal distribution of each variable and the
correlation of variables respectively, the correlation between variables is expressed
by a copula function. There is not much research about cEDA, applying binary
copula into EDA [1–3] is earlier. The literatures [1, 2] select different copula
functions as research subjects, and [3] apply copula function into MIMIc algorithm
to replace the algorithm of condition normal. The latter is stablishes the distri-
bution based on Clayton copula and empirical margins [4]. It is different from
[1, 2] not only on copula function but also on it is high dimension function.
However, all of these research mainly solve how to apply copula theory into EDA
and how to sample. The research of the influence of margin distributions about
effect of algorithms is shortage. We research the affect of margin distributions
based on Clayton cEDA [4].

Nowadays, in continuous EDA, many scholars use Normal distribution as
probabilities model, for example EMNA [5], EGNA [6], BOA [7] and IDEA [8].
These algorithms are highly complex in the term of times and spaces, and many
scholars find that some of these algorithms have premature phenomenon, so the
algorithm [9–14] which can improve the efficiency.

We compare margins using empirical distribution with normal distribution first,
and then analyze the lack of normal distribution adopting the method in [15], and
finally apply the method in [10] into cEDA,

152.2 The Estimation of Distribution Algorithm Based
on the Copula

The two important operations in cEDA are estimating probability model with elite
population and sampling by the model.

First, estimate probability mode; if C denotes D dimension copula function with
variable u1; u2; . . .uDð Þ; F1 x1ð Þ;F2 x2ð Þ; . . .;FD xDð Þ represent margin distributions
of each variable, then according to the copula theory, H x1; x2; . . .; xDð Þ ¼
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C F1 x1ð Þ;F2 x2ð Þ. . .FD xDð Þð Þ is the joint distribution of the D dimension variable,
so in the cEDA, the work we need to do is selecting copula function and each
margin distribution.

Second, sample by the model, the sampling process of cEDA [4] can be
described simply as follows:

select S individuals composed of elite population by certain selection strategy
based on the fitness in the current population, as x1; x2; . . .; xDð Þ;

establish the margin distribution model Fi xið Þ of each variable by elite
population;

sample from the copula function C. Generate m vectors u1; u2; . . .uDð Þ; which
obey the joint distribution C;

get m new individual using the inverse of margin distribution xi ¼ F�1
i uið Þ;

get new generation of population by the new individual replacing the old one.
The sample from Clayton copula can be seen in [4].

152.3 The Selection of Margin Distribution

The margin distribution can be the kinds of distribution functions in the statistic,
such as empirical distribution, normal distribution, index distribution, v2 distri-
bution and so on.

When the margin distribution of each variable adopts normal distribution, the
establishment of normal model is similar to optimization in continuous domains by
learning and simulation of Gaussian networks [5], so we can use the analysis
method in [15] applying to cEDA, and calculating the mean and variance in the
t generation. The process of analysis is as follows:

Because each variable xi obeys to normal distribution, and the value of xi is
required in a range when optimizing function, so xi meet to the property of
truncated normal distribution.

Definition 1 [17]: if x � N l; r2ð Þ, x1, x2 are two known real numbers, and
x1� x2, then on the condition of x1� x� x2, the distribution which x obeyed is
called truncated normal distribution, denoted l; r2; x1; x2ð Þ.

Theorem 1 [17]: if x�N l; r2; x1; x2ð Þ, then

E xð Þ ¼ lþ r � / y1ð Þ � / y2ð Þ
U y2ð Þ � U y1ð Þ

¼ lþ r � d ð152:2Þ

D xð Þ ¼ r2 � 1þ y1/ y1ð Þ � y2/ y2ð Þ
U y2ð Þ � U y1ð Þ

� d2

� �

¼ r2 � a ð152:3Þ

152 Adaptive Variance Scaling in Clayton Copula EDA 1297



In that y1 ¼ x1�l
r , y2 ¼ x2�l

r , / and U respectively denoted probability density
function and distribution function of standard normal distribution. When
x1 ! �1, called right truncated normal distribution, when x2 !1,called left
truncated normal distribution. s denotes the population selection rate, then
0\s\1, it is property is similar to the quantile of the normal distribution, we can
get the formula as follows:

U y2ð Þ � U y1ð Þ ¼
s x� y2 and y1 ! �1
s y1� x� y2

1� s x� y1 and y2 !1

8

<

:

ð152:4Þ

Using inverse function can get y2 ¼ U�1 sð Þ on the condition of
x� y2 and y1 ! �1; y1 ¼ U�1 1�s

2

� �

, y2 ¼ U�1 1þs
2

� �

on the condition of

y1� x� y2; y1 ¼ U�1 1� sð Þ on the condition of x� y1 and y2 !1. If substitut-
ing the value of y1 and y2 into Eqs. (152.2) and (152.3) according to the three
situations, we can get the function of d and a about s, denoted a sð Þ, d sð Þ, the
graphic of d sð Þ and a sð Þ shown as Figs. 152.1 and 152.2. t denotes both ends of
the truncated normal distribution, r denotes right truncated normal distribution and
l denotes left truncated normal distribution in the image.

Because margin distribution only represents the distribution of variable itself,
we can get the mean ltþ1 ¼ lt þ rt � d and variance rt by applying Definition 1
and Theorem 1:

ltþ1 ¼ lt þ rt � d sð Þ ¼ l0 þ r0 �
X

t

k¼1

ffiffiffiffiffiffiffiffiffi

a sð Þ
p

� �k
� d sð Þ ð152:5Þ

rtþ1 ¼ rt �
ffiffiffiffiffiffiffiffiffi

a sð Þ
p

¼ r0 �
ffiffiffiffiffiffiffiffiffi

a sð Þ
p

� �tþ1
ð152:6Þ

From the image we know that 0� a sð Þ� 1, so Eqs. (152.5) and (152.6) can
further calculate:

0 0.5 1
0

0.5

1

a(
)

t

r

l

Fig. 152.1 The curves of
a sð Þ
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lim
t!1

lt ¼ l0 þ r0 � d sð Þ � lim
t!1

X

t

k¼1

ffiffiffiffiffiffiffiffiffi

a sð Þ
p

� �k
¼ l0 þ r0 � d sð Þ � 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� a sð Þ
p

ð152:7Þ

lim
t!1

rt ¼ r0 � lim
t!1

ffiffiffiffiffiffiffiffiffi

a sð Þ
p

� �t
¼ 0 ð152:8Þ

Above all, we can get the result that the changing of mean lt is restricted when
the variance rt convergence.

In order to solve premature problem, through analysis we found that the smaller
of the variance, the smaller the search detection area of EDA. Therefore, the best
way of expanding the search area and improving the probability distribution of the
slope stage at the same time is increasing variance. In the adjustment of the
variance of algorithm, the adaptive variance model put forward by Bosman et al.
[10–13] did better, its main idea is that if a generation of fitness has obviously
improved, then it showed the algorithm was on the slope stage, and the variance
should be raised in order to expand the detection area, however, if there was no
better fitness, then it showed that the algorithm has evolved into the near optimal
value. We should reduce variance and improve convergence speed, at the same
time, continuing to search, avoid variance too large and increase constantly the
search scope which caused the missing of the optimal solution. Its main operation
is that use c � r substitute r, the value of c can be adjusted dynamically, that is
to say, when the variance needs to increase, then c ¼ c=g,g 2 0; 1ð Þ, while the
variance needs to decrease, then c ¼ c � g, and set initial value c ¼ 1, g ¼ 0:94.

In the study of the margin distribution of cEDA using normal distribution,
in order to improve the efficiency of the algorithm, the paper applied the adaptive
variance model in [10] when studying on modeling the margin distribution of each
variable, but because the sample vector of cEDA X ¼ x1; x2; . . .; xnð Þ: was obtained
by inverse function of normal distribution, in order to avoid the value of xi beyond
the scope of optimization function required because the variance was too large,
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set 1\c\2:5, if c\1orc [ 2:5, then the value of c was reset to 1, and the
algorithm was continuing.

152.4 Experiments

In order to test performance of the algorithm, and comparison with other algo-
rithms, we conduct the experiment by six functions. The six test functions are all
minimization problems. The variable dimension is 10, the top five functions
corresponding to population size are 2000, the last of the population scale for 750,
truncation selection operators is used to select elite population, the selection rate is
0.2, the mutation operator is also adopted in the algorithm, the mutation rate is
0.05, the experiment result is shown in Table 152.1.
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Chapter 153
The Analysis on the Influencing
Factors of Hospital Costs for
Cerebral Infarction Patients

Xiaohong Wang, Guoli Wang, Jianhui Wu
and Xinlei Guo

Abstract To control the irrational increase of medical costs, and improve the
rational use of health resources. 2,218 medical records of cerebral infraction patients
between 2007 and 2008 was collected from a tertiary hospital in Tangshan city, and
univariate and multiple linear regression analysis was conducted for risk factors of
hospital charges. The average hospital cost of cerebral patients was 8,371.22 yuan,
univariate analysis results show that: gender, rescue, payment methods, hospital stay
and treatment outcomes were important factors that has impact on hospital cost.
Multiple linear regression results show that: hospital stay, rescue, payment methods,
gender, treatment outcomes and admissions were the affect factors of hospital cost. It
was found that hospital stay was a major factor of hospital cost, and comprehensive
measures should be taken to shorten the hospital costs.

Keywords Cerebral infarction � Hospital costs � Influencing factor

153.1 Introduction

In recent years, with medical costs rising rapidly, ‘‘see a doctor is difficult and
expensive’’ is a key issue to ordinary people. ‘‘The fourth national heath services
survey results’’, announced by the ministry of health in early 2009, show that:
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in 2008, the average of hospital costs of city were 8,958 yuan, while the rural were
3,685 yuan [1]. High medical costs, brings especially to ordinary people a serious
economic burden. Controlling high medical costs, optimizing the allocation of
health resources, and establishing multi-level health insurance have become a hot
social concern in recent years [2]. In this chapter, take cerebral infarction patients
for example, univariate and multiple linear regression analysis was conducted for
risk factors of hospital charges, in order to provide theoretical basis for improving
the using efficiency of health resources.

153.2 Material and Method

153.2.1 Research Subjects

Medical records of cerebral infraction patients between 2007 and 2008 were
collected from a tertiary hospital in Tangshan city, excluding missing cases and
non-logical cases. At last, 2,218 effective cases were included.

153.2.2 Research Methods

For the raw data extracted from HIS system, summary analysis was conducted by
Excel 2003 database. Patients’ medical records information including: total
medical costs, gender, age, martial status, admissions, rescue, payment methods,
hospital stay, treatment outcomes etc were taken into consideration.

153.2.3 Statistic Methods

For the total medical costs a logarithmic transformation to normal distribution was
conducted, and SAS 8.2 statistical package was applied for data processing.
� t-test was conducted to compare the mean between two groups, analysis of
variance was conducted to compare the mean among groups, SNK-test was con-
ducted to compare the mean between each two groups; ` with the logarithm of the
total costs as the dependent variable, and gender, age, martial status, admissions,
rescue, payment methods, hospital stay, treatment outcomes as independent
variables, inclusion and exclusion criteria were 0.05. Multiple regression was
conducted to screen the influencing factor of hospital costs.
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153.3 Results

153.3.1 Medical Records Report

In the total of 2,218 patients, with male 1,254, female 964, mean age
(65.65 ± 11.29) years and mean hospital stay (17.05 ± 9.22)d, 2,199 were mar-
ried, 19 were unmarried, divorced and widowed. 1,568 were initial admission, 650
were non-initial admission; 199 were rescued and 2,019 were not rescued; 1,995
were health insurance patients, 223 were non-health-insurance patients; 1,628
were cured, 561 were improved, 11 were not cured and 18 were dead. The hospital
costs are shown in Table 153.1.

153.3.2 Univariate Analysis for Influencing
Factors of Hospital Costs

The coefficient of skewness of hospital costs showed that, hospital costs was
positively skewed distribution, and was not a normal distribution after data
changed; therefore, rank sum test was conducted to compare hospital costs
between different gender, age, martial status, admissions, rescue, payment meth-
ods, hospital stay and treatment outcomes. The results are shown in Table 153.2.

Table 153.1 showed that, gender, rescue, payment methods and treatment out-
comes to certain extent have a impact on hospital costs. The hospital costs of male
patients were higher than female; patients who were rescued higher than not rescued;
medical insurance patients higher than no medical insurance patients; the hospital stay
was longer, the hospital costs was higher; there were no significant differences between
cured, improved and dead patients, but these were higher than non-cured patients.

153.3.3 Multiple Linear Regression Analysis
for Influencing Factors of Hospital Costs

The logarithm of the total costs as the dependent variable, and gender, age, martial
status, admissions, rescue, payment methods, hospital stay, treatment outcomes as
independent variables, multiple regression was conducted to establish multiple
linear regression model. Assignment methods for each variable are shown in
Table 153.3, model results are shown in Table 153.4.

Multiple linear regression results showed that, gender, admissions, rescue,
payment methods, hospital stay and treatment outcomes were the influencing
factors of hospital costs.
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153.4 Discussion

Stroke is one of the three fatal diseases, for which hospital costs accounts for 2–4%
of each national healthcare costs. With the world population aging, the proportion
will further increase [3]. In china, the overall incidence of cerebral infraction has
not been reported. According to a regional survey, the incidence of each year was
about 166.07–199.96 per 100,000 [4]. If the costs of each patient with cerebral
infraction were 8,400 yuan, the national, society and family will spend 19.52–

Table 153.2 Univariate analysis results of hospital costs

Variable Rating n Median Quartile range Z P

Gender Male 1,254 7,428.58 5,129.40 5.35 0.00
Female 964 6,661.97 4,578.56

Marital status Married 2,199 7,069.61 4,858.44 0.03 0.98
Other 19 7,964.98 3,626.86

Number of admissions 1 1,568 7,059.15 4,985.72 1.14 0.25
C2 650 7,086.36 4,306.57

Rescue Yes 199 7,964.98 5,733.16 3.96 0.00
No 2,019 6,991.67 4,813.13

Payment Medicare 1,995 7,268.30 4,839.56 7.60 0.00
Non-medicare 223 5,528.18 4,420.48

Variable Rating n Median Quartile range Chi-square P
Age (years) \50 181 7,114.19 5,361.75 6.98 0.14

50* 538 7,081.30 4,464.57
60* 571 7,306.76 4,630.65
70* 703 6,991.67 4,765.65
80 and over 225 6,444.39 5,843.58

Days of hospital \5 81 2,078.22 1,138.28 1,097.49 0.00
5* 315 4,348.42 2,526.03
10* 713 6,248.03 3,006.51
15* 491 7,670.01 3,661.77
20* 321 9,107.07 5,044.85
25 and over 297 1,3204.14 7,512.87

Treatment outcome Cure 1,628 7,257.25 4,377.81 23.16 0.00
Improve 561 6,458.20 5,968.21
Healed 11 6,413.52 5,609.64
Death 18 5,650.19 9,568.44

Table 153.1 Descriptive analysis for hospital costs of cerebral infraction patients

Mean Median Std. deviation Skewness Kurtosis

8,371.22 7,071.13 5,454.47 2.39 8.38
Min Max P25 P75
1,035.71 4,1791.22 5,045.84 9,897.85
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23.52 billion. As a development country with large population, it is a huge medical
expenses.

In this Chapter, univariate and multiple linear regression results showed that,
rescue, payment method, hospital stay and treatment outcomes were the factors
that affected the hospital costs. The results was consistent with other reports[5, 6].

It was different from previous research, this study showed that, the hospital cost
was different for different gender, male was higher than female. Medical research
showed that, female is stronger than male for the overall resistance to the body,
and more male are in subhealth state. According to the survey results of PLA 114
hospital, there are 15 diseases which are main causes of death. Male is higher than
female, and most of these diseases are chronic diseases. At present, the medical
costs is high which made the idea to focus on the severe but light prevention for
chronic diseases. Therefore, enhancing prevention and heath care in community,
especially making a prevented plan according to the specific situation of male
patients is necessary to reduce morbidity and mortality of stroke, improve physical
and mental suffering of patients and control rapid rising of medical costs.

In this Chapter, univariate analysis showed that admissions did not affect the
hospital costs, and multiple linear regression showed that admissions affected the
hospital costs. Studies have shown that there are complex relations between
hospital costs and its influencing factors, and that there may exist collinearity
between factors. In this study, stepwise regression was conducted to screen

Table 153.4 Multiple analysis regression results for influencing factors of hospital costs

Variable Regression coefficient Standardized partial
regression coefficient

t P

Constant 3.7226 145.36 \0.0001
Gender -0.0325 -0.0644 4.21 \0.0001
Number of admissions -0.0253 0.0460 2.99 0.0029
Rescue 0.0898 0.1026 6.67 \0.0001
Payment -0.0689 0.0829 5.33 \0.0001
Days of hospital 0.0182 0.6698 43.56 \0.0001
Treatment outcome -0.0271 0.0557 3.59 0.0003

Table 153.3 The assignment methods for influencing factors of cerebral infraction patients

Factors Code Quantitative methods

Gender x1 Male = 1, female = 2
Marital status x2 Married = 1, other = 2
Age x3 Years
Number of admissions x4 1 time = 1, C2 times = 2
Rescue x5 No = 0, yes = 1
Payment x6 Medicare = 1, non-medicare = 2
Days of hospital x7 Days
Treatment outcome x8 Cure = 1, improve = 2, healed = 3, death = 4
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variables when multiple linear regression model was established, so that effec-
tively controlled the collinearity between factors, so the results were more reliable.

Multiple linear regression results showed the hospital stay has the greatest
impact on the hospital costs, the longer hospital stay, the higher hospital costs.
Hospital stay not only reflected the severity of stroke patients, but also had close
relations to medical standards, management levels and logistics supports. The
severity is an important measure for the medical services demand strength of
patients. Critically ill patients often face a greater death and the risk of loss
physiological functions, and need more effective medical interventions, more
medical resources and a longer hospital stay, so naturally the more hospital costs
occurred.

According the above analysis, to control the hospital costs of cerebral infraction
patients, it is important to shorten the hospital stay. Reducing hospital stay has
become an important means to effectively control the growth of medical costs. On
the one hand, improving the medical profession level to shorten the hospital stay
by early accurate diagnosis, making a timely treatment plan, developing a rea-
sonable treatment; on the other hand, improving the hospital management level to
make medical departments, administrative functions departments, logistics and
other departments take a serious measures to meet the needs of clinical depart-
ments, such as speed up laboratory tests results and shorten the appointment time.
Effectively reducing the length of hospital stay, objectively reduced the hospital
costs, and improved the hospital’s efficiency and management level, and also
improved the use efficient limited health resources, reduced the disease burden of
patients and increased the social benefits of medical services. In other countries, by
reviewing and restricting the hospital budget, strengthening the hospital man-
agement, improving the hospital control mechanism, developing home care and
other non-hospital treatment the medical costs were controlled and unnecessary
medical act were reduced [7]. These methods are worth learning and a reference
for us.
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Chapter 154
Analysis of the Internal Force Within
Rural Financial Ecosystem

Fei Bao Lu, Wu Yi Zhang and Yi Yang

Abstract The financial ecosystem is essential for rural development. This paper
argues that there is an internal force existing within the rural financial ecosystem.
The quality of the entire system should achieve a truly integrated learned from law
of universal gravitation and Coulomb’s law, constructed out of the internal force of
rural financial ecosystem model, and carried out the formula detailed analysis of
various elements and then find the key to rural finance of ecological systems.

Keywords Internal force � Rural financial ceosystem � Elements

154.1 Introduction

Outbreak of the current global financial crisis and a series of financial risks in
China has revealed that the world’s financial system is facing many problems.
People have to think and explore the reasons for its formation [1, 2]. After some of
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the survey and subsequent research, the people have recognized the complexity of
financial risks. We can learn from ecological principles to solve these problems.
All causes of the financial risk can be attributed to an imbalance in the financial
eco-system. When the financial imbalance reaches a certain level of ecosystem it is
easy to trigger the financial crisis. The concept of financial ecology is draw on the
British ecologist Tansley (1935) ecosystems (Ecosystem) [3].

In 2004, China’s central bank governor Zhou Xiaochuan made the first official
‘‘financial ecology’’ concept [4, 5]. It includes the laws of social credit system,
accounting and auditing standards, intermediary service system, the progress of
enterprise reform and bank-enterprise relationships. The elements of interdepen-
dence and interaction jointly promote the development of financial industry.

Rural financial ecology is a branch of the financial ecology in the rural context
of this particular space [6]. In the rural context of this particular space, living
environment and internal financial organizations formed a dynamic balance
between the interaction of the system. Strengthening the financial ecological
environment is the fundamental requirement for building a harmonious country-
side. If we optimize the rural financial environment, we can optimize resources,
and promote development of the rural economy. Financial ecological environment
can improve the quality of bank assets to ensure national, regional, economic and
financial security in rural areas. Rural financial environment determines the
financial resources of the rural appeal of the economy.

154.2 Description of Rural Finance Ecological System

Rural financial ecosystem includes: Rural financial products and services, pro-
ducers or suppliers (Rural credit cooperatives, rural commercial banks, rural
cooperative insurance and other financial institutions in rural areas), demander of
rural financial products and services (Farmers, village, town organizations, rural
economic development, rule of law in rural areas, rural culture, customs, institu-
tions and traditional environment) and regulators (Rural financial decision-making
bodies and regulatory bodies) [6–8].

Development and changes of things must be considered from a system as a
whole. Because of the existence of force. Elements can gather together. The role of
this force can be roughly divided into two. One is external force (Government
intervention force, the legal binding force, rural customs, as well as the overall
macroeconomic situation). External features are mandatory. The role of external
factors is to reduce the distance between the elements of the financial ecosystem.
The second is the internal force (Economic conditions in rural areas, infrastructure
conditions, credit culture, the quality of the peasants, and the character, experi-
ence, values, etc.). The role of internal forces of elements of the system is to
realize the integration of quality. External force provides the environment of the
system and the internal force provides the dynamic stability. Internal forces and
external forces work together to form integrated system.
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Evidences show that there are reluctant to be involved in. As the week of
farmers credits within the rural economy, many financial institutions fear the
presence of high risk. Banks are willing to give large-scale credit loan to urban
enterprises, agriculture for many years has become a prominent problem in rural
economic. So, the various elements of the financial ecosystem must be integrated.
(Fig. 154.1).

154.3 Internal Force Model of Financial Ecosystem

The main elements of internal force consist of three parts: pyschological distance,
quality and time (Table 154.1).

Learned from the law of universal gravitation and Coulomb’s law [9], we
believe that rural financial ecosystem relates to the psychological distance, quality
and time factors. Model is as follows:

FðtÞ ¼ Q1ðtÞQ2ðtÞ. . .. . .QnðtÞ
dðtÞ 2

ð154:1Þ

F (t) refers to the ecosystem of the internal forces of rural
finance

Q1 (t) Q2 (t)…… Qn (t) is the system the quality of the different elements.
They are a function of time

D (t) is the psychological distance between the elements, it
is also a function of time

policy

Supplier of fund

regualtion

Demander of fund

law

economic

culture

Internal 
force

Internal 
force Internal 

force

Fig. 154.1 Rural financial
ecosystem
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154.3.1 Quality

We believe that in the rural finance system, the quality of the individual lies in the
overall quality of the farmers, including farmer’s education, experience, knowl-
edge, ability, character, will and values. As we all know, in everyday life, if
farmers improve their overall qualities, it will enhance the credit awareness of
rural society, the ratio of escaping and wasting financial debt will go down. In the
process of collecting loans, the illegal phenomenon will be reduced a lot.
Improved financial awareness can enhance efficiency of financial instruments and
the state monetary policy in less developed rural areas. The transmission of
monetary policy also has primary carrier. Transmission will be relatively smooth,
potentially affecting the financial sustainability and enhance the security of
financial environment. Farmers’ overall qualities will determine the entire finan-
cial system development. If we want to improve the overall quality of the farmers,
it is necessary to educate farmers. Through the attractive form, we can strengthen
moral training of farmers and improve moral quality of farmers; through regular
legal education, we make farmers know law, understand law and become law-
abiding, and correctly exercise their rights and obligation. Through collective
education, we can enhance the farmers’ overall concept and abandon selfishness
and narrow-minded ‘‘small-scale peasant consciousness’’. Through the training of
scientific and cultural knowledge make farmers abandon the feudal ideology, and
make them become rich through scientific and technological study. Only when the
quality of individuals enhance, the efficiency of financial institutions at all levels
will improve. The situation of power of government intervention in the rural areas
will be reduced. As a result, the entire financial ecosystem could be raised to a
large extent.

Table 154.1 Elements of the internal force

Internal force within rural
financial ecosystem

Psychological
distance

Advertising, television, news
Emotional exchange (entertainment,

communication)
Credit, personal credit

Quality Capacity (cooperation, business, deal with
complex issues

Values (consumption concept,
development concept)

Education (training, learning)
Experience (on crops, natural disasters)
Knowledge (scientific and technological

knowledge, life knowledge)
Character

Time Function
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154.3.2 Psychological Distance

In the financial eco-system, when the quality of individual farmers and organi-
zations have raised, the increase of quality will enlarge the gravity among the
elements, thus increasing the possibility of integration [10]. The essential elements
of the financial ecosystem is human, the psychological distance among each
element has an impact on the internal forces and integration effect of system.

First of all, we ought to create an atmosphere of rural credit culture. Lack of
credit environment is the direct cause which leads to financial environmental
degradation in rural areas. Currently, the construction of the rural credit system is
seriously lagging behind, social credit services is not complete and intermediary
services do not meet regulation. Due to lack of effective personal credit system, the
risk of personal loans cannot be monitored timely. So these factors affect to a large
extent the internal forces of various elements in the system, and cannot form a
huge gravitation. Meanwhile the monetary policy cannot be properly implemented.
We should further enhance the sharing level of credit data, improve business and
personal credit and credit evaluation system, to effectively solve the information
asymmetry problem existing between the financial institutions and farmers.

Secondly, we should increase publicity using various media, such as television,
press, radio and other communication to fully carry out the ideology, in order to
reach a consensus on the issue. Only by reducing the risks of rural financial
system, we can achieve the purpose of shortening the Psychological distance. We
should strengthen communication in several aspects, such as among people,
between people and organizations, and among organizations. The smaller psy-
chological distance is, the greater the internal integration strength will be.
In addition, we are supposed to narrow the psychological distance by using a
variety of incentives ways and means,and give full play to individual farmers’
energy to realize goals effectively.

154.3.3 Time

No matter quality or psychological distance, we need time. The entire ecological
system of rural finance will continue to change as time goes by. No matter the
improvement of both the farmers’ quality, or creation of credit cultural environ-
ment, and measures and methods of improving ecological environment, we need
time. Such things cannot be achieved overnight, especially for the improvement of
quality, we may need to do long-term planning. When we consider the running of
system, we must take the time factor into our consideration.

All in all, if we want to improve the overall efficiency of the system, we must
increase the internal forces. If we want to implement the internal forces, we must
improve the system’s overall function,and narrow the psychological distance
among elements. Therefore the final analysis is to improve the overall quality of
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the farmers, and create a credit culture in rural areas, carry out positive publicity,
and enhance exchange of feelings. In this way, the internal forces of the whole
system can be enhanced, to create the harmonious financial environment which
consists of policy environment, economic environment, legal environment, and
financial services level. In addition, effective coordination mechanisms should be
established among main departments which is related to coordination mechanism
of financial supervision, including information sharing, discussion on major issues,
joint conference, etc., to avoid duplication of regulatory and supervision vacuum,
so as to improve regulatory efficiency and encourage financial innovation, and
maintain financial operation and stability of financial markets. In this way, we can
fundamentally improve the economic environment in rural areas, improve rural
financial infrastructure, and thus promote the healthy development of the whole
system.
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Chapter 155
The Study on the Early Warning
Mechanism of Agricultural
Management Risk

Guofu Zhang

Abstract The intertwined basic characteristics of natural reproduction of agri-
cultural production and economical reproduction determine the agricultural high-
risk and serious threat. After joining WTO, it faces the serious challenges of
agriculture in developed countries. The risks that Chinese agriculture faces can not
only be eliminated, but will also increase with the increase of its interleaving
degree, making huge losses to agricultural economy, and affecting the sustainable
development of agriculture. Therefore, it is necessary to establish a perfect agri-
cultural risk prevention mechanism. The content of agricultural business risks is
analyzed in this paper, and many risks are proposed in this paper, such as natural
risk, technical risk, economic risk, etc. From risk identification, early warning of
natural disasters, market forecasting and monitoring and futures market, some
feasible approaches and specific measures are proposed for how to build a
mechanism to prevent the agricultural management risk.

Keywords Prevention � Agricultural business risks � Mechanism

155.1 Introduction

Agricultural management risk refers to the uncertainty of internal and external
environment of agriculture, the complexity of agricultural production and man-
agement and the limited capacity of agricultural enterprise in the process of
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agricultural production and management, leading to the deviation of actual reve-
nue and expected revenue of agriculture, and even to the failure of agricultural
production and management.

For the agricultural management risks and early warning mechanism, many
scholars studied the existing risks, characteristics, causes and risk prevention
measures of Chinese agriculture [1, 2]. Some scholars made a further study on the
characteristics, development status and the various existing contradictions of
Chinese agriculture; the implementation ideas of agricultural risk protection system
with Chinese characteristics are proposed based on this. That is, to establish: an
agricultural price protection system; an agricultural buffer stocks and risk fund
system; an agricultural policy loans system; a stable growth mechanism of gov-
ernment on agricultural inputs; an agricultural insurance system; and an agricultural
futures market. However, the study of the generation mechanism of agricultural
risks is not enough. It has been proposed that the risks that agriculture faces is
mainly agricultural crop insurance, disaster relief and other natural risks and price
protection, futures market and other market risks, and the risk management mea-
sures of crop insurance, disaster relief, price protection and futures markets, but
there is little study on the early warning mechanism of natural risks and market
risks. The characteristics of the agricultural risk in transition period were also
analyzed, which shows that the Chinese agricultural market risk management
should be a multi-composite structure management mode of government, market,
enterprise, farmers self-management, that is, the government should be responsible
for system selection and policy selection in agricultural risk management. Mean-
while the agricultural futures markets should be established for agricultural orga-
nization management, and then to build a new agricultural insurance system. In
addition, the foreign agricultural risk management experience is introduced by
some scholars, and a technique risk that Chinese agriculture faces is analyzed.

According to the studies of scholars at home and abroad it is found that there
are more results of partial study for agricultural risk prevention; there is little
comprehensive and systematic study on agricultural risk prevention, and only the
basic levels of risk identification, risk evaluation and risk management have been
analyzed before. For the risk categories and sources that China’s agriculture faces
after joining WTO, there is no thorough analysis, and the study of the harm on
China’s agriculture risk is almost non-existent, thus, the feasibility and operability
of agricultural risk management measures are yet to be studied. There is no study
on the system of prevention, control and resolving of agricultural risks. All this
requires in depth study and discussion.

155.2 Analysis of China’s Agricultural Management Risk

Agricultural management risks mainly include natural risks, agricultural economic
risks and agricultural technical risks. Agricultural natural risks refer to losses from
irregular changes in the natural forces to agriculture, which mainly include agro-
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meteorological disaster risk, agricultural biotechnology disaster risk, agricultural
biotechnology disaster risk and agricultural biological disaster risk. Economic
risks of agricultural systems are mainly from poor management; market forecast
errors, price volatility, changes of consumer demand, inflation, exchange rate
changes, etc. in the economic activity. Market risk mainly includes price risk,
competitive risk, information risk and credit risk. Agricultural technical risk is the
possibility of the deviation of the actual revenue and expected revenue by using
the agricultural technology. In agriculture, the development of modern science and
technology not only widens the types of traditional agricultural products, but also
reduces the dependency of agriculture on natural resources, which has greatly
improved agricultural productivity. However, there also exists a huge risk.

155.3 Analysis of Agricultural Management Risk

Analysis of the causes of agricultural risks is mainly to analyze the risk factors of
agricultural systems. Risk factors include physical risk factors and human risk
factors [3, 4]. While specific to different risks, the risk factors will have a different
focus. Even the same risk can be different at different times. In general, the risk
factors of agricultural natural risks are mainly physical risk factors, technical risks,
economic risks, etc. and risk factors of other risks that are mainly human risk
factors. The real risk factors that produce agricultural natural risks are climatic
factors, geologic and morphologic factors and biological factors. The character-
ization of agriculture is the inherent factor of various agricultural risks. Market
mechanism is the formation factor of the market risk of various agricultural risks.
Market failure and government failure are the economic reasons to produce agri-
cultural risk. Human factors are the main risk factors to produce a variety of
agricultural risks. Economic benefits are the fundamental factors that lead to var-
ious risk factors. Economic moral fall is the ethical risk factor of agricultural risk.

155.4 The Building of the Early Warning Mechanism
of Agricultural Management Risk

Agriculture is a multi-risk industry, under the influence of the natural environment
and the market economy. There exist uncertainty of agricultural production and
management, which often brings unexpected losses and risks for agricultural
production and management. Recognizing and identifying risk, and then taking
effective measures to prevent them is the precondition to guard against agricul-
tural management risk. The building of agricultural risk prevention mechanism
will be represented from risk identification, natural disaster early warning mech-
anism, market forecasting and monitoring mechanism, futures market system
construction, etc.
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155.5 The Building of Agricultural Risk Identification
Mechanism

Risk identification is the process of the systematic and continuous collection of
risk sources identification, risk harm and risks loss exposure before or when the
risk appears.

155.5.1 The Identification of the Influence Factors of
Risk Source

Risk source is the source of factors and hazards that will lead to negative or
positive consequences. For example, when building an agricultural high-tech
garden, the level of the quality of local labor is an important factor. It mainly
includes physical environment, social environment, political environment, legal
environment, operating environment, economic environment, environmental
awareness, etc.

155.5.2 On the Analysis Method of Agricultural Risk
Identification

Risk is not a one-dimensional concept; no single method can achieve all the
purposes at the same tim. The common risk identification methods include envi-
ronmental analysis, expert investigation, insurance investigation, decomposition
analysis and screen scene analysis.

155.6 Construction of Natural Disaster Early Warning
Mechanism

In recent years, there have been frequent occurrences of natural disasters in
China’s agriculture, leading to larger and larger destruction on agricultural pro-
duction and management, and making agricultural management in great risk,
bringing obstacles to the sustainable development of agriculture. In order to reduce
agricultural management risk and enhance agricultural competitiveness, it is
necessary and urgent to establish an agricultural natural disaster early warning
system that fits the national condition of China.
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155.6.1 The Prediction Method and Model of
Agricultural Natural Disasters

In prediction methods analysis of agricultural natural disasters the first is disaster
site prediction (spatial prediction). The best way is to draw up various prognostic
maps. The second is time prediction. Long-term observation records to establish an
accurate probability model are used as the basis for time prediction. Nowadays,
this method is used for time prediction of the weather disasters of floods, wind, and
drought and geological disasters of earthquakes and landslides, and its accuracy
depends on the reliability and time scale of the observation value. The third is
precursor event. Many disasters have precursory events. Some disaster roles of
natural events can be predicted accurately according to the precursor events.

In quantitative analysis of agricultural natural disaster prediction, the level of
risk of natural disasters mainly depends on three factors:first, the extent of cata-
strophic events, including the intensity (scale) and frequency (probability) of the
disaster, and under normal circumstances, the higher the level of catastrophe, the
greater the disaster risk; second, the value of the affected property and the vul-
nerability of the affected property and disaster prevention capabilities, and under
normal circumstances, higher the density of the affected property, the worse the
ability of the disaster prevention; the higher the vulnerability, the greater the
disaster risk.

The third is risk dispersion degree, which is the dispersion degree of disaster
losses with random changes. Under normal circumstances, the smaller the dis-
persion degree of disasters, the lower the degree of disaster risks; the greater the
dispersion degree of disasters, the larger the degree of disaster risks. Based on the
above knowledge, the risk index f that represents natural disaster risk degree can
be expressed as:

f ¼ Q � G � Y 1� ZXð Þ � 1þ f ðbÞ½ � ð155:1Þ

f ðbÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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fi� fð Þ2

n� 1

v

u

u

t

ð155:2Þ

In the equation: f is risk index; G is occurrence probability of disaster; Y is the
vulnerability index of the affected body; ZX is disaster prevention; f(b) is variation
coefficient. In which

f ðbÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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fi� fð Þ2
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ð155:3Þ

In the equation: fi is the risk index of the i year; f is the average risk index of
many years; n is the number of years of statistics times.
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In the establishment of an agricultural natural disaster early warning mecha-
nism aAccording to China’s national conditions, the main construction contents of
the mechanism mainly include the integration of resources and technical equip-
ment; the formation of expert teams; the full use of the advantages of modern
science and technology, especially information technology, and then to achieve the
scientific and systematic agricultural natural disasters early warning mechanism; it
learns from the basic theoretical research results, comprehensive technological
capabilities and advanced equipments from developed countries, to make a
comprehensive monitoring and early warning for agricultural natural disasters; the
establishment of an effective natural disasters risk emergency system can minimize
the loss caused by agricultural natural disaster risks.

155.7 The Building of Market Early Warning Mechanism

In the market economy, the agricultural market risk is the biggest risk in agri-
cultural production and management. Therefore, it is necessary to study the early
warning management for agricultural market risk.

155.7.1 Quantitative Analysis of Market Early
Warning Model

Multi-level fuzzy comprehensive evaluation method can deal better with multiple
factors, ambiguity, and subjective judgments, etc. Specific steps are as follows.

Determine the fuzzy evaluation index set U. Set early warning indicator system
of market risk as U, divided into two levels of factors. The first layer factor is
U = (U1, U2, U3, U4, U5, U6) = (marketing risk, market demand risk, market
competition risk, market price risk, technological innovation risk, and market
overall risk), the second layer factor is the specific indicators that reflect the first
layer factor.

Determine the evaluation set and its assignment. Generally, the evaluation
levels of various factors in determining model are divided into five levels, namely
V = (Vl, V2, V3, V4, V5) (very good, good, general, poor and very poor). Assign
to the evaluation set as very good l, good 0.8, general 0.6, poor 0.4, very poor 0.2,
which are used to indicate the assignment set, and then V = (l, 0.8, 0.6, 0.4, 0.2).

Determine the single factor evaluation matrix (membership matrix) R. There
exists membership degree between elements of fuzzy set and itself. In market risk
assessment, the membership degree of the relationship between index and risk in
index system can be represented by the membership degree. The membership
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relation can be recorded as R = l, otherwise R = 0, and the taking value interval of
membership degree.

Determine index weight set W. According to the importance of each index
factor, it assigns the corresponding weights to various indicators, and its influence
degree should be consistent with the degree that affects the last layer, thus forming
the weight set of evaluation indicator factors. It is recorded as Wk = (Wkl,
Wk2,…, Wkm). Assessment weights of agricultural market risk can be determined
by the obtained first-hand information, expert evaluation and experience accu-
mulated by evaluators over the years based on questionnaires. Agriculture should
be combined with its own focus and weakness during the management process,
and pay more attention to the risk indicators that is easy to appear.

Calculate the fuzzy comprehensive membership degree value set B. Set the
single-factor evaluation matrix of n indicators in a large indicator as Rk, the
specific indicators score Bk = Rk*VT can be obtained according to the single
factor evaluation matrix and evaluation set V.

Comprehensive evaluation. The evaluation result Sk, Sk = Wk*VT of this
indicator can be obtained from Bk and index weight Wk. Repeat the above steps,
the 6 factors subset Uk in U can be seen as a single factor of U, distribute the
weight W, W = (W1, W2,…, W6) of the role of Uk in U; the comprehensive
evaluation of U S, S = W, B = (W1, W2,…, W6) (W1, W2,…, W6) T can be
obtained from the evaluation results Sk of each U.

155.7.2 Market Risk Early Warning Method

The determination of market risk early warning line. In the fuzzy forecast of market
risk, the level of risk warning line can be set. The warning line should be set according
to the characteristics of agriculture and its own specific circumstances. The operating
status of agriculture can be divided into four levels, which are W1 prosperity state,
W2 quasi-adversity state, W3 stress state and W4 crisis state. Set three warning lines
for the four states in order, the warning values are respectively 0.25, 0.5 and 0.75. The
four state values are respectively W1 = (0.75, 1], W2 = (0.5, 0.75], W3 = (0.25, 0.5]
and W4 = (0, 0.25).

Alarm type of market risk early warning. According to the different corre-
sponding risk state of the comprehensive evaluation results of fuzzy matrix, dif-
ferent levels of warning n can be sent in the way of ‘‘Light Card’’. When the risk
status is in normal, ‘‘green card’’ will be shown; when the risk status is in a low risk
state, the ‘‘yellow card’’ will be shown; when the risk status is in low risk state, ‘‘red
card’’ will be shown; when the risk status is in high risk status, the ‘‘double red
card’’ will be shown. The purpose of light card is the early warning risk manage-
ment decision-makers to adjust policies timely, thus reducing the possibility of loss
or crisis, and then increasing the possibility of revenue.
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155.8 The Establishment of Agricultural Futures
Market System

Futures future market is the place for futures trading and the sum of futures
trading. Agricultural future is the earliest future type in the world, and the futures
market was first produced in the agricultural market. Its construction contents
mainly include three aspects. The first is to rationalize and strengthen the regu-
latory system of futures market and improve the trading system. The second is to
improve the laws and regulations of the futures market, and create a favorable
policy environment. The third is to foster investment management entities and to
carry out investment business. The fourth is to enhance the development and
management of futures and strive to cultivate mature products.

155.9 Conclusions

Risk identification is the prerequisite for the prevention of agricultural manage-
ment risk, and the construction of agricultural natural and market risk early
warning mechanism is the basis to prevent agricultural management risk, and the
establishment and perfect futures market system is the strong guarantee to prevent
agricultural business risk. According to the construction of risk identification
mechanism, natural disaster early warning mechanism and market early warning
mechanism, it forms a sound risk prevention system, and the risk is nipped in the
bud and before the bud stage to achieve the purpose of preventing agricultural
management risk.
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Chapter 156
Stock Option Pricing Formula Volatility
Estimation

Shujun Wang, Nana Li and Xianrui Meng

Abstract In practical applications, there is the phenomenon of volatility smirk in
Classic B–S option pricing formula. In order to eliminate this phenomenon, we add
an independent compound Poisson process to geometric Brownian motion, and get
the corresponding option price formula. This article has done two tasks: Firstly, we
estimate the volatility of classic B–S option pricing formula with stock and war-
rant market data, and find that volatility smirk is obvious. Secondly, we estimate
the volatility of our option pricing formula with stock and warrant market data, and
find that our pricing formula eliminates the smirk, and is better than classical B–S
formula.

Keywords Options pricing � Jump-diffusion process � Volatility smirk

156.1 Introduction

Fisher Black and Myron Scholes in 1973 through the famous Black–Scholes
option pricing model to derive the Black–Scholes European call and European put
option pricing formula [1], which makes the theory of option pricing has been a
breakthrough of the solution. That
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Theorem 1 (European call option pricing formula) [2]: set maturity date T, the
Executive price K, the stock price process dS ¼ lSdt þ rSdW for the value of
European call option

C S; tð Þ ¼ SNðd1Þ � Ke�rT Nðd2Þ: ð156:1Þ

where, d1 ¼
ln S

K þ ðr þ r2

2 ÞT
r
ffiffiffiffi

T
p , d2 ¼

ln S
K þ ðr � r2

2 ÞT
r
ffiffiffiffi

T
p (d2 ¼ d1 � r

ffiffiffiffi

T
p

).

Theorem 2 (European put option pricing formula) [3]: set maturity date T, the
Executive price K, the stock price process dS ¼ lS dt þ rS dW for the value of
European put option

P S; tð Þ ¼ �SNð�d1Þ þ Ke�rT Nð�d2Þ: ð156:2Þ

where d1 and d2 have the same meaning with above.
In practical applications, there is the phenomenon of volatility smirk in Classic

B–S option pricing formula. In order to eliminate this phenomenon, we add an
independent compound Poisson process to geometric Brownian motion, and get
the corresponding call option price formula [4]:

CðK; TÞ ¼ e�rT
X

þ1

n¼0

ðkTÞne�kT

n!
ðeaþb

2Nðd1Þ � KNðd2ÞÞ: ð156:3Þ

put option price formula:

PðK; TÞ ¼ e�rT
X

þ1

n¼0

ðkTÞne�kT

n!
ðKNð�d2Þ � eaþb

2Nð�d1ÞÞ: ð156:4Þ

where d1 ¼
aþ b� logK

ffiffiffi

b
p , d2 ¼

a� logK
ffiffiffi

b
p .

156.2 Classic B–S Option Pricing Formula
Volatility Estimation

In Classic B–S option pricing formula, closer examination in the Black–Scholes
equation coefficients [5], we find that growth stocks not among them. However, we
need to use and the risk-free interest rate volatility. In a regular basis of the
maturity dates, the corresponding option exercise price and the stock price, these
factors will be used to option pricing. In turn, fixed maturity date and exercise
price of each, the option that corresponds to the stock price can also use the Black–
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Scholes model inverse solution lies in the Black–Scholes formula, volatility. This
volatility is called implied volatility. If the Black–Scholes model is completely
correct, then calculate the implied volatility should be the only (or the volatility of
rates would be calculated base value equal to or in the vicinity of a certain
volatility), not as to different maturity date or exercise price varies, it is because
the volatility of volatility changes described in assets, has nothing to do with their
derivatives on. But in fact not the case.

As shown by Shanghai Automotive, for example, collected at different time of
the option price, and the corresponding stock price, and the strike price and
expiration date; in addition, we assume that: risk-free interest rate (to take one year
time deposit interest). These data in Classic B–S option pricing formula to cal-
culate the value of the volatility, to see for the different data sets, the value of the
stock volatility is the same. Specific data is shown in Table 156.1.

Through the above data shows that prices for different options, exercise price,
expiration date, the corresponding stock price and options, Classic B–S option
pricing formula is not the only volatility, but, with the option price, strike price,
maturity corresponding to the stock price and options vary. The implied volatility
of the shape of a curve form, known as volatility skew or volatility smile. The
skewness of securities derivatives markets, exchange rates and interest rate
derivatives market derivatives are present. Curve for the formation of such vola-
tility is not constant but there are many reasons to explain. Different explanations
may apply in different markets.

Table 1 BS formula stock volatility estimation table

Option price
C(K, T)

The corresponding stock
price options S0

Maturity date
T (Units:year)

Implementation
of price K

Stock
volatility r

4.72 20.01 0.312 26.91 1.5101
5.00 19.62 0.310 1.6270
4.99 20.00 0.307 1.3772
4.77 19.66 0.304 1.5230
4.31 20.15 0.323 1.5851
4.64 19.67 0.316 1.5847
4.72 19.98 0.314 1.5087
4.33 20.37 0.321 1.3612
4.21 19.08 0.326 1.4710
3.78 19.37 0.334 1.3233
4.50 19.51 0.318 1.5054
4.01 20.12 0.325 1.3107
3.68 18.71 0.329 1.3840
4.01 22.87 0.342 0.9994
4.12 25.09 0.359 1.2716
3.46 18.99 0.340 1.2803
3.72 18.97 0.331 1.3600
3.97 20.67 0.336 1.2218
4.09 22.67 0.345 1.0292
3.46 21.08 0.347 1.0569
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In short, volatility skews a challenge to the financial model. An ideal model
should be possible to eliminate all volatility skew.

156.3 Come Before this Option Pricing Formula
of Stock Volatility in the Estimation Denote

The authors have come before the price of call option

CðK; TÞ ¼ e�rT
X

þ1

n¼0

ðkTÞne�kT

n!
ðeaþb

2Nðd1Þ � KNðd2ÞÞ ð156:5Þ

where a ¼ logS0 þ ðl� 1
2 r2ÞT þ nEðXÞ, b ¼ r2 þ nVarðXÞ, d1 ¼

aþ b� logK
ffiffiffi

b
p ,

d2 ¼
a� logK

ffiffiffi

b
p .

The formula used in the stock growth rate l, volatility r, risk-free interest rate
r and the jump intensity, expectation, variance. In a regular basis of the maturity
dates and the corresponding option exercise price and the stock price, these factors
will be used to option pricing. Fixed maturity date of each turn, and the exercise
price, the option that corresponds to the stock price, you can also use the above
formula (5) Anti-solve in the volatility of the formula.

The formula (5) gives the call option price for an item and infinite type (i.e. a
number), because the series is convergent, so here just take the first three and to
calculate the price of an option. In addition, in order to better calculate the value of
the stock volatility, we assume: in the option pricing formula with jumps, the jump
in intensityk = 7; risk-free interest rate r = 0.036 (to take one year time deposit
interest);

E(X) = 0, V(X) = 1, which X obey the expectations of 0 and variance 1 of the
standard normal distribution.

Expectations of the subject 0, variance 1 standard normal distribution, that is, the

probability density function f ðxÞ ¼ 1
2p e�

x2
2 , there EðXÞ ¼

Rþ1
�1 x � f ðxÞdx ¼ 0;

R

þ1

�1
f ðxÞdx ¼ 1.

Therefore,

EðeXÞ ¼
Z

þ1

�1

ex � f ðxÞdx ¼
Z

þ1

�1

ex � 1

2pe�
x2
2

dx ¼
Z

þ1

�1

1
2p

e
�x2�2x

2

dx

¼ e
1
2

Z

þ1

�1

1
2p

e�
ðx�1Þ2

2 dx ¼
ffiffiffi

e
p
:

The stock growth rate l ¼ r þ k� kEðeXÞ ¼ r þ k� k
ffiffiffi

e
p

.
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Here as shown by Shanghai Automotive, for example, to collect the option
price, and the corresponding stock price, and the strike price and expiration date.
These data into the option pricing formula (3.1), calculate the value of the
parameter to see the stock for the different data sets, changes in volatility. Specific
data are shown in Table 156.2.

Through the data in Table 156.2 shows that prices for different options, exercise
price, expiration date and the corresponding stock price options, this option pricing
formula derived from the volatility of the change is relatively stable, the basic
changes are around 1.3. The difference between the maximum and minimum is
0.0949. and then classic B–S option pricing formula, the accuracy increased by 6.6
times. Therefore this shows that the diffusion process of the jump is calculated
based on option pricing formula to a large extent eliminate the volatility skew, is a
relatively ideal model.
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Chapter 157
Analysis of the Impact on Bullwhip Effect
Based on Different Treatment
of Information Needs

Sanyou Ji and Yong Wang

Abstract Through the quantitative calculation of bullwhip effect, the effect that
the centralized information processing can reduce bullwhip effect more signifi-
cantly than the scattered information processing while using the moving average
forecast method in demand forecasting is proved. Thus custom demand can be
determined more accurately. This analysis provides a scientific and effective
method for business managers, and it is very convenient for retailers, distributors,
and manufacturers to forecast demand reasonably.

Keywords Centralized information � Bullwhip effect � Forecasting � Analysis

157.1 Introduction

In the study of market demand for a product, it is interesting that the change of
orders always has bigger than the retail volume even though the retail volume of
that product is fairly stable. To address this situation, the moving average forecast
method is used for forecasting. The analysis of the impact on bullwhip effect is
given based on different treatment of information needs.
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157.2 The Quantitative Description of Moving Average
Forecast Method’s Affection to Bullwhip Effect

157.2.1 Structure of Supply Chain

Structure of supply chain is the essential reason for the formation of bullwhip
effect supply chain structure. To simplify the problem, a structure of supply chain
can be defined in Fig. 157.1. It can be assumed that there were only one product,
and its demands in the given period follows a normal distribution [1].

A simple four-stage supply chain is enumerated in Fig. 157.1. It includes
customer market, retailers, wholesalers, distributors, and manufacturers. Retailers
observed customer demand, and then order goods from wholesalers, wholesalers
order goods from distributors, and distributors order goods from manufacturers.

157.2.2 Quantization of Bullwhip Effect

The bullwhip effect means the demand order variability in the supply chain will be
amplified as they moved up the supply chain as shown in Fig. 157.1. So far, there
are three general methods of measurement or the bullwhip effect. The first is
variance and ratio method. It is clear, simple and direct, applies especially to
quantify and deal the practical and complex supply.

The second and third methods are the maximum amplitude method of frequency
response curve and the noise bandwidth method. The latter two methods can be
proved strictly but just valid in simple and linear production inventory system.
When the supply chain is a complex system, the quantization of bullwhip effect
will be very difficult by using the second and third methods.

Generally speaking, the quantization of bullwhip effect is described by the
proportional relation between the variance of order fluctuations and customer
demand in supply chain system. In the quantization research of bullwhip effect,
Simchi-levi and some other scientists has arrived two widely recognized
inequalities which are used to quantify the leading time of bullwhip effect. In this

stage 5stage 4stage 3stage 2stage 1

Product flow

Information flow

Customer
market Wholesalers DistributorRetailers Manufacturer

Fig. 157.1 Supply chain
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model, the sample observations of customer demand observations are independent
and identically distributed are independent and identically distributed variables.

So we can make quantitative calculations over bullwhip effect. That is to say,
the demand variability to manufactures can be calculated and can be compared
with that to retailers. Set Var(D) as the customer demand variance which is
observed by retailers, Var(Q) as the order demand variance from retailers to
wholesalers. Their proportional relation can be described as follows.

Var Qð Þ
Var Dð Þ � 1þ 2L

p
þ 2L2

p2
(where L is the leading time, p is parameter of demand

variations)
As shown in Fig. 157.2, according to the lower limit of demand variability in

different leading time L, the demand variations f pð Þ ¼ 1þ 2L
p þ 2L2

P2 is function of

P, while p is very large and L is very short, the bullwhip effect caused by pre-
diction error can be neglected. Bullwhip effect will magnify with the increase of
p and the decrease of the leading time.

157.2.3 The Affection of Moving Average Forecast Method’s
to Bullwhip Effect

Reference [2] proves that, the fluctuations of market demand information fore-
casted by using simple moving average method (where p [ 5) is smaller than the
actual fluctuations. This prediction method is used in this chapter.

157.2.4 Moving Average Method

Maximum inventory levels are calculated as follows: L� AGVþ z� STD�
ffiffiffi

L
p

Fig. 157.2 The function graph demand variations in given leading times
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where AGV is the average value of customer’s day (or week) requirement, and
STD is the standard deviation of that. Constant value z is the safety factor which
can be found out from the statistical table. The function of z is to guarantee the
probability that shortages do not occur during the leading time equal to a given
service level. In order to implement this inventory policy, retailers have to estimate
the average value and the standard deviation in accordance with the customer
demand data. Therefore, the maximum inventory level will respond to changes of
the average value and the standard deviation.

Specifically, the maximum inventory level yt during t is estimated according to

the observed demand: yt ¼ utLþ z
ffiffiffi

L
p

St where ut ¼
Pt�1

i¼t�p
Di

p ; S2
t ¼

Pt�1

i¼t�p
Di�utð Þ2

p�1 :

In each terms, retailers should calculate new average value and standard deviation
according to the recent p demand observations.

157.3 The Impact of Different Information Treatment
on Prediction

Considering the value of sharing customer demand information within the supply
chain, the supply chain described as in Fig. 157.1 is used in this chapter. For
determining the impact of centralized demand information on bullwhip effect, two
types of supply chain should be distinguished, one uses the centralized mode to
process demand information, and the other one uses the scattered mode.

157.3.1 Centralized Mode to Process Demand Information

In this way, retailers of the first stage in the supply chain observe customers’
requirements; forecast the average demand by using moving average P (p [ 5)
demand observations, which is projected to identify target inventory levels. Then
orders are issued to wholesalers, the second phase of the supply chain. When the
wholesalers received orders and the average forecast demand data, they use the
predicted values to determine their target inventory levels, and then issued orders
to distributors, the third stage of the supply chain. Similarly, the distributors
receive the orders and the average forecast demand information, the use of the
predictive value to determine the target inventory level and place orders to the
fourth stage of the supply chain—manufacturers.

In this mode, each stage of the supply chain receives the average demand
information from the retailers, and then determines the min–max inventory policy
according to it. Therefore, demand information, forecasting methods and inventory
strategies are put together in this chapter.
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Based on the above analysis, it can be elicited that the relationship between
Var Qk
� �

(the variance of order placing in each stage) and Var Dð Þ (the variance of
customer demand) is as follows.

Stage 1:

Var Q1ð Þ
Var Dð Þ � 1þ 2L1

p
þ 2L2

1

p2

;
Stage 2:

Var Q2ð Þ
Var Dð Þ � 1þ 2 L1 þ L2ð Þ

p
þ 2 L1 þ L2ð Þ2

p2

Stage 3:

Var Q3ð Þ
Var Dð Þ � 1þ 2 L1 þ L2 þ L3ð Þ

p
þ 2 L1 þ L2 þ L3ð Þ2

p2
. . . . . .

Stage K:

Var qk
� �

Var Dð Þ � 1þ 2
Pk�1

i¼1 Li

p
þ

2
Pk�1

i¼1 Li

� �

p2

where D is the custom demand (received from the retailers);

K is the difference in supply chain including retailers, wholesalers, distributors,
manufacturers, and so on;
qk is the order amount placed from stage k - 1 to stage k;
Li is the leading time between stage i and stage i ? 1;
P is the capacity of the demand sample: the order observations;
Var(D) is the variance of customer demand received from the retailers;
Var(qk) is the variance of demand in stage K, or it can also be described as the
variance or demand order amount placed from stage k - 1 to stage k.

157.3.2 Decentralized Mode to Process Demand Information

In this way, wholesalers predict the average demand based on moving average
method according to p(p [ 5) observations (that is to say the recent p orders from
retailers), determine the target inventory levels, and then place orders to each
distributors. Distributors make moving average according to the p orders placed by
wholesalers, establish the average value and the standard deviation, determine the
target inventory levels and then place orders to manufacturers. Based on the above
analysis, the relationship between variance of orders placed in each stage Var Qk

� �
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the variance of orders placed in each stage) and Var Dð Þ (the variance of customer
demands) can be deduced as follows.

Stage 1: Stage 2:

Var Q2ð Þ
Var Dð Þ � 1þ 2L1

p
þ 2L2

1

p2

� �

1þ 2L2

p
þ 2L2

2

p2

� �

Stage 3:

Var Q2ð Þ
Var Dð Þ � 1þ 2L1

p
þ 2L2

1

p2

� �

1þ 2L2

p
þ 2L2

2

p2

� �

1þ 2L3

p
þ 2L2

3

p2

� �

. . .. . .

Stage K:

Var qk
� �

Var Dð Þ �
Y

k�1

i¼1

1þ 2Li

p
þ 2Li

p2

� �

157.3.3 Comparison of the Two Treatments

All references [2–4] described that, no matter which prediction method it chose,
variance of order amount will gradually increase between each stage in supply
chain. Thus variability of orders placed by wholesalers is bigger than it placed by
retailers. The difference between the two demand information treatments is that the
demand increment from one stage to another is different.

Figure 157.3 shows the comparison of the two treatments. By using the cen-
tralized mode, order variance is calculated in total leading times and increasing in
a simple superimposing way [5, 6]. By using the scattered mode, order variance
redoubled. Therefore, if the demand information is attainable in each stage of the
supply chain, bullwhip effect can be reduced significantly.

Fig. 157.3 Degree of changes under centered processing mode and scattered processing mode
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157.4 Conclusion

Through the above analysis and discussion, the method proposed in this chapter
can control bullwhip effect effectively. It is conducive for setting the safety stock.
For retail enterprises, it can help to determine customer demand reasonably while
guaranteeing the service levels remain still. Thereby, the variability of orders to
manufacturers will be reduced significantly, the cost will be saved, and competi-
tiveness of enterprises can be enhanced.
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Chapter 158
An Epidemiological and Analysis of Sleep
Problems of Children Aged 0–7
in Fengrun District, Tangshan

Ling Xue, Shulan Pang, Weijun Guan, Ruigeng Liu and Yang Zhao

Abstract To understand the status, the related factors of sleep problems of
children aged 0–7, and the influence on their health, 831 children aged
0–7 years old were sampled from Fengrun district of Tangshan. Questionnaires
responded by the parents showed that the children sleep for 11.22 ± 1.69 h in
daytime and 9.03 ± 1.19 h at night. A total of 22.3% of the children reported
to have sleep problems in which 23.1% were girls and 21.3% were boys. The
three most frequent sleep problems were night sweating (8.7%), early waking
(4.3%), and snoring (3.8%). The risky factors that initiated sleep problems
includes mothers’ anxiety, sleep disorder of fathers, children’s catching cold,
snore of fathers, and the difficult temperament of children. The survey showed
that there was certain sleep problems among children aged 0–7 years in
Fengrun of Tangshan. The possible negative influence on the growth and
development of children deserves more attention from both the parents and
those who work in medical industry.

Keywords Children � Sleep problems � Epidemiology � Survey

158.1 Introduction

Man spends 1/3 of his life in sleep as it is an important physiological process for
body’s recovery and adjustment. Enough sleep can help children to develop both
intellectually and physically. With the development of modern medicine,
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infectious and malnutrition diseases that once seriously affected children’s health
had decreased significantly, which makes the children’s sleep problems relatively
more prominent. Sleep problems referred to a variety of psychological disorder
during sleep. Symptoms related to sleep problems are snoring, waking by choke,
mouth breathing, sleep apnea, squirm, sweating, body twitching, enuresis, etc.
Chronic sleep problems can lead to neurohumoral changes. Slight symptoms are
inattention, mental retardation, growth retardation, and growth difficulties. Crit-
ical disorder can cause sudden death during sleep [1]. In this study, epidemio-
logical survey was adopted to know about the general situation of sleep
problems in Fengrun district. The results would provide basis for prevention of
sleep disorders of children, improvement of the sleep quality and the promotion
of children’s physical and mental development.

158.2 Study Objectives and Methods

158.2.1 Study Population and Data Collection

This was a cross-sectional survey of samples selected randomly from Fengrun
district in Tangshan city in May, 2008. Eight hundren and thirty one com-
munity children aged 0–7 joined the survey. The children surveyed must
live with their parents or at least live with one parent in the past year, and
have no serious congenital or infectious diseases. In this study, 896 ques-
tionnaires were distributed, and 831 questionnaires were valid, which made
the response rate 92.7%. The gender proportion of male and female were 53.1
and 46.9%. Age was categorized as \1, 1-years, 2-years, 3-years, 4-years,
5-years, and 6–7 years. All the respondents acknowledged the assessments
and the study.

158.2.2 Study Questionnaire

The questionnaire made reference to the revised version of clinical questionnaire
of the Sleep Center at Children’s Hospital, University of Sydney, Australia [2].
On this basis, the questionnaire was revised according to the situation in Tangshan
and included seven parts, a total of 61 points. The questionnaire covered age, sex,
nationality, growth and development history, disease history, birth and feeding
conditions, sleeping conditions in the past month, general family conditions, living
condition, parents’ sleep condition, etc. The questionnaires were completed by the
parents.
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158.2.3 Diagnostic Criteria for Sleep Problems

In this study, symptoms of sleep problems include the following, snore, throat
choke, apnea, squirm, mouth breathing, sweating, body twitching, odontoprisis,
somniloquy, sleepwalking, enuresis, awake by choke, difficulty in falling asleep,
early awakening, nasal congestion, nightmares, night terrors, limb pain, early
sleep, and nocturnal waking. No children have other organic diseases than respi-
ratory diseases. And enuresis is for children over 5 years only. The criteria of sleep
problems were that any of the above symptoms occur once or more than once a
week.

158.2.4 Statistics Analysis Method

Statistical analysis was carried out by using SPSS 12.0 software. The statistical
description of the socio-demographic and general sleeping conditions variables
was performed by using frequencies, percentages and chi-square test. Non-con-
ditional logistic regression analysis was used in multivariate statistical analysis of
sleep problems.

158.3 Results

158.3.1 Demographic Characteristics of the Participants

Totally 896 questionnaires were distributed, and 831 were eligible for data
analysis, which means the valid rate was 92.3%. In this 441 (53.1%) participants
were males, 390 (46.9%) were females. The proportions of the participants of
different age were 155 (18.7%) for 0 year old, 21 (2.5%) for 1 year old, 20
(2.4%) for 2, 140 (16.8%) for 3, 175 (21.1%) for 4, 238 (28.6%) for 5, 76 (9.1%)
for 6 and 6 (0.7%) for 7, respectively. Most of participants (68.9%) were
2–6 years old.

158.3.2 General Situation of Sleeping

This study assesses general situation of children’ sleep by studying the sleep
time. The results are shown in Table 158.1. The comparison between all day
sleep time and night sleep time among different age group was of statistical
significance.
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158.3.3 Status of Sleep Problem

The incidence of sleep problems among the 831 children was 22.3% (185/831),
and that of boys’ sleep problems was 23.1% (102/441) while girls’ was 21.3% (83/
390). The difference of the incidence between boys and girls is not of statistical
significance (v2 = 0.408, P = 0.523), but there were significant differences
among different ages (v2 = 24.076, P \ 0.001). Children of younger age generally
had higher incidence of sleep problems, as shown in Table 158.2.

158.3.4 Related Symptoms of Sleep Problems of Children

Related symptoms of sleep problems are presented in Table 158.3. In this study,
the top three high incidence of sleep problems were sweating at night (8.7%), early
waking (4.2%), and snoring (3.7%).

158.3.5 Analysis of the Course of Sleep Problems of Children

In this study, the single factor analysis was processed first. Sleep problems were
not regarded as the dependent variable. The independent variable were including

Table 158.1 Frequency
distribution of the
participants’ sleep situation
(n = 831)

Ages group Cases Total sleep time (h) Night sleep time (h)

0- 155 12.50 ± 2.66 8.70 ± 1.92
1- 21 11.88 ± 1.60 9.00 ± 1.52
2- 20 11.08 ± 1.20 9.05 ± 0.95
3- 140 11.26 ± 1.01 9.34 ± 0.91
4- 175 10.92 ± 1.03 9.15 ± 0.82
5- 238 10.67 ± 1.23 8.96 ± 0.96
6-7 82 10.54 ± 1.10 9.09 ± 0.87
Total 831 11.22 ± 1.69 9.03 ± 1.19

Table 158.2 Comparison
between children of different
ages regarding the incidence
of sleep problems (n = 831)

Ages group Headcount Sleep problems v2 P

Cases Incidence (%)

0- 155 54 34.8 24.076 0.001
1- 21 7 33.3
2- 20 6 30.0
3- 140 18 12.9
4- 175 35 20.0
5- 238 48 20.2
6–7 82 17 20.7
Total 831 185 22.3
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seven parts, a total of 61 issues, just as situation of mother during pregnancy,
conditions of birth and feeding, situations suffering from respiratory diseases,
general situation of family, living condition, parents sleep condition, children
behavior. An unconditional logistic regression analysis was applied in this study.
Inclusion criteria was a = 0.05. The dependent variable was having sleep
problems or not, the independent variables were 24 statistically significant
variables in the single factor analysis. The results observed were that risk factors
of sleep problems including anxiety emotion of mother, sleep disorder of father,
cold of children, snore of father, and the difficult temperament of children.
(Table 158.4).

Table 158.3 The incidence of related symptoms of sleep problems

Symptoms Male (n = 441) Female (n = 390) Total (n = 831)

Cases Incidence (%) Cases Incidence (%) Cases Incidence (%)

Throat choke 1 0.2 0 0.0 1 0.1
Apnea 1 0.2 0 0.0 1 0.1
Sleepwalking 0 0.0 1 0.3 1 0.1
Enuresis 1 0.2 2 0.5 3 0.4
Night terrors 1 0.2 3 0.8 4 0.5
Awake by choke 1 0.2 4 1.0 5 0.6
Nightmare 2 0.5 3 0.8 5 0.6
Limb pain 2 0.5 3 0.8 5 0.6
Sleep early 4 0.9 4 1.0 8 1.0
Nasal congestion 6 1.4 3 0.8 9 1.1
Awake at night 3 0.7 7 1.8 10 1.2
Somniloquy 5 1.1 5 1.3 10 1.2
Body twitching 8 1.8 2 0.5 10 1.2
Mouth breathing 11 2.5 9 2.3 20 2.4
Odontoprisis 18 4.1 4 1.0 22 2.6
Squirm 9 2.0 13 3.3 22 2.7
Difficulty in falling asleep 8 1.8 15 3.8 23 2.8
Snore 19 4.3 12 3.1 31 3.7
Early awakening 20 4.5 15 3.8 35 4.2
Sweating 40 9.1 32 8.2 72 8.7

Table 158.4 The unconditional logistic regression analysis of sleep problems

Variable bb Wald v2 P OR OR 95% C.I.

Difficult temperament 0.857 3.949 0.047 2.357 1.012 * 5.488
Snore of father 1.035 7.626 0.006 2.815 1.350 * 5.869
Cold of children 1.282 11.173 0.001 3.602 1.699 * 7.637
Sleep disorder of father 1.782 4.806 0.028 5.942 1.208 * 29.235
Anxiety of mother 1.837 4.903 0.027 6.278 1.235 * 31.914
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158.4 Discussions

Infant sleep quality of children directly affected children’s brain development and
hormone levels The study about infant sleep problems was significant for chil-
dren’s growth and development. In this study, 831 children of 0–7 years old
accepted the survey. The mean of total sleep time was (11.22 ± 1.69) h, which
was decreasing with the increasing age. The result was higher than the data
Shaoping Yang got in the analysis on sleep situation of 3–6 years old children in
Wuhan (10.04 ± 1.82) h. The incidence of sleep problems was 22.3%, which is
consistent with the most study results abroad (20–25%) [3, 4], but significantly
lower than the reported results in Shanghai of 1–23 months children and in
Sweden [2, 5].

The study results revealed that primary risk factors of sleep problems include
anxiety of mother, sleep disorder of father, cold of children, snore of father, and the
difficult temperament of children. The children whose mother had anxiety was
6.278 times more possible to have sleep problems than those whose mother had no
anxiety. The mother being down in spirits, anxiety, or depression during pregnancy
period or in long-term, the risk of sleep disorders in children would increase,
consistently with Armstrong’s results [6]. If the parent suffered from anxiety or
depression for long-term, the negative emotions would inevitably affect the neu-
ropsychological development of children and these changes would be reflected
during sleep directly or indirectly. However, the conclusion does not exclude that
sleep behaviors of children was affected by negative emotions of parents through
inheritage [7]. Those children, whose fathers have sleep disorders, had higher risk
of sleep problems. In this survey, compared with parents without sleep disorders,
the incidence of sleep problems of children whose parents had sleep disorders had
increased by 4.942 times. The results also showed that father’s snoring affected
children’s sleep. In China, infants often sleep with their parents in a bed or a room.
Children’s sleep environment and quality may be affected by fathers snoring.
In addition, respiratory diseases had the highlighted impact on children’s sleep.
Cold was a risky factor to sleep problems in this study. The occurrence of para-
somnias might be related to the normal development of children. Due to the
growth, the airway of respiratory system became arrow due to teeth and pharyn-
geal lymphoid tissue (tonsil and adenoid) in the physiological development peak,
so prone to somniloquy, odontoprisis, and snore [8]. If having a cold at this time,
symptom of airway obstruction would gradually aggravate by tonsil and adenoid
hypertrophy, caused by chronic inflammation or allergic lesions of mouth, pharynx
and nose, and it may result in sleep disorder.

In abroad study in infant, children of difficult temperament were prone to wake
up significantly more frequently than those easily raising children at night [9]. The
results also showed in this study, children of difficult temperament were more
prone to sleep problems. Psychological and behavioral problems tended to occur to
children of difficult temperament when not adapted to the environment. Children
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in difficult temperament were sensitive to living and sleep environment, and dif-
ficult to adapt to strange surroundings, so the sleep would be affected.

For children, sleep is an important guarantee for their growth and development.
The impeccable structure of sleep had a very important role to development and
maturation of the central nervous system. Sleep quality affected children’s body
and mind development directly. Therefore, it was of great significance to be more
concerned with children’s sleep problems so as to prevent potential unhealthy
factors that may influence the physical and mental health of children and create a
good sleep environment.
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Chapter 159
Study on Medical Scale of Reproductive
Women in Rural Areas and Its Influencing
Factors Analysis

Xiao Dong Xie, Hui Sun and Yong Hong Xiao

Abstract To know the medical scale of child-bearing age women in rural areas
and its influencing factors and to provide a reasonable basis for the allocation of
medical resources for the government, 903 women of child-bearing age in rural
areas of Hebei Province were chosen with multistage cluster sampling method and
their medical scales were investigated by the self-scale questionnaire, then data
were analyzed with v2 test and logistic regression method. The results showed that
the medical scale below county grade was 76.0% for child-bearing age women in
rural areas. Occupation, education level, number of pregnancies, induced abortion
times were the main factors influencing the medical scale of child-bearing age
women. So the government should strengthen country health services and expand
the scope of services to provide appropriate health service environment. With the
national medical health system reform, the government has reinforced the medical
facilities to provide the health service for rural residents, especially for child-
bearing age women, to make the health service near, convenient and inexpensive.
But the related study on rural women of child-bearing age medical scale and its
influencing factors are still in the blank fields, therefore, the paper studied the
medical scale of reproductive women in rural areas and its influencing factors
analysis to make government plan health service and reasonably distribute the
medical resources.

Keywords Women of child-bearing age � Influencing factors � Medical scale
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159.1 Subjects and Methods

159.1.1 Survey Object

In Hebei province, random sample of ten countries were chosen using a multi-
stage cluster sampling method, each country was randomly selected as one
township, then each village was collected in the township, in which all child-
bearing age women from 20 to 59 years old, the total survey 903 cases were
regarded as survey objects.

159.1.2 Methods

Using self-designed questionnaire, all objects were investigated by face-to-face
interview survey. Content of questionnaire included: (1) General situation
includes seven factors: sex, age, ethnicity, education level, occupation, marital
status and income. (2) Reproductive health: including whether the patient suf-
fered gynecological diseases, pregnancy or artificial abortion times. (3) Medical
scale: � county and township level and below, ` county-level, ´ above the
county-level.

159.1.3 Statistical Analysis

Using SPSS13.0 statistics soft, univariate analysis was carried with v 2 test,
multivariate logistic regression was used to analyze the influencing factors.

159.2 Results

159.2.1 Information Overview

In total 903 cases of child-bearing age women from 20 to 59 years old, the average
age was 34.28 years old, cultural degree in high school and above was 44.3%,
elementary school 39.3 and 16.4% junior high school, marital status in first-
marriage was 74%, other 26%.
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159.2.2 Univariate Analysis Influencing Medical Scale

159.2.2.1 General Situation

There were significant differences in the medical scale among different marital
status, education level and occupation (P \ 0.05) (Table 159.1).

159.2.3 Reproductive Health

The effects of gynecological diseases, pregnancies, abortion on the medical scale
were significant (P \ 0.05), (Table 159.2).

159.2.4 Multivariate Analysis

Choosing the medical scale as a dependent variable, significant factors by single
factor analysis were analyzed with logistic regression model. These factors were
assigned in Tables 159.3 and 159.4.

Discuss: The influence could be seen from the table, affecting women of child-
bearing age to medical scale are various factors [1], Logistic regression results

Table 159.1 Univariate analysis of general situation influencing medical scale

Variable Influencing factors Group below Below
county

County Above
county

v2 P

X1 Age (years) 20* 78 224 72 1.492 0.474
30* 68 209 90
40* 50 139 55

X2 Education Primary school 53 77 28 23.639 0.000
Junior high

school
80 235 79

High school
and above

63 260 110

X3 Professional Farmers 108 234 96 10.254 0.006
Workers 42 154 46
Intellectuals 21 98 50
Individual 25 88 25

X4 Annual household
income (million)

\1 57 202 75 0.904 0.636
1* 92 229 87
2* 47 141 55

X5 Marital status First-marriage 178 522 75 15.135 0.001
Other Cases 38 50
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showed: (1) when county-level and below compared with above the county-level
in the medical scale choice, from occupation, farmers and workers choosing the
county and township level were more than individual (P \ 0.05), because county-
level and below may be a simple procedure, need not spend a very long time and
medical expenses. There was no significant difference in medical scale choice
between career 3 (Intellectuals) and 4 (Individual) (P [ 0.05), while intellectuals
accounted for lower in the composition of the sample. The medical scale choosing
county-level and below in primary school culture was more than high school
degree and above (P \ 0.05), but there was no significant difference in the medical
scale choice between middle schools and high schools (P [ 0.05), and there was

Table 159.2 Analysis of the reproductive health influencing medical scale

Variable Influencing factors Group below Below
county

County Above
county

v 2 P

X6 Gynecological
diseases

Had not
contracted

136 235 104 9.255 0.010

Suffered 89 216 121
X7 Number of

pregnancies (time)
1 61 210 82 10.072 0.007
2 60 189 64 23.639 0.000
3 or more 50 72 39

X8 Abortion (times) 0 not done 109 314 109 7.880 0.019
1 31 115 67
2 or more 40 72 29

Table 159.3 The variables and their assignment

Factors Variable name Assignment

Education X2 Primary school = 1
Junior high school = 2
High school = 3

Professional X3(1) farmers 1 0 0
X3(2) workers 0 1 0
X3(3) intellectuals 0 0 1
X3(4) individual 0 0 0

Marital status X5 1 = first-marriage 0 = other cases
Gynecological diseases X6 1 = suffered 0 = had not contracted
Number of pregnancies (time) X7(1) 1 1 0

X7(2) 2 0 1
X7(3) 3 or more 0 0

Abortion (times) X8(1) 1 1 0
X8(2) 2 or more 0 1
X8(3) Not done 0 1

Medical scale Y 1 = county-level and below
2 = county-level
3 = county-level and above
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no significant difference between artificial abortion 1–3, pregnancy induced
abortion number 1–3 times and pregnancy (P [ 0.05), while compared with
pregnancy 3 times, pregnancy 2 times more inclined to choose at or above the
county-level on the scale (P \ 0.05). As the pregnancy and abortion increased, the
number selecting the higher scale increased, there medical conditions may be a
good major hospitals, doctors may be on a high standard [2] (2) Town and at or
above the county-level, when compared between town and at or above the county-
level, there were no significance difference in the medical scale between career
1 and 4, career 2 and 4 (P [ 0.05), women of career 3 and 4 more likely chose the
county and above scale of a medical institution (p \ 0.05), intellectual economy
condition is good, their health sense is strong. Cultural degree 1 and 3 in choosing
medical scale was no difference (P [ 0.05), there was no significant difference in

Table 159.4 Logistic regression results

Medical scale B Std. error v2 df 95% confidence interval
for exp (B)

P OR Lower
bound

Upper
bound

1 Intercept 0.554 0.241 5.269 1 0.022 – – –
[Professional = 1] 1.044 0.345 9.172 1 0.002 2.841 1.455 5.584
[Professional = 2] 0.704 0.303 5.411 1 0.020 1.495 0.273 0.895
[Professional = 3] -0.647 0.441 2.148 1 0.143 0.524 0.221 1.224
[Professional = 4] 0b . . 0 . . . .
[Education = 1] 0.973 0.352 7.642 1 0.006 2.645 1.327 5.270
[Education = 2] 0.453 0.293 2.397 1 0.122 1.573 0.886 2.793
[Education = 3] 0b . . 0 . . . .
[Pregnancies = 1] -0.526 0.299 3.102 1 0.078 0.591 0.329 1.061
[Pregnancies = 2] -1.083 0.329 10.824 1 0.001 0.339 0.178 0.645
[Pregnancies = 3] 0b . . 0 . . . .
[Abortion = 1] -0.397 0.288 1.903 1 0.168 0.672 0.383 1.182
[Abortion = 2] -0.579 0.294 3.884 1 0.049 0.560 0.315 0.997
[Abortion = 3] 0b . . 0 . . . .
2 Intercept 1.342 0.349 14.757 1 0.000 – – –
[Professional = 1] -0.540 0.298 3.291 1 0.070 0.583 0.325 1.044
[Professional = 2] -0.069 0.308 .050 1 0.823 0.934 0.511 1.706
[Professional = 3] -0.628 0.282 4.967 1 0.026 0.533 0.307 0.927
[Professional = 4] 0b . . 0 . . . .
[Education = 1] 0.185 0.304 .370 1 0.543 1.203 0.663 2.184
[Education = 2] 0.717 0.241 8.852 1 0.003 2.049 1.277 3.287
[Education = 3] 0b . . 0 . . . .
[Pregnancies = 1] -0.017 0.259 .005 1 0.946 0.983 0.592 1.632
[Pregnancies = 2] -0.526 0.274 3.681 1 0.055 0.591 0.345 1.011
[Pregnancies = 3] 0b . . 0 . . . .
[Abortion = 1] -0.024 0.245 0.010 1 0.922 0.976 0.605 1.577
[Abortion = 2] -0.702 0.281 6.228 1 0.013 0.496 0.286 0.860
[Abortion = 3] 0b . . 0 . . . .
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choosing the medical scale between cultural degree two and three (P \ 0.05).
The reproductive health understanding and demand in high education degree
women are higher and can actively take own of rights [3]. There was no significant
difference in choosing the medical scale between abortion 1 and 3, artificial
abortion 2 and 3, the number of pregnancies 1 and 3 (P [ 0.05), women of
pregnancy 2–3 times more likely chose above the county-level hospitals
(P \ 0.05). We can find out the medical scale choice of child-bearing age women
pay attention to saving time, simple procedures, low healthcare costs and so on [4]
therefore government should improve and perfect the county hospital as the center,
regarding village hospital at or above the county-level with the village for hub,
rural health act foundation three-level medical and health service system, forming
ailment out township, a serious illness into hospital medical services in the new
pattern [5].

159.3 Conclusion

It was necessary for the related department to increase the financial investment for
town and village medical institution, to improve the medical condition of village
clinics and improve the new rural cooperative medical system, so as to ensure the
reproductive health of rural child-bearing age women.
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Chapter 160
The Exploratory Research Using
BP Neural Network to Analyze
the Influencing Factors of Hospitalization
Expenses in Acute Appendicitis

Jianhui Wu, Jie Tang, Guoli Wang and Sufeng Yin

Abstract It has no requisition to the distribution of hospitalization expenses using
BP neural network, and the network can fit the complex relations between input
and output variables. The article establishes the model of BP neural network, and
analyzes influencing factors of hospitalization expenses in acute appendicitis. The
results display: the first factor influencing hospitalization expenses is the days in
hospital. In order to control expenses of acute appendicitis, hospitals should
improve the levels of diagnosing and treating, and decurtate days in hospital.

Keywords Neural network � Hospitalization expenses � Acute appendicitis �
Influencing factors � Days in hospital

160.1 Introduction

In recent years, the problem of expensive hospitalization expenses in our country
has been concerned. The research to analyze the influencing factors of hospital-
ization expenses and make medical resources reasonable has become a focus. The
researches before [1] concerning the influencing factors of hospitalization
expenses in acute appendicitis mostly use multiple linear regression method.
However, expenses are generally skewed distribution and influenced by many
complex factors; multiple linear regression method is limited in the application.
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This article analyzes influencing factors of hospitalization expenses in acute
appendicitis by the establishment of a BP neural network model.

160.2 Principle of BP Neural Network

Back propagation (BP) network is a multi-layer mapping network that can back
propagate errors and modify the internal structure. It can solve the smallest error of
mean square between actual output and expected output. When the parameters
appropriate, the network can conve a smaller mean square and is widely used in
many aspects.

BP network includes one input layer, one output layer and one or more hidden
layers, and neurons of different layers are connected by weights. The information
propagates from input layer processed by hidden layer to output layer, if not the
expected output, then turn back propagation and recursive calculate the error.
Gradually adjust the weights in each layer when error propagates and ultimately
make the error within the permitted extent [2]. BP neural network has no requi-
sition to the distribution of hospitalization expenses, and can fit the complex
relations between input and output variables.

160.3 Principle of Sensitivity Analysis

The sensitivity analysis based on the model of BP neural network is to change part
of the input and observe the change of output, and to determine the degree of
importance of each input variable. The categorical variables use normalized val-
ues, and continuous variables use four equal portions of the split point, that is 0,
0.25, 0.5, 0.75 and 1. Changing the inputs, recording the differences between the
maximum and minimum outputs, then calculating the proportions of maximum
output that the differences account for. Ultimately the sensitivity is the mean of all
the recorded proportions [3].

160.4 Neural Network Model and Sensitivity Analysis

160.4.1 Case Study

Collect information of acute appendicitis patients from 2007 to 2009 in some
hospital in Tangshan City, and delete cases with missing values, ultimately the
effective cases are 1,083. Select variables of gender, marital status, whether the
first admission, the cost categories, treatment outcome, admission condition, age,
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days in hospital, whether surgery, whether other diagnoses and expenses, then
encode in excel (Table 160.1).

160.4.2 Methods

Establish BP neural network and sensitivity analysis by Matlab7.1.0. Take
expenses as output variable, and the other 10 variables as inputs. Programing and
selecting different number of neurons in hidden layer, different training algorithm,
repeatedly train the data for 100 times, and set parameters of the network. Finally
establish one model that fitting ability and simulation capability of the network
reach an appropriate level. Then by sensitivity analysis, observe the main factors
that have impaction on hospitalization expenses.

160.4.3 Results of Neural Network Modeling

Normalize the data to [0,1], and set transfer-function between hidden and output
layers as logsig function. Set indicator of error performance of network as SSE,
and its target as 0.05. The maximum training step is set to 1000. Through repeated
training of different numbers of neurons in hidden layer and different training
algorithms, the eventual model and main parameters of the model are established
as shown in Table 160.2.

Table 160.1 Factors and code

Code Factor Specific coding

X1 Gender 1 = male, 2 = female
X2 Marital status 1 = married, 2 = others
X3 Whether the first admission 1 = the first time, 2 = not the first time
X4 Cost categories 1 = average patient, 2 = health insurance,

3 = cooperative medical care, 4 = retired cadres,
5 = other insurance

X5 Treatment outcome 1 = heal, 2 = improve, 3 = healed
X6 Admission condition 1 = general, 2 = acute, 3 = disease risk
X7 Age (years)
X8 Days in hospital (days)
X9 Whether surgery 0 = not surgery, 1 = surgery
X10 Whether other diagnoses 0 = none, 1 = with other diagnoses
Y Total expenses (dollars)
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160.4.4 Results of Sensitivity Analysis

Results show that the top three factors are days in hospital, whether surgery and
age. Marital status and gender have little influence on expenses. The order of
factors is in Table 160.3.

160.5 Conclusion

Althouth the neural network has the advantages such as widely used and high fault
tolerance, there are no clear standards in setting parameters of model. It needs to
training network of different parameters repeatedly and eventually establish a
relatively appropriate model.

In this article, the BP neural network model is established and then conducts
sensitivity analysis that is based on information of hospitalization expenses in
acute appendicitis. The results show that days in hospital, whether surgery and age

Table 160.2 Main parameters of the network model

Parameters of
neurons

Parameters of training Simulating results
of test set

Fitting results
of training set

Hidden layer:1 Training
algorithm:trainlm

R = 0.81625 R = 0.86211

Neurons in hidden
layer:15

Training times when
stopped: 12

R2 = 0.66626 R2 = 0.74324

Neurons in input
layer:10

Learning speed: 0.01 R2
adj ¼ 0.66315 R2

adj ¼ 0. 74085

Neurons in output
layer:1

Indicator of error:SSE SSE = 8.4022e ? 008 SSE = 2.6585e ? 009
SSE awhen stop

training:1.29072
MSE = 7.8379e ? 005 MSE = 2.4799e ? 006

RMSE = 2236.4 RMSE = 1751.1

a SSE is to the data normalized

Table 160.3 Results of
sensitivity analysis

Order Factor Sensitivity

1 Days in hospital 0.6370
2 Whether surgery 0.4884
3 Age 0.3644
4 Treatment outcome 0.2589
5 Whether other diagnoses 0.2234
6 Cost categories 0.2146
7 Admission condition 0.1977
8 Whether the first admission 0.1955
9 Marital status 0.1047
10 Gender 0.0851
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are the top three factors influencing expenses of acute appendicitis. This is con-
sistent with the results of some previous studies [4, 5]. Focus on improving the
level and efficiency of hospital, and shorter days in hospital on the basis of
ensuring proper and high-quality treatment, medical resources can be taken good
advantage of and expenses of patients can be reduced [6]. This is one effective way
to control hospitalization expenses in acute appendicitis and optimize allocation of
health resources.
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Chapter 161
The Study on Toxicokinetics
and Distribution of CdSe Quantum
Dots in Rats

Houjun Xu, Qingzhao Li, Yu Su, Yulan Hao,
Licheng Yan and Haijuan An

Abstract We aimed to investigate the difference in toxicokinetics and tissue
distribution of different sizes and soluble cadmium selenide (Quantum dot) QD in
rats. Male SD rats were divided randomly into five groups by size and dissolubility.
The tail vein of rats was exposed to each CdSe QD. After the exposure the blood
samples were taken from rats in the following time: 1st, 12th, 24th, 36th, 48th, 60th h.
The liver, kidney, brain and testes were removed the next day and the concentration
of cadmium in the blood and the organs of each group using ICP-AES was monitored.
The content of cadmium in the blood had a trend of decreasing gradually after CdSe
QDs exposure. The bigger the particle diameter, the sooner the concentration of
cadmium in blood and the distribution. The metabolic rate of dissolved CdSe is
faster than other indissolvable ones. The metabolism of CdSe QD was a first order
two-compartment model. These results reveal the potential risks of their future
applications in medicine and in semiconductors.

Keywords Nanoparticles � Cadmium selenide � Quantum dots (QDs) �
Toxicokinetics � Distribution

161.1 Background

Nanotechnology offers many benefits in various fields, such as drug delivery, imaging,
water decontamination, information and communication technologies, as well as
for the production of stronger, lighter materials [1]. Synthesis of nanomaterials
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has become increasingly more common since the early 1980s. Various kinds of
nanomaterials, such as (QDs), carbon nanotubes and fullerenes, have been synthe-
sized, and quite a few have been commercialized (e.g. CdSe QDs). The nanotech-
nology market is predicted to be valued at $1 trillion by 2012, so the likelihood of
exposure to synthesized nanomaterials will exponentially increase. Thus, there is
an immediate need for research to address uncertainties about the health and
environmental effects of nanoparticles. The interactions of nanoparticles with cells
and tissues are poorly understood in general, but certain diseases have been proven to
be associated with uptake of nanoparticles.

161.2 Introduction

Common cadmium selenide is beige or red crystal. It is mainly applied in the field
of electron emission and spectral analysis. The median hethel dose (LD50) is
2.425 mg/kg in mice for oral use, so it has the adverse effect for taking and
breathing into body. Quantum dots (QDs) are colloidal nanocrystalline semicon-
ductors with unique optical and electrical properties, because of their large specific
surface and high chemical activity [2]. As a new type of inorganic fluorophore, it is
gaining widespread recognition and is rapidly applied to fluorescent labeling of
cellular proteins [3], cell tracking, and even imaging in vivo [4]. Although some
reports have evaluated the cytotoxicity of a few of QDs in different cell lines in
different circumstances [5–8], little is known about its effect on the health and
environment of cadmium selenide QD, and also its general toxicity in vivo and
invitro. In fact, many QDs may seem harmless, but they can be destabilized
because of their sequestration in tissues and long-term exposure to the bioenvi-
ronment. Cell functions and structures could be damaged when cells are exposed
to unstable, poorly coated QDs. Even if the QDs are well modified, the potential
risks still exist.

161.3 Materials and Methods

SD rats, #, clean, 10-weeks old, weight 200-250 g, were purchased from: Beijing
Academy of Medical Sciences, Institute of Laboratory Animal Permit No.: SCXK
(Beijing) 2005-0013.

Main reagents and instruments CdSeI: size 2-3 nm; CdSeII: size 5-6 nm;
CdSeIII: size 7-8 nm; CdSeIV: the surface with a diameter of 2-3 nm wrapped
mercaptoacetic acid, soluble; purity of 99.5% specific surface area of 60m2/g
(by the Institute of Environmental Science and Engineering, Nankai University to
provide.) Digestion: nitric acid, hydrogen peroxide. Electronic balance, ETHOSA
Microwave Digestion System (U.S. MILESTONE products), IR-1000 inductively
coupled plasma atomic emission spectrometer (ICP-AES) (Thermo American
products) and so on.
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Groups of 30 SD rats were randomly divided into 5 groups, namely CdSe I,
CdSe II, CdSe III, CdSe IV and the control group, n = 6, free drinking water
consumption.

Preparation of drug solvent CdSe nano-ionized water was added to 10 ml,
3000 r/min centrifugal 10 min and supernatant, repeated three times. And then
adding the concentration of 10 mg/ml saline configured the turbid fluid, so that
after full the liquid was evenly ultrasonic. The CdSe I was coated by 2-3 nm
mercaptoethanol surface to form soluble cadmium selenide.

Each group of animals was exposed to, respectively, four one-off tail vein
injection of cadmium selenide nanoparticles of about 0.1 ml (about 40 mg/kg dose),
and control group injected with saline.

Toxicokinetics experimental detection index: in rats after intravenous injection
of 1, 15, 45 min exposure and 3, 10, 24 h, respectively, from the tail vein blood
1 ml, at 4�C after adding anticoagulants. By ICP-AES instrument for quantitative
analyse of cadmium selenide. Tissue distribution experiment: All the animals in
the first 2 days after exposure were killed after ether anesthesia, whichever is the
liver, kidney, testis, after digestion with ICP-AES instrument for quantitative
analysis of cadmium selenide.

Statistical analysis of data �x� s; dealing compartment model with 3p97
software processing and calculation of pharmacokinetic parameters T1/2 (half
time), K (elimination constant), V(L) (apparent volume of distribution), AUC
(area under the curve), CL (clearance), then analysis of variance with SPSS13.0
software.

161.4 Result of Study Methodology

The method of the experiment specific, high sensitivity, detection limit is 0.15 lg/L.
2d consecutive day precision detection method is the relative standard devia-
tion \5%, by the standard curve r2 C 0.99.

161.5 Result of Toxicokinetics

Twenty four hours after exposure in each group, was the time point blood concen-
trations of cadmium in blood samples, see Table 161.1. The blood sampling time as
the abscissa, the concentration of cadmium in blood samples for the longitudinal
coordinates, make the element cadmium in plasma concentration-time curve as
shown in Table 161.1.

Increasing the time after exposure gradually decreased blood in the cadmium
content. In the rat tail vein 24 h after exposure, in each experimental group the
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concentration of cadmium in blood samples had the following relationship:
CdSeI [ CdSeII [ CdSeIII [ CdSeIV [ control group. In the first 24 h after
exposure to blood, only CdSeI and CdSeII group can contain trace amounts of
cadmium detected which in the other group were not detected.

Table 161.2 shows CdSeIV of the elimination rate constant K and the apparent
volume of distribution V(L), where soluble cadmium selenide (CdSeIV) in the
body eliminates at speed higher than the other three groups (P \ 0.001), while the
CdSeIII and CdSeIV of semi-reduced Period (T1/2), area under the curve (AUC)
and clearance (CL) were lower than the first two groups (P \ 0.001), CdSeI and
CdSeII with basically the same parameters.

161.6 Result of Tissue Distribution

The experimental study of CdSe nanoparticles in each group 24 h after the
exposure in the rat liver, kidney, testis and the distribution of the results are given
in Table 161.3.

Table 161.1 Various time points of the blood concentrations of cadmium after caudal vein was
exposed x� s; n ¼ 6; lg=gð Þ
Type of CdSe nanoparticles

Time CdSeI CdSeII CdSeIII CdSeIV Control

1 min 37.36 ± 5.66 21.42 ± 4.09 15.44 ± 2.19 1.94 ± 0.09 –
15 min 13.47 ± 4.95 9.45 ± 1.77 6.49 ± 1.25 1.54 ± 0.03 –
45 min 5.99 ± 1.21 5.42 ± 0.92 4.68 ± 0.75 1.37 ± 0.10 –
3 h 4.00 ± 0.93 2.90 ± 0.50 2.33 ± 0.59 1.01 ± 0.04 –
10 h 1.93 ± 0.07 1.75 ± 0.38 1.57 ± 0.07 – –
24 h 0.88 ± 0.05 0.77 ± 0.08 – – –

Note ‘‘–’’indicates not detected

Table 161.2 Parameters after rat tail vein administration of drug

Parameters of
drug action

CdSeI CdSeII CdSeIII CdSeIV

K 0.0015 ± 0.0002 0.00143 ± 0.0002 0.00172 ± 0.0001 0.00249 ± 0.0004**
V(L) 3.23 ± 0.621 4.000 ± 0.728 3.641 ± .0842 12.13 ± 3.132**
T1/2 (min) 456.77 ± 52.630 450.21 ± 47.335 295.66 ± 31.650* 236.88 ± 19.772**

AUC 4102.72 ± 199.622 3490.60 ± 202.450* 2435.27 ± 164.750* 567.76 ± 80.21**
CL (L/min) 0.00447 ± 0.0003 0.00573 ± 0.0004 0.00884 ± 0.0007* 0.0375 ± 0.0011**

* Compared with the CdSe I, P \ 0.001 **Compared with the CdSeI,IIand III, P \ 0.001
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161.7 Conclusion

The metabolism of nano-CdSe was a first order two-compartment model.
The smaller the size and the less soluble the nano-CdSe, the slower it was
eliminated from the blood and organs.
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Chapter 162
Study on Hydrological Simulation of Gan
River Based on SWAT-X Model

Yujie Fang, Wenbin Zhou and Dinggui Luo

Abstract Hydrological simulation is the basis of water resources management
and utilization. In this study, soil and water assessment tool (SWAT) model was
applied to Gan River Basin for hydrological simulation on ArcView3.3 platform.
The basic database of Gan River Basin was built using ArcGis9.2. Based on the
LH-OAT parameter sensitivity analysis, the sensitive parameters of runoff were
identified, including CN2, Gwqmn, rchrg_dp, ESCO, sol_z, GW_revap,
SOL_AWC, sol_k, canmx and Alpha_BF, and then model parameters related to
runoff were calibrated and validated using data observed in 20 hydrological
stations during 2001–2008. The simulation showed that the simulated values
were reasonably comparable to the observed data (Re \ 20%, R2 [ 0.7 and
Nash-suttcliffe [ 0.7), suggesting the validity of SWAT model in Gan River
Basin.

Keywords SWAT model � Distributed hydrological model � Hydrological sim-
ulation � Gan River � Parameter calibration

Supported by State Water Pollution Control and Treatment Project (2008ZX07526-008) and
National Science and Technology Support Program (2007BAC23B02) in China.

Y. Fang � W. Zhou (&)
Key Lab of Poyang Lake Environment and Resource Utilization
Ministry of Education, Nanchang University, Nanchang, China
e-mail: wbzhou@ncu.edu.cn

Y. Fang
e-mail: 289293905@qq.com

D. Luo
School of Environmental Science and Engineering,
Guangzhou University, Guangzhou, China
e-mail: ldggq@163.com

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_162,
� Springer Science+Business Media B.V. 2012

1367



162.1 Introduction

Variation of water resource depends on many aspects of environment, economy
and society; it has the potential to severely impact upon environmental quality,
economic development and social well-being. Hydrological simulations have been
performed for hundreds of years all over the world. From a modeling perspective,
hydrologic models can be divided into two categories: lumped models and dis-
tributed models.

As one of the distributed models, the soil and water assessment tool (SWAT)
allows a number of different physical processes to be simulated in a watershed and
is a public domain and open source integration model that allows the users to infer
modifications for tailor-made applications. In the incipient stage of this model, a
number of investigators evaluated the applicability of this model in different
regions [1]. Based on the databases (soils, land use, and topography) for the
conterminous U.S. at 1:250,000 scale, Arnold et al. [1] simulated the hydrologic
balance for each soil association polygon (78,863 nationwide) without calibration
for 20 years using dominant soil and land use properties and validated the model
by comparing simulated average annual runoff with long-term average annual
runoff from USGS stream gage records, and their results showed that the large-
scale hydrologic balance could be realistically simulated using a continuous water
balance model. Hernandez et al. [2] described a procedure for evaluating the
effects of land cover change and rainfall spatial variability on watershed responses,
and found that the model was able to characterize the runoff responses of the
watershed due to changes of land cover. Subsequently, some scholars have eval-
uated its sensitivity to different parameters (including soil data resolutions,
watershed subdivisions and topography) of runoff yield and sediment yield [3].
In recent years, SWAT has been widely applied for a number of studies in
catchments of quite different sizes, such as the responses of water resources to land
use changes and to climate variability [4, 5], sediment yield [6], agricultural
management [7] and pollution modeling [8].

Based on AVSWAT-X to simulate hydrology cycle in Gan River basin, our
objectives are: (1) to investigate the sensitivity analysis of parameters, and cali-
brations and validation of this model; (2) to evaluate the validity of model in Gan
River for water resources management and utilization.

162.2 Materials and Methods

162.2.1 Swat Model Description

The SWAT model is a distributed hydrological model developed by the United
States Department of Agriculture-Agriculture Research Service (USDA-ARS), and
it incorporates of several ARS models and is a direct outgrowth of the Simulation
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for Water Resources in Rural Basins (SWRRB) [9]. The most significant
improvements of the model between releases include: SWAT94.2, SWAT96.2,
SWAT98.1, SWAT99.2, SWAT2000, SWAT2005, and SWAT2009.

Water balance, which is the basic drive of SWAT model, includes rainfall,
runoff, seepage, evapotranspiration, base flow, interflow and so on. To predict
stream generation, SWAT uses a modified version of soil conservation service
(SCS) curve number (CN) method.

Hydrological Process changes with different land cover and land use. Based on
a digital elevation model (DEM) and stream networks, SWAT delineates water-
sheds into subbasins, which are further subdivided into hydrologic response units
(HRUs) with homogeneous land use, soil type and management practices. With
subbasins set-up, flow from each HRU in a subbasin is summed and then routed
through channels, ponds and reservoirs to the watershed outlet. SWAT calculates
surface runoff at daily time steps.

162.2.2 Study Area Description

Gan River [between 24�290–29�50N and 113�460–116�380E (Fig. 162.1)] locates in
the south bank of Yangtze River, and belongs to Poyang Lake Basin river system.
Gan River is the seventh biggest tributary of Yangtze River and the biggest river in
Jiangxi province. From south to north, Gan River flows its way across the city of
Ganzhou, Jian, Fengcheng, Zhangshu, Nanchang and pours into the Poyang Lake.

Fig. 162.1 Location of study area
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With a basin area of about 81,500 sq km, it belongs to subtropics moist monsoon
climatic region, with moderate climate, abundant rainfall (average annual long-
term rainfall H in the basin is 1400–1800 mm) and adequate lighting. Red soil
covers a large part of the basin, accounting for approximately 58%. With high
forest cover, the forest land accounts for about 65%.

During recent years, with economic growth, environmental deterioration and
the enhancement of the public environmental awareness, the study on issues of
water pollution in Gan River basin has already become more in-depth and
systemized.

162.2.3 Input Data Prepared for the SWAT Model Setup

Data required in this study include the DEM of the Gan River basin, soil prop-
erties, land use, weather and climate and observed basin discharge. These data
were obtained and are detailed below.

DEM. The DEM of the basin was derived from topographical data at the
resolution of 1:250,000. The data were obtained from Jiangxi Academy of Envi-
ronmental Science. The resolution for the basin DEM is 90 9 90 m.

Soils. Soil data at the resolution of 1:250,000 were obtained from a soil survey
completed by Bureau of Land Management of Jiangxi Province in 1990. Four
major soil types and their percentage distributions in the basin are: Red soil, which
covers 58.03% of the basin area, hydragric paddy soil (20.51%), grayed paddy soil
(3.50%) and yellow–red soil (3.09%).

Land use. According to the survey completed by the Department of Soil Survey
of Jiangxi Province in 2000, the land use in the Gan River basin can be categorized
into forested land. The resolution of these land cover is 1:100,000.

Meteorological data. In the SWAT model, the required meteorological inputs
for daily calculations of hydrological processes are daily precipitation, maximum/
minimum temperatures, net radiation (determined from observed solar and ter-
restrial radiation), near- surface wind and relative humidity of the air.

Runoff observations. Runoff observations were used for comparisons against the
modeled surface flow in calibration and validation. Daily streamflow data from the
20 hydrological stations were collected for these comparisons.

162.3 Results and Discussion

162.3.1 Construction of SWAT-X Model

Firstly, DEM and river networks were imported to the model for generalization
[creations of digital streams, and divisions of sub-basins and hydrologic response
unit (HRU)] of Gan River basin based on the platform of ArcView3.3. This study
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basin was divided into 81 subbasins (Fig. 162.1), through the thresholds of channels
(40 000 ha), land use (5%) and soil types (5%). Secondly, the meteorological input
files including rainfall data, maximum/minimum temperature, wind speed and
relative humidity were imported. In the model, the method of SCS runoff curve,
Penman–Monteith method and Variable Storage was selected for simulations of
runoff and potential evaporation, and calculations of channels, respectively.

Table 162.1 Final value of the parameter after calibration

Parameter Range of typical value Final value of the parameter

CN2 35–98 50–69
Gwqmn 0–5000 500–800
rchrg_dp 0–0.2 0.2–0.3
ESCO 0–1 0.5–0.65
GW_revap 0–0.2 0.02–0.15
Slope 0–1 0.146–0.195

Mar-01 Oct-01 May-02 Dec-02 Jul-03 Feb-04 Sep-04

0

50

100

150

200

250

300

350

400
R

un
of

f (
   

  m
 3 /

s)

Chayuan      month

observed value

simulated value

Mar-01 Oct-01 May-02 Dec-02 Jul-03 Feb-04 Sep-04
0

500

1000

1500

2000

2500

3000

Dongbei      month

R
un

of
f(

   
 m

3 /
s)

observed value

simulated value

Fig. 162.2 Runoff in
calibration period of months
(Chayuan and Dongbei
stations as example)

162 Study on Hydrological Simulation of Gan River 1371



162.3.2 Sensitivity Analysis

In this study, we adopted the method of LH-OAT sensitivity analysis proposed by
Morris in 1991 and is embedded into the sensitivity analysis module of the SWAT-
X version [10]. Using this method, we can effectively select the influential factors
of model simulation, which affect results and usability of the model obviously.

We made a sensitivity analysis with observations at Bashang hydrological
station. LH Sampling interval is set to 10, OAT changing parameters is set to 0.05
and Stochastic Population is set to 2003 with 280 runs. The sequence of sensitive
parameters is CN2, Gwqmn, rchrg_dp, ESCO, sol_z, GW_revap, SOL_AWC,
sol_k, canmx, Alpha_BF. Other parameters do not have obvious performance.

162.3.3 Calibration and Validation of SWAT Model

According to the sensitivity analysis, 8 parameters are selected as sensitive
parameters, including CN2, Gwqmn, rchrg_dp, ESCO, sol_z, GW_revap,
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SOL_AWC, sol_k, canmx, Alpha_BF and slope. The monthly observed data at 20
hydrological stations during 2001–2003 were used for the monthly runoff cali-
bration. The final calibration parameters are detailed in Table 162.1.

In this study, the observed data in 1999–2000 were used for practice, and data
measured during 2001–2003 for calibration and data from 2004 to 2008 (not
including 2006) for validation. The daily observed data in 20 hydrological stations
during 2001 and 2008 (not including 2006) were used during the daily runoff
calibration and validation.

Figures 162.2 and 162.3 are the simulated and observed runoff of the process of
comparison in calibration and validation period.

The result was evaluated using Re (average relative error), R2 (correlation
coefficient) and Ens (Nash-Sutclife coefficient) [11] and showed good agreement
between observation and simulation (Table 162.2).

Seen from Figs. 162.2 and 162.3 and Table 162.2, the simulated monthly
Runoff was compared with observed at the 20 hydrological stations. Re was less
than 20%, R2 [ 0.7 and Ens [ 0.7. These indicated that the simulation of
streamflow was reasonable, and SWAT model was applicable to be used in Gan
River Basin. Most Re with positive value indicated that the simulation result was
comparatively larger than observed data. The potential reasons were that: (a)
Simulation result of each year may dramatically influence upon the whole

Table 162.2 Summary of streamflow calibration and validation

Re(%) R2 Ens

Stations Calibration
period

Validation
period

Calibration
period

Validation
period

Calibration
period

Validation
period

Chayuan 5.881 0.085 0.8412 0.8192 0.839 0.803
Julongtan 2.546 15.07 0.8171 0.9265 0.853 0.903
Bashang 2.240 3.015 0.7932 0.8324 0.840 0.823
Fenkeng 2.332 6.833 0.8963 0.8536 0.852 0.826
Xiashan 10.510 4.394 0.8696 0.8757 0.911 0.916
Hanlinqiao -7.668 5.886 0.8791 0.8272 0.909 0.905
Dongbei 0.342 1.226 0.8455 0.8872 0.941 0.949
Linkeng 11.586 19.587 0.7832 0.7726 0.971 0.987
Shangshalan 12.482 -4.37 0.843 0.8894 0.827 0.883
Saitang 6.036 8.531 0.8719 0.8428 0.903 0.912
Baisha -1.466 19.892 0.8468 0.8278 0.940 0.957
Ji’an 3.178 0.664 0.8755 0.895 0.953 0.953
Xintian -5.363 4.29 0.8847 0.8991 0.872 0.940
Xiajiang(2) 0.717 7.778 0.8716 0.9081 0.954 0.959
Zhangshu 6.453 9.757 0.858 0.9048 0.945 0.953
Weifang 3.854 12.342 0.8068 0.728 0.990 0.993
Yifeng 1.392 -9.166 0.7705 0.7594 0.996 0.999
Shanggao 10.476 8.109 0.8162 0.8112 0.789 0.842
Gaoan 9.775 5.222 0.8469 0.7933 0.791 0.775
Waizhou 5.022 2.550 0.8474 0.9048 0.944 0.962
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modeling, as the calibration and validation period was not long; (b) In this study,
the amount of agricultural and industrial water intake was not considered because
of difficulty in collecting materials.

162.4 Conclusions

As the latest version of SWAT model, SWAT-X further improved the pragmatism
of model and reliability of result. The databases were established using ArcGis9.2
and were used to simulate runoff in Gan River Basin with SWAT-X. Based on the
LH-OAT parameter sensitivity analysis, the sensitive parameters of SWAT were
identified, including CN2, Gwqmn, rchrg_dp, ESCO, sol_z, GW_revap,
SOL_AWC, sol_k, canmx and Alpha_BF. Then, the model parameters related to
runoff were calibrated and validated using the daily observed flow at the 20
hydrological stations distributed throughout the whole river basin during 2001–
2008. The simulation showed that the simulated values were reasonab compared to
the observations (Re \ 20%, R2 [ 0.7 and Ens C 0.7), suggesting the validity of
SWAT model in Gan River Basin. This study supported an important foundation
for further water resources management and utilization and point and non-point
source pollution simulation and control.
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Chapter 163
A Study on the Change Trends
of Regional Water Resource Carrying
Capacity

Hongquan Liu and Hongru Liu

Abstract Based on the systematic optimization and the theory of sustainable
development, the paper established the model for calculating water resources
carrying capacity and took the ‘‘population carrying capacity’’ as its integration
index. The water resources carrying capacity model was tested by taking Zhang-
jiakou as a practical example and analyzed the situation of WRCC in Zhangjiakou.

Keywords Regional water resources carrying capacity � Population carrying
capacity � Standard of living

163.1 Introduction

China is a country that is famous for the shortage of water resources and the per
capita water resource is 2200 m3, one third of the world average. For Zhangjiakou
that lies to northern China in Hebei province, the per-capita water resources are
400 m3, only one fifth of the national average and one fifteenth of the world
average. Zhangjiakou is the most water-deficient area in the world [1]. Water
resources carrying capacity (WRCC) is the study on the supporting ability of water
resources system to society. The specializing in WRCC is seldom abroad, and for
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the shortage of water resources, the studies of WRCC are centralized in China
[2–4]. By now WRCC is an immature theory, the method and conception are not
well-researched [4–8]. Based on the optimization and the theory of sustainable
development, the author studied the WRCC of Zhangjiakou.

163.2 The Model of Water Resources Carrying Capacity

The WRCC is not the static state, but enhanced. Current research results of WRCC
are mostly of static research. This research took 2000 as the status quo and studied
the WRCC of Zhangjiakou in different target years (2000, 2010, 2020 and 2030).
At last the article analyzed the change trend of WRCC in Zhangjiakou.

163.3 Determining Person’s Demand Under Certain
Living Level

A person’s demands are many-sided. In this paper, a vector for a person’s demand
is given.

R
!¼ ðr1; r2; . . .; rmÞ ð163:1Þ

The formula: ri (i = 1, 2…m) represents average per person demand for i aspect;

the vector R
!

represents the average per person demand. A person’s demand in any
aspect can be changed to the demand for water resources. During certain period,
the Ui represents the water efficiency coefficient of people’s demand for i aspect
and it is the unit water’s efficiency for i aspect. For agricultural, Ui is the value of
agriculture value for unit water resources, yuan/m3; for industrial, it is the value of
industry for unit water resources, yuan/m3; Specially Ui = 1, for living water in the
paper. Human’s demand is various and water resources must meet all aspect of a
person’s demand at the same time.

R
!

water ¼ ðr1=U1; r2=U2; . . .; rm=UmÞ ¼ ðrw1; rw2. . .rwmÞ: ð163:2Þ

In the formula: the vector rwi (i = 1, 2…m) represents the amount of water
resources that is needed for meeting the average per person demand for the i
aspect.

163.4 The Amount of Water Resources Supplied to the Society
During a Given Period

In this paper Wj (j = 1, 2…n) represents the amount of water resources for kind of
j that can be supplied to the society. Bji represents the distribution coefficient of
the kind of j water resources to meet people’s demand for i aspect.
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Wji ¼ Wj � Bji; ð163:3Þ
where Wji represents the amount of water resources to meet people’s demand of i
aspect can be get from the kind of j water resources.

Wi ¼
X

n

j¼1

Wj � Bji; ð163:4Þ

where wi represents the amount of water resources needed to meet people’s
demand of i aspect. Human’s demand is various and water resources must meet all
aspect of person’s demand at the same time.

~W ¼ w1;w2; . . .wmf g; ð163:5Þ

where ~W represents the amount of water resources for every water-use sector.

163.5 Determining the Maximum Population (POP’)
That Water Resources Can Carry Under Certain
Water Allocation Plan

When water resources distribution coefficient Bji is fixed, the maximum population
POP0 that water resources can carry under certain living level can be obtained.

POP0i ¼
X

n

j¼1

Wj � Bji

 !

=rwi ¼ ðW1;W2; . . .WnÞ �

B1i

B2i

..

.

Bni

=rwi ¼ wi=rwi: ð163:6Þ

In the formula: POP0i represents the population that can be carried by water
resources to meet a person’s demand for i aspect. Human’s demand is various and
water resources must meet all aspect of a person’s demand at the same time.

POP0 ¼ min POP0i
� �

; ð163:7Þ

where POP0 is the maximum population that the water resources can be carried
under certain water supply scheme. POP0 is the water resources carrying capacity
under certain Bij. For different Bij, the value of WRCC will be changed.

163.6 Determining the Maximum Population (WRCC)
That Water Resources Can Carry Under
Certain Living Level

Different water resources allocation plan, the WRCC is different. What we want to
do is to determine the maximum population that the regional water resources can
carry.
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WRCC ¼ max POP0f g ¼ max min
X

n

j¼1

Wj � Bij

 !

=rwi; j ¼ 1; 2; . . .m

( )( )

¼ max min wi=rwi; j ¼ 1; 2; . . .mf gf g
ð163:8Þ

163.7 Water Resources Carrying Capacity in Zhangjiakou

In this paper, we took Zhangjiakou of China as an example. We studied the WRCC
of Zhangjiakou in different years and under different living level. In view of the
development of the social economy, for 2000 and 2010, we studied the WRCC
under three living levels (clothing and food, moderate prosperity and affluence);
for 2020, we will study study the WRCC under two living level(moderate pros-
perity and affluence); for 2030, we will study the WRCC only under affluence
living level.

163.8 Standards of Living

Based on the reality of Zhangjiakou, there are three standards of living as
Table 163.1.

Comprehensive quota of water for life:

R ¼ Rt � st þ Rc� sc ð163:9Þ

In the formula: R represents the comprehensive quota of water for life, Rt repre-
sents the quota of water for urban life, st represents the rate of urban people to
population, Rc represents the quota of water for rural life, sc represents the rate of
rural people to population.

163.9 Available Water Resources Amount

In this paper, the author did not consider water consumes of ecosystem and only
studied WRCC in normal flow year (50%) see Table 163.2.

163.10 Computed Result

The predicting population of 2,000 is actual numerical value. But for other years,
is predicting population. Based on the above situation, bringing the parameters of
Zhangjiakou into the WRCC model, we can get the results of WRCC in Zhang-
jiakou as follow (Fig. 163.1). Unit: 10,000.
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163.11 Conclusions

The water resources system of Zhangjiakou only can carry the predicting popu-
lation under food and cloth living level in 2000 and 2010. Obviously, the WRCC
of Zhangjiakou is very fragile. Transferring water from other valley, preventing
water pollution and saving water resource are very necessary.

Acknowledgement This article is funded by the project of Hebei Education Department
(Z2010150): ‘‘Study on Regional Water Resource Carrying Capacity Based on Climate Change’’
and the International Cooperation Project between China and Germany
(2007DFA21160):’’Sustainable Water and Agricultural Land Use in the Guanting Watershed
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planning for providing the base data of the study.

Table 163.1 Status of water utility level in Zhangjiakou

Items Food and clothing Moderate prosperity Affluence

Comprehensive quota of water for life
(m3/person�day)

0.08 0.12 0.15

Per capita GDP
(yuan/person)

5,000 20,000 40,000

Table 163.2 Available water resources in Zhangjiakou [108 m3]

Surface water Shallow ground water Deep ground water Other water Total

5.23 1.38 6.42 0.08 13.10

Fig. 163.1 WRCC of Zhangjiakou
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Chapter 164
Investigation on Life Quality of Cataract
Patients in Different Gender and Age,
Treated by the Light Engineering Half
Year Later in Tangshan

Qi Ren, Wei Cui, Ruiqi Zhang and Yun Li

Abstract Cataract is the first reason that leads to blindness in the world. And this
will make the patients’ life quality significantly declined. Cataract patients generally
need the surgery to treat this disease, which is a heavy burden to the poor patients. In
order to deal with this problem, Tang Shang government carries out a light engi-
neering to help the poor patients for free. This research investigated the patients
treated by this project half year later aimed to understand their life quality. And then
provide the reference opinions to improve the operation effect and life quality of the
patients treated for cataract . The investigation random selected 212 patients treated
from workers hospital half year later, and divided them into different groups by
gender and age. The results showed that male patients’ life quality is better than that
of female patients’; physical function is related with gender and age.

Keywords Cataract � Quality of life � Influencing factors � SQOL-DVI scale

164.1 Introduction

Cataract is a kind of disease where crystalline lens becomes opaque and hampering
the light into intraocular, consequently affecting the vision. Crystalline lens
opacification could affect vision gradually serious with the illness development.
Especially in advanced stages, it can obviously affect vision even leading to
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blindness. Study found, cataract disease seriously influences not only patients’
vision, but also their psychology, economy, daily work and life [1]. At the same
time, it can make a negative change in patient’s survival quality. At present, the
incidence of cataract has been increasing globally. Statistics show that China’s
blind patients occupied about 18% of total number in the world. And cataract
patients are about one-fifth of the total number in the world [2]. Along with the
ageing society coming, there will be 50 million new cases annually in the next
50 years [3]. In China, cataracts occupied the major position in spectrum of dis-
ease in the elder people no matter in city or countryside [4].

The Light Engineering is organized by Tangshan disabled persons’ federation
and co-organized by the Workers Hospital. The poor cataract patients registered
the disabled persons’ federation can enjoy the free medical examination and
appropriate surgical treatments according to their conditions. This welfare project
provides timely treatments to poor cataract patients, which could certainly improve
their life quality. Therefore, the investigation of life quality of cataract patients
treated by Light Engineering could provide the basis and evidences to improve the
operation effect and life quality.

164.2 Subjects and Methods

164.2.1 Research Subjects

The 212 subjects are randomly selected from cataract patients, registered in the
disabled persons’ federation and treated by Light Engineering half year later.

164.2.2 Research Methods

The Scale for Quality of Life-Damaged Vision Illness (SQOL-DVI) was used to
investigate the subjects. The SQOL-DVI includes four contents that reflected life
quality, which are symptoms and visual function, physical function, social activ-
ities and mental health.

Table 164.1 Distribution of subjects divided into different groups

Groups n Percentages (%)

Gender Male 96 45.3
Female 116 54.7

Age (years) B54 26 12.3
55* 42 19.8
65* 74 34.9
75–97 70 33.0

1382 Q. Ren et al.



164.3 Results

The distribution of investigated cataract patients was shown in Table 164.1. It
indicates the number and percentages of different groups, which were divided by
gender and ages.

Comparison of the subjects’ results in different gender can be seen from
Table 164.2. The scores of male are higher than that of female in four aspects. The
difference of results between physical function and the other three aspects are
statistically significant.

Comparison of the symptoms and visual function results in different age groups
can be seen from Table 164.3. The results indicate that the patients in 55* age
group have the best symptoms and visual function. But the 75–97 age group show
the worst situation.

Comparison of the physical function results in different age groups was indi-
cated by Table 164.4. The scores of physical function are declined with the
increase in age. The patients in B54 age group get the highest score in physical
function, which is 27.27 ± 4.41. And who are in 75–97 age group have the lowest

Table 164.2 Comparison of the subjects’ results in different gender

Life Quality Male (n = 96) Female (n = 116) t P

Symptoms and visual function 58.26 ± 15.60 55.50 ± 15.16 1.302 0.194
Physical function 25.09 ± 6.58 22.47 ± 7.27 2.726 0.007
Social activities 31.93 ± 8.68 31.92 ± 8.75 0.004 0.997
Mental health 30.00 ± 8.99 29.27 ± 9.74 0.564 0.570

Table 164.3 Comparison of
the symptoms and visual
function results in different
age groups

Age n �x� s F P

B54 26 55.85 ± 13.35 2.478 0.062
55* 42 61.14 ± 12.15
65* 74 55.99 ± 16.32
75–97 70 53.77 ± 16.28
Total 212 56.75 ± 15.39

Table 164.4 Comparison of
the physical function results
in different age groups

Age n �x� s F P

B54 26 27.27 ± 4.41 9.145 \ 0.001
55* 42 25.50 ± 7.36
65* 74 24.36 ± 6.71
75–97 70 20.47 ± 6.94
Total 212 23.60 ± 7.07
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score, 20.47 ± 6.94. The difference of results between 75 and 97 age group and
the other three groups are statistically significant.

Comparison of the social activities results in different age groups was indicated
in Table 164.5. The highest score in 55* age group is (32.62 ± 8.34) and the
lowest score in 75–97 age group is (30.84 ± 9.38).

Comparison of the mental health results in different age groups was indicated
by Table 164.6. The highest score is in 55* age group (30.74 ± 8.41) and the
lowest score is in 75–97 age group (28.91 ± 9.60).

164.4 Conclusions

The comparison results of life quality in different gender shows that male is better
than female in four relative aspects, which are symptoms and visual function,
physical function, social activities and mental health. Especially, in physical
function, the score of male is much higher than that of female. In the daily life,
male’s physical function is usually better than female’s. Even if they are in disease
condition, they are still stronger than female because the difference of physio-
logical structure. However, there are no significant differences in other three
aspects between the two gender groups. This might be caused by the similar age
and state of cataract condition of patients. So their results of symptoms and visual
function are similar. And also, the patients are all from poor families, and most of
them are peasants. This means they have similar life style and daily activities.
Thus, their results of social activities and mental health level are not significantly
different.

The results comparison of life quality in different age groups indicate that
55* age group have the highest scores in symptoms and visual function, social

Table 164.6 Comparison of
the mental health results in
different age groups

Age n �x� s F P

B54 26 29.54 ± 8.91 0.327 0.806
55* 42 30.74 ± 8.41
65* 74 29.62 ± 9.99
75–97 70 28.91 ± 9.60
Total 212 29.60 ± 9.40

Table 164.5 Comparison of
the social activities results in
different age groups

Age n �x� s F P

B54 26 32.15 ± 6.99 0.550 0.648
55* 42 32.62 ± 8.34
65* 74 32.47 ± 8.84
75–97 70 30.84 ± 9.38
Total 212 30.84 ± 9.38
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activities and mental health. But in physical function aspect, B54 age group shows
the highest score in four age groups. And in this aspect, there is a significant
character that the scores declined according with the age increasing. The age
group of B54 is the youngest among all the investigated cataract patients. They
certainly have the best physical function. According with the increasing age, old
patients would suffer not only cataract but also many other diseases, which could
obviously influence their life quality. Therefore, older patients express worse
physical function. For symptoms and visual function, social activities and mental
health, the results of 55* age group are better than the other three groups. This is
because patients in this age group do not have the expectation as high as that
of B54 age group. At the same time, they do not need to suffer other cataract
complications as older patients. So they express better results. But for B54 age
group patients, they still need to pay more attention to their daily life, such as
reading and house works. So they still expect high operation effects. This is the
reason for them to express worse satisfaction with the treatments and life quality
[5]. However, no matter in which aspects of life quality, 75–97 age group shows
the lowest scores among the four age groups because their comprehensive health
conditions are much worse than the other age groups. Especially, they also suffer
from other physical diseases and decrease of life enthusiasm, which could nega-
tively influence patients’ life quality.
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Chapter 165
Detection of Serum Vascular Endothelial
Growth Factor (VEGF) and Endothelin,
in Type 2 Diabetic Nephropathy Patients
and Its Clinical Significance

Yongqiang Zheng, Jianfen Wei, Xiaojun Li, Ling Xue
and Guoyu Qiao

Abstract To investigate the relationship between the content of serum factor
(VEGF) and endothelin with complication of type 2 diabetic mellitus. One-hundred
patients of diabetic nephropathy, fifty diabetic mellitus without renal dysfunction
and fifty healthy volunteers were enrolled. The serum levels of vascular endo-
thelial growth factor (VEGF) were measured with enzyme end method and
endothelin were measured with radioimmunoassay method. The results show that
vascular endothelial growth factor (VEGF) and endothelin were significantly
higher in diabetic nephropathy patients than the other patients. Vascular endo-
thelial growth factor (VEGF) and endothelin can be a reliable indicator for early
impairment of renal function, and will be helpful for diagnosis of type 2 diabetic
nephropathies.

Keywords Type 2 diabetic mellitus � Type 2 diabetic nephropathy � VEGF � ET

165.1 Introduction

The vascular endothelial growth factor (VEGF) is a highly specific mitogen
vascular endothelial factor, and plays an important role in angiogenesis [1].
In recent years studies have shown that VEGF is closely linked with the occurrence

Y. Zheng (&) � J. Wei � X. Li
Hospital of Hebei United University, Tangshan 063000, China
e-mail: zhengy_q@163.com

L. Xue
Public Health of Hebei United University, Tangshan 063000, China

G. Qiao
Clinical laboratory of Tangshan Union Hospital, Tangshan 063000, China

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_165,
� Springer Science+Business Media B.V. 2012

1387



and development of diabetic microvascular. Endothelin (ET) is secretion of
vascular endothelial cell active substance, and widely distributed in vascular
smooth muscle, heart, brain, nerves and other tissues. It is one of the strong vaso-
constrictors, and involved in regulation of nerve and blood vessel function directly
or indirectly as a neurotransmitter. Ischemia, hypoxia, ischemia and reperfusion can
significantly promote substantial release of ET. Diabetic Nephropathy (DN) is one
of an important microvascular complications of type 2 diabetes, a major cause of
diabetes’ disability and death. We learn the relationship between ET and DN by
testing patients’ levels of VEGF and ET. They are reported like than.

165.2 Materials and Methods

165.2.1 Study

Taking 150 patients with type 2 treated in North China Coal Medical College Hospital
from November 2008 to September 2009, all patients in 1997 were found in the
American Diabetes Association (ADA) diagnostic criteria, while excluding diabetes
associated with acute chronic infectious diseases, cardiovascular disease, renal insuf-
ficiency, and other serious systemic disease and DM acute metabolic complications.
They were divided into 3 groups according to urine albumin excretion rate (UAER):
normal albuminuria group (UAER \ 20 lg/min), microalbuminuria group (UAER C

20 lg/min but B 200 lg/min) and clinical proteinuria (UAER C 200 lg/min).
Number of patients in each group was 50. There are 76 males and 74 female cases, and
they are 50 to 85 years old. The average age is 54.06 ± 8.18 years. The Control group
includes 50patients fromthe hospital health examination center, including 36 malesand
24 females, aged 48–81 years, mean 53.09 ± 7.28 years.

165.2.2 Research Methods

For all patientsblood is taken in the morning without having breakfast. After after
centrifugating at 3000r/min for 15 and 30 min, take the upper serum, and keep it at
-20�C in the refrigerator. All patients were measured by testing blood sugar (glucose
oxidase), blood lipids series (measuring total cholesterol by cholesterol oxidase
method, measuring triglycerides by triglyceride phosphate oxidase and measuring low
density lipoprotein by polyethylene sulfate precipitation method), VEGF (horseradish
peroxidase enzyme immunoassay method) and ET (radioimmunoassay) [2].

165.2.3 Statistical Methods

Building a database of all data using excel, showing it by �x� s, analysis using
SPSS11.5 statistical software, counting material comparison with v2 test,
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measurement of data using t test, variance analysis or analysis of covariance and
factor analysis of correlation analysis using linear correlation.

165.3 Results

The levels of VEGF and ET comparison between Type 2 diabetes and normal
control serum (Table 165.1) shows that patients with type 2 diabetes have sig-
nificantly higher levels of VEGF and ET (P \ 0.01).

The serum levels of VEGF and ET. A comparative study showed that
for paients with diabetes mellitus complicated with proteinuria group (clinical
proteinuria and microalbuminuria group) serum levels of VEGF and ET was
significantly higher than diabetic patients without proteinuria group and control
group (P \ 0.01), Table 165.2:

The correlation analysis among VEGF, ET levels and fasting blood glucose,
glycated hemoglobin, high sensitivity-C reactive protein and homocysteine
(Table 165.3) shows that VEGF levels and fasting blood glucose, glycated
hemoglobin, high sensitivity-C reactive protein were positively correlated; ET
Levels and fasting plasma glucose, glycosylated hemoglobin, homocysteine was
positively correlated, and P \ 0.01.

Table 165.1 VEGF levels in each group and the ET �x� sð Þ of the comparison (pg/ml)

Group Sample size VEGF ET

Control group 50 67.84 ± 28.69 70.26 ± 28.56
Type 2 diabetes 150 117.36 ± 26.19w 128.96 ± 23.26w

Note: w compared with control group P \ 0.01

Table 165.2 VEGF and ET levels in each group �x� sð Þ of the comparison (pg/ml)

Group Sample size VEGF ET

Control group 50 67.84 ± 28.69 70.26 ± 28.56
Normal albuminuria group 50 86.34 ± 22.31w 107.46 ± 17.54w

Microalbuminuria group 50 116.59 ± 23.36wm 128.36 ± 28.31wm

Clinical albuminuria group 50 155.84 ± 25.96wmu 145.57 ± 16.35wmu

Note: w compared with control group P \ 0.01, m and normal albuminuria group P \ 0.01,
u and microalbuminuria group P \ 0.01

Table 165.3 The correlation analysis among VEGF, ET levels and fasting blood glucose,
glycated hemoglobin, high sensitivity-C reactive protein and homocysteine

Index Fasting blood glucose Glycated hemoglobin Hs–C reactive protein Homocysteine

r P r P r P r P

VEGF 0.56 \0.01 0.78 \0.01 0.86 \0.01 – –
ET 0.66 \0.01 0.67 \0.01 – – 0.76 \0.01
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The relationship between VEGF, ET and diabetic nephropathy and age, disease
duration and body mass index is related to blood vessel diseases. We analyzed by
age, disease duration and body mass index of covariance variables, and observed
the relationship between VEGF, ET and DN after controlling covariance variable
interference. Age adjusted mean = 57.36 (years), duration = 7.55 (years),
adjusted mean body mass index = 26.38, proteinuria group showed that diabetes
mellitus (clinical proteinuria and microalbuminuria group), and serum VEGF ET
levels were significantly higher than that of diabetic patients without proteinuria
group (P \ 0.01), while clinical albuminuria group was higher than the microal-
buminuria group (P \ 0.01), and results are shown in Table 165.4.

165.4 Discussion

The Specificity acts on VEGF in vascular endothelial cells with an increase venule
permeability, and promote angiogenesis and the maintenance of vascular function
and so on. VEGF is the reaction of vascular endothelial permeability and prolif-
eration of indicator [3]. In this study, by analysis of covariance after controlling
age, body mass index, duration of confounding factors, VEGF synthesis and
secretion of patients with diabetic nephropathy continues to increase. Diabetes
produces the enzyme saccharification making the structure and function of
RBC abnormal, microvascular basement membrane thickening, hemosclerosis,
erythroid shrinks, the volume and surface narrowing, all affect oxygen exchange,
leading to widespread anoxia, stimulating increased secretion of VEGF [4]. DN,
the glomerular epithelial cell foot processes to increase VEGF expression and
secretion of VEGF receptors may be increased through the glomerular basement
membrane, and endothelial cells of VEGF receptor binding changes in the struc-
ture and function of endothelial cells to increase glomerular capillary permeability,

Table 165.4 Serum VEGF and ET and diabetic nephropathy analysis of covariance (adjusted
mean ± standard deviation correction) (pg/ml)

Covariate Groups VEGF ET

Age Normal albuminuria 88.39 ± 15.05 108.98 ± 4.56
Microalbuminuria 118.16 ± 17.10* 130.86 ± 5.13*
Clinical albuminuria 158.07 ± 17.22*m 150.69 ± 6.12*m

Disease process Normal albuminuria 88.53 ± 15.18 118.65 ± 4.89
Microalbuminuria 116.58 ± 16.06* 136.25 ± 4.39*
Clinical albuminuria 159.99 ± 16.28*m 157.34 ± 5.16*m

Body mass index Normal albuminuria 82.03 ± 15.48 105.23 ± 5.02
Microalbuminuria 115.29 ± 18.02* 125.36 ± 7.01*
Clinical albuminuria 154.29 ± 19.17*m 146.26 ± 6.12*m

Note: age, duration, adjusted mean body mass index were 57.36 (years), 7.55 (years), 26.38
compared with normal albuminuria group difference was significant m and microalbuminuria
group was significantly different
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promoting mesengial cell synthesis of extracellular matrix and the mechanism of
renal hypertrophy in the occurrence and development of DN [5]. Glomerular
endothelial cells, VEGF is an important regulator of glomerular endothelial cells
that produce VEGF, which can mediate the secondary capillary endothelial cell
proliferation and repair. Endothelial cells stimulated by VEGF and collagenase
increased glomerular overexpression of VEGF can cause proteinuria, which may
be through the decomposition of protein and destruction of the glomerular base-
ment membrane (GBM) cause. Proteinuria and glomerular caused by a variety of
ways, and progressive renal interstitial fibrosis increased the progress of DN [6].
This study found that serum VEGF levels of diabetic patients was significantly
higher than the normal control, microalbuminuria group, clinical albuminuria.
Albuminuria was significantly higher than the normal group.

The ET is endothelial cells secretion of active substances, involved in regula-
tion of nerve and blood vessel function directly or indirectly as a neurotransmitter.
Ischemia, hypoxia, ischemia and reperfusion can significantly promote the massive
release of ET. Increased ET has relationship with the following factors: (1) hyp-
oxic endothelial cells to stimulate synthesis and release of ET; (2) damaged
endothelial cells directly disclose ET; (3) decreased blood perfusion led to
decreased endothelial cell shear stress suffered by increased ET [7]. DN ET-1
levels in patients have a positive correlation between glomerular sclerosis. Liu [8],
who detected in the renal cortex of DN ET content found that in 12-week DM rats,
though still in high filtration state, renal cortex homogenate ET-1 levels were
significantly higher than the normal group (P \ 0.01), and confirmed endothelial
cell injury and vary with the disease. This study used in the analysis age, disease
duration and BMI. The covariate analysis of covariance, excluding the role
of these factors, displayed that the interference level of the control group was
significantly higher than normal. Microalbuminuria group and clinical albuminuria
were significantly higher than normal albuminuria group. As reported in the lit-
erature consistently, we can see that, VEGF and ET development and progression
of diabetic nephropathy plays an important role, through a series of complex
mechanisms involved in the progress of DN and to some extent, reflects the
severity of the disease.
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Chapter 166
The New NURBS Interpolation
Algorithm Based on Constant
Feed Rate and Deceleration
in STEP-NC Machining

Lizhi Gu, Hao Wu and Qi Hong

Abstract Interpolation technology is very important in STEP-NC machining, and
affects machining accuracy and efficiency directly. Based on the analysis of major
interpolation methods, is put forward an important interpolation algorithm for
Non-Uniform Rational B-Spline (NURBS) curve that combines the constant feed
rate interpolation for regular area of the curve and S-shaped curve deceleration
interpolation for special miniature region or the cusp place. Two featured curves
were initially discriminated according to the chord error. By the given interpola-
tion, a universal NURBS curve was designed and visualized. The relevant algo-
rithm for the curve was simulated in VC++6.0. Results have shown that the
algorithm is feasible and effective.

Keywords STEP-NC � NURBS � S-shaped interpolation � Constant feed rate
interpolation
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166.1 Introduction

Nowadays, the processing of curve (surface) is used more and more in products for
spaceflight, aviation, mould, and so on. But traditional computer numerical control
(CNC) system machines are programmed in G & M codes (formalized by
ISO6983), which only has the insert function with line and curve, causing some
other shortcomings in application [1, 2].

The CNC used polygonal line instead of the curve, and the polygonal line is a
discontinuous first e. So the surface is not smooth.

In the processing of curve (surface), if done with machine tool, it easily leads to
overshoot and cannot guarantee the quality and precision, otherwise it becomes
low efficiency and poor quality.

Sometimes, processing parts with complex surface shape needs to store large
numbers of segments, the CNC system memory capacity is very small compared to
the capacity of this requirement, and therefore needs to store in segment. It will not
only reduce the reliability of the system, but also reduce processing efficiency.

In order to overcome the shortcomings of ISO6983, International Organization
for Standardization ISO developed CAM and CNC on the basis of STEP. The new
data standards for CNC, called STEP-NC (ISO14649) replace the traditional data
standard ISO6983, promoting CNC Systems intelligence, integration and network
development.

STEP-NC standard not only contains a detailed geometrical description but also
the detailed technology description. Furthermore, it supports spline data. In STEP-
NC the standard of geometrical description free curve and surface are described
with uniform NURBS.

Therefore, the chapter will take the processing of the NURBS surface char-
acteristics for the object to deeply study the technology of generating the free
curve tool path automatically and the corresponding interpolation methods in
STEP-CNC system [3].

166.2 New Algorithm Background

Spline has a wide range use in curve surface, the main curve (surface) models are:
B-Spline, Bezier and Coons. One of the most widely used is NURBS, and a
NURBS curve is generally expressed as follows [4, 5]:

pðuÞ ¼
Pn

i¼0 xidiNk
i ðuÞ

Pn
j¼0 xjdjNk

j ðuÞ
¼
X

n

i¼0

diR
k
j ðuÞ ð166:1Þ

Rk
i ðuÞ ¼

xiNk
i ðuÞ

Pn
j¼0 xjNk

j ðuÞu2 ½0; 1�
ð166:2Þ
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where u is a scalar parameter which varies from 0 to 1 and it is a list of weigths-
data. Given a knot list U ¼ ½u0; u1; . . .; un; . . .; unþk�; k C 1 and n C 0, the asso-
ciated normalized B-splines, Nk

j ðuÞ with the k-th power in Eq. 166.1, are defined
by

Nk
i ðuÞ ¼

u� ui

uiþk�1 � ui
Nk�1

i ðuÞ þ uiþk � u

uiþk � uiþ1
Nk�1

iþ1 uð Þ ði ¼ 0; 1; . . .; n; k [ 0Þ

ð166:3Þ
The Definition of NURBS In EXPRESS. The description of NURBS curves

reference standard Part 42 of STEP, which is specifically expressed for geometry
and topology. It is described as follows:

ENTITY rational_b_spline_curve
SUBTYPE OF (b_ spline_curve);
weightses data: LIST [2:?] of REAL;
DERIVE
weights: ARRAY[O:upper_index_on_control_points] of REAL
:= list_to_ array (weights_data,0,upper_index_on_control_points);
WHERE
WRI:SIZEOF (weights_data) = SIZEOF (SELF\b_spline_curve.control_points

list);
WR2:curve_weights_positive (SELF);
END_ENTITY;
Based on the concept and principle of NURBS above, and analysis of the

definition of NURBS in STEP-NC, a new interpolation algorithm is gonging to be
put forward dependent on STEP-NC standard.

166.3 Constant Feed Rate Interpolation of NURBS Curve

The STEP-NC procedure of NURBS surface not only contains a detailed geo-
metrical description but also the detailed technology description, its geometrical
description is harmonized with STEP data format. Therefore it mainly relies on the
geometry information about the surface model to design the cutting tool way [6].

The Interpolation in Constant Feed Rate. In order to avoid the perturbation of
velocity in the processing, the article proposes the interpolation technology which
feeds back in constant rate. Namely in each interpolation cycle, the interpolation
curve’s arc length is equal, but parameter u is inhomogeneous division.

pðuÞ ¼ ðxðuÞ; yðuÞ; zðuÞÞ ð166:4Þ

where pðuÞ is spline curve, time function u is curve parameter.

uðtiÞ ¼ ui u tiþ1ð Þ ¼ uiþ1 ð166:5Þ
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We can expand the first-order Taylor in the parameter of the time t, and obtain
the corresponding approximate algorithm:

uiþ1 ¼ ui þ
du

dti
ðtiþ1 � tiÞ þ H:O:T ð166:6Þ

where the curve parameter ui is the No.i interpolation points, the time parameters ti
is the corresponding No.i interpolation points, ui ? 1 is the No.i ? 1 interpolation
points, the time parameters ti ? 1 is the corresponding No.i ? 1 interpolation
points. H.O.T is defined as the high trace. And interpolation speed vðuiÞ can be
defined as follows:

vðuiÞ ¼ j
dpðuÞ

dt
ju¼ui

¼ j dpðuÞ
du
ju¼ui

du

dt
jt¼ti ð166:7Þ

Curve interpolation cycle time T is the difference between the adjacent time. So
we can get the function from the above:

Duiþ1 ¼ uiþ1 � ui ¼
vðuiÞT
j dpðuÞ

u ju¼ui

¼ F:T
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2 þ z2
p ð166:8Þ

where Dui ? 1 is the incremental of interpolation parameter. F is feed rate which
remains unchanged in the interpolation process. Then we would determine the
interpolation step Ds, and L is the arc length of spline curve, M is the step number
which required for the whole spline interpolation.

M ¼ roundð L

F:Ts
ÞDs ¼ L

M
ð166:9Þ

Then we can determine the next interpolation point and the incremental value
of corresponding coordinates Dx, Dy, Dz:

Ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dx2 þ Dy2 þ Dz2
p

ð166:10Þ

So obtained from the above kinds of formula:

FðuÞ ¼ a6u6 þ a5u5 þ a4u4 þ a3u3 þ a2u2 þ a1uþ a0 ð166:11Þ

where the parameter value u can be obtained by Newton iteration method, where
the coefficients a6; a5; a4; a3; a2; a1; a0 are real numbers and must have the only
real solution. Assumption ui;k is the parameter values of corresponding points (xi,
k, iy, k, zi, and k) and ui;k�1 is the corresponding points of the parameter values
ðxi;k�1; yi;k�1; zi;k�1Þ: In order to improve the solution efficiency and find a similar
solution quickly, set the initial iteration u0 ¼ ui;k þ ðui;k � ui;k�1Þ; the iterative
error is set to: e ¼ uiþ1 � uij j � 10�3; the above formula can be interpolated cal-
culated. But to achieve in the interpolation function numerical control system, also
need to address the accuracy, speed, efficiency, and many other key technologies.
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S-shaped Deceleration Processing. The interpolation technology with the
constant feed rate is used to the NC processing, when the radius of curvature
becomes quite small region or meets the cusp place, it is easy to occur the impact
or the vibration, if the processing speed does not change. Therefore the article
proposes the perspective method of S-shape ADC/DEC which distributes in
symmetry and is shown in Fig. 166.1. This article mainly takes the S deceleration
as the example to study, establishes the S curve deceleration model, plans the S
deceleration path, then according to the characteristic of the NURBS, seeks for the
speed change sensitivity point, carries on the deceleration processing ahead of
time, makes the entire moderating process to have high flexibility and continuity.

Figure 166.2 expressed the moderating process of S-shape, the maximum
acceleration is amax; the maximum speed is vm; and the biggest jerk is Jmax: The
entire processing is controlled in the definition scope of Jmax: In order to avoid the
impact which comes from the machine tool of the oversized acceleration, the
changes of S-shape speed assume the smooth transition. In ordinary, the decel-
eration of S-shape divides into three stages. However, the presence of uniform
deceleration segment may be to the point of initial speed ðvsÞ; maximum speed
ðvmÞ; maximum acceleration ðamaxÞ and the biggest jerk ðJmaxÞ. (1) If there is no
uniform deceleration phase: vm � vs� a2

max=Jmax; and there are three segments in the
phase: t1 ¼ amax=Jmax; t2 ¼ 0; t3 ¼ t1. (2) If it has uniform deceleration phase: vm �
vs� a2

max=Jmax; and there are three segments in the phase: t1 ¼ amax=Jmax; t2 ¼
ðvm � vsÞ; amax � t1; t3 ¼ t1: And the corresponding interpolation cycle functions
are: n1 ¼ ent ðt1=TÞ; n2 ¼ ent ðt2=TÞ; n3 ¼ entðt3=TÞ: Therefore, we can create a
mathematical model of S-shaped curve from the function above.

In order to determine the location of acceleration and deceleration, first we can
determine the interpolation points in each curve from the interpolation algorithm,
so there is no chord length error when the real-time interpolation NURBS accu-
mulated, but there is chord error (contour error). Something must be introduced to
control the chord high error. When the chord error accumulated to the critical
value, the location at this time is the deceleration start position, and is shown in
Fig. 166.3. At the time of real-time interpolation, the system of interpolation cycle
is very small, and each feed step is very short, so it can be approximated as
standard circular arc, and the chord error can be calculated as follows:

V

t

Vm

0

Fig. 166.1 The S-shape
ADC/DEC
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h ¼ ðFTÞ2

8r
ð166:12Þ

where F is the feed rate, T the interpolation cycle, r the arc radius of curvature. We
should monitor the size of interpolation error in the real-time interpolation. When
the actual error is within the allowable range, the interpolation step can still be
calculated according to the given feed rate. Otherwise, it is necessary to decrease
processing speed on the basis of the actual S-shaped curve, so that the actual feed
rate can be changed to meet the actual precision.

166.4 Simulation Results

In order to verify the validity of the new NURBS interpolation algorithm, an
instance programmed by Visual C++ and Open GL was demonstrated through
simulation. The attribute data of NURBS surface instance and the corresponding

t 

V m 

t 
a 

t 

-amax

J max

J max
t1 t2 t3

Fig. 166.2 The moderating
processing of S-shape

Feed sp
eed 

Interpolation points 

Chord error 

NURBS  curve 

Fig. 166.3 The deceleration
start position
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manufacturing data were first extracted from the new NC program by STEP-NC.
A NURBS curve in Fig. 166.4 is generated by the new interpolation algorithm
provided by the author.

166.5 Summary

The paper has presented a new NURBS interpolation technology based on constant
arc length increment and developed a data pre-processing module. By an instance
test, the interpolation algorithm has proved to be valid and reliable, and higher
machining precision and quality of surface can be obtained.
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Xiamen Science and Technology Project Fund (3502Z20093031), Quanzhou Science and
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Fig. 166.4 NURBS curve
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Chapter 167
The Model of the Shanghai World Expo
Influence City Infrastructure to Build
Based on Multiplier Effect

Liang Yuxin

Abstract This paper focuses on the economy and establishment of investment
multiplier model for the Shanghai world expo. The AHP gray theory was
established in forecasting model GM (1, 1). Consider power construction, trans-
portation, post and telecommunications construction, the construction of public
facilities for the expo in three aspects as positive roles. Through comparison of
2009 Shanghai’s investment of actual urban infrastructure construction, and
Shanghai urban investment of infrastructure from 2003 to 2009 under the world
exposition conditions successfully, and then based on the GM (1, 1) time response
equation get the differences in urban advanced development.

Keywords Investment multiplier effect � Hierarchical analysis � GM (1, 1)
forecast model � After � Long-term benefits expo

167.1 Introduction

Multiplier Effect: it is a kind of Macroeconomic effect. It is a variable in economic
activity caused by the decrease of the total economic output change in chain
reaction degree. In economics, the multiplier effect is a more complete spending/
income multiplier effect,as a concept of macroeconomics, is a kind of macro-
economics control measure, and also the total economic changes in spending its
disproportionate changes in demand.
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In the multiplier effect, investment multiplier is contrast causality refers to
investment the spontaneous demand with certain incentives and marginal
propensity consume in general, as consumption conditions for the results of the
national income.

Multiplier effect model

DY ¼ K � DI

Among them

K ¼ 1=ð1�MPCÞ

When investment amount changes, the inevitable causes changes in the national
economy which are not only directional and multiply sensex, namely the invest-
ment effect multiplier. General spontaneous demand incentives refer to all possible
changes’ aggregation, the resulting changes all put together as a result of national
income. Shanghai world expo is mainly composed of government investment, so,
government investment in Shanghai by economic impact, can use investment
multiplier model for analysis. Investment multiplier K is the effect of Shanghai
GDP expo contribution.

167.2 Model Assumption

Assuming only the initial investment demand is present and it causes the consumer
needs to be fulfilled;

Investment multiplier play does not consider ‘‘bottleneck’’ department restriction;
Various factors on tourism contribution consistently every year;
Electric power construction, transportation, post and telecommunications and
public facilities for Shanghai infrastructure built has certain representativeness.

167.3 Symbols Explain

DY ; National income incremental; K, Investment multiplier; Da; Fixed capital
increment; Db; Yield increment; DI; Investment incremental, MPC; Marginal
propensity to consume; DC; Consumption changes; DP; Changes in income;
C; Per capita consumption; P; Per capita income; b; Marginal propensity to
consume MPC; aij; The ratio of the influence of tourism to Ai and Aj:
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167.4 Modeling and Solving

167.4.1 Multiplier Effect of Shanghai World Expo

167.4.1.1 Determination of MPC

The world expo in Shanghai for investment spending and the influence of GDP;
depends on the multiplier K size, and for this value during the expo according to
the MPC will decide

MPC ¼ DC=DY = Each year the changes of consumption/changes in gross
domestic product

To calculate the benefit of the GDP; you need to first calculate the value of
the MPC: Again according to the relationship between consumer functions and,
calculating from 2003–2009 after the Shanghai world expo awarding the obtained
GDP growth within a few years.

Refer to the relevant data [1] to get 2009–2003 per capita consumption and
income data of Shanghai, see Table 167.1.

Per capita income as independent variables and the per capita consumption
for function, using the least squares fitting, and carry on the regression analysis,
see Fig. 167.1.

Table 167.1 2003–2009 per
capita consumption and
income in Shanghai

Year Per capita income Per capita consumption

2003 14,867 11,040
2004 16,683 12,631
2005 18,645 13,773
2006 20,668 14,762
2007 23,623 17,255
2008 26,675 19,398
2009 28,838 20,992

Fig. 167.1 2003–2009 per
capita consumption and
income fitting map
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get C ¼ COþ bP ¼ 0:7028Pþ 634:02C
By type (1) (2) get

DY ¼ K � DI ¼ 1=ð1�MPCÞDI

Here in order to explain the following [2]: DY is 2003–2010 increment of
national income;

DI is 2003–2010 the world expo 2010 government investment;
MPC From 2003, after success in its bid by linear regression model MPC ¼

0:7028 is taken to determine its value.

167.4.1.2 The World Expo in Shanghai Investment Contribution

According to the statistics, Shanghai world expo total investment of 30–40 billion
yuan, multiplier investment model is used in type (3) to get

DY ¼ 1=ð1�MPCÞDI ¼ 1=ð1� 0:7028Þ � ð3000�4000Þ
¼ 10094:21�13458:95RMB

This is because of the government investment in the increase of 10,094.21
produced about 13,458.95 billion yuan

This is the multiplier effect contribution.

167.4.2 Shanghai World Expo on City Infrastructure
Investment Impacts

For Shanghai world expo before organizing the late, extract urban infrastructure
construction, transportation [3–5], post and telecommunications power utilities
three aspects need to be analysed.

Table 167.2 Before world
expo organizing, From 1995
to 2002 national actual
infrastructure investment in
Shanghai (unit: billion yuan)

Project Electric power
construction

Transporting
postal

Utilities
Year

In 1995 57.33 79.36 137.09
In 1996 77.61 147.21 153.96
In 1997 80.24 146.10 186.51
In 1998 89.58 181.46 260.34
In 1999 83.05 166.16 252.18
In 2000 64.61 117.52 267.77
In 2001 72.22 168.42 270.14

Note transportation post includes transportation and post and
telecommunications
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For searching data,countries of urban infrastructure investment get in Shanghai
in the recent years, see Table 167.2.

First, from power construction GMð1; 1Þ [6] model is used to carry out

the forecast analysis, according to the data xð0Þ ¼ xð0Þð1Þ; x
ð0Þ
ð2Þ; . . .. . .. . .; xð0ÞðnÞg ¼

n

f57:33; 77:61; . . .. . .; 72:22g
The first time of original data accumulation

x
ð1Þ

ðKÞ ¼
X

K

i¼1

xð0ÞðnÞ ¼ ð57:33; 134:94; 215:18; 304:76; 387:81; 452:42; 524:64Þ

Establish equation X meet first-order univariate differential equation [7], there

is
dxð1Þ

dt
þ axð1Þ ¼ u

Among them a constant coefficient, u of system often set for input, differential
equation

x̂ð1ÞðKþ1Þ ¼ xð0Þð1Þ �
u

a

� �

e�ak þ u

a
ð167:1Þ

Type of k ¼ 1; 2; . . .; n� 1; when k� n we can calculate x̂ð1ÞðKþ1Þ fitted values.

Do the least-square estimation computation, get Û value

Û ¼
â

û

" #

¼ ðBT BÞ�1BT Y

MATLAB solving â and û; will receive generation value in type (4) finally to
get the power construction time response equation

xð1Þðkþ1Þ ¼ 3059:9� 3006:7e�0:0280k ð167:2Þ

Similarly for transport the time response equation in the post

xð1Þðkþ1Þ ¼ 171179e0:000912k � 171100 ð167:3Þ

Table 167.3 Model
deviation analysis

Project Electric power
construction

Transporting
postal

Utilities
Year

In 1995 57.33 79.36 137.09
In 1996 77.61 147.21 153.96
In 1997 80.24 146.10 186.51
In 1998 89.58 181.46 260.34
In 1999 83.05 166.16 252.18
In 2000 64.61 117.52 267.77
In 2001 72.22 168.42 270.14
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Similarly for public facilities for the time corresponding equation

xð1Þðkþ1Þ ¼ 1836:39e0:0941k � 1699:3 ð167:4Þ

167.4.2.1 Using the Data in 2002 Test the Model (Unit: Billion)

e ¼ jx̂
ð0ÞðkÞ � xð0ÞðkÞj

xð0ÞðkÞ ¼ Both poor value
Practical value

Model deviation can be seen above, for GM (1, 1) model,as the deviation
degree is small,the model is feasible. Using this model, after the success of bid for
7 years, power construction, transportation, post and telecommunications and
public facilities,and the three aspects of investment to carry on the forecast, get the
data refered in the following Tables 167.3 and 167.4.

Table 167.4 Prediction during the world expo in Shanghai in 2003–2009 national infrastructure
investment (unit: billion yuan)

Project Electric power construction Transporting postal Utilities
Year

In 2003 68.63 155.10 350.10
In 2004 66.72 155.30 384.70
In 2005 64.87 155.40 422.60
In 2006 63.04 155.50 464.30
In 2007 61.32 155.70 510.20
In 2008 59.61 155.80 560.50
In 2009 57.90 156.00 615.70

Fig. 167.2 1995–2009
power construction
forecasting results and actual
value of contrast
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According to relevant data, using MATLAB get power construction, trans-
portation, post and telecommunications, public facilities in 1995–2009 with the
actual values of the prediction from the contrast, see Figs. 167.2, 167.3 and 167.4.

Our model is based on the world expo effect,for the analysis of the general data,
which were analyzed and predicted its assumptions of Shanghai’s economic
development role, that makes the problem a simple mathematical description of
the intuitive. In fact, the impact on the economy of the world expo obtained by
many factors can work. It is considered with the economic role in boosting
employment, the per capita consumption level changes on the influence of the
consumer market economy, etc. These are under the influence of the world expo in
research on the economic development of question that needs careful consider-
ation. As time was limited, we only discussed a relatively simple case; this is the
direction which needs to be improved.

Fig. 167.3 1995–2009
predictive value and practical
values of transport post and
the contrast

Fig. 167.4 1995–2009
predictive value and practical
values of public facilities of
contrast
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Chapter 168
A Model for Distributed Web
Service Discovery

Li Chen, Zi-lin Song and Zhuang Miao

Abstract In traditional architecture of Web services, the description of Web
services is stored in centralized registry. The disadvantages in that case are that the
existence of registries influences the overall performance very negatively and that
any failure on the function of the registry would lead to a system failure. In this
paper, we proposed a model for distributed Web service discovery called JWSD
(JXTA-based Web Service Discovery) in order to overcome these problems. The
JWSD model can mainly be represented through two viewpoints: system view-
point and technology viewpoint. The detail of these two viewpoints is discussed in
this paper. Our model could provide a scalable Web service discovery in large
scale.

Keywords SOC � Web service discovery � JXTA � System viewpoint � Tech-
nology viewpoint

168.1 Introduction

Service-oriented computing (SOC) [1] is emerging as a new, promising computing
paradigm that centers on the notion of service as the fundamental element for
developing software applications. According to Papazoglou and Georgakopoulos
[1], services are self-describing components that should support a rapid and low-
cost composition of distributed applications. Services are offered by service
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providers, which procure service implementations and maintenance, as well as
supply service descriptions. Service descriptions are used to advertise service
capabilities, behavior, and quality, and should provide the basis for the discovery
and binding of services.

The Web service model includes three roles, namely requesters, providers, and
registries, where providers advertise their services to registries, and requesters
query registries to discover services. The current Web services infrastructure relies
on Web services description language (WSDL) [2], simple object access protocol
(SOAP) [3], and universal description and discovery interface (UDDI) [4]. WSDL
is an XML-based language for describing what a service does and how to invoke
it. SOAP is a standard protocol for exchanging messages over HTTP between
applications. UDDI allows for the definition of global registries where information
about services is published.

Currently, UDDI is the universally accepted standard for Web service dis-
covery. In traditional architecture of Web services, the description of Web services
is stored in UDDI which is a centralized registry. The disadvantages in that case
are that the existence of registries influences the overall performance very nega-
tively and that any failure on the function of the registry would lead to a system
failure.

In order to handle the above drawbacks a new solution for a directory service
has to incorporate various technologies. One promising solution proposed here is
using Peer-to-Peer (P2P) technology to introduce advantages of P2P networks to
enhance the scalability and robustness. Additionally, P2P technology is used to
create decentralized registries minimizing problems like performance bottlenecks
and eliminating a single point of failure in the service-oriented architecture.

Toward synergizing P2P networks and Web services, there have many proposed
methods in different research communities [5–15]. Castro et al. [9] proposed
building a universal ring in a DHT P2P network to support service advertisement,
service discovery, and code binding. These functions are based on three opera-
tions, namely the persistent store, the application-level multicast, and the dis-
tributed search. Every exposed service (a piece of code) has a code certificate to
identify the correctness of the service (code binding). Since there may be many
Web services with the same functionality and name globally, the code certificate
will help the user find the correct service to invoke. It is essential for finding the
correct service that the information used to generate the service key for discovery
should be the same as the one used to generate the service key for advertisement.
This is the problem of lack of semantic information and only supporting exact
searching in structured P2P networks. If the name of service request is not equal to
the name of service advertisement, such that the result of hashing service request
cannot equal to the result of hashing service advertisement, the registry will return
failure because none of service advertisements can match the service request.

Benatallah et al. [10] proposed a declarative dynamic composition and exe-
cution framework for Web services in P2P networks. But their work did not
consider the Web service publishing and discovery in P2P networks, which is the
primary aspect to overcome the scalability issues.
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Banerjee et al. [11] proposed Distributed UDDI Deployment Engine (DUDE) to
address the scalability issues with UDDI. DUDE proposed the leveraging of
structured Distributed hash table (DHT), a P2P system that forms a structured
overly, allowing more efficient routing than the underlying network, as a ren-
dezvous mechanism between different registries. In their approach service
description message dispersion to several distributed UDDI registries promote
scalability and replication. But such an approach cannot cope with dynamism,
mobility and scenarios where inter-communication between entities is not possible
in a point-to-point fashion.

Similarly Wang et al. [12] proposed the Web services architecture based on a
P2P network. They proposed a classification of peers on the basis of computation
power and memory into Service-peers and Super-peers, with Super-peers
responsible for publishing of Web services, query routing and formation of peer-
groups for Service-peers. Such architecture assumes homogenous communication
capabilities of peers, which cannot be considered in heterogeneous environments
as robot swarms. Moreover we do not consider a full coverage, of an entity, of rest
of the network and mobility of entities can restrict the communication coverage of
an entity.

Du et al. [13] proposed the notion of an active and distributed service registry
(ad-UDDI), an active monitoring mechanism enabled UDDI to maintain periodic
service information. They considered a layered approach for distributed UDDI
registry into a management root layer, a business layer comprising of domain
specific ad-UDDI registries and a service layer.

Liu et al. [14] proposed a kind of Web service discovery model based on
unstructured P2P network. When users have a service request, the model firstly
searches in the neighbor nodes and then broadcast the service request to the whole
network with find flooding. Every node compares the service request to all the
registered services and returns the result to the request node. The disadvantage of
this method is that every service request will be broadcasted to almost every node
in the model. Obviously every user’s request will possess the whole bandwidth and
computing resource of the network, the efficiency is suspicious.

Banaei-Kashani et al. [15] also suggests a P2P service discovery method using
the Gnutella protocol and semantic technologies. Although these methods are
intuitive and simple, they can cause high network consumption and lower the
possibility of finding a service.

Corresponding to the shortage of methods proposed above, in this paper we
introduce the model named JWSD (JXTA-based Web Service Discovery). Any
service provider who wishes to make a service available on a JXTA network needs
to create an advertisement of the service and then publish the advertisement to the
registry node of its community in JXTA. Publishing an advertisement allows
service requesters in the same community to find it. When a service requester
wants to search for a desirable service, it first sends the service request to the
registry node in its community. If the registry node does not store any relevant
service, it will send the service request to other registry nodes. When the registry
node finds an advertisement, it usually puts it in its local cache. Other service
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requesters can then retrieve it from there as well as retrieving the advertisement
from the actual service provider. This mechanism provides additional redundancy
and scalability of JXTA networks.

The rest of the paper is organized as follows. In Sect. 168.2 we introduce the
related technology of our work. In Sect. 168.3, we discuss our JWSD model in
detail. The last section presents the conclusions and future work.

168.2 Related Technology

The goals of the peer-to-peer infrastructure JXTA [16] are interoperability, plat-
form independence and ubiquity. JXTA defines a common set of protocols for
building Peer-to-Peer applications. These applications avoid the problem of
existing peer-to-peer systems of creating incompatible protocols. Therefore JXTA
offers the means to develop a hybrid overlay network and to orchestrate the
deployed applications and services.

Figure 168.1 shows an example of a possible network topology. In order to
distinguish ‘‘normal’’ peers from rendezvous peers, these are typically called edge
peers, because of the position at the edge of the overlay network. The rendezvous
peers (nodes in dark gray) are located at the center of the network acting as super-
peers, while the normal edge peers (nodes in light gray) are connected to their
corresponding rendezvous peers. Peers in the JXTA environment organize them-
selves in peergroups, which represent a set of peers sharing a common interest and
have agreed upon a common set of policies, e.g. a membership policy. Based on
the Resolver Service Protocol, which provides resolution operations such as
resolving a peer name into an IP address, defined in the JXTA specifications, the
JXTA overlay network provides a default resolver service based on rendezvous
peers. Rendezvous peers are peers that index advertisements to facilitate the dis-
covery of resources in a peergroup. Rendezvous peers are defined in the scope of
peergroups to reduce the communication complexity. Any peer can potentially
become a rendezvous peer, except prohibited due to security considerations.
Rendezvous peers maintain an index of published advertisements using the Shared
Resource Distributed Index (SRDI) service. Peers use SRDI to push advertisement
indices to their rendezvous peers. The rendezvous/edge peer hierarchy allows
resolver queries to be propagated between rendezvous only, which reduces the
amount of peers involved in a search operation significantly.

168.3 JWSD Model

In this section, we mainly consider the construction of JWSD model. The JWSD
model can be represented through two viewpoints: system viewpoint and tech-
nology viewpoint. System viewpoint defines the function of nodes and the
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relationship between nodes. Since our model is based on JXTA, the system
viewpoint is similar to the topology of JXTA. There are two kinds of actors in our
model. The edge of model is service providers and service requesters. The service
providers and service requesters connect to a local registry node and are organized
to a registry community. The registry communities connect to each other based on
JXTA (Fig. 168.2).

Technology viewpoint defines the configuration document in the model and
technical realization of node’s function. Technology viewpoint is shown in
Fig. 168.3.

Any provider who wishes to make a service available on a JXTA network needs
to create an advertisement of the service. An advertisement is a small piece of
XML data that announces the existence, and some properties of a service. (In this
paper, the advertisement is usually a WSDL document.) The provider then needs
to publish the advertisement. Publishing an advertisement allows other service
requesters in the same community to find it, using a standardized search mecha-
nism, until the expiration time of the advertisement has passed. At that time, the
service provider should publish a new advertisement, if it still wishes to provide
the service. When a service requester wants to search for a desirable service, it first
sends the service request to registry node in its community. If the registry node
does not store any relevant service, it will send the service request to other registry
nodes. When the registry node finds an advertisement, it usually puts it in its local

Fig. 168.1 The topology of
JXTA
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cache. Other requesters can then retrieve it from there as well as retrieving the
advertisement from the actual service provider. This mechanism provides addi-
tional redundancy and scalability of JXTA networks.

168.4 Conclusions and Future Work

With the development of Web service, the number of available Web service is
growing day by day. How to improve the efficiency of service discovery continues
to be an important issue. In this paper, we first introduced the peer-to-peer
infrastructure JXTA and proposed the JWSD model in order to overcome the
disadvantage of traditional architecture of Web services. The JWSD model can be
represented through two viewpoints: system viewpoint and technology viewpoint.
The detail of these two viewpoints is discussed in this paper. Our model could
provide a scalable Web service discovery in large scale.

In practice, Web services discovery may not be sufficient for the user’s demand
because of complicated application. How to compose such services in order to
satisfy the high-level requirement especially in the distributed environment will be
our future works.

JXTA

Registry
Community

Registry
Community

Registry
Community

Fig. 168.2 System viewpoint of JWSD model
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Chapter 169
The Role of Website Quality
in the E-Banking Development:
The Chinese Perspective

Zhengwei Ma and Jinkun Zhao

Abstract Purpose. The purpose of this research is to analyze factors of website
quality that may influence e-banking quality in the Chinese commercial banking
sector. Moreover, the paper also aims to analyze the relationship between website
quality and customer satisfaction, and to find some key variables for keeping
high-level online banking customer satisfaction. Design/methodology/approach.
The paper describes the positive effect of website quality about e-banking cus-
tomer satisfaction in China. After the validation of measurement scales, the
hypothesis is contrasted through structural modeling. Finally, the authors validate
the hypothesis and a measurement model. Findings. The data showed that website
quality have direct and significant effect on e-banking quality in China. Besides
this, the authors found that website quality is positively related to e-banking
customer satisfaction. Finally, it is observed that efficiency, interactivity, security,
information, ease of use and content are major factors to affect customer satis-
faction in the e-banking service. Originality/value. This study proposes a model
for analyzing empirically the link between website quality and customer satis-
faction in the e-banking sector.

Keywords Website quality � Customer satisfaction � E-banking

Z. Ma (&)
School of Business Administration, China University of Petroleum-Beijing,
Beijing, China
e-mail: mzw8632425@yahoo.com.cn

J. Zhao
Teaching Supervision Department, Harbin University, Harbin, China
e-mail: zjk1998@126.com

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_169,
� Springer Science+Business Media B.V. 2012

1419



169.1 Introduction

Given the fact that banks invest billions in the Internet infrastructure, customer
satisfaction and customer retention are increasingly developing into key success
factors in e-banking. But low customer satisfaction is a major encumbrance
to depress development of online-banking service in China. Patricio et al. [1]
focus-group study found that customers with different patterns of use (e.g., fre-
quency of use and type of operations performed) for an e-banking service tend
to value different website attributes, several of which are related to website
quality.

Therefore, website quality has significant relationship with customer satisfac-
tion. Website quality is a key factor to affect customer satisfaction.

In the present study, the creation of the measurement items went as follows.
Initially, lists of items from existing instruments were compiled that would capture
the five broad dimensions of website quality identified in the following areas:
privacy/security, information quality, ease of use, graphic style and fulfilment.
Where theory is less than well developed, it is beneficial to use both academic and
practical perspectives [2, p. 348]. Therefore, using this base list of items, several
iterative focus-group discussions were conducted with managers from several
banks’ online-banking departments in an attempt to choose one item to adequately
represent each of the main quality dimensions in e-banking. During these dis-
cussions, it was considered important, for the topic of website quality, to break the
notion of quality into security, interactivity, efficiency, information, ease of use,
content, accuracy, technology and design.

Considering the previous considerations, the paper is structured as follows:
firstly, authors carry out a deep review of the relevant literature concerning the
variables included in the study; secondly, authors formalize the hypotheses;
thirdly, authors explain the processes of data collection and measures validation;
fourthly, authors present the results and conclusions of the study. Finally, authors
mentioned potential future research.

169.2 Literature Review

In this section, authors review the relevant literature and the focus-group discus-
sions with banks’ managers, authors summarize the variables included in the
study: website quality (security, interactivity, efficiency, information, ease of use,
content, accuracy, technology and design) and customer satisfaction (number of
complaints and overall service quality).

Security is the freedom from danger, risks or doubts. It involves physical safety,
financial security and confidentiality. It is one important dimension that may affect
users’ intention to adopt online-banking services. Encryption technology is the
most common feature at all bank sites to secure information privacy, supplemented
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by a combination of various unique identifiers, such as a password, mother’s
maiden name, a memorable date; in certain cases, a few minutes of inactivity will
automatically log a user off the account. Besides, the ‘‘secure socket layer,’’ a
widely used protocol for online credit card payments, is designed to provide a
private and reliable channel between two communicating entities [3]. So, security
is a factor that should be taken account of when measuring website quality.

Interactivity is concerned with how an online-banking website interacts with its
visitors. It is defined as the facility for users and online-banking websites to
communicate directly with one another. In this sense, interactivity denotes any
action a user or a website takes while a user is visiting a website. Lowry et al. [4]
asserted that the more interactive a website is, the more likely a user is to expe-
rience satisfaction. Two-way communication and active control of users are
considered critical dimensions of interactivity, and they both play a key role in
determining user satisfaction, which underlined the importance of interactivity,
which also determines website quality.

Furthermore, Zeithaml [5] reported a significant correlation between efficiency
and e-banking quality. Downloading speeds and response time, in consumers’
perception, are two crucial facts of e-banking efficiency. Downloading speed
depends on the nature of the site from which information is downloaded, the
computing hardware and method of connection used to download information [6].
In addition, Kwon and Chidambaram [7], studying consumer perceptions of
quality of e-banking services, concluded that efficiency is one of five dimensions
sufficiently representative of customers’ perceived e-banking quality. Thus, effi-
ciency should play a decisive role in measuring website quality.

Website quality is important because it enhances customer loyalty [8], a key to
the success of e-services [9]. Zeithaml [5] and some researchers provide excellent
summaries of most of these studies, in which information quality is identified as
one the main dimensions of website quality. Among other results, Novak et al. [10]
found, through structural equation modeling, that information quality had a sig-
nificant impact on website quality. In view of these findings, information should
figure in when a researcher measures website quality.

Ease of use has been studied extensively in the context of IT adoption and
diffusion [11], and it is one of the important measures for user satisfaction, system
adoption or IS success [12]. In some studies, system quality has been represented
by ease of use, which is defined as the degree to which a system is ‘‘user-friendly’’
[13]. In the context of online banking, consumers may access the websites based
on how easy they are to use and how effective they are in helping them to
accomplish their tasks [5].

Pikkarainen et al. [14], and Jayawardhena and Foley [6], claim that the content
on an online-banking website will affect the website’s acceptance among users.
The term ‘‘content’’ denotes the design of the service. It creates value if such
designs fit customers’ needs and if it is clearly understood and updated. Content,
needless to say, is a factor that will affect website quality in online-banking
services.
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If online-banking information is accurate, up-to-date, objective and authentic,
it will be considered reliable. Madu and Madu [15] found that accuracy of
information played an important role in the formation of satisfaction. Accurate
information is information that can be used effectively for a given purpose.
In other words, accuracy gives website users the ability to use the information for
their purposes. Therefore, many researchers (e.g., [16] believed that it is essential
that accurate information be introduced into online-banking services and that
accuracy is an important benchmark by which online-banking users judge the
website quality.

Zeithaml [5] states that e-service is a web service delivered through the
Internet. In e-services, customers interact with or contact service providers through
technologies. Customers have to rely entirely on information technologies in an
e-service encounter [5]. An online-banking service’s deeds, effort or performance
are mediated by information technologies. Zeithaml [5] stated that some dimen-
sions of SERVQUAL may be applied to e-service quality, but in e-service there
are additional dimensions, many of which are specifically related to technologies.
So, technologies are a factor that affects website quality.

In the virtual environment of e-service, for customers, a website is a main
access to online banking and to a successful online process. Thus, a deficiency in
website design can result in a negative impression of the website quality, resulting
in customers exiting an online-banking transaction. A website is a starting point
for customers to gain confidence with the business. Website design can influence
customers’ perceived image of a company. With good navigation and useful
information on its website, a company may easily attract customers to its online-
banking services. Websites proprietors, thus, should provide appropriate infor-
mation and multiple functions for their customers. So, clearly, design is an
important aspect of website quality.

Some researchers found that customer complaints had a direct effect on cus-
tomer satisfaction. They reported that as one-dimensional attributes increased, the
level of overall customer satisfaction also increased. Researchers discovered that
major gains in customer satisfaction were likely to come from an alleviation of
complaints. These researchers, overall, concur that the number of complains is an
index of customer satisfaction. This is why, in the present study, the number of
complaints were used to measure customer satisfaction.

Service quality is defined as a long-term cognitive judgment regarding an
organization’s ‘‘excellence or superiority’’. Two main streams of research into
the dimensions of service quality exist: the Nordic school, which tends to
incorporate the process and outcome dimensions, and the North American
school, which draws on SERVQUAL [17]. A customer-oriented quality strategy
is critical to service firms as it drives customers’ behavioral intention with, for
instance, highly perceived service quality leading to repeat patronage and cus-
tomer loyalty [5]. Accordingly, substandard service quality will lead to negative
word-of-mouth, which may result in a loss of sales and profits as the customers
migrate to competitors [5]. These factors stress the importance of delivering
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high-level services, especially within an electronic environment, where cus-
tomers can readily compare service firms and where switching costs are low.

169.3 Constructs for the Present Study and Hypothesis

According to the possible connection between website quality and customer
satisfaction in handling private data, a direct relationship might be established
between the two concepts [18–20]. And follow the prior study; one construct
is addressed in the present study: website quality and customer satisfaction,
all of which are elaborated in prior paragraphs. The relationships between
these constructs, as embedded in the hypothesis, are now illustrated in
Fig. 169.1.

Taking into account the previous considerations, the relationship between
website quality and customer satisfaction is evident in personal data handling and
should be examined in greater detail. With the aim of testing this connection in the
online-banking customer satisfaction, the following hypothesis is proposed:

H1: there will be a positive relationship between website quality and customer
satisfaction.
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Fig. 169.1 Research factors and hypotheses in the present study

169 The Role of Website Quality 1423



169.4 Data Collection

The generation of the initial questionnaire was ascertained by experts and
managers interviews at banks as well as through in-depth discussions with online-
banking users. Pre-tests of the initial 24-item questionnaire were carried out with
30 online users to improve the questionnaire. The resulting modified 11-item pool
was presented to Chinese users of online banking in drop in survey. Respondents
were asked to refer to their own online-banking service (the one they use regularly)
when answering the questionnaire. Non-random method of collecting the data
(volunteer sampling) generated 198 fully usable questionnaires. The question-
naires of collection are non-random samples. So authors compared some of the
survey results with available information about the population. The results are very
similar and as a consequence, authors may conclude that our sample represents the
profile of the average Chinese online-banking users.

169.5 Results

Authors developed a structural equations model, which the objective of testing is
the proposed hypothesis (Fig. 169.2). Authors observed that the hypothesis was
supported at the 0.01 level and, in a similar way. Model fit was acceptable
[Chi-square = 103.13, 43 df, p \ 0.001; goodness-of-fit index (GFI) = 0.908;
adjusted goodness-of-fit index (AGFI) = 0.859; Comparative Fit Index
(CFI) = 0.968; Bollen (IFI) Fit Index = 0.968; Bentler–Bonett Normed Fit Index
(NFI) = 0.946; the root mean square error of approximation (RMSEA) = 0.084;
normed Chi-Square = 2.398].

It was also notable that this model has allowed authors to explain at a very high
level the website quality in customer satisfaction of online-banking service.
Besides, according to the standardized estimates, authors may say that customer
satisfaction is clearly and positively influenced by website quality in handling
personal data (b = 0.73). And authors found that efficiency, interactivity, secu-
rities, information, ease of use and content have larger effect than other three
factors for customer satisfaction (b[ 0.85).

169.6 Discussion

Review the results, online-banking customer satisfaction cannot be described as
one fact construct. Instead, it represents a multi-factor construct that is composed
of website quality judgments with regard to the service categories. This study
provides validated measurement scales for each factor [21–22]. The empirical
results strongly support the understanding of website quality as integral solutions.
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Based on our findings, management can establish a sequential priority to improve
website quality in online-banking service. The sequential priority depends on the
influence to customer satisfaction. For example, when limited resources become
the barrier to improve all of nine factors, banks can improve the first efficiency,
interactivity, securities, information, ease of use and content to be first step. And
the banks could put accuracy, technology and design to be second step.

169.7 Limitations

There are several limitations to the present study. First, the sample was China-
focused, with all of the respondents residing in China. The participants in this
survey may have possessed attributes and behaviors that differed from those in
other parts of the world. Second, the sample was restricted to the consumers of
banks and may have possessed attributes and behaviors that differ from those of
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consumers in other business sectors. Next, as mentioned earlier, in the data
collection section, since it was impossible to send follow-up surveys, no attempts
were made to ascertain the existence of non-response bias by comparing responses
to the first-wave surveys with those to a second wave.
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Chapter 170
Web Service Composition Method Using
Hierarchical Reinforcement Learning

Hao Tang, Wenjing Liu and Lei Zhou

Abstract Through web services composition, distributed applications and
enterprise business processes can be integrated by individual service components
developed independently. In this chapter, we concentrate on the optimization
problems of dynamic web service composition, and our goal is to find an optimal
composite policy. We introduce a hierarchical reinforcement learning technique,
i.e., a continuous-time unified MAXQ algorithm, to solve large-scale web service
composition problems in the context of continuous-time semi-Markov decision
process (SMDP) model under either average- or discounted-cost criteria. Finally,
this proposed algorithm is tested in a simulation, and the experimental results show
that it has better optimization performance than the flat Q-learning.
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170.1 Introduction

A single web service usually cannot fulfill the requirements of a user, while web
service compositions provide a way to combine a set of simple web services into
more powerful services or new value-added services that can satisfy the user’s
needs. So, in the modern high-tech world, web service composition has played
more and more important roles in many domains [1, 2], typically in e-commerce
and enterprise application integration, and has attracted many researchers’
attention.

So far, a number of methods have been proposed to achieve dynamic web
service composition. For example, in Wang et al. [3], a new algorithm is applied
for dynamic service composition based on reinforcement learning (RL) and logic
of preference. However, in large-scale web service composition problems, the
current tabular RL methods suffer from the ‘‘curse of dimensionality’’, which is
the exponential growth of computational and memory requirements with the
number of system state variables.

Wang et al. has adapted MAXQ algorithm to dynamic service composition,
which is based on discrete-time semi-Markov decision process (DT-SMDP) [4].
But in real-word applications, web service compositions are always related to run
time. Therefore, it is more practical to use continuous-time hierarchical rein-
forcement learning (HRL) algorithms to solve web service composition problems.
In this article, we will propose a dynamic web service composition method based
on MAXQ algorithm, in the context of continuous-time semi-Markov decision
process (CT-SMDP). It is effective in dealing with the ‘‘curse of dimensionality’’
and the ‘‘curse of modeling’’ for practical large-scale service composition.

170.2 Web Service Composition Model

The framework of the dynamic web service composition model is shown in
Fig. 170.1 [1].

First, the service providers advertise their atomic services at a global market
place. Once a service requester submits his requests and the task acceptor accepts
the information, the composed service engine will try to solve the requirement by
composing the atomic services advertised by the service providers. Then the
execution engine will accept the corresponding flowchart, and send the service
specification to the service matchmaking, which will find the most appropriate
atomic web services and return the information to the execution engine. Finally,
the execution engine invokes and executes each atomic service, and the result will
be then sent back to the service requester.

The dynamic web service composition problem can be modeled as an SMDP
[5–7], which is a more general model than MDP. When a composition process
evolves to a task node, the composed service engine should decide to select a
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concrete web service, and the moment of making decision is called decision epoch.
Here, we use Tn to denote the nth decision epoch with T0 = 0. If there are l task
nodes to be bound in a web service composition problem, the system state s is then
defined as a conjunction of status of each task node, i.e., s ¼\s1; . . .; sk; . . .; sl [;
where sk corresponds to the kth task node of this service composition. sk = 1
represents that this node is active and has been bound to a concrete web service,
while sk = 0 means that this node is not active. Let U be the system state space,
i.e. U ¼ f1; 2; . . .;Ng; and s 2 U: At time Tn and state sn, the action an is selected
from the set of all possible candidate web services AðsnÞ; i.e., an 2 AðsnÞ; and
write A ¼

S

AðsnÞ: Then, a stationary policy p represents a mapping from
states to actions, i.e. p : U! A: Here pðsnþ1jsn; anÞ is the transition probability,
that is, under a concrete action an, the system transits from current state sn to
next state sn with probability pðsnþ1jsn; anÞ or still stays at state sn with
probability 1� pðsnþ1jsn; anÞ: Let sss0 be the interval time between Tn and Tn+1,
and it can also be called the sojourn-time of state sn under action an, which
follows a random distribution. Then, the web service composition problem can
be modeled as an SMDP. Suppose that the expected cost the system pays every
unit time at state sn under action an and before transiting to next state sn+1 is
denoted by f ðsn; an; snþ1Þ: Then, we take the following infinite-horizon expected
cost criteria [7]

gp
aðsÞ ¼ E

X

1

n¼0

Z

tnþ1

tn

ae�atf ðsn; an; snþ1Þdtjs0 ¼ s

2

4

3

5 8s 2 U ð170:1Þ

Here, a denotes a discount factor, 0\a\1; and when a[ 0; gp
aðsÞ represents the

long-run expected total discounted cost under policy p. As a special case, if a! 0;
the limitation gp

0ðsÞ represents the following infinite-horizon expected average cost
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 Service request

 Result

Composed service 
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Fig. 170.1 Web service composition model
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gp ¼ lim
N!1

1
tN

E
X

N�1

n¼1

Z

tnþ1

tn

f ðsn; an; snþ1Þdt

2

4

3

5 ð170:2Þ

170.3 Continuous-Time MAXQ Algorithm
for Service Composition

To construct MAXQ decomposition for the web service composition problem, we
should first identify a set of individual subtasks that we believe important for
solving the overall task. More formally, the MAXQ method decomposes the target
task M into a set of subtasks fM0;M1; . . .;Mmg and decomposes a hierarchical
policy p into a set of policy fp0; p1; . . .; pmg with pi corresponding to subtask
Mi [8, 9]. In this case, let us define four tasks as follows:

• Root. This is the whole web service composition task.
• Input. In this subtask, the goal is to get the request information so as to invoke a

concrete service.
• Output. In this subtask, the goal is to obtain the service output data.
• Comp. In this subtask, the goal is to select an appropriate composite model

during the composition process. In other words, it is to move the service process
from its current state to target state.

The decomposition for the Vpði; sÞ is also shown by Fig. 170.2. Each circle is a
state of the composition process, and suppose subtask Mi is initiated at state sI and
terminated at state sT. If i is a primitive action, then s = sI, s0 ¼ sT : The interval
time sss0 between state s and its next state s0 is the sojourn-time of state s, which is
assumed to be exponential distribution during our experiments in the next section.
If i is a composite action, sss0 is the cumulative time that can be separated into
several interval times, and is no longer exponential distribution. Then, the value
function Vpði; sÞ of state s for Mi in the MAXQ algorithm is broken into two parts:
the value of the subtask Mj that is independent of the parent task Mi, and the value
for completing Mi after executing subtask Mj that of course depends on the parent
task Mi. So, we have

Vpði; sÞ ¼
f 0ðs; i; s0Þ if i is primitive

Qp i; s; piðsÞð Þ if i is composite

(

ð170:3Þ

where

f 0ðs; i; s0Þ ¼ k1ðs; iÞ þ
Z

sss0

0

k2ðs; i; s;Þ � e�atdt � Taðsss0 Þ � ~g ð170:4Þ
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Qpði; s; jÞ ¼ Vpðj; sÞ þ Cpði; s; jÞ ð170:5Þ

Here, k1ðs; iÞ represents the immediate cost of executing primitive action i at state
s; k2ðs; i; s0Þ represents the time-related cost that the system pays every unit time,
such as response time. In addition, ~g represents the estimate of average cost,
satisfying

~g :¼ Sf

Sw
ð170:6Þ

with sf and sw being learned, respectively, as follows:

Sf :¼ Sf þ bn f
0

a¼0ðs; i; s0Þ � Sf

� �

ð170:7Þ

Sw :¼ Sw þ bnðsss0 � SwÞ ð170:8Þ

Here, bn is a stepsize, and f
0
a¼0ðs; i; s0Þ is calculated by (170.4) with a = 0, which

denotes accumulated cost from s to s0 under primitive action i.
The projected value function for the root is then decomposed into the ones

for the individual subtasks and the individual completion functions recursively
by equations (170.3–170.5). Furthermore, Vpði; sÞ and Cpði; s; jÞ are updated,
respectively, as follows:

Vpði; sÞ :¼ ð1� cÞVpði; sÞ þ c� f 0ðs; i; s0Þ ð170:9Þ

Cpði; s; jÞ :¼ ð1� cÞCpði; s; jÞ þ c e�aT Cpði; s0; j�Þ þ Vpðj�; s0Þð Þ � TaðTÞ � ~g
� �

ð170:10Þ

j� ¼ arg min
j2Aiðs0Þ

Vpðj; s0Þ þ Cpði; s0; jÞð Þ ð170:11Þ

Here, TaðsÞ ¼
R s

0 e�atdt ¼ 1�e�as

a for any discount factor a[ 0 and time s[ 0; and
let T0ðsÞ ¼ lim

a!0
TaðsÞ ¼ s: In addition, c is a stepsize, and T is the current total

cumulative time for executing subtask Mi.

Is s 's

( , )V j s
( , , )C i s j

( , )V i s

Ts

Execution of Action j

Execution of Subtask i

Fig. 170.2 Value function decomposition for MAXQ algorithm of continuous-time SMDP
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Due to the introduction of the term Tað�Þ � ~g in Eqs. (170.4) and (170.10)
according to the idea of performance potential for SMDP [7, 10], the unified
MAXQ algorithm can then be established for both discounted and average criteria,
which is the difference between our algorithm and other MAXQ algorithms.

170.4 Experiments

170.4.1 Simulation Model

Let us assume that a customer wants to travel to some place. He/she will first talk
to the travel agent who notes the customer’s requests and generates a corre-
sponding trip request document that may contain several requirements plane/train/
bus tickets hotels, car rental, excursions, etc. The travel agent performs all
bookings and when he is done, he puts the trip request either into the canceled
requests or into the completed requests data base. A completed document is sent to
the customer as an answer to his request. If the booking fails, the customer is
contacted again and the whole process reiterates.

As Fig. 170.3 shows, the travel reservation problem is decomposed into four
levels. The highest level is the task of input, composition and output. Furthermore,
the composition task decomposes into hotel, traffic and viewpoint, which constitute
the second level. Then they all decompose into three subtasks-find, select, book
respectively. In the last level, there are primitive actions which are all candidate

Travel 
(Root)

Hotel Traffic View  

Find Select Book Book Find Find Select Select Book 

V 1 .  .  . V 10

Input Composition Output 

.  .  .H1 H10 BUS 1TRAIN 1 PLANE 1BUS 2.  .  .

Fig. 170.3 Travel reservation model
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web services that can be bound to the corresponding parent task node. The goal is
to find an optimal composite policy.

170.4.2 Experimental Results

As a case study, we suppose there are three web service classes, such as hotel,
traffic and viewpoint, and the number of candidate services for each web service
class is ten, as shown in Fig. 170.3. For comparison, we used Q-learning to
simulate this problem at first. In Q-learning, e—greedy actions are necessary for
exploration, especially at the beginning of the optimization. So we use e = 0.3,

learning step c ¼ 1= 8� Nðs; iÞ0:2
� �

; here Nðs; iÞ is the number of state-action

pairs ðs; iÞ that has been visited. k1ðs; iÞ is different for every state-action pairs
(s, i), and k2ðs; i; s0Þ ¼ 0:8

First, we consider the average case, i.e. a = 0. Two optimization plots are
provided respectively in Fig. 170.4, where each y-axis denotes the average cost
of each algorithm in 1,000 episodes. In this problem, a simulation episode is
staring from any state to the termination state. Figure 170.5 shows the results of
Q-learning and MAXQ algorithm for discounted cases with the discount factor
a = 0.01. We observed that, compared with the Q-learning, the performance of the
MAXQ method is more efficient whether in average case or in discounted cases.
This is because the MAXQ method accelerated the learning speed and also
improved the optimizing precision via hierarchy and action abstractions. Due to
the utilization of discount factora, the curve for discounted case is better than the
average case.

On the other hand, we extended the number of tasks to test the other perfor-
mance values, such as the success rate and the computation cost. Figure 170.6
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shows the success rates of Q-learning and MAXQ algorithm with different number
of tasks, respectively. We can see that when the number of tasks is ten, the success
rates of these two algorithms are almost the same. But as the number of tasks
increases, the success rates of Q-learning reduce faster than success rates of
MAXQ algorithm. Besides, the computation costs of both algorithms are shown by
Fig. 170.7. Obviously, when the number of tasks becomes large, the computation
cost of Q-learning grows faster than that of MAXQ algorithm. These two figures
fully illustrate that the MAXQ algorithm is more effective in large-scale services
composition problems.

The differences for the two algorithms are also listed in Table 170.1. The
average cost of MAXQ algorithm is almost 15.8% less than that of Q-learning. It is
because the policies learned in subproblems can be reused for multiple parent
tasks, so the accuracy of optimization has been increased. On the other hand, the
value functions learning in subproblems can be shared, so the learning speed is
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accelerated. When the curves tend to smooth, we consider that the algorithm gets a
good result. So we can see that the time spent for getting good results by MAXQ
algorithm is about 26.4% less than that by Q-learning, as shown in Table 170.1.

170.5 Conclusions

The web service composition problems, under either average- or discounted-cost
criteria, are solved effectively by using continuous-time unified MAXQ algorithm.
Compared with Q-learning, the proposed algorithm tends to be more suitable for
solving the ‘‘curse of dimensionality’’ in large-scale web service composition
problems. The simulation results also demonstrated that the MAXQ algorithm
has the advantages of high effectiveness and high learning speed. In addition, as
part of our ongoing work, we will extend our algorithm to support multi-agent web
service composition problems.
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Chapter 171
Research on Agent for Mail Classification

Ying-hui Sun, Ying-juan Sun and Dong-bing Pu

Abstract This chapter researches on agent for mail classification. An Email
Intelligent Classification system is designed to classify the e-mails into four kinds
by their significance. It has proved the feasibility of e-mail classification by
experiment.

Keywords Agent � Mail classification � Intelligence

171.1 Introduction

In the information society, the access, processing and transmission of information
are the primary task of social operation. In the future society, it is not what we
have that users will use, but we will be able to provide what users will need.
Intelligent agent is produced to rather facilitate users and provide help to them [1].

Generally speaking, intelligent agent is a calculating entity, which can operate
in a particular environment, adapt to the changes in the environment and take
flexible and independent action to meet their design goal [2].
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E-mail is currently the most widely used means of communication in a com-
puter, which further promotes the exchanges between people. But the more e-mail,
the more frequent coordinating work needs to be done. If the computer can
automatically finish coordinating e-mail, it will enable people to avoid many of the
tedious work. There are also some current e-mail systems with filtering function,
but it is simple interception just under spam addresses, there are not really intel-
ligent services. Some foreign intelligence agent systems (for example: Lydia
E-mail Agent, etc.) can be smart to classify e-mail, but it usually requires users to
interact with the software constantly, which was very inconvenient.

Based on the above, this paper presents an e-mail classifying Agent algorithm,
named ILDS. According to the degree of importance, ILDS algorithm classifies
e-mails received into important e-mail, Less important e-mail, Deleted e-mail and
Strange e-mail. Learning the address, theme, text and user habits of the received
mail enables us to achieve the intelligent mail classification.

171.2 Introduction of e-mail System

A. E-mail Address
An e-mail address is known as an electronic mail address. Let us use an e-mail
address to analyze its composition. For example, it is sss@sohu.com.cn.
@ divides the address into two parts: ‘‘sss’’ on the left of the address stands for
the receiver’s account name and the part on the right stands for domain name.

B. E-mail Composition
Usually e-mail has five main parts: the addressee’s address, the sender’s
address, the mail theme, the mail text and annexes.

C. E-mail Transfer Process
Use the mail client software to create a new mail. Enter the mail addressee’s
address, theme, text, and add annex if necessary. Send the mail through the
mail server to the receiving mail server [3, 4].

171.3 Mail Classification

Every user has a yardstick on the importance of receiving the mail. According to
the degree of importance, ILDS algorithm classifies it into important mail, less
important mail, deleted mail and strange mail.

Important mail refers to the one with relatively high frequency of communication
or of great significance. Less important mail refers to the one with low frequency of
communications or of no significance—ordinary mail. Strange mail refers to the one
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of the first communication. Delete mail refers to the advertisement or other junk mail,
which is the most irritating mail and an important source of the virus.

171.4 Intelligent Mail Classification

To better distinguish mail, we give different types of mail different thresholds. The
highest threshold is the important mail, followed by less important mail, the lowest
for the deleted mail. Without loss of generality, the threshold between 0 and 1 is
deleted mail; the one between 1and 2 is less important mail; the one between
2 and 3 is important mail.

A. Classify e-mail According to the e-mail Addresser’s Address

(1) Initialization of system
Firstly, establish the set of initial important e-mail address, less important
e-mail addresses and deleted e-mail address. The establishment of sets can be
done through mail sampling. Through sampling, establish the initial glossary
index storehouse of the important e-mail, less important e-mail and deleted
e-mail.

(2) The process of e-mail classification

(a) Extricate the sender’s address from the boxes.
(b) Judgment.

If the address is in the set of important e-mail addresses, the mail will be
classified as important e-mail. If the address is in the set of less important
e-mail addresses, the mail will be classified as less important e-mail. If the
address is in the set of strange addresses, judge the e-mail through other
methods. If there is no @, just delete the e-mail. In addition, if there are
several addresses in the address column, and there are two or more addresses
with the same prefix, the e-mail is classified as deleted e-mail.

B. Classify e-mail According to the User’s Habits
ILDS algorithm does not deal with the e-mail first received that does not belong to
the present set of addresses and classifies it as stranger e-mail. When receiving the
e-mail address again, the algorithm will deal with it, which can increase accuracy
of the intelligent e-mail classification.

(1) The e-mail address belongs to the set of strange mail addresses

(a) Delete e-mail
If the user does not read the e-mail and just deletes it after opening the
mail, it is classified as deleted mail.

(b) Reply e-mail within 48 h
The speed of replying e-mail is not the only important indicator, but it also
reflects the importance of a mail. Therefore, the speed of replying e-mail in
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accordance with users gives a weight value d1. d1 = 3 - (t2 - t1)/24,where
t2 stands for the reply time and t1 for open box time, whose unit is hour.

(c) Do not reply e-mail within 48 h
This kind of e-mail belongs to the one that needs no reply or junk e-mail,
so we are not sure of it. It relies on the content of the mail. The weight
value of the e-mail is d1 = -1.

(2) The e-mail address does not belong to the set of strange mail addresses
This kind of e-mail belongs to the first mail. If the user reads it, the e-mail for
the user is useful. It should be classified as strange e-mail. If the users do not
read it, the e-mail is junk mail. It should be classified as strange e-mail.

C. Classify e-mail According to its Theme and Text

(1) Get the weight value d21 according to the theme of e-mail

(a) Vocabulary weights
The frequency that vocabulary appears in different types of e-mail theme
shows the different weights. Vocabulary weights correspond to e-mail
weights: the weights of the themes of important e-mails are between 2 and
3; the weights of the themes of less important e-mails are between
1 and 2; the weights of the themes of deleted e-mails are between
0 and 1(statistics is held in terminology indexing database). Once classify
an e-mail, the index of vocabulary will be updated. In addition, the same
word may appear in different vocabulary indexing databases with different
weights. See specific solution 4.4.Under the theme of the right to obtain
items worth challenged.

(b) To get weights d21 according to e-mail theme

� Extract the vocabulary of e-mail theme.
` Get the weighted average ad [i] of the i-word to make the emergence of

vocabulary total number (t = t1 ? t2 ? t3): the number of the emergency
of vocabulary in important e-mails is t1; the number of the emergency of
vocabulary in less important e-mails is t2; the number of the emergency of
vocabulary in deleted e-mails is t3, and make the weights of vocabulary in
important e-mails f1; the weights of vocabulary in less important e-mails f2;
the weights of vocabulary in deleted e-mails f3. The representation of each
word to e-mails is related to the frequency it appears in the e-mail, so
make:

ad½i� ¼ f1�t1
t þ

f2�t2
t þ

f3�t3
t ðt 6¼ 0Þ ð171:1Þ

ad½i� ¼ 0 ðt ¼ 0Þ ð171:2Þ

�

´ Get the weighted average ad of each word in the theme and make the n
words in the theme, then
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ad ¼ ad½1� þ ad½2� þ . . .þ ad½n�ð Þ=n ðn 6¼ 0Þ ð171:3Þ
ad ¼ 0 ðn ¼ 0Þ ð171:4Þ

�

ˆ Get the weights d21 = ad.

(2) To get weights d22 according to e-mail text

(a) Vocabulary weights
The statistics of vocabulary in the text is held in index database. The
calculating method of weights is the same as that of the theme vocabulary.

(b) To get weights d22 of e-mail according to e-mail text
According to the text classified e-mails, make main statistics of the
weighted average of relatively high frequency of vocabulary. Take the
weighted average of vocabulary from the former n words (n from 5 in Test
System). Statistical method is to identify the vocabulary of high fre-
quency, then use the same method as vocabulary to theme the same values
to calculate the value of the theme vocabulary to get d22.

� Extract n words from the text of the mail.
` How to get the weighted average ad[i] to make the emergence of vocabulary

total number (t = t1 ? t2 ? t3): the number of the emergency of vocabu-
lary in important e-mails is t1; the number of the emergency of vocabulary
in less important e-mails is t2; the number of the emergency of vocabulary
in deleted e-mails is t3, and make the weights of vocabulary in important
e-mails f1; the weights of vocabulary in less important e-mails f2; the
weights of vocabulary in deleted e-mails f3.

ad½i� ¼ f1�t1
t þ

f2�t2
t þ

f3�t3
t ðt 6¼ 0Þ ð171:5Þ

ad½i� ¼ 0 ðt ¼ 0Þ ð171:6Þ

�

´ Get the weighted average ad of each word in the text

ad ¼ ðad½1� þ ad½2� þ � � � þ ad½n�Þ=n ð171:7Þ

ˆ Get the weights d22 = ad.

(3) To get e-mail weights d2 according to the theme and text

d2 ¼ d21 þ d22ð Þ=2 d21 6¼ 0ð Þ ð171:8Þ
d2 ¼ d22 d21 ¼ 0ð Þ ð171:9Þ

�

(4) To classify e-mail according to d1 and d2

d ¼ d1=2þ d2=2 d1 6¼ �1ð Þ ð171:10Þ
d ¼ d2 d1 ¼ �1ð Þ ð171:11Þ

�
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If 0\d� 1, the e-mail is the Deleted e-mail. If 1\d� 2, the e-mail is the Less
important email. If 2\d� 3,the e-mail is the Important e-mail.

D. The Work After e-mail Classification

(1) Glossary index storehouse
In order to better classify e-mail according to e-mail theme, establish three
glossary index storehouses: theme glossary index storehouse of important
e-mail; theme glossary index storehouse of less important e-mail; theme
glossary index storehouse of deleted e-mail. Theme glossary index storehouse
is used to make the statistics for receiving the theme vocabulary mail mes-
sages. Establish three text glossary index storehouses: text glossary index
storehouse of important e-mail; text glossary index storehouse of less
important e-mail; text glossary index storehouse of deleted e-mail.

(a) Glossary index storehouse of important e-mail
The vocabulary is stored in the storehouse according to the frequency of
e-mail’s appearance ranking. Each word has different weights in the
storehouse. If there are n words, the weight of word ‘‘i’’ is d½i� ¼ 3� i=n.
The weight is 0 if the word is not in the storehouse

(b) Glossary index storehouse of less important e-mail
The vocabulary is stored in the storehouse according to the frequency of
e-mail’s appearance ranking. Each word has different weights d in the
storehouse. If there are m words, the weight of word ‘‘j’’ is d½j� ¼ 2� j=m.
The weight is 0 if the word is not in the storehouse.

(c) Glossary index storehouse of deleted e-mail
Because for those deleted e-mails, the higher frequency of occurrence of
words, the better the attributes of the deleted e-mail can be expressed and
the smaller its weight should be. Therefore, the vocabulary of deleted
e-mail is stored in the storehouse according to the frequency ranking. Each
word has different weights d. If there are l words in the storehouse, the
weight of the k word is d½k� ¼ 1� k=l. The weight is 0 if the word is not in
the storehouse

(2) The work after e-mail classification

(a) Important e-mail
Extract the vocabulary of theme, and update important e-mail the theme
index storehouse. Extract the vocabulary of theme, and update the theme
index storehouse of important e-mail. Extract the former n words of high
frequency in the text, and update the text index storehouse of important
e-mail. Download the e-mail from the Internet to important mail folder. If
the e-mail address originally belongs to the unfamiliar e-mail address set,
e-mail addresses of senders will be moved to the important e-mail address
sets and the sender’s e-mail will be moved to the unfamiliar mail folder.
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(b) Less important e-mail
Extract the vocabulary of theme, and update the theme index storehouse of
less important e-mail. Extract the former n words of high frequency in the
text, and update the text index storehouse of less important e-mail.
Download the e-mail from the Internet to less important mail folder. If the
e-mail address originally belongs to the unfamiliar e-mail address set, e-
mail addresses of senders will be moved to the less important e-mail
address sets and move the sender’s e-mail to the unfamiliar mail folder.

(c) Strange e-mail
Put the e-mail address of senders in the strange e-mail address set.
Download the e-mail from the Internet to strange mail folder.

(d) Deleted e-mail
Add the e-mail address to the address set of the deleted address. Extract
the vocabulary of the theme, and update it and update the glossary index
storehouse of deleted e-mail theme. Extract the former n words in the text,
and update the glossary index storehouse of deleted e-mail text. Delete the
e-mail from the Internet. If the e-mail address originally belongs to the
unfamiliar e-mail address set, then delete e-mail addresses from unfa-
miliar addresses sets, and delete the e-mail address from unfamiliar mail
folder.

171.5 Testing system
A. System Testing

(1) Establishing initial knowledgebase
First, add the Address of the initial important e-mail, less important e-mail,
and deleted mail to database. Input five important e-mails, the less important
e-mails, deleted e-mails to get the knowledgebase. Add some vocabulary of
deleted e-mail.

(2) Test e-mail
Send an e-mail from user2006@sina.com.cn. The address is not in the known
storehouse. The theme is: greet Dongbing. The text is: How are you? I’ve
safely arrived.
The statistical result of the first letter: a strange e-mail.
The statistical result of the second letter: an important e-mail.

B. Testing Conclusions
Through the test, we verify the feasibility of the algorithm to achieve the purpose
of an intelligent mail classification. The correct rate of e-mail classification needs
be tested further in the future.
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171.6 Conclusions

Through the study of e-mail classification Intelligent Agent System, we made a
new method of intelligent classified e-mail—ILDS. Testing system certified the
correctness of the algorithm, and the system has some practical value. In this
paper, there are still many shortcomings that need constant improving. The choice
of initial e-mail is not enough, and the representation is not strong. Users should
adjust the e-mails classified. The e-mail classification Intelligent Agent System
makes users learn to operate and update the corresponding information.
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Chapter 172
Study on the Development of Domestic
and International Internet Medicine
Market

Feng Chen, Bin Dun, Ying Lu and Jian Zhou

Abstract With the popularity of the Internet, e-commerce market has a positive
effect in promoting the development of the pharmaceutical medicine distribution
system in China. By studying the Internet medicine market situation and the
development trend in the United States, Europe, Canada and Japan, this paper
summarizes the development of Chinese e-commerce features, makes comparative
analysis of the situation in China, then presents useful recommendations of the
pharmaceutical market measures. Internet medicine market in developed countries
in terms of online pharmacy and information quality control and supervision are
rather perfect, which is what China should learn from. The successful experience
of developed countries’ e-commerce of pharmacy will be a profound enlighten-
ment to the Internet medicine market in China.
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pharmacies � Situation at home and abroad
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172.1 Introduction

The rapid development of the Internet, whether for using the Internet to obtain
information about medicine, or the medicine trade are no longer strangers, which
provides development opportunities for pharmaceutical e-commerce [1]. Online
information is everywhere, all-inclusive, including information about medicines in
this particular article. Medical e-commerce as a modern commodity circulation
model, becomes a set of information, automation, standardization as a whole and
greatly enhances the efficiency of medicine distribution, while also greatly
reducing the flow of medicines in circulation level and the trading process in order
to reduce the flow of medicines costs and distribution costs, thereby reducing
medicine prices. For the pharmaceutical industry it is of great significance. At
present, China’s development of pharmaceutical e-commerce is still very slow.
Compared with China, foreign countries have carried out pharmaceutical services
on the Internet earlier, from whose experience China can learn, and not only
accelerate the development of China’s pharmaceutical e-commerce, but also
develop China’s pharmaceutical industry.

172.2 Paper Preparation

Foreign pharmaceutical development of electronic commerce has the following
three characteristics: Developed modern pharmaceutical logistics system;
Specialized market intermediary system more complete; Attaches great impor-
tance to the whole process of medicine distribution security.

172.2.1 Status of U.S. Internet Medicine Market

The full sense of the medical e-commerce development is accompanied by the rise
of the Internet. In the 1990s, the Internet first gained popularity in the United
States. Openness of the Internet and low access costs made the pharmaceutical
enterprises carry out a more effective way of e-commerce, and so it made phar-
maceutical companies, wholesale businesses, retail outlets for a wide range of data
exchange and information integration possible. After 10 years of development,
with deepening of the U.S.’s improved pharmaceutical e-commerce, there came
the formation of a business to business (B2B), online retail (B2C), third-party
e-medicine (public trading platform) and other forms coexist [2]. Buying medi-
cines has become the sixth main reason for personal surfing on the Internet [3].
The Internet has brought to American life dramatic changes and through the
Internet after finding medical information, people can better participate in the
process of treatment.
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Drugstore.com, one of America’s largest online medicine sales, provides
customers with products from pharmaceuticals to fitness equipment to books and
magazines [4]. To help customers choose their own non-prescription medicines,
Drugstore.com not only gives consumers the information about pharmaceuticals in
addition to price, but also the use of medicines, usage, side effects, warnings,
cross-reactivity, storage and measures to be taken when overdose or missing a
dose. In recent years, the rise of centralized medicine procurement organizations
(Group Purchasing Organization, GPOs) and welfare organizations to purchase
medicines (Pharmacy Benefit Management, PBMs) and other for-profit service
agencies in U.S., provide medicine purchase of specialized intermediaries services
for medical institutions and health insurance companies.

172.2.2 Status of the Internet Medicine Market in Europe

In many European countries, the control of online pharmacies is more stringent.
According to the information from the Council of Europe, Switzerland, Norway,
Spain, Portugal, Austria, Italy, Finland and other countries do not allow sale of
medical products through the network. In European countries, Sweden has the
fastest growing Internet medicine service, its capital Stockholm is known as the
Internet capital of Europe. The online sale of medicines in Sweden is allowed; all
pharmacies in Sweden are state-owned by the company Apoteket AB operation,
which does not allow any other person to sell medicines to the public. The French
Government allows online medicine transaction, but strictly prohibits online sales
of prescription medicines. Germany approves online medicine transaction, but
enterprises must have the relevant qualification requirements and delivery should
be within 48 h.

In Germany, whether general or online pharmacy pharmacies, practitioners
must have a pharmacist accreditation, and added to the German Association of
Pharmacists under the Pharmaceutical Association. Almost 90% of pharmacies
under the Pharmacists Association carry out online booking services, so that
patients can buy medicines from home [5]. The German government has very strict
rules on the Internet sale of medicines, whether online or offline where only the
pharmacies can operate medicines. The German government will release on the
B2B and B2C loose harsh to B2C e-commerce [6]. The Royal Society has just
issued a series of online pharmacy industry standards. The government has also
released a white paper designed to support e-commerce, and actively support the
development of electronic commerce. It is clear that European countries will
produce polarization in e-commerce: medicine e-commerce in some countries may
be developed, such as the Netherlands, Denmark, Sweden, Switzerland and the
United Kingdom. It may also have Poland in Central Europe and Belgium. Less
developed countries in medicine e-commerce may include Germany, France, Italy,
Spain, Portugal and Austria [7].
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172.2.3 Canadian Internet Medicine Market Status

For Canadians, the Internet has become their main source of access to knowledge
[8]. Since the invention of the Internet 10 years ago, it has changed the daily lives
of Canadians, has changed the way Canadians access to health information and
their relationship with the doctor [9]. In addition, over the past decade, the pro-
vision of health and nutrition information through commercial web sites undertook
intense pressure from the global media, the public’s growing desire for access to
health information and from stakeholders such as doctors and pharmaceutical
information providers division of the strong pressure, led to the emergence of new
media companies in North America specializing in health and nutrition informa-
tion. They are often involved in providing support to health services subsidiary, the
apparent provision of health care practitioners or company information and the
provision of health information with the media is a new trend.

172.2.4 Status of the Internet Medicine Market in Japan

In Japan, being one of the more developed countries in Asia, the use of the Internet
by doctors and patients is very popular. Medical information on the Internet not
only makes the people understand the information about the disease, but also helps
in improving the quality of life of patients and their families. The Japan Internet
Medical Union study found in January 2000 that 34% of patients or family use the
online medical information, 34% of 1021 medical institutions use the Internet web
site to publish job information or treatment. In addition, about 50% of physicians
used the Internet, 65% of which medical information through the network to query
and another 56% of access to relevant information [10]. However, the quality of
information online is not reliable, sometimes in advertising, and sometimes the
publisher information is fake, or content of information is distorted and so on. The
lack of an effective medical information system to evaluate and ensure that the site
provides users information which is accurate, resulted in a site providing hydro-
cyanic acid, a chemical substance, to people who tried to commit suicide. The
network brings another very serious problem, the disclosure of private informa-
tion, such as the risk of leaking of personal information of sexually transmitted
diseases and AIDS patients, making patients suffer from various social pressures.

172.3 Status of the Internet Medicine Market in China

At present, only more than a dozen retail businesses have ‘‘Internet medicine
information service qualification certificate’’ and ‘‘Internet and medicine transac-
tion services credentials’’. Because the vast majority of Chinese Internet users are
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young, and this group precisely lacks the demand for purchase of medicines, they
are not the main consumer groups, which is the elderly. But they have less time for
surfing on the Internet. They usually do not get online pharmacies’ promotional
information through an online pharmacy to buy medicines.

According to the Internet medicine trade, the majority of medicine sales have
been from hospitals and pharmacies in China at present and it is a small share of
online pharmacies. The industry is concerned that the online pharmacy market is
about 10 million RMB per year, while actual sales are far below this figure. China
has also set up the necessary online pharmacies chain and distribution, etc. where
more than 50 qualified, from the present stage, China’s online pharmacies can only
say that just started.

Although China’s pharmaceutical e-commerce in recent years has seen rapid
development, there are still some problems, mainly in the following areas: there
are some flaws in medical e-commerce laws and regulations. China’s pharma-
ceutical industry and the low level of development of information varies: the true
meaning of e-commerce is a medical logistics, information flow and capital flow as
a medicine distribution model, which requires participation in e-commerce firms
with high information technology level, so as to ensure the establishment of
different bodies of medical e-commerce direct, effective and electronic commu-
nication. However, due to the short time of the construction of China’s pharma-
ceutical industry information, many domestic pharmaceutical companies only
partially implement the information, it is difficult to achieve a unified management
of the computer. While some large pharmaceutical companies, such as Tong
RenTang, Guangzhou Pharmaceutical, have implemented enterprise resource
planning (ERP), the computerization of most enterprises is still very low, they lack
the combined talents of inadequate infrastructure, business, medical and network
technology.

172.4 Analysis on the Development of the Internet
Medicine Market in Developed Countries

172.4.1 Regulatory Mechanism

For the online pharmacy, the industry protection agencies such as U.S. National
Association of Boards of Pharmacy (NABP) issues the Verified Internet Pharmacy
Practices Sites (VIPPS) certification, recognizes its pharmaceutical business net-
works business qualification, and then the certified pharmacy certification mark
can be marked on the pharmacy’s web page. In addition, U.S. federal agencies and
the coordination of various state governments will both regulate online pharma-
cies. Federal agencies are taking a series of measures to prevent the illegal sale of
medicines, the U.S. Food and Drug Administration takes the implementation of
effective consumer protection measures as a starting point, rather than making too
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many restrictions on legitimate online pharmacies. FDA makes efforts to promote
consumer medicine e-commerce trust. The United States government which
attaches great importance to the protection of consumers, specifically formulated
the ‘‘Internet Pharmacy Consumer Protection Act’’ to ensure that consumer
interests are not violated. Internet sales of each medicine is required to present
‘‘health care membership organizations’’ and proof of insurance companies and
guarantee certificate and other party licensing operations.

China adopts a more cautious approach to its online pharmacies. To ensure the
quality of online pharmacies, they should obtain certain qualifications which are
very strict. Because the threshold is too high, few pharmacies can get through, in a
sense, this is one of the reasons that illegal online pharmacies operate more often.
The U.S. industry and government together make the decentralized management
model worth learning. Industry accreditation protection agencies, given their
quality certification to identify and carry out random checks at any time, assisted
by government departments, should be the starting point for consumer protection
while not imposing too many restrictions on online pharmacies. This requires the
development of the pharmaceutical market to the Internet to foster a favorable
legal environment. Therefore, there must be a sound legal system. A sound legal
system has two aspects, first, it is necessary to improve the existing legal system
and make necessary adjustments, and second, to meet the need for the develop-
ment of new laws and regulations, related to customs, taxation, payment, copy-
right, patent, network encryption, consumer rights and interests.

172.4.2 Establish Compensation and Multi-Joint
Supervision Mechanism

In the U.S., online pharmacies that sell medicines are required to produce ‘‘health
care membership organizations’’ and proof of insurance companies and guarantee
certificate before operating. In the event of such medicines for sale on online
pharmacies having damaged the population situation, people can get relief or
compensation. Under German law, consumers can buy medicines from legitimate
online pharmacies whose medical insurance should be registered in Germany or in
the European Union. The government asks the public to go online to buy medi-
cines with genuine health insurance companies or consumer association consul-
tation online pharmacies, and online pharmacy practitioners to distinguish
carefully the qualifications and the quality of government-issued certification
marks, so that they can be compromised when claiming for insurance company
compensations.

China can learn from this experience. The insurance company makes com-
pensation when injury and supervision occur. It is necessary to establish China’s
injury compensation system which should be in the event of injury compensation
for victims, to first ensure the interests of the people to maximize compensation.
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As a result of injury when the cost of compensation borne by the insurance
companies, online pharmacies are normal, whether the quality of clearance of the
sale of medicines, medicine information is correct and the insurance company to
have a close relationship, which will undoubtedly pull out its ranks of supervisors
come.

172.4.3 Promote the Standardization Administration
of the Pharmaceutical Industry

The State Food and Drug Administration (SFDA) implemented ‘‘action plans to
improve national medicine standards’’, a standard two-step upgrading. First,
upgrade the local standards to national standards. Second, national standards to be
upgraded to the reunification of the next level. It plans to conduct for 3–5 years a
comprehensive clean-up of medicine standards. This means that following the
GMP certification, the ‘‘standard’’ theme of a new round of knockout competition
in the domestic medicine began, improving production standards, pharmaceutical
enterprises, certainly to higher production costs and management costs. However,
brand companies are considered to improve the market access threshold, the policy
of rectifying the market opportunity. A large state-owned Chinese enterprise
leader points out that in the past because the production of traditional Chinese
medicine or proprietary standards were not strict, companies were free to change
their formulas to distinguish it from other products.

172.4.4 Establish Mechanisms for Medicine Quality
and Safety Information Query

To help the public better understand medical information, the U.S. Food and Drug
Administration established a medicine safety web site information site CDER,
where consumers can check the site of the relevant pharmaceutical products, the
latest news, including the package insert, and medicine safety risk-related infor-
mation, research data after the listing of medicines and medicine-related clinical
trials data, various forms of medicine safety and medicine-related information as
well as regulations and guidance documents.

The Canadian government also attaches great importance to the development of
a network for the pharmaceutical industry. This section focuses on the provision of
medicines and other health product safety information, to consumers and health
professionals to report adverse events more quickly. In China’s medical infor-
mation network, consumers cannot be easily checked. This network should
establish a dedicated web site to facilitate consumers to check whether their own
medical information obtained is correct and check the latest information on
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pharmaceutical products to help consumers make better treatment decisions. A
total of 900 pharmacists in Germany share a telephone hotline, as long as a
chemist’s phone call, day or night can get back. China can follow these pages for
the establishment of a national medicine information pharmacist line, so that
consumers can consult at any time to avoid medicine injury.

172.4.5 Establish the Networking Medical Associations
to Help Ordinary Consumers

EU has already established an international project-Medical Attention Alliance
whose purpose is to use the network more securely. It uses high technology for
online information and health-related certification, to establish the distinction
between reassuring signs. Numerable quality certification is done by a trusted third
party. The project also enables consumers to identify the Internet as an expert on
health information. Medcertain makes the establishment of such a fully functional
demonstration system to use a third party in the future so that consumers and
experts are able to avoid harmful information to make correct identification and
selection of high-quality information.

Medcertain itself does not make a hierarchy for health information, but a sys-
tematic and technical standard system allows individuals and organizations to assess
the quality of information online. Some media companies in Canada specialize in
health and nutrition information, where the apparent provision of health care prac-
titioners in the combined information is a good trend and meets the public’s growing
desire for access to health information. In addition, mitigation of the front-line
information providers such as doctors and pharmacists who could release the strong
pressure. It can be beneficial for China to establish such alliances.

172.5 Conclusion

At present, the development of the Internet medicine market in the major devel-
oped countries in Europe and America is in full swing. Medical e-commerce
development in China started late, with slow development, the reasons being
notably the following: China’s medical e-commerce laws and regulations have
some defects; pharmaceutical industry information in China is low and uneven
levels of development; China has not yet formed a national logistics system; China
has not yet formed the habit of electronic payments. By comparing the situation of
the Internet medicine market in Europe with other developed countries, we can
correctly understand the shortcomings that China has in the development of the
Internet pharmaceutical service. Learning from the experience of other countries
could take China to the future course of development for a fast, stable, healthy
development.
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Chapter 173
Evolving Model of P2P Content
Distribution Network Based
on the Prediction of User Requirements

Huang Yongsheng, Du Huamei and Zhang Genglu

Abstract With the increasing scale of the Peer-to-Peer (P2P) network, the con-
tradictions among the scope expanding, the expenditure of time is reducing and the
network loading of content search is growing more serious. In this chapter, an
evolving model of P2P content distribution network (CDN) based on the predic-
tion of user requirements is proposed in which the organization of the P2P CDN is
evolved continuously according to the improvement of the prediction of user
requirements. In the model, the peers and the surrogates that have the requiring
contents of a designate peer will be assembled at nearby locations to the desig-
nated peer, and then more replicas can be found in smaller search scope and
shorter time expending. Simulative experiments indicate the evolving model can
acquire much smaller mean response time and mean distribution time.

Keywords Evolving model � P2P � Content distribution network � Requirement
similarity � Clustering

173.1 Introduction

Content (Viz. file) sharing is one of the widest used web services of the Internet.
As content sharing technology, the P2P CDN (Peer-to-Peer Content distribution
Network) achieves quick development in recent years [1–4]. In P2P CDN, a peer
will send search requests to a surrogate and other peers when it requires a file.
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If the surrogate has not searched the file, the surrogate should search and achieve
the file from the center server or other surrogates, which will prolong the response
time and the distribution time. Due to the constraints of search scope, a great many
peers with replicas of the searching file cannot be found. Consequently, making
each peer find the requiring files in the surrogate connecting to it and acquire more
replicas of the requiring files from other peers with smaller hops as far as possible
by properly organizing the peers and the surrogates becomes a research spot in P2P
CDN [5–7].

For the sake of reducing the spending of content search, an algorithm is pro-
posed in [8] which guarantees that the requirement will be found with bounded
costs by combining with semantic similarity of the queries. Yoshikatsu [9] pro-
poses a novel information delivery network architecture which built over the
existing unstructured P2P network by applying percolation theory to diffuse newly
defined reverse-query messages.

In order to enhance the performance of the P2P CDN system, plentiful research
have been put forward which focused on the P2P CDN topology, such as routing of
content search and distribution, repetition placement, loading equilibrium and
requirement location, etc. In [10], a locality aware P2P-based content-distribution
network, Flower-CDN, has been developed. In the model, peers keep the content
they retrieve and later serve it to other peers that are close to them in locality.
When a new client requests some content from a website, a locality-aware DHT
quickly finds a peer in its neighborhood that has the content available.

Wauters [11] proposes a set of distributed replica placement algorithms (RPAs),
based on an Integer Linear Programming (ILP) formulation of the centralized
content placement problem. These algorithms further enhance the CDN perfor-
mance by optimizing the network and server load, reducing network delays and
avoiding congestion. In the chapter [12], an architecture was designed which
consists of idle ISP servers that can be rented and released dynamically as the load
requires. The research looks at providing a globally accessible storage architecture
where all content broadcast over a period of time is available for streaming.

The article [13] shows a content delivery network based on grouping surrogates
in which a protocol based on the proximity of surrogates has been developed to
connect surrogates from the same group and from different groups in order to
provide lower content-distribution times. The chapter [14] proposes a topology
building protocol to benefit from the small world feature. Based on the group
locality of scientific collaboration, an enhanced group clustering cache replace-
ment scheme has been designed.

The traditional organization of P2P CDN is passively conformed to the
requirement of file requests and distribution. In this chapter, an evolving model of
P2P content-distribution network (CDN) based on the prediction of user require-
ments is proposed in which the organization of the P2P CDN is evolved contin-
uously according to the improvement of the prediction of user requirements. In the
model, the peers and the surrogates that have the requiring contents of a designate
peer will be assembled at nearby locations to the designated peer, and then more
replicas can be found in smaller search scope and shorter time expending.
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173.2 Analysis of User Requirement of P2P

In P2P CDN, if a peer has the file or files that another peer requires, it is deemed
that both peers have requirement to the file or files. Although one has acquired the
file or files and the other has not, their requirement to the file of files is same or
similar. If peers with same or similar file requirement are adjacent to each other,
they can help to each other in file distribution because the files some peers will
need are more probable than the files that other peers have. Therefore, acquiring
requirement similarity of users is significant in the organization of P2P CDN.

In order to analyze the user requirement, the sets C ¼ fc1; c2; . . .cng and P ¼
fp1; p2; . . .pmg are proposed to denote the content set and the peer set, respectively.
ri;j ð0� ri;j� k; 1� i� n; 1� j�mÞ denotes the requirement degree of the peer pi

to the content cj and the value of ri;j is larger means the requirement degree of the
peer pito the content cjis larger. The requirement similarity between two peers can
be calculated as Eq. 173.1.

simðpa; pbÞ ¼
P

c2Cab ra;c rb;c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cabðra;cÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cabðrb;cÞ2
q ð173:1Þ

simðpa; pbÞ denotes the requirement similarity of pa and pb;Cab is the inter-
section of the sets Ca and Cb:

In reality, the requirements of users are usually complex. For two users, if the
requirements of them are similar at a category of contents, their requirements to
another category may be different. In other words, the categories of contents
should be taken into account in the requirement similarity calculation between
users. T ¼ ft1; t2; . . .tsg denotes the set of content categories, and ti \ tj 6¼ u
(u means not null) is permitted. The requirement similarity based on the content
category can be expressed as Eq. 173.2.

simðpa; pb; txÞ ¼
P

c2Cab;tx
ra;irb;c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cab;tx
ðra;cÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cab;tx
ðrb;cÞ2

q ð173:2Þ

simðpa; pb; txÞ describes the requirement similarity between pa middot; and pb at
the category tx � Cab;tx ¼ fcj c 2 Cab and c 2 Ctxgis the subset of Cab; and Ctx is
the content set which consists of the contents belonging to the category
tx; simðpa; pbÞ is called the partial similarity and simðpa; pb; txÞ is called the entire
similarity correspondingly.

For each shown requirement ri;j; it is achieving from the activity that the
corresponding peer acts to the corresponding file. The number of shown require-
ments of a peer is increasing accompanying with the number of activities that the
peer takes action on files. Additionally, the requirement of a user is changeable.
It is not necessary that what a user required previously is what the user requires
now or will require in the future. Accordingly, the requirement similarity between
users will be changeable as time goes by.
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In order to express the effectiveness of shown requirements for a given period
of time, the time zone set TZ ¼ ftz1; tz2; . . .tzh; . . .gis defined in which the time
zones are successive by order number. Taking the time zone into accounting, the
entire similarity and the partial similarity can be expressed as Eqs. 173.3 and
173.4.

simðpa; pbÞtzh
¼

P

c2Cab ra;cftzhðtzðra;cÞÞrb;cftzhðtzðrb;cÞÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cabðra;cftzhðtzðra;cÞÞÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cabðrb;cftzhðtzðrb;cÞÞÞ2
q ð173:3Þ

tzðra;cÞ denotes the time zone when the shown requirement ra;c is achieved.
If i \ h; ftzhðtziÞ denotes the efficiency weight of the shown requirements in the
time zone tzi to tzh:

simðpa; pb; txÞtzh
¼

P

c2Cab;tx ra;cftzhðtzðra;cÞÞrb;cftzhðtzðrb;cÞÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cab;tx
ðra;cftzhðtzðra;cÞÞÞ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

c2Cab;tx
ðrb;cftzhðtzðrb;cÞÞÞ2

q

r

ð173:4Þ

173.3 Evolving Model of P2P
Content-Distribution Network

In P2P CDN, a peer usually has more than one neighbor which is used to transfer
the request and response of the file search. The neighbor relationship between two
peers is symmetric. In other words, for two peers, if one peer is the neighbor of the
other, the other peer is the neighbor of the peer too. The symmetric neighbor
method has two weaknesses. Firstly, it will add the burden when peers enter and
exit. For two peers with neighbor relationship, one peer should adjust itself to
conform to the other peer’s enter or exit. Secondly, the symmetric neighbor
method is a constraint for peers to select proper neighbors.

173.3.1 The Configuration of CDN Surrogate

In P2P CDN, every peer will connect with a surrogate. As a peer require a file, it
sends search requests to other peer, and at the same time send file request to the
surrogate it connects to. If the surrogate does not have the request file, it will
achieve the file from the CDN central server or other surrogate which will prolong
the time cost of the response to the request and constrain the service capacity of
CDN when a great many peers send file requests simultaneously. Therefore, to
make every surrogate have the files which the peers connecting to the surrogate
require as far as possible can enhance the performance of the P2P CDN.
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The peers in a P2P subset have larger similarity with each other can assure the
peers finding more file replicas they require, and the file scope the surrogate
connecting to the peers of the P2P subset should store become smaller. The
clustering method is incited in P2P subset organization. A peer is taken as an
element and a P2P subset is a clustered cluster of peers. Meanwhile, the entire
similarity and partial similarity between two peers are taken as the distance of the
two peers correspondingly. Let subðPÞi denote a cluster (viz. a P2P subnet), the
average distance between peers of a cluster adðsubðPÞiÞand the distance between
two cluster dðsubðPÞi; subðPÞjÞ is significant factor in clustering. adðsubðPÞiÞand
dðsubðPÞi; subðPÞjÞ can be calculated as Eqs. 173.4 and 173.5 respectively.

adðsubðPÞiÞ ¼
2�

P

px2subðPÞi

P

py2subðPÞi
pxy

subðPÞi
�

�

�

�� ð subðPÞi
�

�

�

�� 1Þ
ð173:5Þ

pxy denotes the entire similarity or the partial similarity between px and py in a
certain time zone. subðPÞi

�

�

�

� denotes the total count of peers in the cluster
dðsubðPÞi; subðPÞjÞ.

dðsubðPÞi; subðPÞjÞ ¼
P

px2subðPÞi
P

py2subðPÞj pxy

subðPÞi
�

�

�

�� subðPÞj
�

�

�

�

�

�

ð173:6Þ

173.3.2 The File Storage Strategy of the CDN Surrogate

If a P2P subnet is connected to a surrogate, the surrogates should store the files
which the peers of the P2P subnet are most probable to require. By shown
requirement of the peers of the P2P subnet, the requirement degree to a file can be
predicted as follows.

dpredictonðcÞ ¼
X

pi2subðPÞ

P

pj2PðcÞ rj;c � simðpi; pjÞtzh
P

pj2PðcÞ simðpi; pjÞtzh

ð173:7Þ

PðcÞdenotes the peer set in which every peer has shown their requirement to the
file c:subðPÞ is clustered by entire similarity. Accordingly, if subðPÞ is clustered by
partial similarity, the requirement degree to a file can be predicted as Eq. 173.8.

dpredictonðcÞ ¼
X

pi2subðPÞ

P

pj2PðcÞ rj;c � simðpi; pj; txÞtzh
P

pj2PðcÞ simðpi; pj; txÞtzh

ð173:8Þ

The file c belongs to the file category tx. The files which subðPÞ requires
constitute a file setCðsubðPÞÞ:CðsubðPÞÞ can be expressed as CðsubðPÞÞ ¼ fcj
dpredictonðcÞ� dming:dmin is a value of the requirement degree. When dmin
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increases, the element count of CðsubðPÞÞ grows larger and the surrogate which
the peers of subðPÞ connect to should store more files. A surrogate can connect to
more than one P2P subnet. If the P2P subsets connect to a surrogate
includessubðPÞ1; subðPÞ2; . . .subðPÞk, the files the surrogate should store

are
S

k

i¼1
CðsubðPÞiÞ.

173.4 Simulative Experiments and Experimental Analysis

The data for experiments comes from MovieLens data set which comprises
100,000 rating scores to 1681 films by 943 users. The value of rating scores range
from 1 to 5. To a value of rating score rated by a user to a film, the value is higher
means that the user is more interested to the film. Thirty thousand rating scores of
600 users are abstracted from the data set. The abstracted rating scores are arrange
by decreasing time order, and the first 5,000 rating score are taken as activities of
the initial time zone. When the experiments are proceeding, the reminder rating
scores are input by order.

The abstracted rating scores are divided into seven successive time zones
(tz0�tz6). For the evolving model, tz0 is the initial time zone in which the first
5,000 rating scores are used to initialize the P2P CDN system. When the value of a
rating score which a user rates a film is larger than 3 (Viz. it is 4 or 5), the user is
more interested in the film and the rating activity is taken as a request for a film file
too in the experiments. A film file will be distributed to the peer (corresponding to
a user) after a request to the file is sent. After a rating score larger than 3 has been
handled, a film file will be stored to a corresponding peer. From the time zone tz1

to the time zone tz6, each rating score is handled by time order as a shown
requirement and the rating scores larger than 3 are taken as a request for a film file
meanwhile.

Figure 173.1 expresses the variation of mean response time (MRT) in the
experiments based on the traditional P2P CDN model, the P2P CDN model
without evolution and the evolving P2P CDN model, respectively. Contrasting to
traditional P2P CDN model, the MRT of the P2P CDN model without evolution
and the evolving P2P CDN model is much smaller. Figure 173.1 indicates the
organization of P2P CDN according to the requirement similarity can make it
more probable that peers can find their requiring file in their adjacent peers. The
MRT of evolving model is smaller than the P2P CDN model without evolution
means the evolving model can more effectively describe the requirement similarity
between peers.

Figure 173.2 expresses the variation of mean distribution time (MDT) of the
three experiments, respectively. Comparing to the traditional P2P CDN model, the
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evolving P2P CDN model and the P2P CDN model without evolution can acquire
much smaller MDT, which means the neighbor selection strategy and the file
storage strategy of the CDN surrogate based on the requirement similarity can
enhance the distribution performance by quickly finding more replicas of the
requiring files from the surrogates and other peers. As the evolving model can
more effectively describe the requirement similarity between peers, it can achieve
smaller MDT in contrast with the P2P CDN model without evolution.

Fig. 173.2 The variation of
MDT

Fig. 173.1 The variation of
MRT

173 Evolving Model of P2P Content Distribution Network 1463



173.5 Conclusions

The user requirement of P2P CDN can be shown by the activities of the peers. In
this paper, context aware technology is applied to achieve the shown requirements
and their evolution with time going, and then the requirement similarity between
peers is analyzed. Utilizing the entire similarity and partial similarity, the neighbor
selection strategy is proposed to organize the peers. By clustering peers with
similar requirement, it is more probable for a surrogate to have the files the peers
connecting to it require. The organization of the P2P CDN is evolving continu-
ously with varying of the user requirement. Simulative experiments indicate the
evolving model can acquire enhanced performance.
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Chapter 174
Research on Multi-Agent Automated
Negotiation and Dynamic Cooperation
Model

Jiang Weijin, Zhong Luo and Wu Xing

Abstract The communication between agents has some special requirements.
One of them is asynchronous communication. Communication sequence process is
used to describe a model of agents’ communication with the shared buffer channel.
The essence of this model is very suitable for the multi-agents by multi-agent
system communication, so it is the basis for our next step job. Based on the
communication model, the distributed tasks dealing method among joint intention
agents is explored and with the description of relation between tasks ,we give a
figure of agents’ organization. Agents communicate with each other in this kind of
organization. The semantics of agent communication is another emphasis in this
paper. With the detailed description of agents’ communication process provided
with a general agent automated negotiation protocol based on speech act theory in
multi-agent system, we then use communication sequence process to verify this
protocol whether it has properties of safety and live ness, in order to prove it is
logically right. At last, a frame of this protocol’s realization is provided.

Keywords Multi-agent � Automated negotiation � Joint intention � Safety �
Dynamic cooperation
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174.1 Introduction

The theory of multi-agent automated negotiation involves extensive applying
fields and many kinds of methods, mainly present in argument based automated
negotiation [1], game theoretic models and heuristic approaches. In application, it
can be divided into two categories [2], agent’s negotiation within multi-agent
system (MAS) and self-interests between different MAS [3–5]. The theories
supporting the interior collaboration of MAS are self-interested, with joint inten-
tions and shared plans and they have been working under the premise of identical
intention and target of agent within MAS [6]. This text will discuss the joint
intentions in multi-agent automated negotiation of MAS [7].

If multi-agent in MAS interact successfully, there must be three conditions that
demand to be satisfied such as : communication structure, that is, how to dispatch
and take over the information between agents [8]; communication language, that
is, agent is required to understand the significance of the information; Interaction
rules, that is, how to organize the conversation between agents [9].

In regard to the research of agent communication structure, we have proposed
MAS communication model in the previous parts [10–12]. In the second section, it
will be stressed to analyze agent’s asynchronous communication mechanism. As
for the research of agent communication language, presently there have been many
abroad, like KQML, FIPA, ACL, agent talk, etc., hence, the language is not the
emphasis in our text. Then, research of interaction rules is the second emphasis in
the text. In the third part of the text, the agreement of agent automated negotiation
and its validation will be set. In the fourth part, it illustrates and analyzes the
complete frame of agent automated negotiations. The fifth is the conclusion of the
text.

174.2 MAS Communication Mechanism

Agent is a status course which accomplishes the task automatically with the ability
and agreement of communication, for example, PA represents the course of
agent A.

The course of agent makes the agent’s ability which can be marked as
Ability PA and TASK PA means to be able to fulfill the task.

The moving status of the static agent in MAS can be classified as Active, Wait
and Run. Agent in the Wait status will be activated after receiving the requests
from the other agents and then run. Agent in Run status will negotiate with the
other agent or provide services according to the try-best principle. Stateouter
stands for the Run status of agent:

Stateouter :: = Wait Activej jRun
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Agent’s collaborating course observed from the outer MAS is the process that
Agent runs in the Iouter = Staeouter*.

In an agent’s collaborating process with safety and liveness, the circulation of
Wait ? Active ? Run ? Wait in Iouter will appear at least once for the agent’s
launch and acceptance.

Obviously, in the circulation of Wait ? Active ? Run ? Wait, if any one
part of the agent cannot fulfill the circulation, it means something has happened
unexpectedly causing the deadlock or livelock to the system during the collabo-
rating process,and hence, the theorem will be attested.

Example 1 Agent A past passage C to transmit one thing dispense with responsive
notify m to agent B. Agent A starting tenor is PA and agent B starting tenor is PB.
The wholly cooperating process for: PA. (c) j PB (c), with CSP:

PA ¼Wait!o Active! Outer? x! c! mð Þ !Wait

PB ¼Wait!o
�

Active! c? mð Þ !Wait

In Fig. 174.1, outer stands for exterior entity relative to single agent, o is the
triggered event of outer, o and o is the coupling event, the said cooperating process
possesses activity and security.

More and more application systems ask both the corresponding sides of each
other in a position to realize asynchronous communication mode. As a
self-contained MAS communication structure, it is not only in a position to realize
Agent’s synchronous communication, but also able to realize asynchronous
communication. Miner’sp figuring has realized transfer calculations by commu-
nication passage, which shows that we can utilize agent’s asynchronous commu-
nication mode to realize the synchronous. The asynchronous communication’s
ideal mode shows that both the corresponding sides have each,their own infinite
buffer queue. However, it is unpractical to deploy such infinite buffer queue to

Fig. 174.1 Agent outer state
transition figure sprung by
events
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each agent,as sharing the buffer channel may realize agent’s transfer between
asynchronous communication and synchronous communication better.

Buffer channel C is such an agent which sets independent state switch and
message buffer to all its relevant agents and transmits messages for these agents.

Example 2 In Example 1, a buffered passage C is utilized to realize communi-
cation process. This example can realize the asynchronous communication
between agent A and agent B, and the whole collaborating process is:
PA (C) k PC k PB (C), as showed below:

Utilizing buffer channel may realize manifold asynchronous communication
modes. Introductions of transmit message m through buffer channel as below

PA ¼Wait!o Active! Outer? x! C! mð Þ !Wait

PC ¼Wait! C? mð Þ ! if PB: Stateouter ¼ Waitð Þ then C! mð Þ
!Wait else Wait

PB ¼Wait !o Active! C? ðmÞ �Wait

The above process shows that agent can realize asynchronous communication
between agents by using buffer passage. PC stands for buffer channel tenor.

The synchronous communication between agents asks them to be clear about
each other’s corresponding location. If a MAS system owning N (numerous)
agents would like to realize point-to-point communication between Agents, there
will be N2 channels needed to be set up, of which so many would extremely
complicate the realization of the agent. Using shared buffer channel can be helpful
for realizing channel’s transmission between agents (Fig. 174.2).

174.3 MAS Interior Cooperation Mode

When multi-agent in MAS begins cooperation, the reason that there is a conformed
joint intention between agents, the process of multi-agent in MAS works according
to the principal of ‘‘From each according to his ability, abide by the law and
behave oneself’’, that is, each agent is trying its best to cooperate with the other
agent.

Fig. 174.2 Realize asynchronous communication between agents by using buffer passage
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The cooperation between agents is aimed at fulfilling certain tasks. As these
tasks can be divided into different but related sub tasks, the tasks from the agent’s
point of view can be described as following: a material task can be regarded as
sub-tasks’ assembling depending on different abilities of the agent in MAS.
Combining divided-task-oriented agents in compliance with sub tasks will position
to form a furcation tree of k (k C 2). Relation between sub tasks is in relation with
or to time sequence. Agent’s organizing relation is determined by the relation
between tasks. Description of sub tasks is given below:

(1) The sequential relationship of the tasks (\), manifests that agent B’s task
cannot be begin before fulfilling agent A’s task. Formalization is described
below:

TASKPA\TASKPB ¼ PA; PBj

Thereinto: TASK PA and TASKPB are the start-up tenor PA and PB of agent
A and agent B respectively,which are used to fulfill tasks.

(2) The relation of ‘‘AND’’ between tasks (V), indicates that agent A and B per-
form simultaneously sub tasks PA and PB. After completing the sub tasks,
agent C begins its common and subsequential task PC. Formalization is
described below:

TASKPA _ TASKPB ¼ PA k PBð Þ\ TASKPCj j ¼ PA k PBð Þ\ PC

(3) The relation of ‘‘OR’’ between tasks (^), indicates that agent A and B with the
relation of ‘‘OR’’ perform simultaneously sub tasks PA and PB, regardless of
which one is fulfilled first, agent C can begin its subsequential task PC. For-
malization is described below:

TASKPA ^ TASKPB ¼ PA \ TASKPCð Þ PB\TASKPCð Þkj j ¼ PA \ PCð Þ k PB \ PCð Þ

Example 3 TASKMAS means the task can be fulfilled by MAS, which is divided
as the task tree seen in Fig. 174.3.

Fig. 174.3 Task tree
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1) Relations between tasks: PA _ PB _ PCð Þ\ PFð Þ _ PD \ PGð Þ ^ðð
PE \ PGð ÞÞÞPH

2) With CSP describing TASKMAS as follows:

TASKMAS ¼ ðððPA k PB k PCÞ; PFÞ k ðPD; PC k PE; PGÞÞ; PH

From the above mentioned: MAS is a task processing distributive system. The
agent’s ability can be realized by its corresponding tenor. The relations between
tasks in MAS have determined that the agent is organized according to its den-
driform communication topology which is the precondition for agent’s automatic
negotiation.

Agent automatic negotiation is the main method for the multi-agent to nego-
tiate, which focuses on three aspects present in negotiation protocol, negotiation
object and negotiation policy. Negotiation protocol and negotiation object act as
the textual points, but the negotiation policy is clamping on how to look for an
Agent each from a negotiation space, best in order to reach consistence, concretion
content visible in the literature cited.

Present hypotheses 1 to ensure negotiation agent could each other have partner
faith in against due to MAS interior agent according to try-best principle proceed
synergic, furthermore MAS possess concurrent combine intent.

Hypothesis 1 Negotiation agents know each other in negotiation policy.

The negotiation is present with the result that the decision of the agent towards
internetwork communication negotiatory condition, and agent automatic negotia-
tory course mission due to specific assignment requires different communication
quality guarantee with AND specific network insurance. Text take mission
negotiation AND internetwork communication negotiation as agent automatism
negotiation is in process in two phases.

MAS interior agent automatic negotiation course includes two phases. The first
phase is based on multi-agent automatic negotiation whose negotiation object
includes task starting time, task ending time and the relation of the tasks; The
second phase is the negotiation of agent’s communicating conditions whose
negotiation objects include corresponding security policy and network service
quality (QOS).

The negotiation procedure of agent A with B running tasks is given below:

A: Can you run the task T1? (request)
B: No, I cannot. Because I am running task T2 . (reject and state reasons)
A: Can you run the task T1 after completing T2? (conditional request)
B: Yes. (commitment combine confirmation)

In the above dialog, when agent A requests agent B to run task T1, agent
B rejects and presents the rejective reasons. Because of the reasons presented by
agent B, agent A puts forth a request again to agent B, and then agent B replies
agent B with commitment.

1472 J. Weijin et al.



Agent A, B keep on the above dialog:

A: Can you keep executing task T2 according constant rate? (conditional request)
B: I can uninterruptedly execute T2 within 5% at bit rate variation range.
(suggestion)
A: I accept your suggestion. (acceptance)

The conditional request set one recommends, at the suggest agent B makes
amendment for agent A towards a bit rate claim, as the last agent A take on agent
B, negotiation success finishes upon for the upper agent dialog, agent B towards
agent A.

According to the top analysis talks about the correlative language with behavior
academic theories, we say that the agent automatic negotiation correspondence in
the procedure to state row words for certain : request, promise, refuse, advise and
counter advise. In view of agreement ,presenting overtime event and agent
unsolicited message transmission, so as to increase overtime (timeout) status and
inform (inform) state row word. Communication protocol engine of the commu-
nication process state follows as of the agent:

Stateinner ::¼ Started jRequested Acceptedj jRefused Promisedj j
Informed Advisedj jCAd - vised Timeoutj j Stopped

See Fig. 174.4: agent automatic negotiation protocol can be divided into
information transmission layer, buffer channel layer and agent negotiation protocol
layer from bottom to top, of which buffer channel layer C is one of the needed
layers between agents to realize asynchronous communication. If it can realize
point-to-point synchronous communication between agents, it can communicate
directly through channel C. As to the description of agent automatic negotiation, it
mostly focuses on agent negotiation protocol layer, while for the other layers, it
only describes their services and running environment in brief. In essence, the
function of agent negotiation protocol layer is the description of process.

The agent A description of whole negotiation procedural with agent B, not
formal, is as follows: agent A first of all dispatch negotiation beg of agent
B received solicit aback, toward request message proceed analyzes, could as per
three strain scene dispose to: the first thing, in the event of agent B receivability the
solicit of agent A, those agent B to agent A dispatch take send, else dispatch thumb
advise, down through upon, the service request block mode, of the such

Fig. 174.4 Agent automatic
negotiation protocol model
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negotiation scene as conventional C/S. the second thing, provide some agent B can
provide serve of instruct, but because of the restrict of the resource of system can’t
very much the serve, so the agent B can put forward to agent A the serve promises,
the agent A handles agent B the commitment of serve can proceed very much:
reject or accept. The third thing, the agent B thinks after analyzing the agent
A request agent A some items modification within request empress, can satisfy the
agent. A request still, like this agent B after proceeding agent A some items
within request to modification, conduct and actions the suggestion sends out to the
agent A. Agent A for the suggestion of agent B can operation proceeding as
follows: accept, reject and put forward the counterproposal. Either that of toward
agent A counterproposal, agent B receivability, reject or set own the other one
proposal for.

Utilizing process algebra to carry out formalization of communication protocol
not only can state logic structure and time sequence nature of the protocol nar-
rowly, but also is favorable to verify the protocol. The nature of the protocol
includes liveness and safety. In the protocol system of liveness, its process algebra
expression must own the recursion characteristic from initial state to the passing. If
protocol stops executing at a certain event and is unable to go on, the system will
be deadlocked. If protocol executes some certain events circularly and infinitely
but is unable to return to initial state, the system will be livelocked. The system
without a deadlock or a livelock will be safe.

Consider protocol JIAANP ¼ jjjPi ¼ ðP1jjjP2jjj; � � � ; jjjPnÞ ¼ jjjðPSjjPRÞ; will
not carry communication directly between Pi and Pj ði 6¼ j),, and can think that
they are separate, namely, can store in and lock or live and lock. So we may prove
whether there is deadlock or a livelock appearence between promoter process PS

and acceptor process PR of negotiation.
Considering three kinds of different conversation scenes, Q1 in agreement JI-

AANP, Q2, and Q3, among them, the simple message is sent and received in the
execution course of Q1 and Q2, not forming circulation in the state changed
picture of the agreement, so they will not be formed and extremely locked or lived
the lock. There is a proposal and counter proposal circulation in the execution
course of Q3, it carries out course and may be formed and locked and lived and
locked very much with complexity , because transmit for the agreement overtime
proves the difficulty brought for the agreement, so we suppose: the transmission of
the network is reliable, the feedback between agent is in time, namely, logic
exactness of the agreement that the prerequisite without incident in overtime
comes down to prove the agreement.

174.4 Conclusions

This text provides a common and communication-based agent cooperation mode
by studying mutual behavior of agent cooperation. The text also uses some
effective format ways to depict automatic negotiation protocol of agent process
and verify the validity of the protocol’s logic. Finally, the text makes an
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implementation frame for this agreement. While using blackboard mode to realize
buffer channel in this implementation frame, it provides an extra deployed
agreement stack and at last, presents performance and expandable analyses. In
addition to the negotiation between agent in MAS, because the advantage differ-
ence of agent group negotiating with agent which has a conform joint intention has
great differences on negotiation principle and strategy, the self-interested agent’s
negotiation agreement between MAS will be our next work for research.
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Chapter 175
Ubiquitous Hierarchical
Generalized-Sensor Network:
Architecture and Application

Zhitong Huang, Jupeng Ding and Yuefeng Ji

Abstract A ubiquitous hierarchical generalized-sensor network (UHGSN) is
presented as a typical network model for the future unified communication envi-
ronment among human society, computer network and the real physical world.
Two kinds of novel network elements, the sensor information processing unit and
the hierarchical distributed agent server are introduced in this architecture for the
effective information communication. The topology and addressing problems of
the UHGSN architecture are analyzed in details, and the combined ‘‘key word’’
based characterized searching mechanism is discussed as the basic application in
UHGSN, along with the corresponding protocol message definition. Simulation
results show the advancements of the presented hierarchical architecture and the
job-list based characterized searching mechanism.
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175.1 Introduction

Due to the rapid developments of mobile communication and the Internet, people
can communicate with each other freely regardless of the location or time.
However, in this daily lives, people need to get information not only from others
but also from the external physical world, so the current human-to-human com-
munication is not satisfying, but a unified communication environment among
human society, computer network and the external physical world is required. This
objective becomes increasingly realizable since the recent advances in wireless
sensor network (WSN) and radio frequency identifier (RFID) have made it pos-
sible to acquire huge amount of information from the external physical world.
It has given rise to many novel concepts, such as internet of things [1, 2], ubiq-
uitous networks [3], which are concentrating on how to connect the external
physical world with the computer network for intelligent control and management.

Current researches on these subjects are mainly focusing on the mechanisms of
smart node design, energy saving and event representation. There are still many
questions that should be addressed for the complete implementation of such uni-
fied communication environment in terms of network architecture, addressing and
routing and information aggregation [3–5].

The basic application in such unified communication network is to provide
huge amount of valuable information which may be used in economic analysis,
academic research and our daily lives. Currently, the key word based context
searching is the fundamental technology for information acquisition in the Inter-
net. However, with the growing demands on various digital services, information
will be represented not only by text, but increasingly by audio, image, video and
even multi-media, which makes the traditional searching mechanisms inadequate.
The optimal solution lies on the research of novel information searching tech-
nology based on combined ‘‘key word’’ on text, audio, image and video, which is
called characterized searching here.

In this paper, a ubiquitous hierarchical generalized-sensor network (UHGSN) is
presented as a typical network model for the future unified communication envi-
ronment. The function of UHGSN for future unified communication is described.
The network elements, topology, addressing and functional planes in this archi-
tecture are analyzed for its implementation. The characterized searching procedure
in the UHGSN is then specifically discussed as the basic application in UHGSN,
along with the searching message definition. A UHGSN simulation platform is
constructed for performance comparison, and the simulation results show the
advantages of the presented hierarchical architecture and the job-list based char-
acterized searching mechanism.
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175.2 UHGSN Architecture

Recent advances in sensor technology integrate traditional sensing techniques with
the wireless communication to construct different kinds of WSNs. The FSN has
also received much attention nowadays as a wired sensor technology due to its
sensitivity on pressure and temperature. Besides, the RFID network may be treated
as a wireless passive sensor network [6] which is mainly used for object tracking
and transportation. Moreover, the camera monitoring network that widely
deployed in the traffic and security area can also be considered as a multi-media
sensor network (MSN), since it captures and processes data in the forms of image
and video. The integration of these sensor networks with current communication
network infrastructure builds a ubiquitous generalized-sensor network which can
be used to realize the communication among human, computer network and the
real physical world.

In such network, for efficient management, not only the sensors should be
divided into different domains according to the category and position, but also the
captured data and the corresponding information should be managed in different
layers based on the location and network scale. Therefore a hierarchical frame-
work UHGSN is constructed, whose architecture is described in Fig. 175.1.

The UHGSN is composed of two kinds of network elements, the sensor
information processing unit (SIPU) and the distributed agent server (DAS).
Because of the limits on lifetime and node size, the original data captured in each

Fig. 175.1 The UHGSN architecture for unified communication
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sensor domain are not recommended to be operated by the sensors themselves but
by one SIPU which collects the data, translates them into valuable information,
and accomplishes further operations on such information including searching and
analysis. With the large-scale deployment of WSNs, FSNs, MSNs and other types
of generalized-sensor networks, the amount of original data and the corresponding
information will be quite huge, so it is important to design proper architecture for
efficient information communication and management. We introduce the con-
ventional client/server based network structure in UHGSN. Multi-layer DASs are
deployed for aggregating the information, handling the requests from the
human users and transferring the corresponding information back to the users.
The network scale, along with the locations and numbers of SIPUs, decides the
layer number for DASs required in the UHGSN. Figure 175.1 presents a typical
model of a simple three-layer UHGSN where layer 1(L1)–layer 3(L3) DAS is
responsible for the information communication in access, metro and backbone
network, respectively. The users of UHGSN are preferred (but not required) to
send their requests to the nearest L1 DAS through the Internet, as people are
always most interested in the things around themselves. If the users try to get some
information that far from themselves, the layer 2 (L2) or even the L3 DAS may be
involved in the communication. The information in the UHGSN is being con-
verged and aggregated, so the SIPUs are connected to the bottom layer L1 DASs in
tree topology, so as to the connections between different layers of DASs. All of the
DASs at the top layer connect in a mesh network for information exchange.

The internet protocol (IP) based network addresses (i.e., IPv4/IPv6) should be
allocated to the SIPUs and DASs to realize the communication between UHGSN
and the Internet. Such IP address only identifies who the host is without defining
where the host is, however, the services in UHGSN is primarily based on the
physical world location information of the SIPUs, so each SIPU needs another
physical world localization address (e.g., GPS address) for user application.
A network address mapping list (NAML) should be created which records and
maintains the relationship between these two types of addresses. The user of
UHGSN only need to provide the physical world address in the request to the
DAS, and the DAS will use the NAML stored in its database to translate it into the
IP address for the following message transfer.

The UHGSN is only the service plane of UHGSN and a network management
system (NMS) which realizes the configuration, performance, fault and safety
management is required as the management plane. To realize the long-haul
communication with certain quality of service (QoS) requirements, both the
generalized multi-protocol label switching control plane [5] and the optical fiber
network transport plane are recommended to be deployed, whose functions are as
same as those in current backbone networks such as rapid routing and provi-
sioning, flexible protection and restoration and dynamic resource allocation.
Figure 175.1 shows these four functional planes in the UHGSN architecture.
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175.3 Characterized Searching in UHGSN

The basic application for the users of UHGSN is to search out valuable infor-
mation from the huge amount of data captured by the sensors. Duo to the growing
demands on various digital services, along with the large-scale deployments of
MSNs, information in the UHGSN will be represented not only by text, but
increasingly by audio, image, video and multi-media. Therefore it is necessary to
develop novel characterized searching mechanisms and algorithms based on dif-
ferent kinds of ‘‘key word’’. The searching requirements from the users can be
quite different, leading to different realization procedures. Here we define a
standard format of user searching request message in UHGSN.

\UHGSN user searching request message[::=
\Hierarchical physical world localization address[
\Characterized searching ‘‘key word’’[
\User QoS requirements[

The \Hierarchical physical world localization address[ object provides the
real physical world localization addresses for the associated SIPUs involved in this
request, which will be then translated to the network addresses using the NAML in
DAS. This object also indicates that which layer of the DAS should handle this
request and whether it is a uni-cast, multicast or broadcast request. The \Char-
acterized searching ‘‘key word’’[ object shows the type, length, and value of the
searching ‘‘key word’’. Such information will then transfer to the SIPUs to finish
the characterized searching algorithms. The \User QoS requirements[ object
presents the user QoS requirements, such as the operation delay, protection and
restoration, the results format, etc. For example, if a user requires all the real-time
information the MSN captured in a certain position, he may generate a searching
request with the ‘‘minimal operation delay’’ requirements. Figure 175.2 shows the
implementation of characterized searching for such a standard searching request in
the UHGSN.

In practical applications, the DAS may receive repetitive searching requests
from different users when something popular happens in the real world. To avoid
the unnecessary repeated searching operations in SIPUs, the DAS should create a
job-list which records the latest searching requests and the corresponding results it
processed. When a new request arrives, the DAS searches it in its job-list. If it is a
reduplicate request, the DAS will directly send the associated results to the users.
This job-list based searching mechanism will enhance the searching efficiency and
reduce the searching overhead in the repetitive requests situation. The length of the
job-list may influence the searching efficiency, so it should be set according to the
network scale, user number and the location of the DAS.
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175.4 Simulation Results and Performance Analysis

To evaluate the performance of the hierarchical DASs in the UHGSN architecture
and the job-list based characterized searching mechanisms, we construct a
UHGSN simulation environment which contains one NMS, 20 user clients, 5 DAS
L3 nodes, 20 DAS L2 nodes, 60 DAS L1 nodes, and 120 SIPU nodes. The
communication among the clients, the different layers of DASs, the SIPUs and the
NMS are based on our user-defined user datagram protocol (UDP) messages. The
simulation environment is shown in Fig. 175.3.

The first simulation is to analyze the performance of the hierarchical DASs in
the UHGSN architecture. We compare the characterized searching time and the
searching overhead in four kinds of network structures. In the first structure, no
DAS is deployed, and both the clients and SIPUs are directly connected to the
NMS. The NMS is responsible for the characterized searching operations. The five
DAS L3 nodes are added in the second structure, and similarly, the 20 DAS L2 and
60 DAS L1 nodes are added in the third and fourth network structures respectively

Begin
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Fig. 175.2 The implementation of characterized searching procedure in UHGSN
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(Fig. 175.1). In the simulation, the clients send searching requests randomly to the
120 SIPUs. The searching time is measured as the time from the instant that the
first client sends out its first searching request to the instant that the last client
receives the last searching result message. The searching overhead is measured by
the number of the communication messages required throughout the network in the
whole searching procedure. Figure 175.4 shows that the NMS-based centralized
structure performs better when there are few searching requests, but the hierar-
chical DAS based distributed structures become increasingly efficient when there
are more requests arrive. The one-, two-, and three-layer hierarchical DAS
deployed structure performs faster than the NMS-based structure when the number
of the searching requests reaches 700, 800 and 1,100, respectively. When the
number of the requests become large enough, the three-layer DASs deployed

Fig. 175.3 The UHGSN simulation environment

Fig. 175.4 Comparison on the characterized searching time and searching overhead among
different UHGSN structures
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structure has the best performance. For example, when there are 1,900 requests,
the NMS-based structure needs 18,750 ms to finish the searching operation, but the
one-, two-, and three-layer hierarchical DAS deployed structure only needs
17,030, 13,840 and 12,260 ms respectively. On the other hand, the searching
overhead in the hierarchical structure is larger than the centralized structure since
it needs some more communication messages among different layers of DASs.

The second simulation is to analyze the performance of the presented job-list
based searching mechanism in the repetitive requests situation among three kinds
of mechanisms in the three-layer UHGSN. In the first mechanism, no job-list is
created and one searching procedure should be generated for each searching
request. In the second mechanism, DASs in different layers are deployed with the
unified job-list which maintains the searching requests and the corresponding
results it has processed in the latest 3,000 ms. In the third mechanism, DASs in L1,
L2, and L3 are deployed with different job-lists which maintain the searching
requests and the corresponding results in the latest 3,000, 5,000, and 8,000 ms,
respectively. In the simulation, the clients send searching requests to the 120
SIPUs controlled by pseudo-random code generation software in NMS to create
the repetitive requests cases. Figure 175.5 shows the results that the different job-
list based mechanism performs best among these three mechanisms as it needs the
shortest searching time and generates least searching overhead. For example, when
there are 1,800 searching requests in the network (only averagely 8% are the
repetitive requests), the different job-list based mechanism is 3,000 ms faster than
the standard mechanism, and needs less than 2,500 communication messages.

175.5 Conclusion

In this paper, the UHGSN architecture is presented as a typical network model for
the future unified communication environment. Two kinds of network elements,
the SIPU and the hierarchical DAS are introduced in this architecture for the

Fig. 175.5 Comparison on the searching time and searching overhead among different searching
mechanisms in the repetitive requests situation
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effective information communication. The combined ‘‘key word’’ based charac-
terized searching mechanism is presented as the basic application in UHGSN,
along with the corresponding protocol message definition for implementation.
Simulation results show the advancements of the presented hierarchical architec-
ture and the job-list based characterized searching mechanism. More applications
and the related communication protocols are our future work.
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Chapter 176
Research of E-commerce Security
Strategies Based on Cloud Computing
Platform

Huang Hanyan

Abstract Cloud computing is a general term for anything that involves delivering
hosted services over the Internet. Cloud computing was inspired by the cloud
symbol that is often used to represent the Internet in flowcharts and diagrams.
Electronic commerce, commonly known as e-commerce, consists of the buying
and selling of products or services over electronic systems such as the Internet and
other computer networks. The amount of trade conducted electronically has grown
extraordinarily with widespread Internet usage.

Keywords Data security � E-commerce � Cloud computing � Public key
infrastructure

176.1 Introduction

Cloud computing is a general term for anything that involves delivering hosted
services over the Internet. These services are broadly divided into three categories:
Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) and Software-
as-a-Service (SaaS). The name cloud computing was inspired by the cloud symbol
that is often used to represent the Internet in flowcharts and diagrams [1].
Electronic commerce, commonly known as e-commerce, consists of the buying
and selling of products or services over electronic systems such as the Internet and
other computer networks. The amount of trade conducted electronically has grown
extraordinarily with widespread Internet usage. The use of commerce is conducted
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in this way, spurring and drawing on innovations in electronic funds transfer,
supply chain management, Internet marketing, online transaction processing,
electronic data interchange (EDI), inventory management systems and automated
data collection systems.

Cloud computing are parallel computing, distributed computing and grid
computing development of a new business model. In cloud computing, users can
use mobile phones, computers and other devices through the network to obtain the
necessary hardware, software and other resources, sharing resources, convenient
and fast access to the services they need. Cloud computing with its high reliability,
versatility, scalability, low-cost advantage, quickly accepted by the majority of
users [2]. Cloud computing is for the entire IT sector, especially e-commerce
businesses to bring a new change.

Cloud computing can help companies quickly build an e-commerce platform,
on-demand purchase and use, thus greatly reducing the cost of e-commerce
website building and maintenance costs. Cloud computing requirements for lower
business equipment, e-commerce companies can take advantage of existing
enterprise computer and network equipment, cost very little money and you can
enjoy the cloud computing services. In addition, cloud computing service pro-
viders provide professional teams with help in e-business software and hardware
system maintenance. This business can focus more on primary business. Cloud
computing can help companies quickly and easily anywhere in daily business
activities. Users can use mobile phones and other devices through the network
equipment at any time and any place with queries in goods, payment and other
commercial activities. Employees can even take home to complete the transaction
tasks. Cloud computing can help companies share information resources. Various
e-commerce businesses can take advantage of cloud computing which provides a
powerful product to achieve interoperability of information resources sharing.

Cloud computing platform performs dynamically according to the needs of
e-business expansion, the number of e-commerce products and other information
sharing, with a single e-commerce sites to reduce construction time and money.
Cloud computing allows corporate data to maximize security. In cloud computing
with virtualization, fault-tolerant multiple copies of data protection technologies
exist such as cloud computing services with high reliability. Cloud computing
service providers adopt e-commerce enterprise information such as the unified
management of goods, load balancing, real-time monitoring tools to enable
e-business enterprise data to maximize protection. Significant innovations in vir-
tualization and distributed computing, as well as improved access to high-speed
Internet and a weak economy, have accelerated interest in cloud computing.

176.2 E-Commerce and Security

E-commerce usually refers to a wide range of businesses around the world. The
Internet is an open network environment, based on browser/server applications
ways, where both buyers and sellers can meet on various business activities,
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to achieve online shopping consumer, online transactions between merchants and
online electronic payment and a variety of business activities, trading activities,
financial activities and activities related to integrated services [3]. E-commerce is
the electronic and electronic technology means to business, as the core, original
traditional sales, shopping channels, move onto the Internet, to break the national
and regional visible and invisible barriers to globalization of production compa-
nies. It is a network of invisible, personalization integration. By way of electronic
means to the main business activities, within the scope permitted by law, business
activities are carried out by the process. E-commerce is the use of digital infor-
mation technology for the activities of the enterprise continuous optimization
process. A wide range of e-commerce in general can be divided into business to
business, or business to consumer.

Platform-as-a-service in the cloud is defined as a set of software and product
development tools hosted on the provider’s infrastructure. Developers create
applications on the provider’s platform over the Internet. PaaS providers may use
APIs, website portals or gateway software installed on the customer’s computer.
Force.com and Google Apps are examples of PaaS. Developers need to know that
currently, there are no standards for interoperability or data portability in the
cloud. Some providers will not allow software created by their customers to be
moved off the provider’s platform. As cloud computing model based on a large
number of e-business information is stored in the cloud systems, transmission and
processing, if there are problems, and its risks than traditional e-commerce model
to be much higher. At present, security has become a business e-commerce
implementation of cloud computing model based on the most important issue.
Although the cloud computing model, data can be unified security management,
and reliable real-time monitoring of e-business business information to get the
maximum protection, but due to the complexity of the cloud itself, the user
dynamics and other factors, so that e-commerce companies e-commerce platform
built many new security problems.

As the cloud computing model based on e-commerce platform for all of the data
is stored in the ‘‘cloud’’, enterprises are worried that during natural disasters when
hardware failures and other facilities were damaged, and when they occur, cloud
computing providers have appropriate measures to protect e-commerce normal
operation of the platform. E-commerce businesses the biggest concern is that cloud
computing security of data. In the cloud, most of the business information is
stored in the ‘‘cloud’’, e-commerce companies will be unable to supervise the
business sensitive information. As cloud computing uses virtualization technology,
e-commerce companies using cloud computing services are not clear about where
to store their own data, and do not even know in which country the data is located.
Cloud computing environments and data are shared by multiple users, so,
e-commerce companies often worry about whether their own data and other users
of the data creating confusion. Electronic commerce that is conducted between
businesses and consumers, on the other hand, is referred to as business-to-
consumer or B2C. This is the type of electronic commerce conducted by com-
panies such as Amazon.com. Online shopping is a form of electronic commerce
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where the buyer is directly online to the seller’s computer usually via the internet.
There is no intermediary service. The sale and purchase transaction is completed
electronically and interactively in real-time such as Amazon.com for new books.

As cloud computing and e-commerce is something new, the cloud computing
and e-commerce related law is not perfect [4]. Cloud computing service providers
in the service agreement avoid most of the risk as much as possible, not promised
to any data leaks and the data is liable for destruction or obligations. Hackers can
take advantage of emerging technologies such as virtualization, virtual machine in
the form of write for the spread of malicious software that allows users to be more
difficult to detect and remove. At the same time, use is made of leased virtual
machine to hide his true identity, making it difficult to be tracked. These data
security e-commerce businesses bring great harm. Therefore, we must adopt
effective measures to protect them. E-commerce businesses worry about cloud
services in the event of termination of the service provider or another company,
etc., your business and commercial data will be affected, how to take back their
own data, and now the system is compatible with previous systems such as a series
of questions.

176.3 Cloud Computing and Security Policy

Cloud computing refers to the delivery of IT infrastructure and usage patterns, to
on-demand through the network, and a scalable way to obtain the necessary
resources. Cloud computing refers to the mode of service delivery and use, to the
network on-demand and an easy way to obtain the necessary expansion of services.
This service can be IT and software, Internet-related, or any other services. It has a
very large scale, virtualization, and reliable security and other unique effects. It
aims at relatively low cost of the network for the calculation of multiple entities
into one powerful computing capability with the perfect system, and use of SaaS,
PaaS, IaaS, MSP business models and other advanced computing power of this
powerful distribution to end users hands. The core idea of cloud computing is to a
large number of computing resources with a network connection unified man-
agement and scheduling, to form a pool of computing resources on demand
services to users. The basic principles of cloud computing is distributed computing
by making a large number of distributed computers, rather than the local computer
or remote server, enterprise data centers to run more like the Internet. This allows
companies to switch to the required resources to applications, on demand access to
the computer and storage systems.

With the rapid development of computer technology, information networks
have become an important guarantee for social development. There is a lot of
sensitive information, even a state secret. So inevitably it attract all kinds of people
and attacks from around the world. Network security refers to the network hard-
ware. Software and system data is protected, not because of accidental or mali-
cious reasons, but due to damage suffered, change, disclosure, continuous and
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reliable system to run properly, the network service is not interrupted. Network
security is its essence on the network information security. Broadly speaking, any
information relating to the network confidentiality, integrity, availability,
authenticity and control are related to technical and theoretical research on
network security. System security and performance and functionality are a con-
tradiction in the relationship. If a system does not provide any services to the
outside world, the outside world cannot constitute a security threat. However, the
company access to international interconnection network, providing services such
as online stores and e-commerce, is equivalent to a closed network built within an
open network environment. A variety of security including system-level security
problem arises.

In the field of networking, the area of network security consists of the provi-
sions and policies adopted by the network administrator to prevent and monitor
unauthorized access, misuse, modification, or denial of the computer network and
network-accessible resources. Network Security consists of a variety of computer
networks, both public and private that are used in everyday jobs conducting
transactions and communications among businesses, government agencies and
individuals. Cloud computing provides the most reliable and secure data storage
center, users do not have to worry about data loss, virus attack and other problems.
Cloud security policy idea is: the more users, each user more security, because
such a large user base, enough to cover every corner of the Internet, as long as a
site to be linked to a new Trojan horse or virus appears will immediately be
intercepted. In response to these security risks, we propose in the cloud computing
platform built on the process of e-commerce platform for the following security
policy. Use of safer storage techniques. When natural disasters, hardware failures
and other facilities were damaged, and happens, the cloud service providers should
adopt a safer and more effective storage technology once the main equipment was
damaged or failure immediately switches to another set of mirrored devices.
Meanwhile, e-commerce businesses need to regularly back up important data.

So far, Google, IBM, Microsoft, Amazon, including various cloud computing
providers have their own set of standards not compatible with each other. For the
healthy development of cloud computing it must be combined in various related
organizations and enterprises to develop formal, open standards for the cloud
computing public. Public key infrastructure (PKI) technology is the core infor-
mation security technology and the key to electronic commerce and infrastructure
technology. PKI technology can greatly reduce the use of e-business risk disclo-
sure of sensitive information. The data in the ‘‘cloud’’ storage and transmission by
non-authorized persons will not peek, illegal tampering, cannot be denied, thus
ensuring the e-commerce of information confidentiality, integrity and effectiveness
of the safe operation of e-commerce has provided a guarantee. In the software-
as-a-service cloud model, the vendor supplies the hardware infrastructure and the
software product, and interacts with the user through a front-end portal. SaaS is a
very broad market. Services can be anything from Web-based e-mail to inventory
control and database processing. Because the service provider hosts both the
application and the data, the end user is free to use the service from anywhere.
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The establishment of private clouds. Private cloud is a cloud services provider for
enterprises in the construction of its internal proprietary cloud computing systems.
E-commerce businesses can be non-critical business on the public cloud platform,
which will be both business-critical core business is the part on the private cloud, so
that enterprises can not only bring in more like authentication, data isolation, security
technology to ensure data security, but retain the economies of scale of cloud
computing systems. Cloud computing service provider choice. Cloud-based
computing model in building e-commerce platform, before e-commerce businesses
should be based on their own needs to choose the larger, better brand of cloud service
providers, data storage and asked to confirm in case of cloud computing service
termination of the service provider or another company such cases, their data will not
be affected, how to take back their own data, and whether the data back into alter-
native applications and other issues.

176.4 Conclusions

Cloud computing technology is still in the early adopter phase for both providers
and consumers. Cloud computing is a grid computing, distributed computing,
parallel computing, utility computing, network storage technologies, virtualiza-
tion, load balancing and other computer technology and traditional fusion of
network technology development. Through the network, a number of lower cost
computing entities, integrated into a powerful marketing ability of the perfect
system. By improving the core concept ‘‘cloud’’ of coverage, and the ‘‘cloud’’
computing power between the logic to achieve the results in the system of mar-
keting, it can reduce the financial burden of the user, eventually reduced to as long
as the home user, a terminal, can get almost unlimited number of quality customers
enjoy the ‘‘marketing cloud’’ to bring the powerful economic interests.

In summary, cloud computing applications will greatly improve the way
electronic commerce services and functions, which greatly enhances the core
competitiveness of enterprises, but also to the e-business which brings new
challenges. In order to use Cloud Computing effectively, information and
knowledge must flow easily and securely to and from the user, and these valuable
assets must be saved securely and adequately backed up and protected from
disasters. A comprehensive and rational security policy must take full account of
users, e-commerce companies, cloud computing service providers, network
operators, third-party certification bodies and other interests of all parties and their
relationship in order to ensure the security of e-commerce operations.
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Chapter 177
Interface Implementation for Web
and EJB Layers in Enterprise Application

Jia Xiaoyun and Wang Xiaoxia

Abstract This paper introduces the interface implementation techniques for Web
and Ejb layers by developing the management system of enterprise level based on
J2EE. Firstly, it studies the hierarchy and functions of J2EE. Secondly, it discusses
the steps to obtain EJB home interface through EJB home factory. Finally, this
paper points out existing problems when it obtains the EJB home interface and its
countermeasures. The management system of enterprise level is more rational by
taking the steps. It makes more succinct of calling EJB procedure and it has
reduced the load of consuming and network of systematic resources and improved
the systematic speed too.

Keywords Interface � EJB home factory � Java naming directory interface

177.1 Introduction

Not only emphasizing the timing, the key to developing enterprise applications
also requires program to deploy conveniently, to transplant flexibly and to upgrade
easily, which require the application developers to deploy high quality applications
based on rapid development. So how the applications choose the system structure
or program model will be a major problem [1]. Using J2EE to develop the
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enterprise management system can be a very good choice to solve this problem in
practical application. The J2EE multilayer structure is used as the system frame,
including customer layer, WEB layer, EJB layer and data layer [2]. The merits of
the frame are as follows: clear division, easiness to operate and maintain, strong
independence, high security, simple programing, and cross-platform. So the
interface among the layers becomes the primary problem, and the key to evalu-
ating the system performance is the interface implementation between the web
layer and the EJB layer.

177.2 J2EE System Hierarchy

J2EE has four layers as shown in the diagram.When we develop enterprise
management system, we use four layers structure as Fig. 177.1 [3]:

First layer. Client layer
This is browser layer in charge of the interaction between system and client, for

example, to show query result and collect the information input by client in HTML
language.

Second layer. WEB application layer
This is composed by WEB components such as JSP, SERVIET, JavaBean and

run by WEB container. It mainly takes charge of invocation of EJB layer and
simple logic of some other client. It should be taken into consideration that WEB
application layer should only comprise simple client logic, like effective simple
judgment input, not application logic [2].

Fig. 177.1 J2EE Architecture
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The third layer. EJB enterprise component layer
Enterprise component layer is run by EJB container to support EJB, JMS, JTA

etc., service and technology. It is the core layer of the whole system, where the
enterprise application logic is implemented. On the one hand, it transforms object
for database record to analyze and design the data by object-oriented method, but
on the other hand, it supplies invocation interface of application logic to WEB
layer. Fortunately, we need not do many low-level programs owing to EJB con-
tainer [5]. In order to ensure the high-efficiency and independence of the system,
the layer is actually divided into several sublayers, and then we will discuss it more
in the back. We choose Web Logic for the application server of this layer and then
we shall describe Web Logic of EBA in detail.

The fourth layer. Data layer
It stores physical data, and provides relation data model to EJB or WEB layer.

This layer is the lowest layer and realized by mature relational database system.
Oracle 8i is used in practice [4].

177.3 The Interface of Web Layer and EJB Layer

177.3.1 Getting EJB Home Interface Through JNDI

The client that is relative to the EJB server calls procedure of the EJB is shown
below. It is WEB layer [4].

Calling EJB has the following steps:

(1) Getting EJB through JNDI (Java Naming Directory Home with) namely step 1
and 2 in Fig. 177.2.

(2) Creating EJB object and getting its remote through EJB home interface,
namely step 3, 4 and 5.

(3) Calling the EJB methods through the Remote Interface. Step 6, 7 in the
Fig. 177.2. We will illustrate it by calling EJB of book session: the source
program is as follows

package ejb.book;
import Javax.naming.Context;
import Javax.naming.InitialContext;
import Java.util.Hashtable;
import Javax.ejb.*;

import Java.rmi.RemoteException;
import Javax.ejb.*;
import Java.rmi.RemoteException;
public class BookClient{
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public Book GetBook()
{ String url = ‘‘rmi : //localhost : 6888’’;

Context initCtx = null;
BookSessionHome bookSessionhome = null;

try{
Hashtable env = new Hashtable();
env.put(Context.INITIAL_CONTEXT_FACTORY,
‘‘com.apusic.jndi.InitialContextFactory’’);

env.put(Context.PROVIDER_URL, url);
initCtx = new InitialContext(env);

}
catch(Exception e)
{
System.out.println(‘‘Cannot get initial context: ‘‘ ? e.getMessage());
System.exit(1);

}

Client 

Home Object 

EntePrise Object EJB Object 

7: Delegate request to Bear 
1: Reactive Home 
Object Reference

2: Return Home 
Object Reference

JNDI

NamingService 
Such as LDAP

2: Create a New 
EJB Object Reference

 
  
  

Home 
Interface 

5: Return EJB 
 Object Reference 

4: Create EJB Object 

6: Invote Business 
Method

 

Remoto 

Interface 

Fig. 177.2 The procedure of calling EJB
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try{//Getting EJB Home Interfac through JNDI
BookSessionhome = (BookSessionHome)initCtx.lookup
(‘‘BookSessionHome’’);

BookSession bookSession = BookSessionhome.create();
return bookSession.GetBook();

}
catch(Exception e)
{
System.out.println(e.getMessage());
System.exit(1);

}}}

177.3.2 Through EJB Home Factory to Get EJB
Home Interface

From the above example we know that getting EJB home interface is the first step
to calling EJB and also the necessary step to get EJB Home [4]. When the EJB is
called each time, there may be some issues as follows:

First. Too much code duplication. The code to get EJB Home will spread
around the whole WEB layer.

Second. Low efficiency. It will occupy many resources each time through JNDI
to get EJB Home, and the speed of searching EJB object through the network is
slow.

 

EJBHomeFactory 
-HashMap EjbHomes 
-EJBHomeFactory aHomeSingleton 
-InitialContect  ctx  
 
+static getFactory():EJBHomeFactory 
+lookUpHome(Class aHomeClass): 
EJBHome 

<<Interface>> 
EJBHome 

ParticularHome EJBClient 

Look up/caches 

uses 

Use singleton 

Fig. 177.3 The principles to get EJB home interface
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So a way should be adopted to extract all JNDI, and hide the initialization of
Context, look up of Ejb object, modeling by narrow and violations of capture to
make all the clients use the same code, reduce the complexity of the code, provide
consistent control and use cache to improve performance [5]. Principles pursued
are as Fig. 177.3. The source program is as follows:

public class EJBHomeFactory
{
private Map ejbHomes;
private static EJBHomeFactory aFactorySingleton;
Context ctx;
Private EJBHomeFactory() throws NamingException
{
ctx = new InitialContext();
this.ejbHomes = Collections.synchronizedMap(new HashMap());
}
public static EJBHomeFactory getFactory() throws HomeFactoryException
{try

{
if (EJBHomeFactory.aFactorySingleton == null)

{
EJBHomeFactory.aFactorySingleton = new EJBHomeFactory();}

}
catch (NamingException e)

{throw new HomeFactoryException(e);}
return EJBHomeFactory.aFactorySingleton;}
public EJBHome lookUpHome(Class homeClass) throws HomeFactoryException
{
EJBHome anEJBHome;
anEJBHome = (EJBHome) this.ejbHomes.get(homeClass);
try
{
if(anEJBHome == null)
{anEJBHome = (EJBHome) PortableRemoteObject.narrow(ctx.lookup (
homeClass.getName()),homeClass);
this.ejbHomes.put(homeClass, anEJBHome);
}}
catch (ClassCastException e)
{throw new HomeFactoryException(e);}
catch (NamingException e)
{throw new HomeFactoryException(e);}
return anEJBHome;}
public EJBHome lookUpHome(Class homeClass, String jndiName)
throws HomeFactoryException
{EJBHome anEJBHome;
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anEJBHome = (EJBHome) this.ejbHomes.get(homeClass);
try
{if(anEJBHome == null)
{System.out.println(‘‘finding HOME for first time’’);
anEJBHome = (EJBHome) PortableRemoteObject.narrow
(ctx.lookup(jndiName), homeClass);this.ejbHomes.put(homeClass, anEJBHome);
}
}
catch (ClassCastException e)
{throw new HomeFactoryException(e);
}
catch (NamingException e)
{throw new HomeFactoryException(e);
}
return anEJBHome;}}

Thus, uniform and simple statement is used to connect EJB, and query times are
reduced because of the EJBHome cache. For example, the statement of Home
interface of Book Session is as follows:

BookSessionHome BookSessionHome = (BookSessionHome)
EJBHomeFactory.getFactory().lookUpHome(BookSessionHome.class);

177.4 Conclusions

This thesis introduced the interface implementation techniques for web and Ejb
layers, and proposed improved interface implementation techniques, which made
the management system of enterprise level more rational and calling EJB more
succinct [5]. In this paper, for decreasing the consumption of resources and net-
work load as well as increasing speed, Home interface need to be cached by Hash
map class set.
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Chapter 178
Web-Based Client-Side Multimedia QoS
Information Model

Yang Song, Xiaoning Li and Xiaofeng Li

Abstract Qos is a comprehensive indicator to measure satisfaction with a service,
or quality of service. This paper analyzes the web site client multimedia Qos, Qos
technical model and IPQos the implementation mechanism, so as to establish a
complete information model Qos.

Keywords Qos � Site customers � Information model � Multimedia

178.1 Lead Talk

Along with the multimedia technique [1] fly soon a development, multimedia
applications on the Internet are piling up one after another, such as: the IP
telephone, video frequency meeting and video frequency point sows. Long range
education wait until a multimedia actually business. The lately applied emergence
carries multimedia service quality to the customer [2] and also makes a new
request, for example IP speech, video frequency point sow etc., is solid business to
report a text of delivering and delaying and then having high request, if report the

Y. Song (&)
Information Engineering College, Jilin Normal University, Changchun, China
e-mail: abc-cxf@163.com

X. Li
Changchun Teachers College, The Computer Science and Technology Institute,
Changchun 130032, Jilin Province, China

X. Li
Jilin University, Changchun 130032, Jilin Province, China

Y. Yang and M. Ma (eds.), Green Communications and Networks,
Lecture Notes in Electrical Engineering 113, DOI: 10.1007/978-94-007-2169-2_178,
� Springer Science+Business Media B.V. 2012

1503



text transmission postpone too long, the guest room carries a customer to can not
accept.

It opposite but talk, traditional businesses, such as E-Mail and FTP, …, etc., to
time delay sensitive not have dissimilarity service businesses such as demanding
speech, video frequency and data etc., and request that network can classify a
different type correspondence data for the sake of support, then for it provide
homologous service. What traditional IP network provides is not transmission
service for doing utmost, can identify and classify the correspondence data of
various type in a network, more do not can provide different service for different
correspondence. So making an effort service mode that says a traditional network
has already canned not satisfy customer to carry an applied demand, customer in
the web site carries the establishment of multi-media services quality QoS infor-
mation models and then concentrates on to work out this problem.

178.2 Qos of WEB Network

Along with the development of Internet, appeared customer from station in a great
deal of website to carry a multimedia solid business [3], because of solid the
business postponed to the network’s delivering, tremble while postponing etc.,
characteristic compare is sensitive, consequently these solid the emergence reve-
lation of business two important blemishes of IP network technique: the traditional
IP road is vomited not high and traditional IP of quantity by the swallowing of
technique don’t have service quality QoS to promise.

QoS can control various network application, satisfy various website customers
to carry a multi-media application request, for example: can carry the bandwidth of
FTP use according to the applied need restriction customer, can also visit for
database with higher have the initiative class; can carry multi-media business to
provide a bandwidth for the customer of the sensitive in time and low postpone
assurance, and other business while using a network, cannot influence the business
of these time sensitives, either.

When network occurrence is obstructive [4], one of network equipments
connects under the situation that has QoS support and adopt priority queuing (PQ)
brigade row of the strategy carry on a processing report text. Get into according to
the category certificate report text belonged to by report text. So when every time
sends out to report a text, always will have the initiative an of class Gao the text
send out to first and promised that belonging to is higher the report text of row
having the initiative a class brigade has lower of postpone [5].
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178.3 QoS Service Model

So far, different organization or unit of industry have already put forward some
service models of QoSs [6], this XRM model for putting forward of Heidel-
bergQoS model, American the Columbia University COMET research set that
includes IBM company and American guest Xi method Ni OMEGA system

Fig. 178.1 Qos model
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structure etc., of the second university. QoS then mainly has two kinds of system
structure as follows, such as Fig. 178.1 show.

The underneath will report a little bit when the network takes place to obstruct
text at have no QoS promise and have QoS to promise different treatment in the
network.

When network occurrence obstruct, network equipments of a connect under
the circumstance that have no QoS support, adoption tradition of go into first first
the strategy of to carry on processing to report a text.While having no QoS to
promise, it is all to want from should pick up a people output’s report text,
according to arriving order of sequence to get into FIFO of connecting [6] brigade
row end of the tail, and connect one by one in order sends out to report a text while
sending out to report a text, from the head beginning of FIFO brigade row, all
report texts are in the process of sending out in, there is no differentiation, also not
to report text transmission of the quality provide any assurance.

(1) Comprehensive service system structure, it can provide two kinds of service to
promise service and load to control service as follows. Promise service to the
bandwidth, postpone, the cent set throw to lose rate to provide a metered
quality control and satisfy the request of applying the procedure. For example,
can reserve a 5 Mbits to the VOIP application’s bandwidth and 1 S of post-
pone a request. Load control service provides one category for customer under
the situation that the network has never led to carry of service, it is one kind to
settle sexual index sign and promise even if under the circumstance that
network over carry, also ability to report text’s providing Be looked like to a
network have never led to carry similar service. For example, obstructive
circumstances happen in the network under, promise that the report text of
some application procedures can get low postpone and high service for
passing.

The brigade row adjusts one degree machine mainly is according to definitely
adjust one degree calculate way to carry on adjusting one degree service to the cent
set brigade row in classification and familiarly adjust one degree calculate way to
contain WFQ, WF2 Qses, SCFQ, VC, MD-SCFQ, and WRR, …, etc.

According to the rules of the Intserv model, before sending out and reporting
a text, the applied procedure notifies relevant its own discharge parameter of
network and particular service quality claim of demand, including bandwidth first,
postpone etc. In the IntServ service model, be responsible for deliver Qos claim of
the letter make is a resources to reserve agreement (RSVP), it notifies that the
router applies the Qos need of procedure.

The network carries out a resources allotment check (admission control) after
receiving the resources of applying the procedure and requesting, according to
apply the resources application and network existing resources circumstance of
procedure, judgment whether is applied procedure allotment resources [7].
Once the network confirmation was the report text that applies procedure to assign
a resources, then wanted * only to apply the report text of the procedure to
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control inside the scope that describes in the discharge parameter, network
commitment satisfy apply the Qos need of procedure.

The applied procedure is generally receiving a network to really recognize
an information, then confirming the network already for the report text that
applies procedure reserve resources after, just beginning according to appli-
cation of discharge parameter and particular service quality claim send out to
report a text.

(2) Classify service system structure

Classify service system structure (Differentiated Services Architecture,
DiffServ) is put forward in the RFC2474 by IETF, aim at soldier righteousness a kind
of implementation IPQos and more easily expand of way. Classified service system
structure to simplify letter to make, flow to the business of classification grain the
degree is thicker. It passes to remit to gather (aggregate), can flow each close by
business of Qos need to see into a big type and adjusts the brigade row that one degree
calculate way handles number by decrease. On top of that, distinction service system
structure passes to skip a line each time for (Per Hop Behavior, PHB) of gradually
jump to forward way to provide definitely procedural Qos to promise, each PHB
forwards way or Qos need toward houlding be a kind of.

Lead the concept of going into the DiffServ area in the middle of classifying
service system structure, a do not the DuffServ area can think to is a son net that
can provide DiffServ business. The DiffServ area mainly constitutes to from some
routers, and carried on a distinction to these routers, be located in the being called
of DiffServ area boundary boundary router (edge router), but be located in core
router (core router) in the being called of DiffServ area inner part. Boundary router
completion to the classification, orthopedics, marking that the business flows and
adjust a degree, core router completion according to remit to gather of thicker
classification, adjust a degree. Currently, DiffServ main underneath of cash two
kinds serve.

Qos that DiffServ generally uses to provide to carry to carry for the application
of some importance. It passes following technique to carry out.

(1) CAR
It according to report text of Tos or Cos the value and IP report text of the
5 dollars set etc., information carry on reporting a text classification, the
completion reports marking and discharge of text to take charge of.

(2) Brigade row technique
The brigade row techniques, such as WRED, PQ, CQ, WFQ and CBWFQ, …,
etc., are to the report text obstructing carries on slowly saving and adjusting a
degree, realization obstruct a management [8].
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178.4 Qos Carries Out a Mechanism

Qos carries out a mechanism to mainly have following four kinds: the brigade row
manages mechanism, brigade row to adjust one degree mechanism, according to
control of road from measure engineering with business. Qos carries out mecha-
nism principle if Fig. 178.2 show:

(1) The brigade row manages a mechanism (queue management mechanism)

When the network takes place to obstruct [9], the router has to throw a set for
some cents, solution of this problem is first lie in having to carry out effective
brigade row a management mechanism (or buffer area management strategy)

The brigade row manages a mechanism (queue management mechanism)
When the network takes place to obstruct [9], the router has to throw a set for

some cents, solution of this problem is first lie in having to carry out effective
brigade row a management mechanism (or buffer area management strategy)

(2) The brigade row adjusts one degree mechanism (queue scheduling
mechanism)

In spite of in IntServ is still DiffServ, all involve brigade row to adjust one
degree problem. Chien talks it, brigade row’s adjusting the function of degree is
a router how choose from several (or a) brigade rows next treat to forward of
cent set; this contains hypostatic differentiation with brigade row management
mechanism. According to the different service rule, the brigade row adjusts one
degree calculate way to is divided into a few kind is as follows: arrive first to
serve (FCFS) first and circularly adjust a degree (RoundRobin), processing
machine share (ProcessorSharing) and have the initiative class service, random
service etc.

The brigade row that appear already currently adjusts one degree calculate
way to mainly have the calculate way to adjust a degree according to the
circulation and is two major types according to the GPS calculate way. An
effective brigade row adjusts one degree function index sign that the calculate

Fig. 178.2 Qoses carries out
mechanism principle
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way should attain to mainly have equity, postpone characteristic and flow to the
malice business of the utilization, and complexity, etc., of insulation ability,
network bandwidth.

(3) According to the road of stipulation from (consrained-baxed routing)

According to control of road from (CBR) originate QoSRouting, just the Qos
restriction parameter carried on a certain enlargement. The CBRr effective reali-
zation needs the mutual match of each router, for example mutually notify
respectively some informations of network for knowing. The CBR crux lies in how
to release and release of an frequency to obtain one to compromise in the precision
of status information.

(4) The business measures engineering (traffic engineering)

The business measures the purpose of engineering to lie in how availably
guided business to once circulate a network, for the purpose of cancelation because
of business quantity the asymmetry distribute but the network resulting in is
obstructive. Negotiate more marking commutation (MPLS) and according to is
limited of road from is all useful tool of business quantity engineering, is also the
topic that needs a further research currently.

178.5 Summarize Briefly

This text mainly put forward an establishment network the customer carry multi-
media Qos model, and analyzed the mechanism of realization, can effectively of
solution’s serving in the traditional network can not satisfy customer to carry an
applied demand [10], make the network report a delivering of text faster and
convenient.

References

1. List H, Ma JW, Yang HZ (2009) From adapt to small wave of whole dimensions number
picture watermark. Chin Hua university college journal (natural science version), 05 expect
749–754

2. Zer S (2005) The network educates medium problem and strategy. Calculator education, 06
expect, pp 62–65

3. Congratulates and thanks a Xiao orchid, Liu Ying (2009) Under the mesh environment of the
research and application of the distribute type search processor. Computer knowledge and
technique, 200906 expect 266–268, 271

4. Lines of Wei Sui, Huang Sheng Hua (2007) 1 kind quickly evades obstructive of road from
calculate way. The calculator imitates really, 04 expect 136–138, 148

5. Lee are red and gorgeous (2005) Controls system according to the process of Internet of
postpone repair. Science and technology university college journal (natural science version)
in China, 04 expect 51–53

178 Web-Based Client-Side Multimedia QoS Information Model 1509



6. Beard chapters are even (2009) Virtual calculation method of number of times for saving to
lack page interruption in the management. Computer knowledge and technique, 06 expect
272–273, 279

7. Tang light front (2005) Network resources localization:constuct the new mode that the
network resources navigates a database. Intelligence report magazine, 01 expect 36–37

8. D expose, plum Ke (2010) The intelligence spreads a feeling machine to unite the application
in the net realm in the thing. Information technique with standardize, 08 expect 22–25

9. Chen government Ye, Shi Yan Yuan (2008) bear Shu China, to the soldier, distance virtuous
hero. Flow medium model to study according to CDN of wreath road node and P2 Ps.
Information technique with standardize, 10 expect 37–39

10. Huang JC (2007) WebGIS that carries mode according to the customer carries out a
technique. Soldier work automation, 04 expect 39

1510 Y. Song et al.



Chapter 179
A Web Service Composition Algorithm
Based on Dependency Graph

Zhang Hua, Fu Yan and Gao Hui

Abstract Applications based on Web service technology have grown rapidly and
it has become more and more necessary to select and composite appropriate ser-
vices automatically to satisfy the user’s complex requirements. To achieve this
composition, the input–output interfaces relations and the concept of domain
ontology between them were used to make the process flexible. Our proposed
approach is based on abstracting atomic services specification, preprocessing the
multiple interfaces of a Web service by combination and constructing a depen-
dency graph including all service interfaces and web services themselves. By using
this dependency graph, we perform a new bidirectional heuristic search algorithm
from the desired input and output interfaces to find composite web services.
Therefore the essence of the algorithm was that the problem of Web services
composition was transformed into the research approach of directed graph with an
improved bidirectional heuristic search algorithm used to realize the composition
of services. Theoretical analysis and experimental results show that this algorithm
is more efficient and effective than traditional searching algorithm.

Keywords Atomic service � Services dependency graph � Web services com-
position � OWL-S � Heuristic search
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179.1 Introduction

Currently, applications based on Web service technology have grown rapidly. The
increasing number of available web services over the past few years has led to the
development of new web services and complex applications by composing
existing web services that other from single Web service and single functionality
to satisfy the user’s requirement.

Methodologies have been conducted to solve the problem [1, 2]. In Hu S’s
framework [3], a distributed approach based on input–output parameters of process
that discovering and compositing services automatically was proposed. Another
effective web services composition algorithm [4, 5] was put out based on global
quality optimization and multi-object chaotic swarm optimization. Reference [6]
put forward a heuristic algorithm based on object distance and selected the suc-
cessor services dynamically at runtime according to runing status of each service.
Reference [7] used the semantics similarity among interfaces of web services as
connection index, and gave the highest priority to select the services with most
closest semantic. However, the performance time of these schemes is still a matter
of concern due to the large scale of web services.

In this chapter, we propose a model that supports the web services composition
based on a web services dependency graph using ontological informations with an
improved bidirectional heuristic search algorithm [8, 9].

179.2 Architecture

The essence of web services composition is discovering and selecting a series of
related services and integrating them into a complexed web service to satisfy the
requestor’s composed demand by orchestration of them [10]. This section defines
terms and models that can be used in this composition algorithm.

Definition 1 Atomic Service (AS)
An atomic service is an indivisible software component that is too granular and

only executes fewer business or technical functionalities. Consider the function-
ality, an atomic service was abstracted as a two-tuples ws (I, O), where ws is the
identifier of an atomic web service (like name or unique id of web service), I and O
are the input provide to the web service ws and output produced respectively that
specified by the concept of domain semantic ontology.The structure of a atomic
web service is shown in Fig. 179.1.

Definition 2 The Web Service Dependency graph (G)
Formally, a web service dependency graph G (V, E), capturing input/output

information of available web services and describing the relationship among them,
is a directed graph and composed of two data sets V and E, where V is a vertex set
of nodes of the graph which represents the set of input/output of all the atomic
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services and the type of an input/output becomes the label of its corresponding
node, E is a directed dependency edge set of all relevent atomic services,which is
simply labeled by the identifier of a web service. The directed graph that connects
all dependency edges is exactly the dependency model.

In Sect. 179.3 we briefly provide an algebra for specifying web services
behavior and composition. The dependency graph is described in detail in
Sect. 179.4. In Sect. 179.5 we present our composition approach. Finally,
Sect. 179.6 concludes the chapter.

179.3 Web Service Dependency Model

To proceed with composition, the OWL-S specification language is briefly intro-
duced. And the behavior of web services are mapped to a dependency graph, the
problem mentioned above is converted to a general graph searching problem.

179.3.1 Extracting Web Service Specification

In this chapter we choose OWL-S from serveral web service specification lan-
guages, such as OWL-S and BPEL4WS, because it suits the problem at hand, and
also it is partially meant to enable automated web services composition and in-
teroperation [11].

In OWL-S, each web service is specified in three XML-based parts: service
profile, which includes general information about the web service, such as the
name, description, inputs, and outputs; service model, which using structures such
as sequences, conditional statements, loops, and parallel constructs shows how the
web service performs its functionality; and service grounding, which contains
information on how the web service can be used in practice. We only concentrate
on the service profile and service model constructs.

In this chapter, we assume that there is only one output for services.

179.3.2 Dependency Graph Construction

To construct a dependency graph, we need a local repository that contains required
information for a set of existing web service. That is, set WS denotes dependency

I

O
ws

Fig. 179.1 Atomic service
representation
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information between different inputs and outputs of the web services.
WS ¼ ws1; ws2; ws3; . . .; wsnf gð Þ which is stored in the form of an n 9 n adja-

cency matrix N shown as below, and set SRIO collects its input and output, written as
SRIO =

S

WS2WS

ws:I [ ws:Oð Þ The adjacency matrix is exactly the dependency

graph.

N ¼

n11 n12 . . . n1n

n21 :: :: n2n

: :: :: :
nn1 nn2 :: nnn

2

6

6

4

3

7

7

5

nij ¼
wsi ðif there exists a dependency i! j labeled by wsiÞ
0 (other)

�

In general, when there exists more than one input, denote x1, x2, …, xk, we
perform the combination operation to form them to one node {x1, x2, …, xk}.

The algorithm of constructing dependency graph is as follows:

Input: local repository, adjacency matrix N
Output: dependency graph G
Step 1. Get the nodes number and connections among nodes from N;
Step 2. If nij = 0, then new two nodes I and O, and label the edge I ? O as wsi;
Step 3. If there exists more than one edges pointed to same node g labeled by wsi,
then perform combination operation and form them to one node {I i}, and label the
edge \ {Ii} ? g [ as wsi.
Step 4. If all connections between inputs and outputs are analyzed, then stop;
Else, goto step3 and continue analyzing.

The time complexity of this algorithm is O (n2), thus huge consumption of system
resources will be a problem in large scale number of input and output. However, the
interfaces of web services hardly ever modify after designing. So we can construct
the connection relationship beforehand, and only renew the service connection when
the interfaces of a service changed or a new service appeared. Thus we can reduce
the consumption of analyzing connection relationship dramatically.

179.4 Web Service Composition

Given service request r (Ir, Or), the essence of web service composition is to
search for a subgraph G0 (V,0E0) from the dependency graph G (V, E), where
V 0 2 V ; E0 2 E, That is, to find an effective path from start node s and goal node g,
which makes the service composition satisfy the requirement goal.
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179.4.1 Bidirectional Heuristic Search Algorithm (BdHS)

As the number of inputs and outputs is decided, more nodes in the graph are
approached, more chances are there to get to goal node. We define the heuristic for
a node n to be the number of nodes that are direct successors of n.

h (n) = number of direct successors of node n
The search algorithm is given below:
Input: dependency graph G, start node s, goal node g
Output: service composition
Step 1. get all the successors of s and place in S;
Step 2. get all the successors of nodes in S0 and place in S0;
Step3. if g 2 ðS [ S0Þ then success and stop;
Step 4. get all the successors of g and place in G;
Step 5. get all the successors of nodes in G and place in G0;
Step 6. if S0 \ G0ð Þ is not null, then return path from start node s to goal node g;
Step 7. otherwise, if jSj þ jS0j þ jGj þ jG0jð Þ� jSRIOj then stop report failure;
Step 8. Else
(a) Get the node x from S0 such that h1 (x) is maximum;
(b) Remove x from S0 and add it to S;
(c) Put all the successors of x to S0;
(d) Get the node y, from G0 such that h2 (y) is maximum;
(e) Remove y from G0 and add it to G;
(f) Put all the successors of y to G0;
(g) If g 2 S0 [ G0ð Þ then return the path from s to g; else GOTO step 7;
h1 (n) and h2 (n) are heuristic value for node n of set S0 and G0 respectively.
In most cases, the algorithm can work fine with a shorter time than the execution
time taken by breadth first search (BFS), depth first search (DFS).

Figure 179.2 shows a simple case of poor efficiency using our heuristic func-
tion,because h (Y) = 1 (Y is the parent of X), so the node x can not be expanded by
heuristic search at the beginning no matter whether node X0s parent is adjacent to a

Fig. 179.2 A case in poor
efficiency
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node in S0. So, the time taken to reach X using our heuristic is, in general, more
than the time taken by other algorithms.

In order to overcome the defect, we propose an improvement that introduces a
time_stamp to each nodes in set S0 and G0, which is initialized to all zeros. Then
increment the value in cases that the node was placed in S0 or the node was
removed from S0 and placed in S. Next, we choose a threshold min_limit for
time_stamp, any nodes in S0 and G0 whose time_stamp is bigger than min_limit
should be returned to expand despite whether its value of h (n) is maximum.
Several experiments indicate that when the value of min_limit equals to
0:1 � SRIOj j, we can reach the best execution time. After that, the node X would be
selected only after several steps due to its time_stamp.
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Fig. 179.3 a Execution time
with 50 nodes; b execution
time with 400 nodes

Table 179.1 Execution time for dependency graph construction

Number of nodes Number of atomic services Execution time (ms)

15 19 140.3
50 72 2,366.2
100 167 10,674.7
200 352 23,774.6
400 567 40,032.7
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179.5 Implementation and Experiments

Table 179.1 shows the time consumption to construct the dependency graph on
different sets of web services and inputs and outputs. And the results show that
more the inputs and outputs and services are, the longer time it consumes to
construct the web service dependency graph. Therefore, for large scale services,
the best method to reduce the dynamic connection setup time is to pre-establish
links of dependency graph.

We choose the most classic search algorthms such as DFS and BFS in com-
parision with our proposed BdHS algorithm. Figure 179.3 clearly states the exe-
cution time for different search algorithms to finish the web service composition on
different numbers of nodes in the dependency graph.

In Fig. 179.3, M1 stands for a batch of execution time of DFS, BFS and BdHS
algorithm with the same start node and goal nodes, similarly it is applied to M2,
M3 and M4. Blue column denotes the execution time of DFS algorithm, the green
and brown ones stand for BFS and BdHS, respectively.

The results in Fig. 179.3 show that the execution time of service composition
search time showed no significant differences among the algorithms when the
count of nodes is not large in (a), while the difference is significant in (b) with the
nodes number of 400. Above all, as the number of nodes and number of web
services involved increases, the efficiency of our algorithm also increases. Thus for
large scale graphs our algorithm can prove very efficient in terms of computational
time and performance.

179.6 Conclusions and Future Work

In this chapter, we present an approach of repository web service model, called
dependency graph, and introduce how it captures the properties of web services in
terms of inputs and outputs, and input–output dependencies applying OWL-S as
web service specification language. We mentioned the improvement of our
dependency graph by combination of input–output dependencies where more than
a single input are involved. Then the problem of web services composition is
converted to the path searching in directed graph. We used this graph and BdHS
algorithm to find a composite service for a given request. Experimental results
demonstrate the advantage over some other search algorithm.

In our future work, we plan to focus on the quality of service and cost
parameters in detail on Web services, as well as making use of preconditions and
effects.
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Chapter 180
Architecture of Crossing Social
Network System

Ruliang Xiao, Youcong Ni and Xin Du

Abstract How to organize crossing social network resources on a higher level of
integration and address them to users’ desktops is an important and difficult
problem. Especially, there is lack of efficient approach to software architecture to
build reusable system over crossing social network. From the view of point of
temporal logic XYZ/E, this chapter proposes a kind of Architecture Description
Language about Crossing Social Network system (CSN-ADL), which can be used
to depict main key processes over the cross-social network system, formally
defines some key concepts such as relation component, correlation component,
override correlation connector, interaction connector and correlation network-
oriented architecture, which provided a formally theoretical instruction for
architecture reuse.

Keywords Social Network � ADL � Correlation

180.1 Introduction

In order to solve the problem about sharing the user’s network resources on the
Internet, social network established a new way which breaks through the tradi-
tional relationships on the further development of obstacles among people, and
deeply affects business model. Most users can submit their data and share network
resources simultaneously in several social networks [1] which are self-governed
and separate but are across on the users desk. Along with the rapid development of
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the semantic web technology, social network system rises various typical appli-
cations based on Web2.0 technology, such as famous social networks—Linkedin,
Twitter, YouTube, MySpace, Flickr and so on [2]. After the year 2003, it suc-
cessively appeared some new applications of Web2.0 in China, such as Renren,
Kaixin, Sina Micro-Blog and so on. How to organize all social network resources
on a higher level of integration and address them to users’ desktops is an important
and difficult problem [3]. Due to the different structures of various social network
systems, problems such as interpersonal relationship, similarity of resources,
change of associated state, accessibility of interactive behavior, interactions and
activity, effective test and correctness inspection of results have become the bot-
tleneck that influences crossing social network (CSN) system on providing pop-
ularization and application of sharing service. The traditional pattern of software
design is not adapted to the construction of crossing social network system.
At present, there are few researches on software architecture of CSN system.

Software Architecture Description Language is considered to be an important
tool for reasoning the overall design scheme of software system structure in the
early software development. It describes components of software system, and
the interaction between the components and model of guiding component
combination and relevant combination constraint mechanism on higher abstract
level [4]. In the past decades there have been a large number of researches on
software architecture description language. Currently main ADL take examples
as Aesop, C2, SADL, Unicon Rapide, Wright, XYZ/ADL, ABC/AD and
AC2-ADL. These ADLs emphasized on different sides of system structure and
played an important role in system structure’s research and application. For the
social network system, because that there are lots of relationship, it is a new
type of application forms, whose structural relationship showed crosscutting
behavior and crosscutting characteristics as the main structure characteristic
style. By depicting the main characteristics of the system structure formally,
analyzing semantic and validation, it is an effective approach to solve social
network bottleneck problem.

XYZ/ADL is an expansion of temporal logic language XYZ/E [5, 6]. It can be
used in social network system structure for formal description and analysis
through the top-down gradual refinement description method to provide formal-
ized semantic guidance for interpersonal relationship, similarity of resources,
change of associated state, accessibility of interactive behavior, interactions and
activity, effective test and correctness inspection of implement results in the social
network system and then to solve the crosscutting problem based on all kinds of
relationships. This chapter firstly introduces the related research work. And,
it defines the components of associated, relationship, relationship superposition,
interactive etc., it then puts forward crossing social network system architecture
description language CSN_ADL by which semantic analysis and formalism
description in the three main processes of crossing social network system structure
are done.
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180.2 Related Work

So far, there has been a lot of work about the software architecture. These
typical ADLs can be listed as Unicon, C2, Aesop, Wright, Darwin, Rapide,
SADL, XYZ/ADL, ABC/ADL, AC2-ADL etc. Most of these languages come
from research design and development in some special application. Therefore,
they have different emphasis and characteristics. For example, Unicon supports
heterogeneous type parts and connections and has a high-level compiler aiming
at system architecture [7]; C2 supports for describing user interface system with
an application message style [8]; Aesop supports application of software archi-
tecture style [7]; Rapide is specially designed for establishing a rapid prototype
for system architecture based on events, concurrency, object-oriented languages
and allows designing by simulating software architecture, and provides simula-
tion results of tools analysis [8]; Wright supports definition and analysis of the
interaction between the components, and connect-components is the most
important part[8]; Darwin builds the model of system behavior by p calculus,
uses its strong type system to do static checking [7], SADL provides the formal
base about architecture [8]. In China, many scholars also put forward lots of
characteristic ADLs. The most influence is a general architecture description
language ABC/ADL, proposed by Professor Hong Mei of Beijing University
Software Institute, which regards the software architecture description as com-
ponent development framework and assembling system blueprint by referring
programing language of type-instance relationship to distinguish type chart and
instance configuration diagram. It is benefit for changing the architecture model
to programing language, introducing the detail information such as type system,
which is beneficial to translate from design to realization [7].

180.3 Concept Expansion on CSN_ADL

XYZ/E language includes core concepts about conditional element, unit, procedure
and process and connection model about procedure-call and message-passing [5].
The most important difference between social network software architecture and
currently typical software architecture is the four important components- relation
component, correlation component, override correlation connector and interaction
connector with users’ participation. Correspondingly, the center of the software
architecture is around these four components, with connector describing system
operation process. Then, we can build the description framework of social network
software architecture from these two aspects based on XYZ/E.

Definition 1 (Relation) Relation is a simple component with independent func-
tion, which represents a connection between people and people, sharing resources
and sharing resources, or labels and labels. It encapsulates internal passage and
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process with standard, and be divided into two parts: interface and computation.
Interface includes a set of explanation components and description of port with
external environment interactive behaviors, and function specification of expla-
nation component describes specific behaviors. It can define relational external
interface based on XML, and describe the relational computation parts. Grammar
of relation can be shown as below:

Relation::= RelationName[RelationDecPart]= =[Interface][WherePart]
RelationDecPart==[IntefaceDecPart][FunctionDecPart][ComputationDecPart]
IntefaceDecPart::=%PORT[port,…,port]
Port::=PortName[PortDec]==[DataType][PortBehavior]
FunctionDecPart::=FunctionName[Function specification]
ComputationDecPart::=ComputationName[Computation specification]
Interface::=InterfaceName[InterfaceDec]= =[Package][process]

where interface including package and processes can be considered as the
refinement of interface, function, and declaration part of calculation for relation. In
this definition, each port is a relation request to external conditions by the com-
ponent, or a relational service provided for the environment expressed by channel.
It includes two parts: relational data type declaration of channel and relational
behavior description of channel. Among them, DataType should declare channel
data types which can be accepted by relational ports. PortBehavior should depict
behavior of the relational port, and also part behaviors of relational component
(externally visible behaviors), and regulate how the external environment should
interact with the relational components by the port and expressed by an XYZ/E
unit. Functional specification explains what this component is doing.

Definition 2 (Correlation) Correlation is an autonomous software body which
consists of one or more relations and has an independent function. It is established
that new relation is iterated with the existing correlation. Correlation can be shown
as below:

Correlation::=CorrelationName[CorrelationDecPart]= =[Correlation][Relation]
CorrelationDecPart::=[IntefaceDecPart][FunctionDecPart][ComputationDecPart]

In the current social network system, the characteristic between relation and
correlation is expressed in Fig. 180.1.

In Fig. 180.1, correlation expansion presents the overrided relation form, and in
the next we directly construct correlation connector contained relation overrided to
the correlation. It defines ‘‘override’’ as the functional operation of connector
between the relation and the correlation, and using XYZ/E to define override
method. It includes three aspects: adding new relation when the original correla-
tion has not such relation; updating into a new correlation according to the con-
straints when this relation has existed; deleting this relation in the original
relationship. It is easy to get a theorem as follows.
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Theorem 1 A correlation can be constituted by a variety of relations.

From the macro of view, crossing social network system is a kind of relation
network system and connects each correlation components with connector.
It constitutes a frame structure of correlation network system.

According to description of structure about connector components (fittings) in
XYZ/ADL [6], connector defines interactive modes and rules between compo-
nents, to describe common characteristics of some interaction. It can be used as the
medium of communication and collaboration between activities of some compo-
nents, as well as the ‘‘glue’’ of the software architecture design, and combine all
the components organically together. For the connection of crossing social net-
work system, the system will conduct ‘‘connect-glue’’ within the category of
communication protocols.

However, connector based on correlation components and relation components
should not only take attention to the characteristics of basic connector, but also
override methods. We support viewpoint of the literature [6] establishing such
connector explicitly. It can improve efficiency of component reuse in the process
of software development. Using aspect-oriented connector thoughts of AC2-ADL
[7], we define connector of a special relation overrided to correlation as following.

Definition 3 (Override) Override is a correlation connector that represents
functional operation of connector between the relation and the correlation.

Override::=OverridCorrelationConnetorName
[OverrideCorrelationConnectorDecPart]

= =[ConnectorInterface]
[WherePart]OverrideCorrelationConnectorDecPart

= =[OverrideDecPart]
OverrideDecPart::=OverrideDecPartName[Override specification]

OverrideDecPart
= =%PORT[port,…,port]

Fig. 180.1 Relation iterated
to the old correlation to
override new correlation
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Port::=PortName[PortDec]= =[RelationDataType][OverridBehavior]
ConnectorInterface:: = ConnectorIntefaceName[InterfaceDec]==[Package]

[Override]

OverrideBehavior is the restriction to superposition behavior, expressed by a
XYZ/E unit. Specification of override describes how to connect correlation
components and relation components together to interact with each other, and then
combines the abstract conductions of components that participated in collabora-
tion. It is also the behavior description of connector and described by a XYZ/E
unit. Its definition is as follows:

%OVERRIDE= =InternalProcess Protocol= =[%InternalProcess[OperationList]]
OperationList contains three override methods.

According to [6], we can divide relation connector into two parts: simple
connector and composite connector. Composite connectors are similar to simple
connector in interface and similar to compound components in structure, and obey
the expression of the XYZ/E channel including such two parts as data type dec-
larations of channel and behavior description of channel.

XYZ/E is a linear temporal logic system and can express state transitions
mechanism [5]. In the terms of the social network system, an important abstraction
to users is the abstraction of interactive mechanism: Interactive components.

Definition 4 (Iterative Connector) Interactive connector is a kind of components
for the users’ interaction. According to the direction of transmission of correlation,
it can be divided into three different types of interactive forms, such as one-way
interaction, two-way interaction, multiway interaction. Interactive connector is
limit to the correlation between users and users, interactive behavioral charac-
teristics between resources and resources do not exist. The definition based on
XYZ/E is as follows:

Interaction::=%Interaction InteractionName
= =[[% InteractionAttributes[InteractionDeclPart]]

[%InternalProcess[OperationList] ]]
InteractionDeclPart= =Direction[%PORT[port,…,port]]

Direction ::=OneWay| TwoWay| Multiway
Port::=PortName[PortDec]= =[RelationDataType][%Roles[RoleList]]
RoleList::=Role {;Role}
Role::=RoleName= =Direction; Type;h[ConditionalElementList]

So far, relationship components can construct a kind of network system
architecture based on fittings and interactive components, and it can further define
Correlation network-Oriented Architecture, as follows.

Definition 5 (Correlation Network-Oriented Architecture, CNA) Correlation
network-Oriented Architecture is a distributed-correlation framework of relation
system through a combination of relation connector between multiple correlation
role object, relation and interactive components. Among them, the correlation role
object refers to different types of characters that participate in correlation calls and
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updates and it includes three categories as requester of correlation, broker of
correlation and provider of correlation requester.

Definition of correlation network-oriented architecture is shown as following.

COA::=COA InstanceName
= =[[CorrelationRoleObject[Correlation]][CorrelationConnector][Interaction]]

[WherePart]

These five basic concepts above are expanded based on temporal logic XYZ/E,
and lay a foundation to build a kind of software architecture of crossing social
network system.

180.4 CSN_ADL: Crossing Social Network Architecture

It is necessary to organize the resources crossing social network (CSN) and pro-
vide a kind of standard distributed network model. Every user is peer, meantime
every social network system is peer too. According to above formal definition,
relation is a structured unit of correlation. User is the end provider and also the
requester of the relation or correlation. Once users of the requester and provider
can make a kind of connection of correlation, it produces a binding between them.
Realization model of CSN reflects technical frame of COA.

In the process of the connecting or extending existing relation, using push/pull
mechanism about message to connect relation provider and broker services. Pro-
vider sends relation to broker by invoking request process and in advance push
relation to social network system SNi. Broker does some relation overriding by
invoking override process, including relation storage and classification, and by
calling for Provider to complete a communication by invoking provide process to
send recommendation results including the message of overriding relation.

Now, the link of binding process of relation between requester and provider is
established, as well as the relation override, correlation extension, correlation
(relation) recommendation. The architecture of correlation establishment and the
expanding process of correlation are divided into the following three main pro-
cesses. We can build a new architecture description language CSN_ADL, and
formally describe three processes of CSN Fig. 180.2.

First, the whole crossing social network system architecture of the framework is
defined as follows.

CSNA::=Cross-Social-Network-Architecture
= =[[CorrelationRoleObject[Correlation];] Connector] [WherePart]

CorrelationRoleObject::=%Role[Requester,Provider,Broker,{SNi}]
Connector::=%CONN[CorrelationConnector, Interaction]
InternalProcess::=%PROCESS [Push,Pull, Recommending,Binding,P2P RPC]
WherePart::=h(SafetyKLivenessKCorrectness)
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In the meantime, Correlation Role Object, which act as a main body of the
subject information communication within whole system structure encapsulates
relations (correlation) and the corresponding override operation, and becomes a
logical SN component equipped with the COA structure. For the main participants
to the relation object, requester, provider, a broker and SNi, they can also be
considered to be the four core logic components of CSNA. Under the conditions of
safety, activity and correctness, correlation override connector and five interactive
connectors (includes push, pull, recommending, binding, and P2P RPC) can
organically be combined together and form a complete architecture.

180.5 Conclusions

Social network system is a new application based on Web2.0, and all social
networks are independently distributed. One of the important differences between
the crossing social network software architecture research and currently the most
typical software architecture lies in its unique core components, such as relation
components, correlation components, override correlation component and inter-
action components. This work is still going on our preliminary work of crossing
social network architecture. In future, more research should be focused on
developing the characteristics in heterogeneous distribution, and also paying
attention to reuse characteristics to solve the current development problem of large
complex crossing social network software.

Fig. 180.2 Crossing social network system architecture based on CSN_ADL
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Chapter 181
Decaying-Function-Based Cluster
Algorithm of Sensed Data Stream
for Wireless Sensor Network

Gao Feng, Yun Wu, Shangqiong Lu and Zhang Baiyu

Abstract Cluster analysis of sensed data stream is a hotpot in the field of wireless
sensor network. Based on the characteristics of sensed data stream, some
improvements are made in the cluster algorithm for data stream named CluStream,
and a decaying-function- based cluster algorithm of sensed data stream for wire-
less sensor network named DFStream is proposed. DFStream partitions the data
space into grids by the use of grid technology, then gets the dense grid using
approximate method, lowers the weights of the outdated data through decaying
function; and finds the clusters by depth-first search method. DFStream can dis-
cover the clusters of sensed data with arbitrary shape, and has high scalability of
data flow and dimensionality of sensed data stream. The experimental results
prove that, compared with CluStream, DFStream is more accurate, efficient and
takes less memory.
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181.1 Introduction

Wireless sensor network (WSN) is a fully distributed system without central node.
Numerous sensor nodes capable of communicating and computing are laid ran-
domly in the monitored area, and through the layered network communication
protocols and distributed algorithms, they rapidly get self-organized and construct
intelligent sensor networks in the way of wireless communication. Sensor nodes
have good collaboration ability, and through various transducers they integrated,
they can automatically and in real time detect many physical phenomena of
people’s interest (such as temperature, humidity, light intensity and size/speed/
direction of moving object) and deal with the information they receive before they
send them back to the remote end users. All these features enable WSN to be used
in a very wide range of fields, such as national defense, environmental monitoring,
urban management, space exploration, intelligent agriculture, medical treatment,
intelligent buildings, transportation, disaster warning and relief, warehousing/
logistics management and manufacturing [1, 2]. All the typical application systems
based on WSN, on the one hand, can realize a long-term, continuous, real–time,
remote, automatic monitoring with the intelligent sensor networks constituted by a
large number of sensor nodes, and on the other hand, would continuously generate
a huge number of sensed data stream. This is because the monitoring scope and
reliability of each sensor node are limited and thus requires sensor nodes to be laid
dense enough to enhance the robustness of the entire network and accuracy of the
monitored information, and sometimes even requires the monitoring scopes of
several sensor nodes to be overlapped with each other, which causes information
redundancy between adjacent nodes.

Sensed data stream is a new class of data objects (i.e. streaming data) featured
by continuity, real-time, order, parallelism and rapid change [3]. It would be very
difficult to use traditional data management techniques to manage and process
sensed data flow. However, compared with traditional data management tech-
niques, data stream clustering technology shows its great advantages in that. And
therefore, the study on clustering algorithm of sensed data stream is much con-
cerned by lots of many scholars at home and abroad. Currently, several clustering
methods that can be used in sensed data stream are being proposed [3–15]. Of all
these methods, CluStream algorithm is the most typical one [11], which provides a
processing structure for analyzing data stream. There are two procedures for
clustering data stream: the first one is online micro-cluster, which is to cluster the
data stream for the first time; the second one offline macro-cluster, which is to
analyze the clustering result of the first procedure as specifically requested by
users. Though CluStream is very good, it still has some deficiencies: (1) Micro-
cluster can have a satisfying result on clustering ball data stream, but as to other
shapes (non-convex) of data stream, it cannot give good descriptions. (2) In the
micro-cluster procedure, whether the data belongs to a certain subcluster depends
on its distance from the center of the nearest subcluster and on the presupposed
distance threshold. But as the subcluster is not strictly defined in space, its center
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would change with the arrival of every data, which lead the data close to the
cluster center and does not necessarily belong to this cluster. This would result in
two extreme cases: one the result may not be unique; the other is the intervals
covered by each subcluster may overlap with each other. (3) High dimensional
data cannot get clustered through micro-cluster procedure.

In order to solve the above-mentioned problems, decaying function based
subspace cluster algorithm for high dimensional data streams (DFStream) is
proposed in this chapter. The basic idea of this algorithm is as follows: first,
considering the sensed data stream is dynamic, we use decaying function to reduce
the weight of outdated data; second, adopt grid techniques to partition data space
and estimate the statistical information of grid within a limited memory. Finally,
use depth-first search method for clustering.

181.2 Related Concepts

Definition 1 Suppose A ¼ fA1;A2; � � � ;Akg is the attribute set of Euclid space,
Sp ¼ A1 � A2 � � � � � Ak is called kdimensional data space.

Definition 2 A sensed data stream SDS is defined as relation R; and its tuples
�ri 2 Spði ¼ 1; 2; � � �Þ comes in succession.

Definition 3 To partition all dimensions of sensed data stream into n intervals in
average; as a result of that k dimensional data space is partitioned Sp into nk

independent hypercube units. Each hypercube unit is defined as a grid cell u.

Dynamic is a major feature of sensed data stream data. Through reducing the
weight of outdated data with decaying function to gradually minimum the effect of
its dynamic nature enables grid cell to better reflect the distribution situation of
current data.

Definition 4 Named ¼ a�ð1=f Þða [ 1; f � 1; a�1� d\1Þ as decaying function.

Definition 5 Suppose when the tth data arrives, sensed data stream data would be
SDS ¼ f�r1;�r2; � � � ;�rtg (in which data set belonging to the grid cell u would be
Cu ¼ f�ru1;�ru2; . . .;�ruqg) and the arriving order is tu1; tu2; . . .; tuq; then the
densityðuÞt ¼ countðuÞt=Nt(in which countðuÞt ¼

Pq
j¼1 dt�tuj ; Nt ¼

Pt
j¼1 dt�jÞ

would be the density of grid cell u in the moment the tth data arrives.

Definition 6 Given that the density threshold is s and the error factor is e,
ifdensityðuÞ� s� e; it means that the grid cell u is dense; if densityðuÞ\ðs� eÞ;
it means u is not dense.

Definition 7 The largest set that connects dense grid cells is a class. Unit u1and
unit u2are connected on condition that they have a common aspect or there exists a
third unit joined u3as their connecting media.
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Property 1 Given that decaying function is

d ¼ a�ð1=f Þða [ 1; f � 1; a�1� d\1Þ;

and when the tth sensed data arrives, the total weighting of data stream Nt is:

Nt ¼
1 t ¼ 1

Nt�1 � d þ 1 t� 2

�

With the increase of t, Nt would converge to 1=ð1� dÞ:

Proof When t ¼ 1; then N1 ¼ 1 as there is no data in front needed to be decayed.
When t ¼ 2; then N2 ¼ d þ 1: When t [ 2; then

Nt ¼ Nt�1 � d þ 1 ¼ ðNt�2 � d þ 1Þ � d þ 1 ¼ Nt�2 � d2 þ d þ 1

¼ dt�1 þ . . .þ d2 þ d þ 1 ¼ ð1� dtÞ=ð1� dÞ

As a�1� d� 1; so when t tends to infinity, Nt would converge to 1=ð1� dÞ:

According to Property 1, when t is big enough, Nt in definition 181.5 can be
approximately represented as 1=ð1� dÞ:

181.3 DFStream Algorithm and its Structure

DFStream partitions data space with grid technology, maintains statistical infor-
mation of grid cell online and dynamically and output clustering result offline on
the request of users.

181.3.1 Maintain Statistical Information of Grid Cell On-Line

To maintain statistical information of grid cell dynamically within limited memory
is an important part as well as difficult part of DFStream algorithm. The Grid
Estimate of its subalgorithm is to estimate statistical information of grid cell
approximately, realizing a compromise between space complexity and cluster
accuracy. Since its space complexity has no correlation with the number of grid
cells partitioned, Grid Estimate is good at improving the clustering accuracy and
dimensional flexibility of sensed data stream. Also, to reduce the weight of out-
dated data on the basis of dynamic nature of sensed data stream can effectively
reflect the changes of sensed data stream.

Based on the idea of Lossy Counting algorithm [16], Grid Estimate partitions
sensed data stream several sensed data windows of constant-breadth and estimates
every sensed data window, respectively. The sensed data stream can be repre-
sented as SDS ¼ ds1 [ ds2 [ . . . [ dsh [ . . . (in which dsh represents a sensed data
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stream window; the width of window can be jdshj ¼ wÞ: This algorithm maintains
data structure GEin the memory, and the structure of each tuple it saved
isðNo; Count; Latest; nÞ(in which No is the identification of the corresponding
grid cell u of the tuple, Count is the weighting estimation of number of data points
included in u. Latestis the sequence number of the last arriving data point of u. n is
the total weighting of data stream in the moment that GE is inserted in the tuple
and the current window has not yet started). If nh�1represents the total weighting
of sensed data stream of the ðh� 1Þth sensed data windows in the moment that the
GE is inserted in the tuple at the hth time window, then no ¼ 0:

The detailed algorithm is described as follows:

Algorithm Grid Estimate

Input k dimension sensed data stream SDS; density threshold s; window size of
sensed data stream w; error factore
Output DenseGridSet
Procedures

While sensed data stream arrives {N ¼ 0; M ¼ 0; GE ¼ u; h ¼ 1
For every datum �ri in dsh/*�ri refers to the number i sensed data*/

fN ¼ N � d þ 1 ; M ¼ M þ 1;

If (�riin GE) {ge½�ri�:Count ¼ ge½�ri�:Count � di�ge½�ri�:Latest þ 1;
/*ge½�ri�refers to gain the corresponding tuple of�rifrom GE*/

ge½�ri�:Latest ¼ i; g

Else {insert �ri into GE;

ge½�ri�:Count ¼ 1; ge½�ri�:Latest ¼ j; ge½�ri�:n ¼ nh�1; g

If ðM mod w ¼ 0Þ fnh ¼ N;
For every datum �r in GE{

If ðge½�r�:Count þ e� ge½�r�:n� e� nhÞ f
delete �r from GE}}}

If requested output all �r which

ge½�r�:Count � dM�ge½�r�:Latest �ðs� eÞ � N; g

h ¼ hþ 1; g

Theorem 1 When the hthwindow is full, tuple ðNo; Count; T ; nÞ would be
deleted if count� eN; h ¼ 1; 2; 3; . . .:
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Proof Inductive method is adopted. Whenh ¼ 1; countx ¼ Count; according to
the deleting condition Count� eNx; we can get countx� eNx. Suppose when the
hthwindow is full, tuple would be deleted if counthx� eNhx: Then we just need to
prove that the tuple would be deleted when the lth ðl� hÞ window is full if
countlx� eNlx: To prove that, we suppose that the tuple is deleted when the hth
window is full, and is inserted at the mthðh\m� lÞ time window, and is deleted
when the lth window is full. When the hth window is full, the total weighting of
data stream would be Nhx ¼ ð1� dhxÞ

�

ð1� dÞ: When the ðm� 1Þth window is

full, the total data weighting would be Nðm�1Þx ¼ ð1� dðm�1ÞxÞ
�

ð1� dÞ:
countlx ¼ counthx � dðl�hÞx þ Count: As we have supposed that counthx� eNhx;

we can get thatcountlx� eNhx � dðl�hÞw þ Count: And according to the deleting
conditionCount þ eNðm�1Þx� eNlx; if Nhx � dðl�hÞx�Nðm�1Þx; then dðl�hÞx

�dlx� 1� dðm�1Þx; and thus the theorem has been proved. Actually, as dðl�hÞx

�dlx ¼ dðl�hÞxð1� dhxÞ; and 1� dhx\1� dðm�1Þh ðh\m� l; 0\d\1Þ; there-
fore, dðl�hÞx � dlx� 1� dðm�1Þx: And finally the theorem got proved.

Theorem 2 When the hth is full, if ðNo; Count; T; nÞ 2 GE; then Count�
counthx�Count þ eNhx (in which h ¼ 1; 2; 3; . . .Þ:

Proof When h ¼ 1; then countx ¼ Count; when h [ 1; then there would have
two different situations: 1) if there exists no deletion among tuples,
then counthx ¼ Count: 2) if the tuple has already been deleted, then we might
suppose the last deletion happened when the ith window was full and the tuple was
inserted in the jthði\j� hÞ window. Deducing from Theorem 1, we can get
countix� eNix; and counthx ¼ Count þ countix � dðh�iÞx�Count þ eNhx; there-
fore, Count� counthx�Count þ eNhx:

Deduction 1 No matter when, as long as ðNo; Count; T; nÞ 2 GE; then Count�
count�Count þ eN:

Theorem 3 Given density threshold s and error factor e, the output of
Grid_Estimate satisfies the following conditions:

(1) cell u of all densityðuÞ� s are outputted;
(2) cell u of all denstiyðuÞ\ðs� eÞ are not outputted;

(3) denstiyðuÞ � denstiyðuÞ� e; denstiyðuÞ refers to the estimated value of density.

Proof All the tuples outputted by Grid Estimate satisfy Count�ðs� eÞN; and
Count� count�Count þ eN which we can infer from Deduction 181.1, then we
can get that count�ðs� eÞN and count � Count� eN: In addition, defines

denstiyðuÞ ¼ countðuÞ
N ; then we can deduce that densityðuÞ� ðs� eÞN and

denstiyðuÞ � denstiyðuÞ� e: The theorem has got proved.
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Property 2 [11] Given the error factor e, the number of tuples being kept in the
data structure GE can be at most 1

e logðeNÞ:

According to Theorem 181.3, we can infer that Grid Estimate can guarantee a
relatively high accuracy for the result of output; while according to Property 181.2,
we can know that the space complexity of Grid Estimate has no correlation with
the number of grid cells partitioned, which is good for this algorithm to enhance its
clustering accuracy and scalability of data stream.

181.3.2 OffLine Clustering

The result of offline cluster is relatively simple. Offline cluster adopts depth-first
search algorithm method to connect Grid Estimate to get closely connected grid
cells and output these cells in DNF form. All the initial dense grid cells are
undefined (Undef), referring that they are not processed. The algorithm is
described as follows:

Algorithm: Offline Clustering

Input: DenseGridSet; data stream dimension k;
Output: ClusterResult:
Procedure:

Num ¼ 0;

While u 2 DenseGridSetð Þ and (u is Undef) fNum ¼ Numþ 1;
denfineclusterðu;NumÞ;/*u belongs to the number Num cluster
For j ¼ 1; j\k; jþþð Þ ful ¼ f½li; hiÞ; . . .; ½ðll

jÞ; ðhl
jÞÞ; . . .; ½lk; hkÞ; f;

//check the left neighbor of uon dimensionAj:

If ul 2 DenseGridSet
� �

and (ul is Undef)

denfineclusterðul;NumÞ;

ur ¼ f½li; hiÞ; . . .; ½ðlr
j Þ; ðhr

j ÞÞ; . . .; ½lk; hkÞ;

//check the right neighbor of u on dimension Aj:

If ur 2 DenseGridSetð Þ and (ur is Undef)

denfineclusterður;NumÞ; gg
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181.4 Analyses of Experimental Result and Performance
of the Algorithm

This section is for testing the performance of DFStream algorithm. The experiment
is to be conducted in the operating system of Windows 2000 Professional with
512 MB of main memory and 2.0 GHz of CPU. There are two kinds of data in the
experiment: the first one is real data set, which comes from wireless sensor net-
works- based monitoring system for crop water regime (i.e. WSN-CWSM system)
[1]. The data set, recorded as Greenhouse Environment data set, contains 581,012
data records, with each data consisting of 30 property fields; the second one is
simulation data set. In this paper, ‘‘B’’, ‘‘C’’ and ‘‘D’’ stand for size of the set,
cluster number of the set contains and data space dimensionality, respectively. For
example, B100KC10D50 means that space dimensionality is 50, the size is 100 K
and it is a sensed data set that contains 10 clusters. In the experiment, we consider
e ¼ 0:05s and n ¼ 15, and as to the parameter of time span in the CluStream
algorithm, we consider h ¼ 10.

(1) Accuracy of the algorithm. In the experiment, the algorithm accuracy is
defined as the proportion that the number of correctly clustered data takes in
the whole sensed data set. Fig. 181.1 and Fig. 181.2 show the contrast of the
accuracy of DFStream and CluStream in terms of real data set and simulate
data set. DFStream, as it adopts grid technology, has advantage in clustering
data of various shape, and therefore, it is more accurate than CluStream. In
Fig. 181.1 and Fig. 181.2, s ¼ 0:005:

(2) Processing efficiency. Figure 181.3 shows the contrast of processing effi-
ciency between DFStream and CluStream. CluStream would frequently carry
out such operations as micro-cluster, addition and deletion, which greatly
lowers its processing speed; while DFStream, as it adopts grid technology, will
simply calculate the density of grid and thus has high processing efficiency. In
Fig. 181.3, we consider s ¼ 0:005:

(3) Memory usage. Figure 181.4 shows the memory usage of simulation data set
B300KC5D30 in DFStream. The necessary memory of this algorithm is kept
in a relative small range, so when the class mode of sensed data stream is
relatively stable, the memory it used also tends to be stable. The higher the
density threshold is, the less the grid cells it needs and the less the memory it
requires.

(4) Scalability. Figures 181.5 and 181.6 shows the scalability of data space
dimensionality and the number of cluster it contains in DFStream algorithm.
Since it adopts approximate estimation, this algorithm has good scalability. In
Fig 181.5 and 181.6, we consider s ¼ 0:01:
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181.5 Conclusion

This chapter studies the cluster problem of sensed data stream for wireless sensor
network. In this chapter, DFStream is presented on the basis of the characters of
sensed data stream. Through approximately estimating and time decaying grid
statistical information, DFStream realized to cluster sensed data stream of various
shapes, and has relatively good scalability of data quantity and dimensionality.
The experiment proved that this algorithm is practicable and effective.
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Chapter 182
A Genetic Algorithm for Channel
Allocation Problem in Cognitive Radio
Wireless Mesh Network

Jie Jia, Yanyan Li, Qufei Zhu, Zhaoyang Zhang and Jian Chen

Abstract In order to improve the communication reliability of the cognitive radio
mesh network and increase spectrum utilization, a spectrum allocation algorithm
based on genetic algorithm in consideration of the power control is proposed in
this paper. A network utility model is built for joint power and channel allocation,
and a corresponding encoding rule is designed. To ensure the validity of bodies
and the fast convergence to the best solution, crossover, mutation operator and
control mechanism are designed separately. Extensive simulation results are
presented to verify this approach.

Keywords Cognitive radio �Wireless mesh network � Channel allocation � Power
control � Genetic algorithm

182.1 Introduction

Wireless mesh network (WMN) is suitable for broadband wireless backbone
transmission environment and can satisfy the ‘‘last mile’’ broadband access
requirements with low cost. As the number of users increases, the demands for the
quality of service are much higher. However, the spectrum resources are finite. It
becomes one of the serious problems in wireless mesh network. Cognitive radio
(CR) technology lets users sense and utilize available spectrum opportunistically.
So it is the tendency to apply CR technology to WMN. In cognitive radio mesh
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network, mesh nodes use CR technology to sense the unused spectrum of autho-
rization system, and to access to the spectrum dynamically.

Spectrum allocation, which is the key technology of cognitive radio networks,
affects the network utility directly. In consideration of the open features of spec-
trum, different communication channels must be assigned for the cognitive users in
interference scopes to improve the reliability of the transmission. A color-sensitive
graph coloring (CSGC) algorithm was proposed in [1] based on a graph-theoretic
model, aiming at maximizing system effective bandwidth. With the network
scalable increased, the computing quantity of CSGC was too large and the allo-
cation time was too long. On account of these, a distributed local bargaining
allocation algorithm was presented in [2], which compensated for the local small
changes of the network and could complete channel allocation decisions quickly.
But this local distribution would lead to deviating from the global optimal solution
ultimately. A dynamic spectrum allocation algorithm was put forward in [3] on the
basis of the spectrum shared pool strategy, in which the spectrum resources were
integrated into a public subchannel spectrum pool to maximize spectrum effi-
ciency. Although it took the price into account and spectrum efficiency as the
design criteria, it lacked of flexibility. A dynamic spectrum allocation algorithm
was proposed in [4], in which cognitive users could adjust their own strategies
repeatedly according to spectrum demands. An asymmetric Nash consultation
performance function was designed in [5] based on cooperative game theory,
which allocated idle spectrum resources through the negotiation among users to
maximize system throughput. In [6], the auction mechanism of game theory was
applied to distribute spectrum sharing, and it obtained the Nash equilibrium.

As communication power has direct influence on the interference scope, power
control should be considered in channel allocation to satisfy the communication
demand of more users at the same time. A joint power and channel allocation
algorithm was proposed in [7] based on dynamic interference graph. Combined
with power control based on a graph-theoretic model, a downlink joint spectrum
algorithm and a power assignment algorithm were presented in [8]. However, these
two spectrum allocation algorithms did not take the spectrum utilization, synthetic
interference and fairness into consideration at the same time. A distributed pricing
approach for power and channel allocation was proposed in [9] based on a non-
cooperative game model. CR users implemented price-based iterative water-filling
(PIWF) algorithm to repeatedly negotiate their best transmission powers and
spectrum, and finally it reached a Nash Equilibrium (NE). A potential game
algorithm for joint channel and power allocation was proposed in [10]. Although it
achieved good system throughput, the cost of message transmission was too high.
Meanwhile, it had the risk of sinking into local optimal solution plane.

However, the existing joint power control and spectrum allocation algorithms
have some problems, such as the allocation time is too long, or it is easy to fall into
local optimum plane. In this paper, the users’ interference, energy consumption,
hidden receiving terminal and hidden sending terminal problems are considered.
Aiming at maximizing system capacity, a genetic algorithm is proposed to solve
this problem.
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The remainder of the paper is organized as follows: in Sect. 182.2, we firstly
introduce the research achievement on spectrum allocation, and then describe the
network model for joint power and channel allocation. In Sect. 182.3, we describe
the implementation details of the proposed genetic algorithm. In Sect. 182.4, we
conduct a number of simulation experiments and provide simulation results.
Finally, we draw conclusions in Sect. 182.5.

182.2 Network Model

WMN is usually used as broadband wireless access network. Assume that the
whole network generally exists in the tree topology with mesh access router acting
as the root. Every node in the mesh network is equipped with CR equipment, and
can sense the available idle channels intelligently.

WMN is presented as graph G = {P, S, E}, in which P is the primary users set,
S is the secondary users set and E is the set of edges between secondary users.
Each primary user pi in P has a corresponding coverage area, in which the user
itself is the center and Rpi is the radius of the circle coverage. While each
secondary user si in S has a corresponding circle interference area centering on
itself, and Isi is the radius. A secondary user can use the same channel with a
primary user when its interference range does not overlap the primary user’s
coverage area. Each secondary user si in S has a corresponding circle communi-
cation region centering on itself, and Tsi is the radius. Only when user A is in the
communication region of user B, A can receive the message sent by B. As for a
link between secondary user pair (iSS, iRS), the receiver point iSS must be located in
the communication range of the sender point iSS to ensure the link’s validity. With
regard of the link j between secondary user pair (jSS, jRS), if jRS is in the inter-
ference range of iSS or iRS is in the interference range of jSS, link i and j will
interfere with each other, and they cannot use the same spectrum simultaneously.

In order to describe the system better, Fig. 182.1 gives a cognitive radio mesh
network topology. There are 3 primary users pi(i=1,2,3) and 6 secondary users
si(i=1,2,3,4,5,6) deployed in the area randomly, and the available spectrum set of
the system is C={c1,c2,c3,c4,c5}. The dotted line circles in Fig. 182.1 represent the
coverage regions of primary users, and the solid line circles represent the com-
munication ranges of secondary users. Assume that the interference radius is equal
to the communication radius of every secondary user, so the interference range and
communication range are the same. We can see that the interference range of
secondary user s2 overlaps with the coverage regions of primary p1 and p2.
Therefore, s2 can only use spectrums {c3,c4,c5}. As the interference range of
secondary user s1 does not overlap with any primary users’ coverage regions,
spectrums {c1,c2,c3,c4,c5} are available to s1. Moreover, secondary user s1 is in the
transmission range of s2. So there is a link between s1 and s2, and the available
spectrums are {c3,c4,c5}.
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Given an edge i in E, the channel gain gi ¼ d�c
i can be defined according to the

edge’s length di, namely the distance from sender to receiver. Here, c is the path
loss index. If the received power pi

R exceeds a threshold a, the transmission is
successful. It is assumed that the sender’s power is pi

S, so the received power is,

pR
i ¼ pS

i � gi: ð182:1Þ

Thus, the sender’s power assigned to link i must satisfy pS
i � gi� a. Therefore,

the transmission distance of the sender iSS with power pi
S, Ti(pi

S) can be obtained as,

Ti pS
i

� �

¼ pS
i

a

� �1=c

: ð182:2Þ

When the transmission is successful, the minimum transmission power of link
i is defined as pi

min. In order to restrict the interference of secondary users on
primary users, the maximum transmission power is defined as Pmax. According to
the above formulas, the minimum transmission power can be calculated by,

Pmin
i ¼ di

Ti pS
ið Þ

� �c

�Pmax ¼
a

d�c
i

: ð182:3Þ

Hence, the transmission power pi
s assigned to edge i must sat-

isfyPmin
i � pS

i �Pmax. Assume that the interference distance is only related to
transmission power, distance and the path loss index. The interference from node
iSS with power pi

s can be negligible when it exceeds a certain threshold b, then the
interference distance is,

Ii pS
i

� �

¼ pS
i

b

� �1=c

: ð182:4Þ

When a node uses the maximum power Pmax, the corresponding maximum
transmission distance is Tmax and the interference distance is Imax. The actual
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Fig. 182.1 Cognitive radio
mesh network topology

1546 J. Jia et al.



transmission power is divided into a finite number of levels Q equably. Assume
that there are C channels not interfering with each other, and link i on the nearby
links will interfere with them. Hence, the network capacity is defined as:

V ¼
X

i2E

1
1þ Ni ci; qið ÞHci log2 1þ pR

i

PN

� �

: ð182:5Þ

where ci is the channel chosen by link i and qi is the power level, ci 2 C, qi 2 Q.
And Ni(ci,qi) is the number of links which interfere with link i, Hci is the bandwidth
of channel ci, pi

R is the received power of node iRS, and PN is the noise power.

182.3 Algorithm Design and Implementation

The joint power and channel allocation problem of cognitive radio mesh network
is a NP problem synthesizing many aspects to search for a certain objective
solution. Genetic algorithm (GA) is a random search algorithm based on biological
natural selection and genetic mechanism. Recently, GAs are recognized to be well
qualified to tackle multi-objective optimization problems.

When GA is adopted to solve the joint power and channel allocation problem,
the initial population is formed from a set of initial solutions generated randomly.
Because GA cannot deal with parameters of the problem space directly, a joint
binary coding scheme is presented in this paper. There are C channels having no
interference with each other in the network, so n1 ¼ log2 Cd e binary bits are
needed for the channel selection. Transmission power is divided into Q levels, so
n2 ¼ log2 Qd e binary bits are needed for the power level selection. Therefore, each
link needs n1 + n2 binary bits. We take Fig. 182.1 for example, there are totally six
secondary users, five links {e1,e2,e3,e4,e5}, five available channels {c1,c2,c3,c4,c5}
and eight power levels {q1,q2,..,q8}. Each link uses six binary bits, the former three
bits represent the channel, and the latter three bits represent the sending power
level. Therefore, the code of an individual can be expressed as Fig. 182.2.

Crossover operator plays a kernel role in GA. The circulation single-point
crossover operator is adopted in this paper. There are N individuals in a population,
2i-1 and 2i (1BiBN/2) individuals are selected and a crossover point is set ran-
domly. When executing crossover operation, the part codes of two bodies behind
the crossover point are exchanged. Then two new individuals are generated. The
operation of single-point crossover is shown in Fig. 182.3.

100110      010011    011010     011100    010101

channel

e1 e2 e3 e4 e5

power level

Fig. 182.2 Coding rule of
an individual
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Mutation operator provides opportunities for new individuals, and avoids
sinking into the local optimal plane plight. The single-point mutation is used in this
paper. The operation of basic mutation is shown in Fig. 182.4.

The fitness function is used to judge the merit degree of individuals. In order to
improve spectrum utilization, ensure the fairness and make more users access the
network. The network capacity in, 182.5 is defined as objective function. After
crossover or mutation operation, the merit degree of the new produced individuals
is judged. Henceforth, the better bodies are selected as the new farther bodies in
next generation.

The algorithm terminates when the end condition is satisfied. Then we select
the optimal individual from the last generation as the final allocation result.

When using GA to solve the joint power and channel allocation problem, all the
nodes in the cognitive radio mesh network notify the information (such as sites,
available channels, and so on) to the central controller (AP). According to the
number of given links, the central controller firstly searches links. Then the central
controller runs GA to solve the problem using the information of the nodes and
links. And it distributes the allocation results to the responding sender nodes and
receiver nodes.

182.4 Simulation

Matlab 7.5 is adopted as simulation platform. Three experiments are done in a
square region of 2400 m92400 m with different nodes deployments. There are 10
available channels. The maximum transmission power is set as 20dBm and the
transmission power levels Q is set as 16. Under the maximum transmission power,
the maximum transmission and interference distances are 250 and 500 m,
respectively. The path loss index c is set as 4. For simplicity, the bandwidth of
each channel Hci is the same and normalized to 1 unit. In order to ensure that the

single-point crossover 

100110  011100  010101  001111  010110

010100  011101  001010  000010  100010

100110  011100  010101  001110  100010

010100  011101  001010  000011  010110

interaction point

interaction point

body 1

body 2

new body 1

new body 2

Fig. 182.3 Single-point crossover

single-point mutation
100110  011100  010101  001110  100010

mutation point

body new body

110110  011100  010101  001110  100010
* *

Fig. 182.4 Single-point mutation
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signal to noise radio SNR reaches 10 dB (received power threshold a ¼ Pmax�
T�c

max, a=PN ¼ 10) when communication is successful, the noise power is set as
PN = -85.9 dBm.

In the first group of experiments, 200 secondary users with the same initial
energy are distributed randomly in a square region of 2400 m 9 2400 m. We take
the situation with 100 links for illustration. The variation relationship between
network capacity and the genetic generation is shown in Fig. 182.5.

From Fig. 182.5, we can see that the network capacity of WMN increases
with the genetic process proceeding, and it almost remains constant after 100
generations.

In the second group of experiments, separately, 200 and 300 secondary users
are distributed randomly to get the relationship between network capacity and the
number of links. The simulation results are shown in Fig. 182.6.

In Fig. 182.6, MNC is the maximum network capacity of 200 instances, and
ANC is the average one. It can be seen that the network capacity increases with more
links, while the growing speed is becoming slow. When there are 300 secondary
users, the network capacity is bigger because the choice space is enlarged.

In the third group of experiments, we deploy 200 and 300 secondary users,
respectively in the network to know when the algorithm can reach stable situation
with different number of links. The simulation results are shown in Fig. 182.7.

In Fig. 182.7, MSG and ASG are separately the maximum and average stable
generation of 200 instances. It can be seen that the stable generation grows
when the number of links increases. Further, the average stable generations of the
two situations are almost the same. So we can come to the conclusion that the
stable generation has less effect on the number of secondary users, while it is
closely related to the number of links.
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182.5 Conclusion

Channel allocation is an important problem in wireless mesh network. In this
paper, a genetic algorithm is proposed to solve the joint power and channel
allocation problem. Combined with the feature of cognitive radio mesh network, a
network model is established. The encoding rule, crossover and mutation operator
and corresponding control mechanism of genetic algorithm are designed. The
experimental results show that the proposed algorithm can achieve optimal net-
work capacity and provide better adaptability to cognitive radio network.
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Chapter 183
A Heuristic Algorithm for Link
Scheduling with Different Slot
Demands in Wireless Mesh Networks

Jian Chen, Jie Jia, Yingyou Wen and Dazhe Zhao

Abstract Link scheduling plays an important role for the performance of TDMA-
based wireless mesh networks. In order to maximize the entire network through-
put, theoretically the interference-aware link scheduling model is analyzed. As for
the link list with fixed sequences and different slot demands, a heuristic algorithm
based on expanded graph model is proposed. Simulation results demonstrate that
the proposed scheme can converge to the optimal schedule length more rapidly
and efficiently, thus having a better transfer efficiency and a lower implementation
complexity than most existing algorithms.

Keywords Wireless mesh network � Link scheduling � Slot demand � Heuristic
algorithm

183.1 Introduction

Wireless mesh network is a multi-hop wireless network consisting of a large
number of wireless nodes, some of which are called gateway nodes and connected
with a wired network [1]. It has attracted much research attention with its potential
applications, including last-mile broadband Internet access, neighborhood gaming,
VoD (Video-on-Demand), distributed file backup, video surveillance and so on.
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Due to the limited channel capacity, the influence of interference, the large number
of users and the emergence of real-time multimedia applications, supporting
guaranteed quality-of-service (QoS) has become one of the key issues in wireless
mesh networks.

The new multi-hop MAC protocols based on time division multiple access
(TDMA), such as the 802.16 mesh protocol [2] and the 802.11s mesh deterministic
access (MDA) protocol [3], can provide guaranteed link bandwidth with scheduled
access to the wireless channel with connection-oriented services. Each link should
be assigned a set of time slots � 0; T½ � on which it will transmit, where T is the
scheduling period. As the number of bytes transmitted per time slot is only related
with the modulation, and the transmission quality is mainly influenced by the
network interference, a interference-aware schedule with the minimum scheduling
period should be found, thus to improve the overall network throughput.

If a scheduled transmission on a link a! b does not result in a collision with
the conflicting links, the schedule is interference-aware. The interference-aware
link scheduling has received a great attention from both networking and theory
fields in the past few years [4, 5]. As the wireless conflicts can be modeled with
interference (conflict) graphs [4], the work using graph coloring is presented based
on the conflict graph and finding cliques in the complement of the compatibility
graph [5]. For the relay characteristics in WMN, each router has to transmit its
own packets as well as to forward those of its children. Thus, each node with the
same packet arriving rate is impossible. For this reason, the above-mentioned
scheduling mechanism with the same slot demand cannot be directly applied to
WMN environment. Some literatures have studied the joint routing and link
scheduling problem in WMN, and proposed some cross-layer design mechanisms
for link scheduling [6]. However, as the link selection criteria will influence the
scheduling performance greatly, these algorithms, assuming routers far from BS
nodes first in slot allocation, have a limited spatial reuse [7]. To this problem, some
link selection criteria, such as minimum interference degree priority [7], nearest
hop first [8] and largest hop first [9] have been proposed for link scheduling. All of
these algorithms are aiming at maximizing the concurrent throughput of end-to-
end flows. However, in order to reduce the synchronization complexities, each link
can transmit only once during a scheduling period in these algorithms, which will
require a longer scheduling period to transmit the same traffic flow, and cause the
decline of network throughput eventually.

In this chapter, a heuristic algorithm is devised to find the near-optimal
scheduling periods. By importing the concept of node decomposition, the modified
heuristic algorithm can also adapt to WMN environment with relay modes. The
remainder of the chapter is organized as follows: in Sect. 183.2, we introduce the
network model and the interference model. In Sect. 183.3, we describe the
problem in this chapter. In Sect. 183.4, we describe the implementation details of
the proposed algorithm. In Sect. 183.5, we conduct a number of simulation
experiments and provide simulation results. Finally, we draw conclusions in
Sect. 183.6.
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183.2 System Model

183.2.1 Network Model

Consider a wireless mesh network consisting of n static mesh routers (MRs). If two
nodes are in the range of each other, they will establish links in MAC layer.
So wireless mesh network can be represented as a directed connectivity graph
G(V, E), where vertices V = {v1, v2, …, vn} represents the MRs and edges E = {e1,
e2,…, em} represents the links. In particular, an edge e = (u, v) means that the
traffic on the link e is transmitted from u to v, ||u - v|| B Rc. Assume that some
routes between nodes are established by a routing protocol, and a routing tree is
formed with all the paths using a subset of the links.

Since wireless mesh network is a stop-and-go queuing system, each link is
equivalent to a server in stop-and-go queuing. Assuming that each mesh nodes has

the initial rate demand G = {g1 ,…, gn}, we can obtain final rate demand r
_

i for
each node i by the routing tree and the routing algorithm.

r
_

i ¼ gi þ
X

j2childðiÞ
gj ð183:1Þ

Similarly, for any link ej 2 E, the rate demand r
_

ej is,

r
_

ej ¼
X

pl2p

glI ej 2 Pl

� �

ð183:2Þ

where P is the set of all paths found by the routing algorithm, I(.) is the indicator
function. If I(.) = 1, its argument is true. If I(.) = 0, its argument is false. And gl is
the requested end-to-end rate of routing path pl, which is equal to the initial
bandwidth of the source node.

For link ej, we use rej to denote the corresponding time slot demand of r
_

ej .
Assuming T is the scheduling period and bj is the number of bits in each time slot,
then we have

rej ¼
rej T

bj

� �

ð183:3Þ

Calculating the time slots demand of each link is an important prerequisite in
link scheduling algorithm. The slot demand and the specific slot allocation strategy
determine the actual number of slots to possess the channel. Note that our link
scheduling algorithm is independent of the existing routing algorithms, of which
the decision-makers can choose the routing strategy based on its real requirement,
and calculate the time slot demand for each node and link finally.
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183.2.2 Interference Model

Due to the broadcast transmission nature of wireless communication, a transmission
between node i and j may block all the transmissions within RI away from i. A pair
of nodes using the same channel and within the interference range may interfere
with each other, even if they cannot directly communicate. To schedule two links at
the same time slot, we must ensure that the schedule will avoid the interference.
Furthermore, the protocol model is employed to describe interference [6]. In a
TDMA system, interference is dependent on time. Therefore, we address inter-
ference on the basis of link-slot pair. The set of link-time pairs is denoted as A. Two
link-slot pairs (e, t) and (e0, t0) (e = (u, v) and e = (u0, v0)) are said to interfere with
each other, if t = t0 and ||u - m0 || B RI, ||u - u0 || B RI, or ||v - v’|| B RI. Note that we
adopt a symmetric interference model which requires both the receiver and the
transmitter to be free of interference.

Given the interference model discussed above, the pairs of communication links
that interfere with each other can be represented by a conflict graph [6]. To define
a conflict graph, firstly, we create a set of vertices Vc, corresponding to the
communication links in the network. In particular,

Vc ¼ flijjeðvi; vjÞ is a communication linkg: ð183:4Þ

Now, the conflict graph Gc(Vc, Ec) is defined over the set Vc as vertices, and a
conflict edge (lij, lab) is used to signify that the communication links e(vi, vj) and
e(va, vb) interfere with each other. The conflict graph can be used to represent any
interference model.

183.3 Problem Formulation

Generally, link scheduling is to assign each slot in a frame to a link in G. Since the
schedule repeats from frame to frame, it is sufficient to represent this assignment as
a mapping matrix I : E �M ! 0; 1f g, where E is the link list and M = [0,1, …,
T-1]T is the index of slot in scheduling period.

I eðiÞ; tð Þ ¼ 1 if eðiÞisactive in time slot t;
0 otherwise:

�

ð183:5Þ

Once a schedule is decided, the mapping matrix is repeated in every frame until
a new schedule is determined. So if I eðiÞ; tð Þ ¼ 1; link e(i) is active at all times in
the set t þ ziT ; zi 2 Zf g.

A mapping matrix I defines a valid schedule, if the allocated number of slots is
no more than the required,
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X

T�1

i¼0

I eðiÞ; tð Þ� rej ð183:6Þ

and the schedule have to make sure that no conflicting links do not transmit at the
same time,

I eðiÞ; tð Þ þ I eðjÞ; tð Þ� 1; 8ei; ej 2 E; and ec : ei; ej

� �

2 Ec ð183:7Þ

Given the communication graph G(V, E), the conflict graph Gc(Vc, Ec) and link-

slot demand vector R ¼ re1; re2; . . .; rem½ �T ; the link scheduling problem seeks to
find an optimal map I, such that the corresponding network throughput is maxi-
mum. Formally, it can be described as follows,

Min T

s:t:
X

T�1

i¼0

I eðiÞ; tð Þ ¼ rei ; 8ei 2 E

X

T�1

i¼0

I eðiÞ; tð Þ� T ; 8ei 2 E

I eðiÞ; tð Þ þ I eðjÞ; tð Þ� 1; 8ei; ej 2 E; and ec : ei; ej

� �

2 Ec ð183:8Þ

183.4 Link Scheduling Algorithm

From the mathematical definition of the link scheduling problem, we observe that it is
a complex optimization problem to search the minimum scheduling period T.
Further, the scheduling problem is splinted into two parts. First, an expanded graph
model based on node decomposition is proposed. Hence, in order to schedule the link
with different slot demands in wireless mesh network, the expanded graph model
incorporated with the heuristic algorithm for fixed transmission orders and equal slot
demand is presented.

Given a directed connectivity graph G(V, E). Assume each node vi 2 V is set
with final slot demand wi. Its expanded graph GA VA;EAð Þ is constructed by node
decomposition as follows, for any node u 2 V with the slot demand wu� 0, VA has
the wu nodes after decomposition of node u, namely u1; . . .; uwu , and each
decomposed node ui has the same location as the node u. For any link u; vð Þ 2 E, if
u is the mth child of v, EA has wu mutually interfered links after decomposition of

node u and v, namely u1; v
Pm�1

i¼1 wi þ wv þ 1
� �

; . . .; uwu ; v
Pm�1

i¼1 wi þ wv þ wu

� �

:

Note that each node can use its own forwarding node after the decomposition of its
farther node. In addition, when applying routing algorithm on the extended graph
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GA VA;EAð Þ; each link in GA can only belong to one path, and have the same packet
arriving rate with the source node of its route.

We illustrate the concept of expanded graph and node decomposition in
Fig. 183.1, where the initial slot demand of each node is 1. As node C has to relay
the traffic of its children node A and node B, its actual slot demand is 3.
In expanded graph GA, node C is decomposed into three nodes, C1, C2 and C3.
Node E is the 2nd child of F, then the corresponding link (E, F) in G is changed
into (E1, F3) in GA. The routing path P ¼ lA;B; lB;C; lC;BS

	 


in G is used to transmit
packet from node A, B and C toBS. While in GA, it has been changed into three
separate routing paths, P1 ¼ lA1;B2 ; lB2;C2 ; lC2;BS

	 


; P2 ¼ lB1;C3 ; lC3;BS

	 


and P3 ¼
lC1;BS

	 


; all of which have the same slot demand.
As to the heuristic algorithm to find the optimal schedule length, the common

approach is to assign the possible number of slots to each link by greedy algorithm.
Based on the expanded graph model, the heuristic algorithm for scheduling link
list with different slot demands is described in Fig. 183.2.

The details of the algorithm are shown from line (4) to (17). The conflict graph
G0c V 0c;E

0
c

� �

and link list O are given as input, the link-time vector A and the
scheduling period T are given as output. Each time, a link e is selected for the left
link set, if e does not conflicts any link in the current link set, and the time slot
s(e) is set as the smallest link time in current set. Or else the smallest time slot will
be allocated from time interval [0, s(e0) + 1] not yet to assigned to any of its
neighbors in Gc, where s(e0) is maximum end time of link e0 2 currrent: The time
interval is set as [0, s(e0) ? 1] means that if the slot in [0, s(e0)] cannot be found,
we have to set link-time s(e) as s(e0) ? 1. Each time if the new obtained s(e) is
larger than the current scheduling period T, T is updated as s(e), which ensures that
T will always meets the whole needs of every link.

183.5 Performance Evaluation

At First, 36 mesh routers are deployed in a grid topology in the area of 500 9 500
grid units, the BS node is placed at the center of the area. Each node has a fixed
transmission range of 100.

C2

B2

A1

F2

C3

C1 F3

F1

B1

C

B
E

D

A

F

BS

E1

D1

BS

Fig. 183.1 The expanded graph based on node decomposition
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Table 183.1 shows the performance comparison of T with different traffic load
using non-preemptive scheduling and our algorithm. As shown in Table 183.1, we
can see that by importing node decomposition, our algorithm achieves much better
results. But its solution space is too discrete, this will lead to a great synchroni-
zation overhead.

Finally, no more than 120 mesh routers are distributed in a grid topology in the
area of 100 9 100 grid units, the BS node is placed at the center of the area. Each
node has a fixed transmission range of 20 and an initial slot demand of 1. We
compare the performance of our algorithm with the largest first link scheduling [9]
and nearest first scheduling algorithm [8].

Figure 183.3 shows the performance comparison of T with different number of
nodes. From Fig. 183.3, we can see that the nearest algorithm gets a much better
T than largest first algorithm because it uses multiple transmission technology for
each link. Since our algorithm gives a more detailed view of the link scheduling, it
gets a much better time slot reusability.

Fig. 183.2 The link scheduling algorithm with different slot demand
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183.6 Conclusion

In this chapter, we considered the link scheduling problem to maximize the
throughput of the network. The analysis of the relationship between link sched-
uling with network throughput is given. As a contribution, a heuristic algorithm to
solve the near- optimal scheduling period with equal time slot demand is proposed.
And then, a expanded graph model based on node and link decomposition is
presented. Incorporated with the expanded graph model, the heuristic algorithm
can also apply to WMN environment with relay models. Simulation results are
presented to verify these approaches. In the future, we intend to design distributed
algorithms and implementations for the proposed problem.

Acknowledgments This work is supported by the National Natural Science Foundation of China
under Grant No. 60903159, No. 61070162, 71071028, 60802023 and 70931001; the Specialized
Research Fund for the Doctoral Program of Higher Education under Grant No. 20070145017; the
Fundamental Research Funds for the Central Universities under Grant Nos. N090504003 and
N090504006.

Table 183.1 Performance comparison using different algorithms

Slot demand Rand(3) Rand(5) Rand(9)

Scheduling
algorithm

Non-
preemptive

Our
algorithm

Non-
preemptive

Our
algorithm

Non-
preemptive

Our
algorithm

Scheduling
Period

27 23 65 53 105 92

20 40 60 80 100 120

0

20

40

60

80

100

120
Sc

he
du

lin
g 

Le
ng

th

The  number of nodes

Nearest  First
Largest First
Our algorithm

Fig. 183.3 Performance
comparisons with TH and
Neareast

1560 J. Chen et al.



References

1. Smith TF, Waterman MS (1981) Identification of common molecular subsequences. J Mol
Biol 147:195–197

2. Akyildiz IF, Wang X, Wang W (2005) Wireless mesh networks: a survey. Comput Netw
47(4):445–487

3. IEEE standard for local and metropolitan area networks part 16, Air interface for fixed
broadband wireless access systems, 802.16 2004

4. Jain K, Padhye J, Padmanabhan VN, Qiu L (2005) Impact of interference on multi-hop
wireless network performance. Wirel Netw 11:4471–4487

5. Nelson R, Kleinrock L (1985) Spatial TDMA: a collision-free multi-hop channel access
protocol. IEEE Trans Commun 33:934–944

6. Cao Y, Liu Z, Yang Y (2006) A centralized scheduling algorithm based on multi-path routing
in WiMAX mesh network, In: IEEE international conference on wireless communications,
Networking and mobile computing, pp 1–4

7. Chen L, Tseng Y, Wang D, Wu J (2007) Exploiting spectral reuse in resource allocation,
scheduling, and routing for IEEE 802 16 mesh networks, VTC, pp 1608–1612

8. Liu S, Feng S, Ye W (2009) Slot allocation algorithm in centralized scheduling scheme for
IEEE 802.16 based wireless mesh networks. Comput Commun 32:942–953

9. Yiqun W, Yingjun Z, Zhisheng N (2008) Non-preemptive constrained link scheduling in
wireless mesh networks, In: Proceeding of IEEE GLOBECOM, New Orleans, IEEE press
pp 5286–5291

183 A Heuristic Algorithm for Link Scheduling 1561



Chapter 184
A Middleware Supporting Multiple
Application Tasks for Wireless Sensor
Networks

Zhi Hu, Yingyou Wen and Hong Zhao

Abstract Wireless Sensor Networks (WSNs) are becoming more and more popular
and used in a variety of applications. Since developing the applications have many
technical challenges, WSNs middleware is an effective solution to shield the
hardware and operation system, and provide APIs for user. However, WSNs
application systems are more complex and need to support more tasks in recent
years, and the early and sample WSNs middleware cannot meet the requirements of
multiple tasks executed simultaneously. So it is necessary to have a middleware
supporting complex and multiple application tasks. This chapter presents the
architecture of a middleware supporting multiple application tasks in WSNs. It is
based on the architecture to design and implement the entire system and all relative
components. By using this WSNs middleware, the different application tasks may be
developed and executed concurrently to meet the diverse requirements.
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184.1 Introduction

In recent years, wireless sensor networks (WSNs) are attracting increasing
number of researchers from academic and industrial communities because
WSNs have been used in many industries and life environments, including
habitat monitoring, military applications, disaster prevention, infrastructural
security and automation control. WSNs, which consists of sensing, data pro-
cessing and communication module, collects the data from environment and
transports them to sink by ad hoc networks protocol [1, 2]. Compared to tra-
ditional networks, WSNs have their own unique characteristics, such as strained
energy, dynamic network topology, high rates of node failure, limited processing
ability, heterogeneous node hardware, low bandwidth and so on. This poses
considerable impediments on WSNs application and makes application devel-
opment nontrivial. Middleware is ability of hiding heterogeneity of node hard-
ware, operation system and network platform, which eases application
developing and executing. WSNs middleware is a kind of middleware that
provides service platform for sense-based WSNs application on the node’s
hardware and operation system [3, 4].

The traditional solutions to WSNs middleware are developed for simple and
single WSNs application. The main functions are focusing on hiding underlying
hardware and operation system. The entire WSNs system is an application for
some environment. With the requirement increasingly developing from the
diversified domains, where multiple application tasks need to be executed for the
different function at the same time in WSNs, this kind of simple approach has
been not suitable to complex user cases and large-scale deployment. It is
becoming more common to be capable of supporting multiple and different
application tasks run simultaneously in WSNs. So it is essential to design a novel
middleware model for multiple application tasks (M-MAT). The M-MAT is
proposed in this paper. M-MAT resolves the above problems by abstraction of
system function and unified management of applications. First, low level com-
ponents abstract the interfaces of the various sensor and hardware, while
application tasks cover only the requirement of users. Second, but most
important, a scalable architecture is proposed and implemented. This architecture
manages uniformly all application tasks, and any application tasks that accords
with its rules can be added into it.

The rest of this chaper is structured as follows. Section 184.2 presents the
existing WSNs middleware. The architecture of M-MAT is proposed in
Sect. 184.3. Section 184.4 describes the implementation of M-MAT in detail. The
results of experiments and evaluation are explained in Sect. 184.5. The conclusion
is drawn in Sect. 184.6.
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184.2 Relate Work

The term middleware is a board definition, but generally speaking, WSNs
middleware is a kind of system software that is located between operation system
and application, which abstracts the low level interface from operation system and
hardware, and provides APIs for user application developing. And WSNs mid-
dleware is capable of providing services for supporting the WSNs development,
maintenance, deployment and execution of WSNs application.

There are currently a number of WSNs middleware solutions. Maté [5] is virtual
machine middleware, which abstracts the underlying node and network to provide
runtime support for application. Maté has a byte code interpreter that is imple-
mented on TinyOS, and provides a set of programing primitives. In TinyDB [6],
the entire sensor network is seen as a queried database. TinyDB is a query pro-
cessing system that provides the users with a SQL-like interface to query network-
wide data. The processing operation of data is executed by TinyDB, including
extracts data from network, filters it, aggregates it and transports it to gateway and
users. MiLAN [7] is a middleware that provides the required QoS for the appli-
cation of user. MiLAN allows applications to specify a policy to operate network
and nodes, so that it can continuously adapt to the various requirement. Agilla [8] is
a middleware framework for mobile agents. There are mobiles agents, tuple space
and neighbor list on each node. Mobile agents may access the local and remote
tuple space, and migrate carrying the code and state.

These middleware above are application specific or designed to fit some
projects. They cannot be adapted to all applied scenarios.

184.3 Design of M-MAT

184.3.1 Architecture of M-MAT

WSNs system usually consists of hardware, operation system and applications.
Senor board, radio frequency (RF) modules and low-power micro controller unit
(MCU) are used for nodes hardware of WSNs. Operation system and applications
are software of WSNs system. Middleware is a sort of system software operated
between operation system and application.

M-MAT is a kind of WSNs middleware between WSNs operation system and
application, which is made up of many functional components. These functional
components offer services for the developing and executing applications.
A functional component may offer a lot of service. A set of functional components
also provide a sort of service. And a functional component may offer several kinds
of services. By application programing interfaces (APIs) that functional compo-
nents provide in WSNs middleware, users may develop and operate application
tasks. Figure 184.1 shows the architecture of M-MAT.
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In WSNs system, the main function of nodes is sensing and collecting of
environment data for the gateway and users. Meanwhile, application tasks may be
dynamically reconfigured according to the requirements of users. So there are a lot
of relative functional components created in WSNs middleware, which cooperate
to accomplish the relevant function and provide service for application tasks
executed. The entire M-MAT is divided into two parts in logic level: Subsystem of
Middleware-Managing and Subsystem of Application-Operating. The Subsystem
of Middleware-Managing interacts with gateway and users to obtain the goals for
the utilization of WSNs, and adjust the application tasks operated based on the
message from gateway and users. The Subsystem of Application-Operating
abstract the interfaces of sensing data and sending data, and it can store the current
state of application tasks into the information table of application tasks. The APIs
that M-MAT provides are abstracted from these two subsystems.

184.3.2 Functional Components

The Subsystem of Middleware-Managing consists of Message Receive, Message
Cache, Applications Manager, State Check and Message Dispatch component. On
the other hand, Data Send, Data Cache, Data Read, State Register and State Table
component belong to the Subsystem of Application-Operating. To better under-
stand all components of M-MAT, their function are explained here.

Message Receive. This component receives the messages from gateway and users.
These messages are divided into node-level messages and application-level
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Middleware-Managing
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Fig. 184.1 Architecture of M-MAT
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messages according to the components that handle messages. For node-level mes-
sages, Applications Manager component usually deals with them to adjust some
application tasks from node’s view, while each application task treat with the
application-level messages dispatched from M-MAT. On the other hand, these
messages are also divided into high priority messages and general messages
according to response time that the messages are processed. The high priority
messages need to be handled immediately, which are often forwarded into the rel-
evant application tasks. The general messages may be stored in cache, and handled in
succession.

Message Cache. The messages received will be stored in this component. Since
there is a MCU in node hardware, only one message can be handled each time. By
caching these received message, the Applications Manager component dispatches
them into the relevant application tasks according to FCFS rule.

Applications Manager. This component is in charge of dispatching and dealing
with the messages. The node-level messages are mainly disposed of in it, while
application-level messages are forwarded into the relevant application tasks. When
receiving high priority messages, it handles and forwards them by interrupt mode.
By checking the application tasks information in State Table, it can control
application tasks in node, according to the requirement of message received.

Message Dispatch. By pre-defined APIs in M-MAT, the message received can
be forwarded into the relevant application tasks. When developing application
tasks, the interfaces of receiving messages must be added into application tasks.
The parameters of interfaces have been defined in manual of M-MAT.

State Check. Applications Manager gets the information of application tasks by
this component. When every application task running, they store the state of start,
stop and sampling frequency into State Table. So the relevant state of application
tasks may be queried by checking State Table.

State Table. The relative information of application tasks, such as start, stop and
sampling frequency, is saved in this component.

State Register. This component provides a set of APIs for application tasks.
When application tasks are started, stopped and re-configured using sampling
frequency, they may modify and maintain the information in State Table.

Data Read. This component is primarily focused on providing an abstraction of
underlying reading operation of sensor. Since there are a lot of products and types of
sensor, reading operation may be divided into some categories—readTemperature,
readHuminity, readLuminosity and so on. An operation is capable of abstracting a
kind of the sensors of different manufacturers, such as readTemperature operation
may abstract the interface of temperature sensor in SHT11 sensor chip and MTS300
[9] sensor board. These operations are provided for users in APIs mode.

Data Cache. When WSNs system is running, application tasks can generate a
large number of data sensed. These data have no way to be sent out at the same
time, since there is a unique RF module in node. The data sensed need to be firstly
cached, and then sent to sink node by network.
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Data Send: There are a lot of network routing protocols in WSNs, and they vary
in operating mode and interface. So this component provides mainly an abstraction
of underlying routing protocols of WSNs.

184.4 Implementation of M-MAT

184.4.1 Subsystem of Middleware-Managing

Subsystem of Middleware-Managing provides the main function to receive and
handle the messages from gateway and users, and rectifies the various functions by
the requirement of messages. As is shown, Fig. 184.2 illustrates the workflow in
Subsystem of Middleware-Managing.
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When WSNs system boots, Message Receive and Message Cache component are
initialized, and they wait for the messages from gateway and users. When the
messages arrive, based on response time that the messages need to be processed,
these messages may be divided into high priority messages and general messages.
General messages are stored in Message Cache component, while high priority
messages need to be immediately handled by Applications Manager. Applications
Manager deals with general messages by FCFS rule. For high priority messages, the
relative operation is executed by interrupt mode, such as data convergence
operation.

In the light of the object that treats with the messages in fact, these messages
may also be divided into node-level messages and application-level messages.
Applications Manager is the object that deals with node-level messages, which is
about starting or stopping application tasks. Applications Manager makes decision
based on management policy. Application tasks are the objects disposing of
application-level messages. Application-level messages are defined by users.

184.4.2 Subsystem of Application-Operating

Subsystem of Application-Operating focus mainly on the function that supports the
operation of multiple application tasks at the same time. Since there are multiple
application tasks executing simultaneously and concurrently, and the RF module is
unique in node, a large deal of data sensed cannot be sent out at one time. The sensed
data that multiple application tasks produce is firstly put into the queue in Data
Cache component, and then sent out to gateway and users in success.

Based on M-MAT, there are many application tasks developed, such as tem-
perature, humidity, luminosity application task and so on. These application tasks
may be composed together in order to accomplish an intricate work. They may
also be converged into an application task that implements a complex case. The
workflow is shown in Fig. 184.3.

When WSNs system boots, default application tasks are started, such as
Temperature Sensing Application Task. Default application tasks collect the
sensed data, and then put them into the queue in Data Cache. Data in queue is sent
out to gateway and users by FCFS rule. Meanwhile, all application tasks may also
be started, stopped and re-configured by Subsystem of Middleware-Managing.

184.5 Experiment and Evaluation

Based on TinyOS and MICAz platform [9], a proto system that multiple appli-
cation tasks are executed on M-MAT is done. The sensor network that includes
10 nodes and 1 gateway is set up in the laboratory. Figure 184.4 shows the
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topology of network. There are some different application tasks on every node,
including Temperature, Luminosity Sensing Application Task et al., which form
an intricate WSNs application system.

184.5.1 Function Tests

The various application tasks are deployed on 10 nodes, for implementing the
complex application system that each node collects the sensed data, according to
the diversified requirement. Based on M-MAT, application tasks that sense the
physical and environmental factors may not only be developed, but also appli-
cation tasks that collect context information of network topology may be imple-
mented, such as Neighbor Found, Dynamic Routing Path and so on.

The context data is shown in Table 184.1, in which Time Interval is at 9–10 AM.
The data is the average value in the table during the time interval. The type of

sensor board is MTS300 from Crossbow Corporation [9], which includes
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thermistor, light sensor and so on. The thermistor is a highly accurate and stable
sensor element. The resistance of the thermistor varies with temperature. The
value of its resistance may be converted to the relevant Celsius scale by the
formulation in MTS300 manual. The thermistor value of Node 1 is 0x01C6, which
may be calculated and equal to 20.27�C. In the same way, the temperature of Node
2, 4 and 6 are 20.27, 20.19 and 20.11�C, respectively.

Application task of Neighbor Found is deployed on Node 4, 5 and 7, which
transports Node’s neighbor information to the gateway and users. Application task
of Routing Path is started on Node 1, 2, 5 and 8. According to path information
from these nodes, it is concluded that Node 4 is the parent of Node 1 and 2. Node 7
is the parent of Node 4 and 5. As the parent of Node 7, Node 9 relays the packet to
gateway Node 0. So the entire network is divided into the two trees. By experi-
ment, it is found that all application tasks may stably run in the long time.

184.5.2 Memory Statistic

The RAM and ROM size of M-MAT and application tasks is crucial to the whole
WSNs system. After the single M-MAT is compiled, which merely includes
TinyOS and network protocol stack, RAM size is 2,314 bytes and ROM size is
33,780 bytes. The size of RAM and ROM will be increased with application tasks
to be added. The size of RAM and ROM that is utilized is shown in Fig. 184.5, and
the combinational state of application tasks started is described in Table 184.2.

In the diversified environment, since application tasks are added in the light of
the requirement, the size of RAM and ROM fluctuates in the WSNs system. In the
Fig. 184.5a, when only Route Path added on the base of M-MAT, the RAM size
requires 2,328 bytes. Route Path need merely to initialize packet and add IDs into
it. When Neighbor Found added, 2,604 bytes is taken. The system size that
includes Temperature or Light application task is 2,380 bytes. The above scenarios
that one application task is in WSNs system is described. The RAM size of

Table 184.1 Data Sensed

NodeID Temperature Light Neighbor Found Route Path

1 0x01C6 Off Off 1 ? 4?7 ? 9?0
2 0x01C6 Off Off 2 ? 4?7 ? 9?0
3 Off 0x037D Off Off
4 0x01C5 Off 6, 1, 5, 2, 7 Off
5 Off 0x0369 4, 3, 2, 8, 7 5 ? 7?9 ? 0
6 0x01C4 Off Off Off
7 Off Off 4, 5, 9, 10 Off
8 Off 0x037A Off 8 ? 10 ? 0
9 Off Off Off Off
10 Off 0x0373 Off Off

184 Middleware Supporting Multiple Application Tasks 1571



combinations from A5 to A10 is 2,615, 2,391, 2,391, 2,667, 2,667 and 2,391 bytes,
respectively, when two application tasks are opened. The combinations from A11
to A14 are the scenarios that three application tasks are started. The RAM size is
2,689 bytes after four application tasks are added at the same time.

In Fig. 184.5b, the ROM size is 34,622 bytes when Route Path is only added,
while the WSNs system takes 35,610 bytes when Neighbor Found is merely added.
Since the development of Temperature and Light application task need to be
supported by the library of sensor reading in M-MAT, their ROM size goes up to
37,188 and 37,100 that cover the library memory. When two application tasks are
operated, it is viewed from A5 to A10 that the relevant ROM size is increased. The
combinations, which three application tasks are in the system, rise similar to two
application tasks opened. Lastly, the ROM size gets to 39,108 bytes when four
application tasks are added synchronously.

Fig. 184.5 Size of RAM and ROM a RAM statistic b ROM statistic

Table 184.2 Combination of Application Tasks

Label Description Label Description

A0 Only M-MAT, no application
task

A8 M-MAT, Temperature and Neighbor Found

A1 M-MAT and Route Path A9 M-MAT, Light and Neighbor Found
A2 M-MAT and Neighbor Found A10 M-MAT, Temperature and Light
A3 M-MAT and Temperature A11 M-MAT, Route Path, Temperature and

Neighbor Found
A4 M-MAT and Light A12 M-MAT, Route Path, Light and Neighbor Found
A5 M-MAT, Route Path and

Neighbor Found
A13 M-MAT, Route Path, Temperature and Light

A6 M-MAT, Route Path and
Temperature

A14 M-MAT, Temperature, Light and Neighbor
Found

A7 M-MAT, Route Path and Light A15 M-MAT, Route Path, Temperature, Light and
Neighbor Found
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184.6 Conclusion

With the advance in intricate WSNs application, multiple application tasks need to
be simultaneously operated in WSNs. The simple middleware, which is developed
for some applied domains, cannot meet the current requirement. Therefore, the
M-MAT WSNs middleware is described in this paper. It can support multiple
application tasks executing at the same time, according to the various requirement.
M-MAT can dynamically adjust the relevant application tasks to adapt to the
various environments. Any application task, which is not confined to sensing
application task, may also be added into M-MAT. The prototype system of
M-MAT is demonstrated and evaluated. And the experiments testify the stability,
feasibility and practicability of M-MAT. The design and implementation of
M-MAT provides the foundation for the further research in the theory and tech-
nology of WSNs system.
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Chapter 185
Complexity Analysis of Configuration
for a Wireless Sensor Network

Jie Ding and Zhen-Xin Zhang

Abstract This chapter presents complexity analysis of network configuration for
a single-hop wireless sensor network which employs the slotted ALOHA protocol,
mainly in terms of the time and energy consumed for the network establishment.
The results are used to analyse the periodical refreshment of cluster-head in
LEACH protocol. In addition, the probability of misjudgement for network con-
figuration is also given in this chapter.

Keywords Complexity analysis � Wireless sensor network � Slotted ALOHA

185.1 Introduction

The study on energy conservation in wireless sensor networks has exploded
recently [1–3], where the research interests focus on MAC and routing technol-
ogies. But reducing the complexity of network configuration can also save much
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energy and enhance network lifetime in many situations. For example, some
hierarchical protocols such as LEACH [4, 5] have to refresh cluster-heads after
every certain period of time. This means that the network must be configured
periodically. So the lower the complexity is, the more the energy will be saved.

Recently, first passage time analysis of Slotted ALOHA protocol [6, 7] in event-
driven process in the context of wireless sensor networks has been given by Yu
et al. [8]. Although some considerations about energy dissipation were presented,
there is a lack of deep analysis in their work. In this chapter, we will present a
comprehensive analysis for establishing a single-hop network, mainly in terms of
time and energy consumption. Moreover, we assume that the network scale is
unknown to each sensor node in the network and presents a probability analysis of
stopping the network configuration by misjudgement. In addition, these results will
be applied to analyse the periodical refreshment of cluster-head in LEACH
protocol.

The remainder of this chapter is organised as follows: Section 185.2 presents
the network model and some assumptions. Analysis of time, energy, as well as
judgement to finish the network configuration, has been demonstrated in
Sect. 185.3, and been applied to LEACH protocol in Sect. 185.4. We finally
conclude the paper in Sect. 185.5.

185.2 Network Model and Assumptions

This section will present a network model. We assume:

– N Sensor nodes scattered in a region can communicate with each other, which
means the network is single-hop. Time is divided into slots of the same certain
period, and time synchronisation technology is employed for each node.

– Nodes operate under the slotted ALOHA mechanism. During each time slot,
each node either sends packets with the probability q; or listens or receives
packets with the probability q: The activity of each node in each time slot is
independent.

– A successful sending in a slot means that only one node sends its packet and all
other nodes receive it. If two or more nodes send packets simultaneously in a
slot, the other nodes can receive these packets but this sending is considered as
unsuccessful because the packets conflict. If there is no node sending, then all
nodes are listening.

– It makes a node to consume energy e1; e2; e3 for sending once, receiving once
and listening once, respectively.

– The term of the sending set is the set of nodes that can listen, receive and send.
A node quits from the sending set as long as this node can listen and receive but
cannot send.
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The configuration strategy of the network is proposed as the follows:

– Step 1: All N nodes are activated. The packet sent by each node contains its ID.
We denote by A1 the first successfully sending node at this step.

– Step 2: After A1 successfully sending, each packet sent by the other N � 1 nodes
contains A1’s ID and the ID of the node who sends. We denote by A2 the first
non-A1 successfully sending node at Step 2. So A1 can read its ID from the
received packet sent by A2 and quits from the sending set immediately.

– Step iþ 1 i ¼ 1; 2; . . .; N � 2ð Þ: After Ai successfully sending, all N � iþ 1
nodes other than A1; A2; . . .; Ai�1f g continue sending packets under the slotted
ALOHA mechanism. Each packet sent by these N � iþ 1 nodes contains Ai’s
ID and the ID of the node who sends. We denote by Aiþ1 the first non-Ai

successfully sending node. As long as Ai reads its ID from the received packet
sent by Aiþ1; it quits from the sending set.

– Step N:

• Step N að Þ: After AN�1 successfully sending, only AN�1; AN can send packets.
AN�1’s packet contains AN�1’s ID and its own. AN�1 reads its ID and then
quits from sending once it receives AN’s packet.

• Step N bð Þ: After AN successful sending, only AN continues sending its packet
with the probability q in each slot. But AN will never know whether its
sending is successful, and thus it will continue sending all along until some
rules make it to give up. Here is a stopping rule: if it hears nothing within L’s
listened slots, i.e., the slots that it does not send, then this node concludes that
it is the last one and sends a message to finish the network configuration.

185.3 Complexity and Misjudgement Probability Analysis

185.3.1 Preliminary Results

Lemma 1 (I) The probability of successfully sending among N nodes during one

slot is p1 ¼ C1
Nqð1� qÞN�1: The time (i.e. the number of slots) needed for the

occurrence of this event satisfies geometry distribution with the parameter p1 and
the expectation 1

p1
:

(II) The probability of the event that there is successful sending among N � iþ 1
nodes and the sending node is not the specific one, and is

piþ1 ¼ ð1� qÞC1
N�iqð1� qÞN�i�1 ¼ C1

N�iqð1� qÞN�i;

where i ¼ 1; 2; . . .; N � 1: The time for the occurrence of this event satisfies
geometry distribution with the parameter piþ1 and the expectation is 1

piþ1
.
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We denote by ci ði ¼ 1; 2; . . .; NÞ the time for completing Step i; during the
configuration of the network. By Lemma1, ci satisfies the geometry distribution
with parameter pi and the expectation is 1

pi
: Let ei be the average energy consumed

by the whole network in one slot before Ai sends successfully, and Ei be the whole
energy dissipation at Step i: Then for i ¼ 1; 2; . . .; N � 1; we have

Ei ¼ ½EðciÞ � 1�ei þ ½e1 þ ðN � 1Þe2� ¼
1
pi
� 1

� �

ei þ ½e1 þ ðN � 1Þe2�:

In order to determine Ei; we must specify ei: The following will present an
analysis of energy consumption for the network configuration.

Analysis for Step 1: As the first term of Lemma 1 shows, the probability of the
event that a node (namely, A1) successfully sends is p1: So the nonoccurrence of
the event has the probability 1� p1: Under the condition of the nonoccurrence of
this event, only one of the following two things will happen during each slot:

(I) There is no node sending with the conditional probability
ð1� qÞN

1� p1
; which

makes the network to consume energy Ne3;
(II) There are j ð2� j�NÞ nodes sending simultaneously, which makes the

network to consume energy je1 þ ðN � jÞe2: The conditional probability of

this event is
C j

Nq jð1� qÞN�j

1� p1
:

Therefore, under the condition of unsuccessful sensing, the expectation of the
energy dissipated by the whole network in one slot is

e1 ¼
X

N

j¼2

C j
Nq jð1� qÞN�j

1� p1

 !

je1 þ ðN � jÞe2½ � þ Ne3
ð1� qÞN

1� p1

 !

:

Analysis for Step iþ 1: At Step iþ 1 ði ¼ 1; 2; . . .; N � 2Þ; there are
Nminus; iþ 1 nodes in the sending set. Here we have included the case of Step 2.
Under the condition of the nonoccurrence of that a non-Ai node (namely, Aiþ1)
successfully sends in the network, one of the following three cases will happen in
each slot:

(i) All N � iþ 1 nodes do not send packets. The conditional probability of this

case is
ð1� qÞN�iþ1

1� piþ1
and the energy dissipation is Ne3:

(ii) There are j ð2� j�N � iþ 1Þ nodes sending packets simultaneously and the

probability is
C j

N�iþ1q
jð1� qÞN�iþ1�j

1� piþ1
: The energy consumption in this case

is je1 þ ðN � jÞe2.
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(iii) Only Ai sends a packet. The probability is
qð1� qÞN�i

1� piþ1
and the consumed

energy is e1 þ ðN � 1Þe2:

So the average of the energy dissipation during one slot is

eiþ1 ¼ 1
1�piþ1

ð1� qÞN�iþ1Ne3 þ
PN�iþ1

j¼2 C j
N�iþ1q

jð1� qÞN�iþ1�j½je1 þ ðN � jÞe2�
1� piþ1

þ 1
1� piþ1

qð1� qÞN�iðe1 þ ðN � 1Þe2Þ
� �

:

Analysis for Step N: At Step N að Þ; by a similar argument, the average time
needed for completing Step N að Þ is 1

pN
: At Step N bð Þ; because the probability of AN

not sending in a slot is 1� q; so in order to accumulate L listened slots, it averagely
has to wait for L

1�q slots. After that it needs another slot to broadcast the configu-

ration being over. Therefore, the expected time for completing Step N is EðcNÞ ¼
1

pN
þ L

1�qþ 1:Denote by EfNðaÞg;EfNðbÞg the expectations of the energy consumed by

the whole network at Steps NðaÞ;NðbÞ , respectively. We have denoted by eN the
energy consumed before AN successful sending. It is clear to see that

eN ¼
q2

1� pN
½2e1 þ ðN � 2Þe2� þ

ð1� qÞ2

1� pN
Ne3 þ

qð1� qÞ
1� pN

½e1 þ ðN � 1Þe2�;

ENðaÞ ¼
1

pN
� 1

� �

eN þ ½e1 þ ðN � 1Þe2�;

ENðbÞ ¼
qL

1� q
½e1 þ ðN � 1Þe2� þ LNe3

� �

þ ½e1 þ ðN � 1Þe2�;

and EN ¼ EfNðaÞg þ EfNðbÞg.

185.3.2 Time and Energy Expectations

By EðcÞ ¼
P

N

i¼1
EðciÞ;E ¼

P

N

i¼1
Ei; and simple computation, we have

Theorem 1 Under the condition of nonoccurrence of misjudgement, time and
energy expectations are given as follows.

EðcÞ ¼ 1

Nqð1� qÞN�1 þ
1
q

X

N�1

i¼1

1

ið1� qÞi
þ L

1� q
þ 1;

E ¼ J1e1 þ J2e2 þ J3e3;
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where

J1 ¼ K2 þ
1þ q

qð1� qÞN�1 �
1

qð1� qÞ þ
1þ Lqþ 2q

1� q
þ 3;

J2 ¼
N � q

q
ðK2 � K3Þ �

1

ð1� qÞN�1 þ
N � 1

q

þ LðN � 1Þ þ qðN � 2Þ
1� q

þ 4ðN � 1Þ;

J3 ¼
1� q

q
ð1þ NK3Þ þ

N

q
þ ðL� 1ÞN;

and

K2 ¼
X

N�1

i¼1

1

ið1� qÞi
; K3 ¼

X

N�1

i¼1

1
i
:

Notice that K3� 1þ ln N, then K2�
1þ ln N

ð1� qÞN�1 : Thus, if we let q ¼ 1
N, then by

1þ 1
1þx

� 	x
\e we have

J1�ðN þ ln N þ 2Þeþ N þ Lþ 2
N � 1

þ 4;

J2� eN2ð1þ ln NÞ þ NðN þ Lþ 2Þ;

J3�N2ð2þ ln NÞ þ LN:

185.3.3 Misjudgement Probability

At Step N; the rule can make AN to stop the network configuration, but it may
bring the problem of misjudging. For example, during the configuration a node
will announce the establishment being over as long as there are more than two
nodes in the sending set. The probability of misjudging of course depends on L: So
a proper L is essential to the rule.

The sending set is composed of N � iþ 1 nodes at Step iþ 1 ð1� i�N � 2Þ:
Misjudgement implies L slots, during each of which there is no node sending.
Clearly, the probability of the occurrence of this event at Step iþ 1 is

ð1� qÞðN�iþ1ÞL: Note that ciþ1 � 1 is the number of slots, for which Aiþ1 waits
before it sends successfully at the step iþ 1: So the probability of no misjudge-

ment at this step is 1� ð1� qÞðN�iþ1ÞL: Note that 1� ð1� qÞNL is the probability
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of no misjudgement at Step 1. If we denote by PC the probability of no mis-
judgement before Step N bð Þ; then

PC ¼ 1� ð1� qÞNL
 �

Y

N�1

i¼1

1� ð1� qÞðN�iþ1ÞL
h i

� 1� ð1� NLqÞð Þ
Y

N�1

i¼1

1� ð1� ðN � iþ 1ÞLqÞ½ �

¼ NN!ðqLÞN ;

where we have applied the formula ð1� xÞn � 1� nx: Obviously, increasing L
can improve the correction probability, but will result in the increase of time and
energy dissipation as Theorem 1 shows. Therefore, there is a trade off between the
correct judgement probability and the time and energy consumption.

185.4 Application in LEACH

In this section we consider a concrete example: LEACH protocol [4, 5]. In this
protocol, as pointed out in [5], ‘‘cluster heads, which are elected from all nodes,
broadcast their status to the other sensors in the network and each node determines
to which cluster it wants to belong by choosing the cluster-head that requires the
minimum communication energy’’. Further, it is required in LEACH that the
cluster-heads must be selected periodically for the purpose of saving energy of
heads. Therefore, its corresponding needs network configuration periodically. Here
we only consider the time and energy consumed for broadcasting by the cluster-
heads since cluster-heads drains much more energy than other ordinary nodes. We
suppose that the network is composed of n nodes in which about h ¼ N

n � 100%

nodes are expected to be elected as cluster-heads at each round. But N̂; the number
of cluster-heads selected at each round, is a random variable which depends on the
cluster-head election algorithm. Here we assume N̂ to satisfy binomial distribution
with the parameters n and h: Thus EðN̂Þ ¼ nh ¼ N: We also denote by c; E the
time and energy consumed in broadcasting by cluster-heads at each round ,
respectively.

According to LEACH protocol, when a cluster-head is broadcasting all other
head nodes can hear it. So all cluster-head nodes can be considered as a single-hop
subnetwork. Moreover, the assumptions presented in Sect. 185.2 are naturally
satisfied. So the previous configuration model can be applied to this subnetwork.
By Theorem 1 and the discussion in the previous section,

EðcjN̂ ¼ iÞ� 1þ L

1� q
þ 1=iþ 1þ ln i

qð1� qÞi�1 ; i ¼ 1; 2; . . .; n:
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Suppose EðcjN̂ ¼ 0Þ ¼ 0; then

E½c� ¼ E½EðcjN̂Þ� �
X

n

i¼1

Ci
n 1þ L

1� q
þ 1=iþ 1þ ln i

qð1� qÞi�1

" #

hið1� hÞn�i

� þ L

1� q
þ 1� q

q

X

n

i¼1

Ci
nð1þ 1þ ln nÞ h

1� q

� �i

ð1� hÞn�i

� þ L

1� q
þ ð2þ ln nÞ 1� q

q
1þ qh

1� q

� �n

:

So we have the following

Theorem 2 Under the previous assumption, the time cost for refreshing cluster-
heads in LEACH is

E½c� � 1þ L

1� q
þ ð2þ ln nÞ 1� q

q
1þ qh

1� q

� �n

:

If we let q ¼ 1
N ; then

E½c� � 1þ L

1� q
þ ð2þ ln nÞ 1� q

q
1þ qh

1� q

� �n

� 1þ L

1� q
þ ð2þ ln nÞ 1� q

q
1þ nqh

1� q

� �

¼ 1þ NL

N � 1
þ 2Nð2þ ln nÞ:

Note that
P

n

i¼1
Ci

nixi�1yið1� yÞn�i ¼ nyð1þ xy� yÞn�1: By a similar argument, we

have

Theorem 3 Under the previous assumption, the average energy consumption for
refreshing cluster-heads in LEACH is E ¼ J1e1 þ J2e2 þ J3e3; where

J1� 2þ ln nþ 1
q

� � 1þ qh
1�q

� 	n

1� q
� 1

qð1� qÞ þ
1þ Lqþ 2q

1� q
þ 3;

J2�
Nð1þ ln nÞ

q
1þ qh

1� q

� �n

þ 1
q
þ Lþ p

1� q
þ 4

� �

N � 1
q
� Lþ 2q

1� q
� 4;

J3�
1� q

q
þ 1

q
þ Lþ ln n

� �

N:
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185.5 Conclusions

In this chapter we have presented the complexity analysis of network configuration
for single-hop wireless sensor networks, mainly in terms of the time and energy
needed for the network establishment. The results have been applied to analyse the
the cluster-head management in LEACH protocol. In addition, the probability of
misjudgement for network configuration has been established, which is suggested
to be traded off with the time and energy consumption.
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Chapter 186
A New Wireless Communication
Technology Based on Neural Network

Xiaomin Chen and Haitao Li

Abstract An artificial neural network usually called neural network, is a math-
ematical or computational model that is inspired by the structure and/or functional
aspects of biological neural networks. A neural network consists of an intercon-
nected group of artificial neurons which processes information using a connec-
tionist approach to computation. Critical technical bottlenecks in a wireless link
are the capacity of the radio channel, its unreliability due to adverse time-varying,
multipath propagation and severe interference from other transmissions, in the
neighboring cells.

Keywords Artificial neural networks �Wireless communication � Access control
layer � Short-range communication

186.1 Introduction

As the national economic and social development occurs, information technology
is useful for people who want pass information to open up new ways of working,
management, business and financial methods, the exchange of ideas, the cultural
teaching methods, health care methods, and consumer and lifestyle [1]. Wireless
communication means the development of fixed-mobile way. With the develop-
ment of communication technology, wireless communication environment
becomes increasingly complex communications signals over a wide frequency
band using a variety of modulation. Line communication has increased a variety of
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distinct complementary technologies. This was reflected in different access tech-
nologies with different coverage for different regions, technical characteristics and
access rates such as 3G and WLAN, UWB, etc. [2, 3], which can achieve com-
plementary effects. For the wide area 3G coverage seamless roaming and strong
demand for mobility, WLAN resolves the longer-distance high-speed data access,
while UWB can achieve ultra high-speed wireless access at close range. Therefore,
we should be integrated in policy to promote the development of wireless access
and promote networking in the integration process, through the diversification of
means of access network construction, to achieve the coverage needs of different
user groups, market segmentation and business diversities to address the uneven
development of mobile communication situations.

Multiple integrations in the trend such as, 3G, WLAN and other wireless
technologies in the competition learn from each other, both by the emergence of a
new type of wireless technology using radio frequency technology, such as MIMO
and OFDM technologies. Meanwhile, the ITU and 3GPP/3GPP2 led the 3G cel-
lular mobile communications to the E3G, then the evolution path towards B3G/4G,
and the IEEE led the wireless broadband access from a wireless personal area
network to wireless LAN, wireless MAN and the evolution of wireless wide area
network on the road.These have started to increase each other’s content, such as:
mobile communications continue to strengthen the transmission performance of
broadband and wireless broadband access, roaming performance and continuously
to enhance the safety performance.

The original inspiration for the term Artificial Neural Network came from
examination of central nervous systems and their neurons, axons, dendrites, and
synapses, which constitute the processing elements of biological neural networks
investigated by neuroscience. In an artificial neural network, simple artificial
nodes, variously called ‘‘neurons’’, ‘‘processing elements’’ (PEs) or ‘‘units’’, are
connected together to form a network of nodes mimicking the biological neural
networks—hence the term ‘‘artificial neural network’’ [4]. In modern software
implementations of artificial neural networks, the approach inspired by biology has
been largely abandoned for a more practical approach based on the statistics and
signal processing. In some of these systems, neural networks or parts of neural
networks are used as components in larger systems that combine both adaptive and
non-adaptive elements.

We first discuss the applications for adhoc wireless networks, including data
networks, home networks, device networks, sensor networks, and distributed 389
controls. Next, we consider cross-layer design in adhoc wireless networks: what it
is, why it is needed, and how it can be done. Link layer design issues are discussed
next, followed by consideration of the medium access control (MAC) layer design
issues [5], including the trade-offs inherent to frequency/time/code channelization
and the assignment of users to these channels via random access or scheduling.
This section also describes the role, power control can play in multiple access.
Networking issues such as neighbor discovery, network connectivity, scalability,
routing and network capacity are outlined next. Last, we describe techniques for
the network to adapt to the application requirements and the application to adapt to
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network capabilities. One of the biggest challenges in providing multimedia
wireless services is to maximize the efficient use of the limited available band-
width. Cellular systems exploit the power fall off with the distance of signal
propagation to reuse the same frequency channel at spatially separated locations.

186.2 Artificial Neural Networks

An artificial neural network (ANNs), usually called neural network (NN) [6], is a
mathematical or computational model that is inspired by the structure and/or
functional aspects of biological neural networks. A neural network consists of an
interconnected group of artificial neurons, and it processes information using a
connectionist approach to computation. In most cases, an ANN is an adaptive
system that changes its structure based on external or internal information that
flows through the network during the learning phase. Modern neural networks are
nonlinear statistical data modeling tools. ANNs is a neural network model of
animal behavior characteristics, the distributed parallel algorithm for information
processing model.

ANNs is a neural network of the human brain or natural (Natural Neural
Network) and some basic properties of the abstract simulation. ANNs to the
physical brain-based research, which aim to simulate some of the brain mecha-
nism, and mechanisms to achieve a functional aspect. This network relies on the
complexity of the system, by adjusting the connection between the numbers of
nodes within the relationship so as to achieve the purpose of processing infor-
mation. ANNs is built by hand in order to have a picture that shows the topology of
the dynamic system, which on continuous or intermittent input for the state of
information processing to be carried out accordingly. People think that simulation
of ANNs is the second way . This is a nonlinear dynamic system, that charac-
teristic is the information distributed in storage and parallel co-processing.
Although the structure of individual neurons is extremely simple, limited func-
tionality, a large number of neurons in a network system can realize the behavior is
very colorful. The results show that in many areas of the technology that have
broad potential applications, such as forecasting, pattern recognition, automatic
control and other fields of intelligent simulation and information processing;
a number of studies: neural network technology with massively parallel process-
ing, distributed storage, adaptability, fault tolerance and other significant advan-
tages are included. Present methods in neural network research has formed a
number of genres, the most fruitful research work include: multi-layer network BP
algorithm, Hopfield network model, adaptive resonance theory and self-organizing
feature mapping theory. ANNs is based on modern neuroscience initiative.
Although it reflects the basic characteristics of human brain function, but is far
from realistic description of the natural neural network, rather it is a simplified
abstraction and simulation.
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ANNs features and benefits, mainly are present in three aspects:

• First, a self-learning function; for example, in pattern recognition, only the first
sample many different images need to be identified and the corresponding results
of ANNs input. The network will be through self-learning function, slowly learns
to identify similar images for the forecasts of particular importance. Expected
future human ANNs computer will provide economic forecasting, market fore-
cast, forecast efficiency, its application is very ambitious future.

• Second, with the association storage, ANNs feedback network can achieve this
association. In applications where the goal is to create a system that generalizes
well in unseen examples, the problem of overtraining has emerged. This arises
in convoluted or over-specified systems when the capacity of the network sig-
nificantly exceeds the needed free parameters. There are two schools of thought
for avoiding this problem: the first is to use cross-validation and similar tech-
niques to check for the presence of overtraining and optimally select hyper
parameters such as minimizing the generalization errors. The second is to use
some form of regularization.

• Third, is to find the optimal solution with high capacity. In order to find the
optimal solution of a complex often requires a large amount of computation,
using a problem to the design of a feedback type ANNs, high-speed computing
power to play the computer, may soon find the optimal solution.

ANNs have several outstanding advantages that caused a great concern in the
recent years: (1) Can fully approximate any complex nonlinear relationship; (2) all
quantitative or qualitative information such as potential distribution are stored in
the neurons within the network, it has strong robustness and fault tolerance; (3) the
parallel distributed processing, makes it possible to quickly carry out large oper-
ations; (4) can be learning and adaptive system does not know for uncertain; and
(5) can handle both quantitative and qualitative.

186.3 Wireless Communications Technology

Wireless Communication is the use of electromagnetic waves in free space signal
propagation characteristics in an exchange of information communication. Wire-
less communications include microwave and satellite communications [7].
Microwave is a radio wave, which is sent only a few dozen kilometers away from
the general. But the microwave frequency band is very wide, and has large-
capacity communications. Intervals of tens of kilometers required for microwave
communication to build a microwave relay station. Satellite communications is the
use of communications satellites relay, standing on the ground between two or
more earth stations or mobile microwave communication links between the bodies.

Radio spectrum is a natural resource, but one with rather unusual properties.
As noted above, it is non-homogeneous, with different parts of the spectrum being
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best used for different purposes. It is finite in the sense that only part of the
electromagnetic spectrum is suitable for wireless communications, although both
the available frequencies and the carrying capacity of any transmission system
depend on technology. The radio spectrum is non-delectable; using spectrum today
does not reduce the amount available for future use, but it is non-storable.

IEEE 802.11 standard wireless LAN standard developed, mainly for the net-
work physical layer (PH) and medium access control layer (MAC) were provided;
the key includes the provisions of the MAC layer. In the MAC layer below, 802.11
provides for sending and receiving of three technologies: Spread Spectrum tech-
nology; IR (Infared) technology; narrowband (Narrow Band) technology. The
direct sequence spread spectrum is divided into Direct Sequence Spread Spectrum
(DSSS) technology and Frequency Hopping (FH) spread spectrum technology.
DSSS technology, will often combine with Code Division Multiple Access
(CDMA) technology.

The first mobile system for cars was built in St. Louis, US in 1946. Only six
calls could be made at the same time and the switching with the PSTN (Public
Switching Telephone Network) was done manually by operators. To enhance the
capacity, the AT&T Bell Lab promoted the idea of cellular system in 1947. But in
the 1950s, the satellite communication was the main research direction for the
radio communications. When it was possible to make the communication devices
practically potable, the cellular system gained interest again in the 1970s. During
this period, a series of studies on radio propagation, Doppler spectrum, fading
statistics and other quantities were formulated. Motorola, AT&T, Ericsson and
NTT were pioneers in this area.

Currently using a wider range of short-range wireless communications tech-
nology is Bluetooth (Bluetooth), Wireless LAN 802.11 (Wi-Fi) and infrared data
transfer (IrDA). At the same time there are some short-range potential with
wireless technology standard, they are: Zigbee, UWB (Ultra WideBand), short-
range communication (NFC), WiMedia, GPS, DECT, Wireless 1394 and private
wireless systems. They all have their characteristics based on transmission speed,
distance, power consumption of the special requirements; or to focus on the
functional expandability, meet some special requirements of a single application,or
to create competitive differentiation and other technology.

186.4 Conclusions

Wireless networks and cellular modems are examples of devices that use wireless
communication. Such devices may be restricted in some situations or environ-
ments, such as when traveling in an airplane. Neural network can be used for
wireless channel modeling and simulation, as well as the channel parameter
extraction. In future for wireless multimedia networks or communication networks
for Intelligent Transport Systems, the multiple access issue becomes substantially
more important than it is for circuit-switched voice communication. The ALOHA,
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CSMA and ISMA protocols all allow multiple users to share radio communication
resources. How these protocols perform differs substantially for wired and
unguided channels; performance highly depends on the physical propagation
characteristics of the channel.
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Chapter 187
Multi-agent Technology Applied
to Mobile Communication

Li Haitao and Chen Xiaomin

Abstract Wireless communication technology is diffusing around the planet
faster than any other communication technology to date. Wireless communication
provides a powerful platform for political autonomy on the basis of independent
channels of autonomous communication, from person to person. The communi-
cation networks that are enacted by mobile telephony can be formed and reformed
instantly, and message is received from a known source, enhancing their
credibility.

Keywords Mobile agent � Mobile communication � Wireless communication
technology

187.1 Introduction

Wireless communication technology is diffusing around the planet faster than any
other communication technology to date [1]. Because communication is at the
heart of human activity in all domains, the advent of this technology, allowing
multimodal communication from anywhere to anywhere where there is the
appropriate infrastructure, is supposed to have profound social effects. Wireless
networks are the fastest growing communications technology in history.

With the development of computer science, Agent in artificial intelligence and
computer science is becoming an increasingly important position. Agent Systems
theory by academic and industry researchers is gaining more and more attention
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and applied research. Agent can mimic human behavior, with self-government,
social, adaptability, intelligence and other human characteristics. With the estab-
lishment of information infrastructure and improvement of people’s increasing
demanding applications Agent Application involving various industries is applied
to human social life. High intelligence, networking, high reliability and fast
adaptability is application systems goal. And that goal must be just and consistent
with the characteristics of Agent, so as to promote the theoretical research and
applied research of Agent.

Modern wireless technologies started in the 1980s in China with the intro-
duction of the pager in 1984 and cellular phones in 1987. While initial adoption
was slow and restricted to a very small circle of high-end business users, the speed
of growth has been extraordinary since 1990. Pager subscription took off
throughout the 1990s to peak with 49 million users in 2000. It then started to
decline, becoming a technology used largely by migrant workers. The change
happened at the same time as cell phone penetration started to surge strongly
together with the rapid spread of short message systems.

The next wave of technological innovation must integrate linked organizations
and multiple application platforms [2]. Developers must construct unified infor-
mation management systems that use the World Wide Web and advanced software
technologies. Software agents, one of the most exciting new developments in
computer software technology, can be used to quickly and easily build integrated
enterprise systems. The idea of having a software agent that can perform complex
tasks on our behalf is intuitively appealing. An agent is simply another kind of
software abstraction, an abstraction in the same way that methods, functions, and
objects are software abstractions. An object is a high-level abstraction that
describes methods and attributes of a software component. An agent, however, is
an extremely high-level software abstraction which provides a convenient and
powerful way to describe a complex software entity. Rather than being defined in
terms of methods and attributes, an agent is defined in terms of its behavior. This is
important because programing an agent-based system is primarily a matter of
specifying agent behavior instead of identifying classes, methods and attributes.
Agent technology plays a role in two fundamental ways: resources are described,
located and tasked using semantic descriptions based on ontologism and semantic
services; tracking, fusion and decision-making logic is implemented using agent
objects and semantic descriptions as well.

187.2 Agent Technology

Agent Technology is looking for small and medium suppliers in the food and
grocery sector in Tasmania who supply to Tasmanian-based stores such as IGA
stores. Along with a core group of initial suppliers, Agent Technology seeks a
further reference group for the purposes of reviewing and trialing its innovative
software that improves access, communication and supply chain transactions
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between suppliers and retailers. Agent Technology’s peer-to-peer technology
offers supply chain participants for more powerful connectivity and supply chain
communication compared with EDI, electronic data interchange [3]. EDI is poor
at handling one-to-many and many-to-many communication and collaboration.
In other words EDI is not good for the business requirements of the twentyfirst
century.

When agents interact, for instance, to cooperate, negotiate or even to compete,
they should be able to communicate. Some important research topics here are:
defining the semantics of communication primitives, dealing with different
vocabularies, specifying interaction protocols and verifying correctness properties
of such protocols [4]. Mobile agent is a special kind of Agent, Agent in addition to
its most basic characteristics of intelligent—autonomy, responsiveness, initiative
and interaction, but also mobile, the network that it can autonomously move from
one host to another host, on behalf of the user to complete the assigned task.
Mobile Agent in heterogeneous hardware and software in the mobile network
environment. Mobile Agent computing model can effectively reduce the network
load in distributed computing. Improve communication efficiency, support for
offline computing, support for asynchronous self-interaction, dynamically adapt to
the network environment, with security and fault tolerance. Mobile Agent and
other traditional centralized computing model of distributed technologies (such as
client/server model, distributed object technology and mobile code technology)
combined with the advantages of distributed artificial intelligence technology
to provide a general, open. Figure 187.1 is the multiple agents for enterprise
applications.

Fig. 187.1 Multiple agents for enterprise applications
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The ability of a single agent is limited and incomplete, and needs to keep
learning, especially in the increasingly common limited resources, where the
dynamic development of the environment was. In a multi-agent environment, in
order to complete the task, an independent agent may need through a number of
intelligent behaviors such as collaboration, negotiation, competition co-operation
of the entire multi-agent system ,and coordination. It basically has the following
technical characteristics: agents, autonomy, initiative, and intelligence. Agent is
mainly reflected to do some work on behalf of the user or proxy user software to
communicate with other software and links. Agent itself is an autonomous com-
puting entity, which can independently find and use various information resources
and services, solve problems independently, and provide services for users.
Initiative is the Agent according to the needs of users, adapt to changes in the
environment initiative to provide services for users. Agent intelligence can sense
the surrounding environment, with reasoning and intelligent computing, can
analyze the needs of users, and continue to accumulate experience in order to
enhance their problem solving skills.

187.3 Mobile Communication Technology

Mobile technology has already created hype throughout the world. Today’s
mobiles networks supports features such as SMS, GPRS, MMS, emailing facility
on mobile, Bluetooth, WAP, and many more depending upon how reputed and
bigger the mobile network company is, most of the networks world wide provide
these features as they have become the standard features in mobile communication
between their customers and of course one cannot neglect how sophisticated
mobiles phones are available now. These mobile phones carry many features
which some times are not supported by mobile networks [5]. Mobile phones of
today’s age are now equal to portable PCs.

Mobile Technology has groomed a lot in past few years. Major reasons for
rapid advancements in mobile network technology is requirements for being
mobile or connected on the move. Latest mobile handsets offer features which one
had never thought off. Ultimately it forces mobile network companies to bring
these features in practice use to take commercial advantages. The first generation
mobile communication systems (1G) in the early twentieth century, made 80,
which was completed in the 20th century, early 90s, such as NMT and AMPS,
NMT put into operation in 1981. The first generation mobile communication
system is based on analog transmission, which is characterized by the volume of
business small, poor quality, poor pay the whole. There is no encryption and the
speed is low.

The second generation mobile communication systems (2G) originated in the
early 90s. European Telecommunications Standards Institute in 1996 aims to
expand and improve the GSM Phase 1 and Phase 2 in the original business and
performance. It includes CMAEL (customized applications for mobile network
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enhanced logic), S0 (support optimal routing), the immediate billing, GSM 900/
1800 dual-band work, etc., and also includes fully compatible with the full-rate
voice codecs enhanced technology, making the voice quality a qualitative
improvement; half-rate GSM codec can provide nearly double the capacity of the
system. In the GSM Phase2 + stage, a more intensive frequency reuse, multiple
re-use, repeated use of multi-structure technology, the introduction of smart
antenna technology, dual-band technology, to effectively overcome the surge in
business volume with the GSM system capacity caused by lack of defects;
adaptive speech coding (AMR) technology, which greatly improves the system
call quality; GPRs/EDGE technology, the introduction of the GSM communication
with the computer/Internet combination of organic phase, the data transfer rate of
up to 115/384 kbit/s, so that the GSM functions are growing, initially with the
ability to support multimedia services.

The third generation mobile communication system (3G) is being fully
developed system. Its basic features is the intelligent signal processing, intelligent
signal processing unit will be the basic functional module to support voice and
multimedia data communications, it can provide the first two generations products
and cannot provide information on a variety of broadband services, such as high-
speed data, slow images, and television images. Third generation mobile com-
munication system communication standard total WCDMA, CDMA2000, and
TD-SCDMA three branches. 4G is the fourth generation mobile communication
and technology, referred to, is a 3G and WLAN in one and is able to transmit high
quality video images and image transmission quality is comparable to high-
definition television technology products [6].

The fourth generation mobile systems network architecture can be divided into
three layers: the physical network layer, middle layer of the environment, and the
application network layer. Provide access to the physical network layer and
routing functions, which by a combination of radio and core network to complete
the format. Intermediate environment layer QoS mapping functions, address
change, and complete management. Physical network layer and the middle layer
and its environment, the interface between the application environments is open, it
makes the development and delivery of new applications and services easier to
provide seamless high data rate wireless service, and run on multiple band. Cel-
lular companies use AMPS, D-AMPS, CMMA2000, UMTS, GSM, EVDO etc.
AMPS however pretty much vanished from the scene, AMPS network system was
based on analog communication technology, latest features were not supported by
AMPS therefore all cellular networks world wide have adopted above-mentioned
digital communication methodologies to meet the need of consumers. GSM
remains the highly used mobile communication methodology worldwide. Cellular
networks and mobile phones vary from geographical locations and providers to
providers, but still standard communication methods are more or less same every
where. Basic communication takes place using electromagnetic microwaves with
cellular base stations. Cellular networks have huge antennas normally located in
the middle of certain area to provide optimum signal broadcasting. These antennas
are known as Base Transceiver Station (BTS). Mobile handsets have low powered
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transceivers which transmit voice data to the closed BTS which can usually be
with in 5 to 8 miles radius.

187.4 Conclusion

With a rapid expanding network of sensors in the battlefield, one critical challenge
is how to integrate dynamically networked sensors with multi-level information
fusion processes to support real-time sensing, exploitation, and decision-making.
Wireless communication provides a powerful platform for political autonomy on
the basis of independent channels of autonomous communication, from person to
person. The communication networks that are enacted by mobile telephony can be
formed and reformed instantly, and message is received from a known source,
enhancing their credibility. The networking logic of the communication process
makes it a high volume communication channel, but with a considerable degree of
personalization and interactivity. In this sense, the wide availability of individually
controlled wireless communication effectively bypasses the mass media system as
a source of information, and creates a new form of public space.

In general, there is considerable social differentiation in the adoption of wireless
technologies. The adoption pattern of mobile phones clearly varies along the
dimension of age. While the gender gap and socio-economic differentiation are
diminishing, especially in more saturated markets, they remain significant in parts
of the world.
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Chapter 188
A Simple Power Control Approach
in Wireless Ad Hoc Network

Shaoping Jiang and Yi Wang

Abstract Ad hoc networks are a new paradigm of wireless communication for
mobile hosts, in which there are no fixed infrastructure such as base stations or
mobile switching centers. Mobile nodes that are within each other’s radio range
communicate directly via wireless links, while those that are far apart rely on other
nodes to relay messages as routers Node mobility in an ad hoc network causes
frequent changes of the network topology. Power control basically deals with the
performance within the system. The intelligent selection of the transmit power level
in a network is very important for good performance for minimizing the traffic
carrying capacity, reducing the interference and latency. In this chapter, a simple
approach is present to deal with the selection of the transmission by the cross-layer
design between MAC and PHY. The experimental result shows the new approach
has good performance on throughout, delay and energy consumption.

Keywords Ad Hoc network � Power control � MAC � PHY

188.1 Introduction

Power control is the intelligent selection of lowest common power level in an ad
hoc network in which the network remains connected. The power optimal route for
a sender receiver pair is calculated and the power level used for this transmission is
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set as the lowest power level for that particular transmission. In case of multiple
nodes, power optimal route for each transmission is calculated. The importance of
power control arises from the fact that it has a major impact on the battery life and
the traffic carrying capacity of the network.

Power control has received increasing attention over the recent past [1–5, 12]
where attention has been focused on developing joint congestion control. Typically,
the approach consists of formulating the network resource allocation problem as a
convex optimization problem (by approximating the wireless physical layer [6]),
and cross-layer solutions either are based on primal–dual algorithms for convex
optimization[5, 7] and/or by means of a per-time-slot scheduling combined with a
queue-length-based back-pressure algorithm[2, 8–10].

In multi-hop network with the IEEE 802.11/802.11b MAC protocol, there is
only one common channel. Each mobile terminal accesses the channel through a
CSMA/CA competition mechanism, i.e., a four frame RTS–CTS–ATA–ACK
handshake to realize a data transmission. In the scheme, each mobile terminal gets
access to the medium on a contention basis. Before a data transmission begins, the
sender and receiver must have a RTS–CTS signaling handshake to ‘‘reserve’’ the
channel. When a sender has a packet to transmit, it senses the channel by detecting
the air interface (in the physical layer) and looking up its Network Allocation
Vector (NAV). If the channel is busy, the terminal waits until the channel becomes
free, in which case it sends a Request to send (RTS) to the destination terminal. On
successfully receiving the RTS, the destination replies the source with Clear to
send (CTS). The source can begin data transmission after the CTS is received.
After the data is received at the destination, the destination sends an acknowl-
edgment (ACK) to the source, confirming the success of a data reception. This is
an ideal case of a four-way handshake. If the source fails to receive CTS or ACK
(collision at source or destination), it backs off for a random period of time.
To deal with the power control and to not affect the MAC Protocol, a simple
approach is present to handle the emission power. Note that the size of DATA
packet is more large than the control packet such as CTR, RTS and ACK. How to
set the power for transmitting DATA packet is the mail goal in this chapter.

188.2 A Simple Power Control Approach

In wireless AD Hoc network based on IEEE 802.11 protocol, the sender requests
to construct a wireless link connection with receiver via sending a RTS control
packet and then monopolizes the wireless channel. The receive sends the CTS to
acknowledge the wireless link. After receiving the data packet successfully, the
receiver should reply a ACK control packet. The size of the three packets is less
than data packet. Based on the point, the transmission power of the data packet is
taken into account in this chapter. In multi-hop wireless AD Hoc network, the
basic MAC protocol does not need to be modified and has a simple approach to
handle the power control.
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188.2.1 Basic Power control

How to decide the optimal emission power in the power control approaches is
present in the chapter [11]. According Friis Formula in Free–space propagation
loss model, the receiver’s power can get as follow.

Pr ¼
PtGtGrk

2

ð4pÞ2d2L
ð188:1Þ

In (188.1), Pt is the emission power of the sender, Gt; Gr is the gain of the
transmit/receive antenna, respectively, d is the distance between sender and
receiver and L is the system loss factor.

The node judges whether the signal is transmitted in the wireless channel by
listening the power strength in the channel. The listened power strength is higher
than the received threshold Pt; the receiver can receive the data packet correctly.
The least emission power for the sender can get as follows.

Pm ¼
RtLd2ð4pÞ2

GtGrk
2 ð188:2Þ

In (188.2), Rt is the threshold of the receiver, and Pm is the least emission power
for the sender.

Combined (188.1) with (188.2), Pm is calculated as follow.

Pm ¼
PtRt

Pr
ð188:3Þ

Usually, a reliable transmission can be obtained by multiplying Pm with a adjust
parameter.

P ¼ c � Pmðc� 1Þ ð188:4Þ

To get the above parameters, cross-layer information must be exchanged
between the MAC layer and PHY layer (as seen in Fig. 188.1).

Fig. 188.1 Cross-layer
design
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To handle the Hidden terminal problem, the broadcast packets are transmitted
by the max power. Due to this point, packets can be transmitted on multi-hop.
After the sender and the receiver exchange the essential information, the DATA
and ACK packets can use the optimal power transmit.

188.2.2 New Approach

In (188.4), the adjust parameter is usually a constant. In a dynamic wireless Ad
Hoc network, the node is often moved. So the adjust parameter cannot ensure the
quality of the transmission. When the node is moved, the ACK fail count indicates
the variation of the wireless channel. When the condition of wireless channel is
changed, the adjust parameter must be adjusted. The adjust parameter is calculated
dynamically according the ACK fail count.

c ¼ C þ ACKfailCount þ 1
Threshold

ð188:5Þ

In (188.5), C is a constant, Threshold is the parameter in 802.11 MAC protocol
to show the total retransmission count, and ACKfailCount indicates the number of
retransmission.

188.3 Experimental result and analysis

To evaluate the performance after modifying the basic power control approach, the
ns platform (http://www.isi.edu/nsnam/ns/tutorial/) is used. A total of 100 nodes
are distributed on an area sized 1000 m 9 1000 m. The maximum transmission
range of the nodes is 250 m which needs 0.2818 W to transmit. The speed of the
nodes is randomly defined. The traffic type is TCP traffic flow and the number is
10. And the size of the packet is increases from 128 Kb to 1440 KB.

As seen from Fig. 188.2, the average throughout of the network with power
control is slightly larger than without power control. When the ACK fail count is
bigger, the transmission power is larger. So the chance for successful transmission
is more. And the modified approach does not cause the Hidden terminal problem
and do not need a global information.

From the Fig. 188.3, it can be seen that the average power consumption with
power control is less than without power control. Notice that the size of DATA
Packet is larger than the other broadcast packets, the power control under the
transmission of DATA packet is more efficient. Without power control, more extra
power is consumed.

1600 S. Jiang and Y. Wang
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It can be seen from Fig. 188.4, the transmission of a TCP flow effects the other
flows under the power control. And the transmission of the DATA packet needs
less time. After the ACK fail happens, the transmitted power is increased.
And then the delay is decreased.
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188.4 Conclusion

In this chapter, a simple approach is present to handle the power control in wireless
AD Hoc network. The new approach does not need global information and only
deal with the power to transmit the DATA and ACK packets. After power control,
the new approach shows good performance on throughout, power consumption
and delay than unmodified original.
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Chapter 189
Application of DAS in Cold Chain
Logistics Warehousing System
Based on WMS

Sanyou Ji and Xingxing Niu

Abstract To meet the JIT, variety and high frequency requirements of modern
cold chain logistics, and application of digital assorting system (DAS) in cold
chain logistics warehousing system is studied in this paper. The facilities
requirements and its layout are suggested and the key data form is designed to
support the DAS system. Wireless weighing system is added to get the weight data
opportunely for the unstable weight of commodities in cold chain logistics system.
The process of DAS is designed based on WMS and the rush order picking process
is provided to achieve an accurate, safe, green and efficient cold chain logistics
warehousing system.

Keywords DAS � Cold chain logistics � WMS � Wireless weighing system �
RFID

189.1 Introduction

Cold chain logistics references the refrigerated products which is under low
temperature throughout manufacture, storage, transportation and marketing. Its a
type of system engineering which can ensure the product quality and reduce
product loss [1]. Compared to the normal logistics system, cold chain logistics has
higher demand, more construction investment and more complicated restriction.
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Timeliness requirement of refrigerated products needs high organization and
coordination; thus the development of cold chain logistics is closely related to
effectively control and operation. Therefore, using barcode technology and RFID
technology is of great significance to cold chain logistics. Considering the JIT,
variety and high frequency requirements of modern cold chain logistics, RFID
assisted picking system is a beautiful solution to achieve a safe, green and efficient
picking process in cold chain logistics warehousing system.

189.2 Key Technologies

RFID assisted picking system is a part of WMS. It is a type of paperless picking
system. By a series of display electronics unit—RFID tag which installed on
departments of rack is used to point the category and quantities. Then picking
workers can work with its assistance. It can shorten the operating time signifi-
cantly, and enhance the picking accuracy. Besides, it can keep the inventory data
synch with the picking operation. Thanks to the highly developed technology,
RFID tag has been proved stable in low temperature environment.

There are two main types of RFID assisted picking system: digital assorting
system (DAS) and digital picking system (DPS).

DPS is based on order processing units. RFID tag is installed on departments in
which there are commodities of a certain category. That is to say, a RFID tag
represents a category of commodities. When the system is working, RFID tags will
be lit on if the corresponding category exists in the order. Picking workers should
take out the commodities from the department according to the light and the
number displayed on the LED screen [2].

DAS is an efficient and intelligent picking support system [3]. Compared to
DPS, DAS can handle bulk orders with higher efficiency and accuracy. The
occupancy area and walking distance are smaller. DAS is more applicable to
circumstances such as relatively fixed clients, variety or similar categories of
commodities, changeful storing place of commodities and so on. Therefore, DAS
is more suitable for cold chain logistics warehousing system. Here are some short
introductions of the key technologies this paper will use.

WMS. warehouse management system, is a warehouse business operating
system for modern enterprises to manage and process commodities [4]. It is a real-
time software system which is used to support all the functions of warehouse
including goods receiving, putting on shelves, inventory management, replenish-
ment, picking, packing, shipping and so on.

WCS. warehouse control system, is the middle layer software between WMS
and equipment electrical control. The main function of WCS is to transfer the tasks
generated by WMS into the equipment operation orders at the appropriate time and
send messages to WMS according to the actions of the equipment.

Wireless weighing system. Wireless weighing system consists of pressure
sensor, data collection terminal, wireless data communication module, digital

1604 S. Ji and X. Niu



weighing indicator, printer, PC and large screen display [5]. Weighing plate is
placed on the table trolley, when the object is put on the weighing plate, the
pressure sensor will turn the pressure signal into analog signal. The op amp circuit
will magnify the signal and then transfer it to the A/D converter which can convert
the analog signal to digital sample value. Then the digital sample value will be
send to the digital weighing indicator through the wireless data communication
module. After manipulated in digital weighing indicator, the digital sample value
will turn to be dynamic weighing information and be send to WMS through serial
ports. The process is shown in Fig. 189.1.

189.3 System Design

189.3.1 Facilities Layout

For the convenience of discharging commodities from warehouse, dynamic rack is
used in picking area. The rack is arranged surrounding three sides and temporary
storage area is in the middle of the picking warehouse. The dynamic rack is divided
into many small departments.In each of the department, there is an RFID tag,
or vividly; it can be called as light module. The layout plan is shown in Fig. 189.2.

Dynamic rack. The dynamic rack has two sides of channels, one side of the
channels is for depositing commodities, and the other side is for removing.
Commodities can be put on the roller. The rack has a tiny camber angle. So the
commodities can slide down under gravity [6]. In the picking system, implication
of dynamic rack can realize the picking process in the inside and the removing
process in the out side. It can make sure the picking process can work with the
removing process without disturbing each other.

Light module. It is a kind of RFID tag. In this paper, there are two types of light
module. One is red light module; the other is green light module (as shown in
Fig. 189.2). The red light module which is installed in each of the departments can
be divided into two parts: light and LED display. The light is used to express that
commodities should be delivered to this department, and the LED display shows
the demanding quantity. The green light module, on the other hand, is installed in
the department at the end of the corridor and has only the light to show whether
picking process of this category is done. Both of the two types of light module can
be lit on in accordance with the orders and will go out with one pat.

Fig. 189.1 Flow chart of wireless weighing system
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Wireless multifunction table trolley. Multifunction table trolley is including a
platform and a fork. Pressure sensor is placed on the platform. Picking worker can
keep the commodity on the fork while picking, then walking along the rack,
following the light module to take out the commodities and weigh it on the
pressure sensor.

Under low temperature, the weight of refrigerated products is fluctuant with the
change of temperature and environment, it is necessary to record the weight data
opportunely. Considering this demand, the picking area, the conveying belt does
not exist as the picking warehouse in this case. Instead, the multifunction table
trolley with weighing system is used for uploading the weight data of commodities
in time.

189.3.2 Data Form Design

DAS gather multiple orders; group them by the category of commodities, and then
for each category, organizing the assorting process like sowing. The system
requires summarizing and handling large number of orders with high speed. Thus

Fig. 189.2 The layout plan of the of the picking warehouse
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has high requirement to the computer hardware, software and processing algo-
rithms. The main relevant data table is including table Ex-warehouse and table
storing compartment information. Part of the important relevant data field of table
Ex-warehouse is shown in Table 189.1.

In the table, the assorting ID is generated by the system automatically, it is
unique. The initial value of compartment ID is null, while the assorting process
beginning, WMS will assign compartment ID for each order according to table
storing compartment information. The same order ID corresponding to the same
compartment ID. The initial value of assorting weight is null too, it will be fulfilled
with the number which is achieved by the wireless weighting system during the
assorting system. Assorting done refers to a sign to express the assorting task of
that row is done, its initial value is no.

189.3.3 Process Design

While the assorting process begins, WMS will assign compartment ID for each
order according to the order ID. Through WCS, the conjunction of order ID and
DAS is built. Under normal assorting situation, picking worker scan turnover box
by using RFID handheld terminal to get category ID. Through WCS, the category
ID will be uploaded to WMS. Then WMS will execute data select command. The
relevant data field in table Ex-warehouse will get and displayed in DataGridView
in the interface. The key query string is as follows:

public void tb_ThGoodsFind(string textID, int intFalg, Object DataObject)
{string strSecar;
switch(intFalg)//enquiries tag
{
case 1://under normal assorting situation
strSecar = ‘‘select * from Ex-warehouse where GoodsID = ’’ +textID ? ‘‘and

Ass_done = no order by Order_ID ’’;
break;

Table 189.1 Part of the table Ex-warehouse

Name Field name Type Null Constraint

Assorting ID Ass_ID VARCHAR2(32) N Primary key
Order ID Order_ID VARCHAR2(32) N –
Compartment ID Comp_ID VARCHAR2(32) Y Foreign key
Category ID Goods_ID VARCHAR2(12) N –
Category name Goods_name VARCHAR2(60) Y –
Measuring mode Measure_M VARCHAR2(20) N Check in (‘‘quantity’’, ‘‘weight’’)
Weight needed Order_Weight NUMBER Y –
Assorting weight Ass_Weight NUMBER Y –
Assorting done Ass_done VARCHAR2(20) N Check in (‘‘yes’’,’’no’’)
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case 2://under rush order picking process
strSecar = ‘‘select * from Ex-warehouse where orderID = ’’ ? textID;
}
Under normal assorting situation, turnover box of the certain category of

commodities is put on the fork of table trolley. The light module on the depart-
ments will be lit on in accordance with the assorting order through WCS. Picking
worker will walk along the rack, take out the commodities from turnover box
according to the quantitative information presented on the LED panel of light
module and then weigh it on the pressure sensor placed on platform of table
trolley. The weight information will be uploaded to WMS through wireless
weighting system and trigger the text input events of WMS interface. Then WMS
assorting weight will be recorded in data base. The key code is as follows:

private void txtWeigh_TextChanged(object sender, EventArgs e)
{string str_Update;
str_Update += ‘‘select * from Ex-warehouse_Info go update Ex-warehouse_Info

set Ass_Weight = ’’ ? ‘‘ txtWeigh.text’’ ? ‘‘Ass_ID = ’’ ? textAss_ID.text;
getSqlConnection getConnection = new getSqlConnection();//SQL sever

connection
conn = getConnection.GetCon();
cmd = new SqlCommand(str_Update, conn);
conn.Dispose()
}
After weighing, the commodities of certain weight and quantity will be put on

the department. Then assorting worker offs the light of the light module with a
pat. Meanwhile, the value of assorting done bycorresponding item in table
Ex-warehouse will be changed into yes by WMS. While each of the items in
DataGridView is done, the green light module will turn on for conducting
assorting work going to another species of commondities. The system flow chart
is shown in Fig. 189.3.

189.3.4 Rush Order Process Module

To increase system flexibility, the rush order process is designed in response to
different situations. A department of the dynamic rack is reserved for the rush
order in the very beginning of assorting process. While rush order is arising, the
controller would click the pause button on the interface of DAS in WMS, and then
chose the rush order process option. The dialog box will be popped on in which the
controller could input the order ID. Then the enquiries tag intflag will be revised
into 2. Clicking the confirm button and back to the main interface of DAS. The
interface will be refreshed and the Ex-warehouse information of the rush order will
be displayed on the DataGridView instead. The RFID handheld terminal would be
used to scan each category of commodities, while for a category existing in the
DataGridView, light module on the department will be lit on. Other steps are just
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the same as under normal assorting situation. When the rush order is done, the
green light will turn on. Then the controller can back to the suspended normal
assorting process or go to deal with another rush order.

189.4 Summary

With the rapid development of national economy and the increasingly strict food
requirements of people, the importance the cold chain logistics has taken more and
more attention [7]. The picking process, as detailed as it is, is always the most
error-prone process. To address this problem, application of DAS in cold chain
logistics warehousing system is studied in this paper. Based on WMS, the process
of DAS is designed and the rush order picking is provided. Wireless weighting
system is used to make sure an accurate real-time data transfer. Through the DAS,
an accurate, safe, green and efficient picking process of cold chain logistics
warehousing system can be achieved.
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