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To my mother



Preface

Distributed space-time coding (DSTC) is a cooperative relaying scheme that
enables high reliability in data transmission for wireless networks. It has been
immensely successful and naturally attracted considerable attention from
researchers since its introduction about one decade ago. Numerous publications
have been devoted to this topic. However, an introductory text exclusively on this
topic is still unavailable today, leaving aspiring researchers and students new to
this field struggling with the scattered literature and sometimes confusing termi-
nology. The goal of this book is to offer some help through accessible presentation
of the basic ideas of DSTC as well as some related topics. The target audiences are
researchers interested in getting to know DSTC, in particular graduate students. It
is also my hope that this book can be useful to experts as a quick reference.

This book starts with an introduction on space-time coding for multiple-antenna
system, cooperative relay network, and channel estimation. Then, the basic idea of
DSTC and its performance analysis are presented, followed by generalizations,
code design, and its differential use. Finally, recent results on channel estimation
for DSTC and training-based DSTC are provided.

Some of the calculations and proofs involved are mathematical and can be
safely skipped in the first reading. Nevertheless, I decided to include them because
they either illustrate useful analytical skills or provide details that are missing in
the original papers. Due to the limited time, space, and of course my knowledge
and ability, the content of this book is far from extensive. It only includes closely
related literatures that I am mostly familiar with.

I would like to express my greatest appreciation to Dr. Xuemin (Sherman) Shen
for providing me the opportunity of writing this short book for Springer. I owe
deep gratitude to my Ph.D. advisor Dr. Babak Hasibi and my post-doctoral
supervisor Dr. Hamid Jafarkhani for introducing me to the field and guiding me in
my research. I am grateful to all my collaborators and colleagues, in particular my
former M.Sc. student Sun Sun who provided comments on Chap. 5. I also would
like to thank Springer, especially Ms. Courtney Clark and Ms. Melissa Fearon, for
their support in various aspects in the writing and publishing of this book. Finally,
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I would like to acknowledge my husband, Dr. Xinwei Yu, who not only provided
valuable comments on the writing of the book but also encouraged me throughout
the process. The book would not have come into being without his support.

Edmonton, AB, Canada, December 2012 Yindi Jing
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B,b Information matrix, vector sent by the transmitter
S Distributed space-time codeword
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Chapter 1
Introduction

Abstract This chapter provides a brief introduction to background materials. First,
multiple-antenna system and space-time coding are reviewed in Sect. 1.1. Then we
explain the motivation of cooperative relay network and a few widely used coop-
erative schemes in Sect. 1.2. In Sect. 1.3, we define and discuss in detail diversity
order, a performance measure for reliability. A brief introduction on channel train-
ing in multiple-antenna system and relay network is provided in Sect. 1.4. In the last
section of this chapter, notation used in this book are explained. References on space-
time coding, cooperative relay network, and training in multiple-antenna system and
cooperative relay network are provided at the end for the benefit of interested readers.

1.1 Multiple-Antenna System

Wireless communications have experienced several revolutions, including the appear-
ance of AM and FM communication systems in early twentieth century and the
development of the cellular phone systems from its first generation to the fourth gen-
eration in the last few decades. Next generation wireless communication systems are
expected to meet considerably higher performance targets, for example, data rate at
the order of gigabits per second, and reliability similar to that of wired networks. To
meet these goals, traditional single-antenna systems, or single-input-single-output
(SISO) system, is insufficient.

A significant technical breakthrough in the 1990s is the discovery of multiple-
antenna system, or multiple-input-multiple-output (MIMO) system, which provides
better capacity and reliability than SISO system. In a multiple-antenna system, more
than one antenna is equipped at the transmitter and/or the receiver, resulting in
multiple wireless channels between the transmitter and the receiver. This enables
the communications between the transmitter and the receiver to benefit from
multiple-path propagation, or fading, which is traditionally regarded as a disad-
vantage of a wireless channel. The fundamental limits of multiple-antenna system
have been analyzed, including its capacity [7, 8, 12, 59, 66, 75], diversity gain

Y. Jing, Distributed Space-Time Coding, SpringerBriefs in Computer Science, 1
DOI: 10.1007/978-1-4614-6831-8_1, © The Author(s) 2013
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[1, 21–23, 44, 65, 69], and diversity-multiplexing tradeoff [50, 76]. Many trans-
mission and reception techniques have been invented to efficiently achieve the high
performance provided by the multiple transmit and receive antennas for different
scenarios. Important ones include space-time coding [1, 21–23, 44, 63–65], beam-
forming [24, 41, 48, 51], and antenna selection [3, 15, 16, 20, 42, 47, 55, 56]. The
focus of this book is the application of space-time coding idea in cooperative relay
network. Thus the remaining part of this section is devoted to the background on
space-time coding.

The idea of space-time coding was first proposed in [1, 65]. In space-time coding,
information encoding is conducted not only in the time dimension, as is normally
done in many single-antenna communication systems, but also in the spatial dimen-
sion. Redundancy is added coherently to both dimensions. By doing this, the data
rate and the reliability can be largely improved with no extra cost on spectrum. This
is also the main reason that space-time coding attracts significant attention from
academic researchers and industrial engineers alike.

To understand the reliability improvement provided by space-time coding, we
can look at the error probability. It has been proved in [65] that with space-time
coding, the error probability of a multiple-antenna system with M antennas at the
transmitter and N antennas at the receiver is proportional to SNR−MN , where SNR
is the signal-to-noise ratio (SNR). This is dramatic reduction compared with the
error probability of a single-antenna system, which is proportional to SNR−1. The
negative of the exponent on the SNR, MN , is called the diversity order. It should
be noted that this reliability improvement can be achieved only when the channels
between the multiple transmit and receive antennas are rich-scattering (e.g., when
the channels are independent) and follow Rayleigh fading. For correlated channels,
the diversity order may be reduced.

The first practical space-time code was proposed by Alamouti in [1], which works
for systems with two transmit antennas. It is also one of the most successful space-
time codes because of its high performance but simple decoding. Later, a large variety
of space-time codes have been designed.

The space-time coding scheme in [65] is based on the assumption that the receiver
has full knowledge of the MIMO channels, which is not realistic for systems that
suffer fast-changing channels. To solve this problem, differential space-time coding,
a scheme that enables communications in systems with no channel information at
either the transmitter or the receiver, was proposed in [22, 23]. Differential space-
time coding can be seen as an extension of differential phase-shift keying (DPSK), a
successful transmission scheme for single-antenna system that requires no channel
state information (CSI) at the receiver, to multiple dimensions.

1.2 Cooperative Relay Network

In a multiple-antenna system, either the transmitter or the receiver or both are
equipped with multiple antennas to achieve high performance. In many situations,
however, due to limitation on size, processing power, and cost, it is not practical for
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some users, especially small wireless mobile devices, to be equipped with multiple
antennas. The question of how to use MIMO techniques for single-antenna devices
to achieve high performance thus arises.

On the other hand, a multiple-antenna system is a point-to-point communication
system composed of two nodes only, one transmitter and one receiver. Communica-
tions between the transmitter and the receiver are direct, without relaying, coopera-
tion, and/or interference from a third party. But for many modern applications and
systems, communications are usually among multiple nodes, which form a wireless
network, e.g., ad hoc wireless network and relay mesh network. The configurations
of network communications also have grand potential in fulfilling the exploding
demands of future communications.

These motivate the appearance of cooperative network and cooperative commu-
nications. The basic idea of cooperative communications is to have multiple single-
antenna or multiple-antenna nodes in a network help on each other’s communication
tasks. With cooperative communications, antennas of different nodes can form a
virtual MIMO system. By exploiting the spatial diversity provided by this virtual
MIMO system, communication performance can be improved. It is an effective way
to mitigate or even utilize the rich-scattering fading effect of wireless channels in a
network.

One widely used model for cooperative network is cooperative relay network,
where one node, called the transmitter, sends information to another node, called
the receiver, while all other nodes in the network function as relays to help the
transmitter-receiver pair. This network model is also called single-user relay net-
work. If there are multiple nodes sending information with the help of some relay
nodes, the network is called multiple-user relay network. This book is only concerned
with single-user relay network.

One crucial question for cooperative communication is how the relays should
help in the information transmission. A variety of cooperative relaying schemes have
been proposed in the literature for different design criteria, applications, and network
assumptions, including amplify-and-forward (AF) [2, 11, 13, 37, 49], decode-and-
forward (DF) [2, 37, 57, 58], distributed space-time coding (DSTC) [26–29, 34, 52,
53], network beamforming [19, 30, 36, 39, 40, 43, 62, 70, 72], relay selection [5, 6,
31, 54, 73, 74], estimate-and-forward [17], coded-cooperation [25], etc.. We briefly
explain some of these schemes in the following.

In AF, each relay or relay antenna simply amplifies its received signal from the
transmitter based on its power constraint and forwards to the receiver. This scheme
requires only simple processing at the relays. It however suffers the relay noise
amplification as the relay noise is also directly forwarded to the receiver.

In DF, each relay or relay antenna conducts hard decoding of the information
based on the signal it receives, then forwards its decoded information to the receiver
either directly or after re-encoding. If correct decoding can be guaranteed at the relay,
the DF scheme has high performance. But in practice, relays make decoding errors,
so DF suffers from relay error propagation. Also, DF requires decoding at the relay,
the complexity of which is usually high.
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DSTC follows the idea of space-time coding proposed for multiple-antenna
system. In this scheme, during a coherence interval, information is first sent from the
transmitter to the relays as a multiple-dimensional vector. Each relay then linearly
transforms its received signal vector with its distinctive transformation matrix, and
forwards the processed signal vector to the receiver. At the receiver, a space-time
codeword is formed without cross-talk among the relays or decoding at the relays.
DSTC is shown to achieve the optimal diversity order with no CSI requirement at
the transmitter or the relays.

Network beamforming uses the beamforming idea, where in amplifying the trans-
mitter’s information, each relay or relay antenna adjusts its transmit power and phase
according to the channel status to form a directional beam toward the receiver. With
beamforming, the optimal performance can be achieved. But it relies on precise and
global CSI at the relays and the receiver, thus has heavy overhead and feedback load.

Relay selection lies in between DSTC and network beamforming. Its idea is to
cleverly choose one or a subset of the available relays to help the communications.
It requires partial/limited CSI (e.g., which relay provides the highest receive SNR),
thus requires less overhead than beamforming but more overhead than DSTC. Its
performance is naturally in-between network beamforming and DSTC.

1.3 Diversity Order and Pairwise Error Probability

There are many widely used performance measures for communication systems, for
example, the capacity, outage probability, error probability, and energy efficiency.
This book focuses on the error probability and analyzes its behaviour with respect to
the average transmit power. The notation P(error) is used to denote the probability
of error, where P represents the probability. It can be the bit error rate or the symbol
error rate. The notation P is used to denote the average transmit power. When the
noise power is normalized as 1, it is also the average transmit SNR.

One quantitative representation for the error probability of a multiple-antenna
system or a cooperative network is the diversity order, sometimes called diversity
gain or simply diversity. In [76], it was defined as

d � − lim
P→∞

log P(error)

logP
. (1.1)

Diversity order describes the behaviour of the error probability with respect to the
average transmit power in the log-log scale, when the power is asymptotically high.
A scheme is said to achieve full diversity if the diversity order of its resulting error
probability is the same as the maximum diversity available in the system.

For a multiple-antenna system, the error probability usually has the following
behaviour

P(error) ∼ P−d ,
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where d is a constant independent of P . Here f (x) ∼ g(x) means limx→∞ f (x)
g(x)

= c
with c a non-zero constant. In other words, f (x) has the same scaling as g(x) with
respect to x when x is large. By using the definition in (1.1), the diversity order of
the multiple-antenna system is d. For a cooperative relay network, however, the error
probability may not always have such clean formula, for example, factors of logP
may get involved. Thus, to have more precise representation of the error probability
behaviour with respect to the average transmit power, we use the following definition
of diversity order without the limit:

d = − log P(error)

logP
. (1.2)

Note that this definition may result in a diversity order that depends on the transmit
power P , i.e., d may depend on P .

Diversity order shows how fast the error probability decreases as the transmit
power increases. A larger diversity order means that the error probability can be
reduced to a certain level with a smaller increase in the transmit power. Thus, it is
important to guarantee the diversity order in a communication design.

The need for high diversity order in wireless communications can be seen as fol-
lows. For a wired communication link with the traditional additive white Gaussian
noise channel model, the error probability behaves as P(error) ∼ e−P , which
decreases exponentially as the transmit power increases. The diversity order is thus
infinity if the definition in (1.1) is used; and P/ lnP if the definition in (1.2) is used.
P/ lnP is increasingly large for a large P . For example, when P = 20 dB, the diver-
sity order is 21.7. For a single wireless link modeled by Rayleigh fading, the error
probability is shown to behaves as P(error) ∼ P−1 [9], whose diversity order is 1.
Thus, comparing the wired link with the wireless link, to achieve the same reliability
improvement, a much higher transmit power is needed for the wireless link. This
disadvantage can be overcome, to some extent, with diversity techniques. If by using
multiple-antenna techniques, a diversity order of d (where d > 1) is achieved, the
error probability will behave as P−d . Compared with the single wireless link, the
error rate decreases a lot faster as P increases.

If the error probability versus transmit power curve is drawn in the log-log scale,
the diversity order can be read from the slope of the curve. In Fig. 1.1, the curves
for a wired link (modeled as additive white Gaussian noise channel), a wireless link
(modeled as Rayleigh flat-fading channel), and two systems whose diversity orders
are 2 are shown. It can be seen that the slope of the curve for the wired link increases
very fast, indicating an exponential decrease of the error probability with respect to
the transmit power. For the other three, the curves mimic straight lines, showing a
constant diversity order. The diversity order of the single wireless link is 1, and the
diversity order of Design 1 and Design 2 are 2. Although with the same diversity
order, Design 1 has a worse reliability than Design 2. This is possible when Design 2
has a better code design or takes advantages of clever combing scheme or selection
scheme. Design 2 is usually said to have a better coding gain or array gain.



6 1 Introduction

0 5 10 15 20
10

-5

10
-4

10
-3

10
-2

10
-1

P

E
rr

or
 p

ro
ba

bi
lit

y

Wired link - AWGN channel
Single wirelss link - Rayleigh channel
Wireless link with diversity order 2 - Design 1
Wireless link with diversity order 2 - Design 2

Fig. 1.1 Diversity order for a wired link, a wireless link, and two designs with diversity order 2

The calculation of the exact error probability is usually complicated. But, if the
diversity order (not the exact value of the error probability) is the concern, one
can resort to the calculation of the pairwise error probability (PEP). The PEP of
mistaking one (scalar, vector, or matrix) codeword by another is the probability that
the second codeword is decoded at the receiver while the first one is transmitted. It
can be shown easily with the help of the union bound that for all practical digital
modulation schemes, with respect to the average transmit power, the PEP and the
exact error probability have the same scaling, thus the same diversity order. Since
the calculation of the PEP is usually tidier, many investigations on diversity order
work on the PEP instead.

1.4 Training and Channel Estimation

For many communication schemes, CSI is required at the receiver for information
decoding. These schemes are usually called coherent schemes. For some designs,
CSI is even required at the transmitter and relays (for relay network) for transmit-
ter pre-processing and relay processing. To obtain such channel information, one
common method is through a training process, where one or a sequence of pilot sig-
nals are sent by the transmitter. Based on the received signals, the receiver estimates
the channels. Traditional schemes include maximum likelihood (ML) estimation,
least-square estimation, minimum mean-square error (MMSE) estimation, and lin-
ear minimum mean-square error (LMMSE) estimation [33].
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For a point-to-point SISO communication system, where there is one pair
of transmitter and receiver, both equipped with one antenna, the training design
and estimation scheme are straightforward. Traditional estimation schemes can be
used directly and their performance has been analyzed [33]. For a multiple-antenna
system, where there is one pair of transmitter and receiver, but both can be equipped
with multiple antennas, the training design and estimation schemes have been well
investigated in [4, 18, 67, 68]. The effect of channel estimation errors has also been
studied in [38, 45, 71].

The training and channel estimation problems of cooperative relay network can
be largely different to those of multiple-antenna system, due to the multiple-hop
transmissions, distributed relays, and diverse relaying designs. Research on training
design and channel estimation, along with the investigation on the effect of channel
estimation errors on performance, are rapidly developing, e.g., [10, 14, 32, 35, 46,
60, 61]. In this book, several up-to-date training designs, channel estimation schemes,
and training-based DSTC for cooperative relay network are introduced.

1.5 Explanation of Notation and Assumptions

The notation used in this book are as follows. Bold upper case letters are used to
denote matrices and bold lower case letters are used to denote vectors, which can
be either row vectors or column vectors. Letters with a regular font are scalars. For
a matrix A, its conjugate, transpose, Hermitian, orthogonal complement, Frobenius
norm, determinant, rank, trace, and inverse are denoted by A, At , A∗, A⊥, ‖A‖F ,
det(A), rank(A), tr(A), and A−1, respectively. vec(A) denotes the column vector
formed by stacking the columns of A. A � 0 means that A is positive definite.
A � B means that A − B is positive definite. A 	 B means that A − B is positive
semi-definite. In is the n ×n identity matrix. 0 is the all zero vector or matrix, whose
dimension can usually be found out from the context. ⊗ denotes the Kronecker
product. ◦ denotes the Hadamard product. For a complex scalar x , |x | denotes its
magnitude and ∠x denotes its angle. �(x) and (x) denote the real part and imaginary
part of a complex scalar x . The same notation are used for the real and imaginary
parts of a complex vector or matrix. f (x) = O(g(x)) means limx→∞ f (x)

g(x)
= c with

c a non-zero constant. E(·) is the average operator for a random variable, a random

vector, or a random matrix. P denotes the probability. â denotes the estimation of a.
a � b means that a is defined as b. CN (m, σ 2) is the circularly symmetric complex
normal (Gaussian) distribution with mean m and variance σ 2. For a continuous
random variable, pX (x) or p(x) is its probability density function (PDF) and PX (x)

or P(x) is its cumulative distribution function (CDF). The same applies to a random
vector.

Throughout this book, we assume that all channels experience Rayleigh flat-
fading. With a flat-fading channel, all frequency components of the transmit signal
experience the same magnitude of fading. This model is valid when the coherence
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bandwidth of the channel is larger than the bandwidth of the signal. All channels
are assumed to be independent and identically distributed (i.i.d.) following Rayleigh
distribution with parameter σ 2 = 1/2. Equivalently, all channel coefficients are
independent and has circularly symmetric complex Gaussian distribution with zero-
mean and unit-variance, denoted as CN (0, 1). Rayleigh fading model is justified for
communications in an indoor or urban environment, where there is no line-of-sight.
Channel independence can be guaranteed with enough spatial separation between
antennas. For space-time coding or DSTC, we further use a block-fading model by
assuming that the fading coefficients stay unchanged for T consecutive transmis-
sions, then jump to independent values for another T transmissions and so on. T
is called the coherence interval. Block-fading model has been widely used in wire-
less communications. It can approximately mimic the behaviour of a continuously
fading process. It is also an accurate representation of many time division multiple
access (TDMA), frequency-hopping, and block-interleaved systems. All noises are
assumed to be i.i.d. circularly symmetric complex Gaussian, following CN (0, 1).
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Chapter 2
Distributed Space-Time Coding

Abstract This chapter is on the distributed space-time coding (DSTC) scheme for
cooperative relay network. At first, the space-time coding scheme proposed for
multiple-antenna system is briefly reviewed in Sect. 2.1. Then in Sect. 2.2, DSTC
for a single-antenna multiple-relay network is elaborated. The performance analysis
of DSTC, including the pairwise error probability (PEP) calculations and the diver-
sity order derivation, is also provided. Some code designs for DSTC are introduced
in Sect. 2.3. Finally, in Sect. 2.4, simulated error probabilities of DSTC for several
network scenarios are illustrated.

2.1 Review on Space-Time Coding

The idea of distributed space-time coding (DSTC) originated from space-time cod-
ing, a transmission scheme proposed for multiple-antenna system. In this section,
we briefly review multiple-antenna system and space-time coding.

2.1.1 Multiple-Antenna System Model

A multiple-antenna system has two users. One is the transmitter and the other is the
receiver. The transmitter has M transmit antennas and the receiver has N receive
antennas, as illustrated in Fig. 2.1. There exists a wireless channel between each pair
of transmit and receive antennas. With the Rayleigh flat-fading channel model, at
the t th time slot, the channel between the mth transmit antenna and the nth receive
antenna can be represented by a propagation coefficient, ht,mn .

For each transmission time slot, one (uncoded or coded) signal can be sent from
every transmit antenna. At the t th time slot, denote the signals to be sent by the M
transmit antennas as st1, · · · , st M , respectively. Let the average transmit power of the

Y. Jing, Distributed Space-Time Coding, SpringerBriefs in Computer Science, 13
DOI: 10.1007/978-1-4614-6831-8_2, © The Author(s) 2013
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transmitter be P . The signals should be scaled by a power coefficient dependent in P
before being sent. We denote it as

√
βMIMO. Every antenna at the receiver receives a

signal that is a superposition of the signals sent from all transmit antennas weighted
by the corresponding channel coefficients. The received signal is also corrupted by
noise. We denote the noise at the nth receive antenna by wtn . The received signal at
the nth receive antenna, denoted as xtn , can be written as

xtn = √
βMIMO

M∑

m=1

stmht,mn + wn .

For the t th time slot, if we define the vector of the transmitted signals as st �
[st1 st2 · · · st M ], the vector of the received signals as xt � [xt1 xt2 · · · xt N ], the
vector of the noises as wt � [wt1 wt2 · · · wt N ], and the channel matrix as

Ht �

⎡

⎢
⎢
⎢
⎣

ht,11 ht,12 · · · ht,1N

ht,21 ht,22 · · · ht,2N
...

...
. . .

...

ht,M1 ht,M2 · · · ht,M N

⎤

⎥
⎥
⎥
⎦

,

the system equation of the multiple-antenna system can be written as

xt = √
βMIMOst Ht + wt . (2.1)

2.1.2 Space-Time Coding

Space-time coding is a transmission scheme for multiple-antenna system to achieve
the spatial diversity provided by the multiple antennas [1, 13, 30]. To use space-time
coding, we assume the block-fading channel model with coherence interval T . When

Fig. 2.1 Multiple-antenna
system

Ant 1

Ant 1 Ant m Ant M

Ant n Ant N

Transmitter

Receiver

. . .. . .

. . .. . .

ht ,mn
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considering the transmissions within one coherence interval, the channel matrix Ht

is the same for all t . Thus the index t can be omitted and the channel matrix can be
denoted it as H only, i.e.,

H �

⎡

⎢
⎢
⎢
⎣

h11 h12 · · · h1N

h21 h22 · · · h2N
...

...
. . .

...

hM1 hM2 · · · hM N

⎤

⎥
⎥
⎥
⎦

,

where hmn is the channel coefficient between the mth transmit antenna and the nth
receive antenna during the coherence interval.

Let

S �

⎡

⎢
⎢
⎢
⎣

s1
s2
...

sT

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

s11 s12 · · · s1M

s21 s22 · · · s2M
...

...
. . .

...

sT 1 sT 2 · · · sT M

⎤

⎥
⎥
⎥
⎦

and

X =

⎡

⎢
⎢
⎢
⎣

x1
x2
...

xT

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

x11 x12 · · · x1N

x21 x22 · · · x2N
...

...
. . .

...

xT 1 xT 2 · · · xT N

⎤

⎥
⎥
⎥
⎦

, W =

⎡

⎢
⎢
⎢
⎣

w1
w2
...

wT

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

w11 w12 · · · w1N

w21 w22 · · · w2N
...

...
. . .

...

wT 1 wT 2 · · · wT N

⎤

⎥
⎥
⎥
⎦

.

For each coherence interval, by using the above matrix notation, we have from (2.1)
the following system equation in matrix form:

X = √
βMIMOSH + W. (2.2)

S is the transmitted signal matrix. Its (t, m)th entry, stm , is the signal sent by
the mth transmit antenna at time t . The t th row of S is composed of signals sent
by all transmit antennas at time t ; and the mth column of S is composed of signals
sent by the mth transmit antenna for all T time slots of the coherence interval.
Therefore, the horizontal axis of S indicates the spatial domain and the vertical axis
of S indicates the temporal domain. This is why S is called a space-time codeword,
and the scheme is called space-time coding. In a space-time code design, information
is coded coherently in both the spatial and the temporal domains.

In this book, we assume that the space-time codeword S is normalized as
E{tr(S∗S)} = M . Thus, the average total transmit power across all M antennas
and all T time slots is

βMIMOE{tr(S∗S)} = βMIMO M.

To have the average transmit power per time slot being P , we need
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βMIMO = PT

M
.

X is the T × N matrix of the received signals. The t th row of X is composed of
the received values at all receive antennas at time t and the nth column is composed
of the received values of the nth receive antenna across the coherence interval. W is
the T × N matrix of the noises.

Let S be the set of all space-time codewords/matrices. When the receiver knows
the channel matrix H, with independent and identically distributed (i.i.d.) Gaussian
noises, the maximum-likelihood (ML) decoding of space-time coding is proved to
be [9, 30]:

arg max
S∈S

P(X|S) = arg min
S∈S

∥
∥
∥
∥
∥

X −
√

PT

M
SH

∥
∥
∥
∥
∥

2

F

. (2.3)

The space-time coding scheme for multiple-antenna systems can be summarized
as follows. First, information is encoded into T × M code-matrices. For each coher-
ence interval, the transmitter selects a matrix in the codebook S according to the
information bit string, and feeds columns of the matrix to its transmit antennas. The
receiver receives a signal matrix, which is attenuated by channel fading and cor-
rupted by noises, and decodes the information matrix. If the cardinality of S is L , the
transmission rate of this code is (log2 L)/T bits per transmission. The space-time
code design problem is to design the set S.

2.1.3 Diversity Order of Space-Time Coding

In this subsection, we review results on the error probability and diversity order
of space-time coding. The channels are assumed to be i.i.d. following circularly
symmetric Gaussian distribution with zero-mean and unit-variance. Thus, the channel
magnitude follow Rayleigh distribution.

For a multiple-antenna system with M transmit antennas and N receive antennas,
with space-time coding, the pairwise error probability (PEP) of mistaking one space-
time codeword Sk by another Sl , averaged over the channel distribution, has the
following upper bound [9, 11, 13, 30]:

P(Sk → Sl) ≤ det −N
[

IM + PT

4M
Mkl

]
, (2.4)

where Mkl � (Sk − Sl)
∗(Sk − Sl). It can be seen from the above formula that to

minimize the PEP upper bound, Mkl should be full rank. That is, the set of code-
matrices S should be design such that Sk − Sl is full rank for all Sk, Sl ∈ S and
Sk �= Sl . Such a code is said to be fully diverse.

If T ≥ M and the code is fully diverse, we have from (2.4),
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P(Sk → Sl) ≤
(

4M

T

)MN

det −N (Mkl)P−MN + O
(

P−MN−1
)

. (2.5)

At high transmit power (P 	 1), the first term in the right-hand-side of (2.5) is
the dominant term. Therefore, from the definition in (1.2), diversity order MN is
achieved by space-time coding. Since the multiple-antenna system has in total MN
independent channel paths, the maximum spatial diversity order existing in the system
is MN . This shows that space-time coding achieves full diversity. In general, with
fully diverse code, the diversity order of space-time coding is N min{T, M}.

The coefficient det(Mkl) in the PEP upper bound depends on the space-time code
design. For the minimum error probability, this coefficient should be as large as
possible. It is called the coding gain. For two code-designs with the same diversity
order but different coding gains, their error probability curves have the same slope
(parallel to each other) in the high power regime, but the code with a larger coding
gain has lower error probability. More results on the error analysis of space-time
coding can be found in [9, 13, 41, 42].

2.1.4 Differential Space-Time Coding

The previously discussed space-time coding scheme is a coherent scheme, where to
conduct the ML decoding in (2.3), the receiver requires channel state information
(CSI), that is, the receiver needs to know H. No CSI is required at the transmitter.
For some systems, however, neither the transmitter nor the receiver has CSI, due to
fast-fading channels or the expensive cost in channel training and estimation. One
method of communications in these systems is differential space-time coding [10, 11,
13], which can be seen as a higher-dimensional extension of differential phase-shift
keying (PSK) commonly used in a signal-antenna system with no CSI.

In differential space-time coding, communications are in blocks of M transmis-
sions, which implies that the transmitted signal is an M ×M matrix. From Sect. 2.1.2,
the transceiver equation at the τ -th block can be written as

Xτ = √
PSτ Hτ + Wτ , (2.6)

where Sτ , Xτ , Hτ , and Wτ are the transmitted signal matrix, the received signal
matrix, the channel matrix, and the noise matrix at the τ th block, respectively.

The transmitted matrix Sτ is encoded differentially as the product of a unitary
data matrix, Uzτ taken from the code-matrix set U , and the transmitted matrix of the
previous block Sτ−1. In other words,

Sτ = Uzτ Sτ−1. (2.7)

The transmitted matrix for the initial block can be set to be identity, i.e., S0 = IM .
To assure the same transmit power for different blocks, Uzτ must be unitary. Since

http://dx.doi.org/10.1007/978-1-4614-6831-8_1
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the channel is used in blocks of M time slots, the corresponding transmission rate is
(log2 L)/M bits per transmission, where L is the cardinality of U .

If the channels keep constant for 2M consecutive channel uses, i.e., Hτ = Hτ−1,
from the system equation in (2.6) and the differential encoding equation in (2.7), we
have

Xτ = √
PUzτ Sτ−1Hτ−1 + Wτ = Uzτ Xτ + Wτ − Uzτ Wτ−1.

Therefore, the following differential system equation is obtained,

Xτ = Uzτ Xτ−1 + W′
τ , (2.8)

where

W′
τ = Wτ − Uzτ Wτ−1. (2.9)

Since Uzτ is unitary, the noise term in (2.9), W′
τ , can be shown to be circularly

symmetric Gaussian with distribution CN (0, 2IM ), or equivalently, entries of W′
τ

are i.i.d. CN (0, 2). Thus, W′
τ is statistically independent of Uzτ . Therefore, the ML

decoding of differential space-time coding is

arg max
U∈U

‖Xτ − UXτ−1‖2
F . (2.10)

No CSI is required for the receiver to conduct the decoding. It is shown in [10, 11]
that in the high power regime, the average PEP of transmitting Uk and erroneously
decoding Ul has the following upper bound

P(Uk → Ul) ≤ 8MN | det(Uk − Ul)|−2N P−MN + O
(

P−MN−1
)

.

Thus, differential space-time coding also achieves full diversity order MN if the
code-matrix set U is fully diverse. Its coding gain is | det(Uk − Ul)|2.

The system equation for differential space-time coding (2.8) has the same structure
as that of coherent space-time coding in (2.2). But its equivalent noise term in (2.9)
has twice the power. We can conclude that differential space-time coding has 3dB
degradation in performance compared with coherent space-time coding.

2.2 Distributed Space-Time Coding for Single-Antenna
Multiple-Relay Network

DSTC is basically the use of space-time coding scheme in cooperative relay network.
It enables the distributed relay antennas function as antennas of the transmitter to
form a virtual MIMO system. The DSTC scheme introduced in this book is based
on the work in [14, 16–19].
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2.2.1 Relay Network Model

We first introduce the relay network model. Consider a wireless relay network with
one transmit node, one receive node, and R relays. A diagram of this network is
shown in Fig. 2.2. The transmitter has single transmit antenna; and the receiver has
single receive antenna. Each relay node has a single antenna that can be used for both
transmission or reception. This network is also called a single-antenna multiple-relay
network. The relay network whose nodes have multiple antennas is considered in the
next chapter.

There is a wireless channel between the antenna of the transmitter and the antenna
of each relay, and a wireless channel between the antenna of each relay and the
antenna of the receiver. We assume that there is no direct channel between the
transmitter and the receiver. The channels follow Rayleigh flat-fading model and
block-fading model with coherence interval T .

By considering one coherence interval, the following notation for channels can be
used. Denote the channel from the transmitter to the i th relay as fi , and the channel
from the i th relay to the receiver as gi . fi and gi are assumed to be i.i.d. com-
plex Gaussian with zero-mean and unit-variance, i.e., CN (0, 1). Thus the channel
amplitude has Rayleigh distribution. Let

f �

⎡

⎢
⎣

f1
...

fR

⎤

⎥
⎦ and g �

⎡

⎢
⎣

g1
...

gR

⎤

⎥
⎦ ,

which are the channel vectors from the transmitter to the relays and from the relays
to the receiver, respectively. In this chapter, we consider coherent transmission by
assuming that the receiver has global CSI, i.e., the receiver knows all channels fi ’s
and gi ’s. Its knowledge of the channels can be obtained by sending training signals
from the relays and the transmitter, further details of which are provided in Chap. 5.
The transmitter and relays have no CSI.

Fig. 2.2 Single-antenna
multiple-relay network

Transmitter

Receiver

Relay iRelay 1 Relay R

f fi fR

g1

1

gi gR

. . . . . .

http://dx.doi.org/10.1007/978-1-4614-6831-8_5


20 2 Distributed Space-Time Coding

2.2.2 DSTC Transmission Protocol and Decoding

DSTC transmission takes two steps, where the first step is from the transmitter to the
relays and the second step is from the relays to the receiver. The detailed formulations
are as follows.

Step 1: Transmission from the Transmitter to the Relays

Step 1 is the transmission from the transmitter to the relays. It takes T time slots.
Information bits are coded into a T -dimensional vector b, normalized as

E{b∗b} = 1. (2.11)

Denote the i th entry of b as bi . In the first step, the transmitter sends symbols
b1, · · · , bT from time slot 1 to time slot T with the power coefficient

√
Ps T . By

using the vector notation, this is equivalent to the transmitter sending
√

Ps T b. Based
on the normalization of b in (2.11), the total average transmit power of the T time
slots in Step 1 can be calculated as

E

{(√
Ps T b

)∗ (√
Ps T b

)}
= Ps T .

Thus, for the transmitter, the average power per transmission is Ps . Denote the vector
of the received signals at Relay i in this step as ri , which is also a T -dimensional
column vector. Thus

ri = √
Ps T b fi + nr,i , (2.12)

where nr,i is the T -dimensional noise vector at Relay i .

Relay Processing

After receiving ri , Relay i linearly processes ri using a pre-determined T ×T matrix
to obtain ti as follows:

ti =
√

Pr

Ps + 1
Ai ri . (2.13)

This linear processing follows the idea of the linear dispersion space-time code [7]
for a multiple-antenna system and is the essence of DSTC.

Now we compare the linear processing of DSTC with that of AF. In AF, each relay
simply amplifies its received signals according to its power constraint. It corresponds
to the case of DSTC where A1 = · · · = AR = IT . With AF, the signal parts of ti ’s
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are kept on the same subspace as the information vector s. For DSTC, the relays
conduct more general linear transformations on the signals. Via proper Ai design,
the information vector s can be mapped onto different subspaces by different relays,
so the signal parts of ti ’s are on different subspaces. The information is spread on
both the temporal domain via the block transmission and the spatial domain via linear
transformations at the relays. Information spreading in both the temporal and spatial
domains is the key for space-time coding to achieve full diversity order.

Generally speaking, the Ai matrices can be arbitrary apart from a Frobenius norm
constraint for the power normalization: tr(A∗

i Ai ) = T . To have a protocol that is
equitable among different relays and different time instants, we restrict Ai ’s to be
unitary matrices. Since the relays have no channel knowledge and all channels are
assumed to have identical distribution, an equitable design is optimal. Having unitary
Ai ’s also simplifies the error probability analysis considerably without degrading the
diversity order, which will be seen in later sections.

The coefficient
√

Pr/(Ps + 1) in (2.13) ensures that the power used at each relay
for each transmission in the second step is Pr . The details will be explained in the
succeeding description of the DSTC second step.

Step 2: Transmission from the Relays to the Receiver

The second transmission step of DSTC is from the relays to the receiver, where the
i th relay sends the T -dimensional vector ti to the receiver. This step also takes T
time slots. All relays use the same spectral bandwidth. The relays are assumed to
be synchronized, so their transmitted signals arrive at the receiver simultaneously.
DSTC with asynchronous relays were investigated in [5, 6, 21].

Due to the normalization in (2.11) and the assumptions on the channels and the
noises, we have

E{r∗
i ri } = E

{(√
Ps T b fi + nr,i

)∗ (√
Ps T b fi + nr,i

)}

= E

{
Ps T b∗b| fi |2

}
+ E

{
n∗

r,i nr,i
}

= Ps T E

{
| fi |2

}
E
{
b∗b

} + T = (Ps + 1)T .

Therefore the average total transmit power at Relay i for all T transmissions in this
step can be calculated to be

E{t∗i ti } = Pr

Ps + 1
E{(Ai ri )

∗(Ai ri )} = Pr

Ps + 1
E{r∗

i ri } = Pr T .

Pr is thus the average transmit power per transmission for every relay during Step 2.
Denote the T -dimensional noise vector at the receiver as nd and denote the T -

dimensional received vector at the receiver as x. Thus,
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x =
R∑

i=1

ti gi + nd = [
t1 · · · tR

]
g + nd . (2.14)

All noises are assumed to be independent circularly symmetric complex Gaussian
with zero-mean and unit-variance, that is, elements of nr,i , nd follows i.i.d. CN (0, 1).

Transceiver Equation and Decoding of DSTC

By using the first step transceiver equation (2.12) and the relay processing design
(2.13) in (2.14), we have

x =
√

Pr

Ps + 1

[
A1r1 · · · ARrR

]
g + nd

=
√

Ps Pr T

Ps + 1

[
A1b · · · ARb

]
f ◦ g

+
√

Pr

Ps + 1

[
A1nr,1 · · · ARnr,R

]
g + nd . (2.15)

We use the following definitions:

α � Pr

Ps + 1
, β � Ps Pr T

Ps + 1
, (2.16)

S �
[

A1b · · · ARb
]
, (2.17)

h � f ◦ g =
⎡

⎢
⎣

f1g1
...

fRgR

⎤

⎥
⎦ , (2.18)

w �
√

α
[

A1nr,1 · · · ARnr,R
]

g + nd . (2.19)

The equation in (2.15) can be rewritten as

x = √
βSh + w. (2.20)

This system equation has the same structure as that of a multiple-antenna system
in (2.2). By comparing the two, it can be seen that the T × R matrix S defined
in (2.17) functions as the space-time code for the relay network. It is called the
distributed space-time code since it is generated by the distributed relay antennas,
without cross-talking and without decoding. Different columns of S are generated
by different relay antennas. h, which is R × 1, is the end-to-end channel vector from
the transmitter to the receiver via the relays. w, which is T × 1, is the equivalent
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noise. w is influenced by the relay linear transformation matrices A1, · · · , AR , and
the channels from the relays to the receiver, g1, · · · , gR .

Since Ai ’s are unitary and entries of nd , nr,i are i.i.d. standard complex Gaussian,
for a given g, w can be shown to be a circularly symmetric complex Gaussian vector.
Its mean is E(w) = 0T and its covariance matrix is

Rw � E{ww∗}
= αE

{[
A1nr,1 · · · ARnr,R

]
gg∗ [A1nr,1 · · · ARnr,R

]∗} + E{ndn∗
d}

=
(

1 + α‖g‖2
F

)
IT .

This shows that w is both spatially and temporally white. Thus, for a given channel
realization, when information vector b is sent (equivalently, when the space-time
code matrix formed at the receiver is S), the received vector x is Gaussian whose
mean is

√
βSh and whose variance is

(
1 + α‖g‖2

F

)
IT . The conditional probability

density function (PDF) of x|b is

p(x|b) =
[
π
(

1 + α‖g‖2
F

)]−T
e
−‖x−√

βSh‖2
F

1+α‖g‖2
F . (2.21)

The ML decoding of DSTC is thus

arg max
b

p(x|b) = arg min
b

∥
∥
∥x − √

βSh
∥
∥
∥

2

F
. (2.22)

Recall that S = [A1b · · · ARb], with b the information vector. By splitting the real
and imaginary parts of the complex vectors in (2.22), the ML decoding is equivalent
to

arg min
b

∥
∥
∥
∥
∥
∥

⎡

⎣(x)

�(x)

⎤

⎦ − √
β

⎡

⎣

(∑R

i=1 fi gi Ai

)
−�

(∑R
i=1 fi gi Ai

)

�
(∑R

i=1 fi gi Ai

)

(∑R

i=1 fi gi Ai

)

⎤

⎦

⎡

⎣(b)

�(b)

⎤

⎦

∥
∥
∥
∥
∥
∥

2

F

.

(2.23)

The ML decoding can be solved using sphere decoding [2, 8, 33], which has sig-
nificantly reduced complexity compared with exhaustive search.

2.2.3 PEP Analysis of DSTC

In this section, the PEP of DSTC is calculated, from which the diversity order is
derived.

We first calculate the PEP of mistaking one information vector bk by another bl ,
denoted as P(bk → bl). Let Sk and Sl be the space-time codewords corresponding
to the information vectors bk and bl , i.e.,
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Sk �
[

A1bk · · · ARbk
]
, Sl �

[
A1bl · · · ARbl

]
.

Define
Mkl � (Sk − Sl)

∗(Sk − Sl). (2.24)

The following theorem has been proved.

Theorem 2.1. (Chernoff bound on the PEP). [17] With the ML decoding in (2.22),
the average PEP of mistaking bk by bl has the following upper bound:

P(bk → bl) ≤ Eg det −1

[

IR + β

4
(
1 + α‖g‖2

F

)Mkldiag
{
|g1|2, · · · , |gR |2

}
]

.

(2.25)

Proof. With ML decoding, the PEP of mistaking bk by bl equals:

P(bk → bl) = P(loge p(x|bl) − loge p(x|bk) > 0).

It has the following Chernoff upper bound [9, 32]:

P(bk → bl) ≤ Ef,g,weλ[loge p(x|bl )−loge p(x|bk)].

Since bk is transmitted, x = √
βSkh + w. From (2.21),

loge p(x|bl) − loge p(x|bk)

= −‖x − √
βSlh‖2

F − ‖x − √
βSkh‖2

F

1 + α‖g‖2
F

= −‖√β(Sk − Sl)h + w‖2
F − ‖w‖2

F

1 + α‖g‖2
F

= −βh∗Mklh + √
βh∗(Sk − Sl)

∗w + √
βw∗(Sk − Sl)h

1 + α‖g‖2
F

.

Therefore,

P(bk → bl)

≤ Ef,g,we
− λ

1 + α‖g‖2
F

[βh∗Mkl h+√
βh∗(Sk−Sl )

∗w+√
βw∗(Sk−Sl )h]

= Ef,g

∫ [
π
(

1 + α‖g‖2
F

)]−T
e
− λ[βh∗Mkl h+√

βh∗(Sk−Sl )
∗w+√

βw∗(Sk−Sl )h]+ww∗
1+α‖g‖2

F dw
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= Ef,ge
− λ(1−λ)β

1+α‖g‖2
F

h∗Mkl h
∫ [

π
(

1 + α‖g‖2
F

)]−T
e
− [λ

√
β(Sk−Sl )h+w]∗[λ

√
β(Sk−Sl )h+w]

1+α‖g‖2
F dw

= Ef,ge
− λ(1−λ)β

1+α‖g‖2
F

h∗Mkl h
.

The last equality is because the integrand is a Gaussian PDF. Choose λ = 1/2, by
which λ(1 − λ) reaches its maximum 1/4. We have

P(bk → bl) ≤ Ef,ge
− β

4(1+α‖g‖2
F)

h∗(Sk−Sl )
∗(Sk−Sl )h

. (2.26)

To obtain (2.25), the expectation over fi needs to be calculated. Notice that h =
diag{g}f . From (2.26),

P(bk → bl) ≤ Ef,ge
− β

4(1+α‖g‖2
F)

f∗diag{g∗}Mkl diag{g}f

= Eg

∫
1

π R
e
− β

4(1+α‖g‖2
F)

f∗diag{g∗}Mkl diag{g}f
e−f∗f df

= Eg det

[

IR + β

4
(
1 + α‖g‖2

F

)diag{g∗}Mkldiag{g}
]−1

= Eg det

[

IR + β

4
(
1 + α‖g‖2

F

)Mkldiag{[|g1|2 · · · |gR|2]}
]−1

.

Power Allocation between the Transmitter and the Relays

Before further calculating the PEP, we look at the optimum power allocation between
the transmitter and relays. For the tractability of analysis, we look for the power
allocation that maximizes the average received SNR. First, since Ai ’s are unitary,
from (2.11), we can derive the normalization of S: tr(S∗S) = R. From the system
Eq. (2.20), the average signal power in the received vector equals

E
{
tr
[
β (Sh)(Sh)∗

]} = βE
{
tr
[
SE(hh∗)S∗] } = βE

{
tr
[
SS∗] } = Rβ.

The average noise power equals

tr(E{ww∗}) = tr
(
E
{
1 + α‖g‖2

F

}
IT
) = T (1 + Rα).

The received SNR is thus

Rβ

T (1 + Rα)
= R Ps Pr T

Ps+1

T
(

1 + R Pr
Ps+1

) = Ps Pr R

Ps + R Pr + 1
.
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Assume that the total power consumed in the whole network is P per symbol trans-
mission. Thus P = Ps + R PR , since for every symbol transmission, the powers used
at the transmitter and every relay are Ps and Pr respectively. Therefore,

Ps Pr R

Ps + Pr R + 1
= Ps(P − Ps)

P + 1
≤ P2

4(P + 1)
,

with equality when

Ps = P

2
and Pr = P

2R
. (2.27)

Thus, the optimum power allocation is: the transmitter uses half the total power and
the relays share the other half. For large R, the relays spend only a small amount
of power to help the transmitter. A heuristic analysis on the power allocation that
minimizes the PEP was provided in [17], which leads to the same result.

Chernoff Bound on the PEP

Now, we continue with the PEP calculation using the above optimal power allocation.
The following theorem is derived.

Theorem 2.2. Assume that T ≥ R and the distributed space-time code is fully
diverse. With the power allocation in (2.27), the following bound on the PEP of
DSTC can be derived:

P(bk → bl) ≤
(

8R

T

)R

det −1(Mkl)
logR

e P

P R
+ O

(
logR−1

e P

P R

)
. (2.28)

Proof. Define γ � R (1 + 2/P). With the power allocation in (2.27), from (2.25),
we have

P(bk → bl) ≤ Eg det−1

[

IR + PT

8
(
γ + ‖g‖2

F

)Mkldiag
{[

|g1|2 · · · |gR|2
]}
]

.

(2.29)

Let λi � |gi |2. Therefore, λi is a random variable with exponential distribution. Its
PDF is: p(x) = e−x for x ≥ 0. From (2.29),

P(bk → bl) ≤
∫ ∞

0
· · ·

∫ ∞

0
det −1

⎡

⎣IR + PT

8
(
γ + ∑R

i=1 λi

)Mkldiag{[λ1 · · · λR]}
⎤

⎦

e−λ1 · · · e−λR dλ1 · · · dλR . (2.30)



2.2 Distributed Space-Time Coding for Single-Antenna Multiple-Relay Network 27

Every integral in (2.30) can be broken into two parts: the integration from 0 to an
arbitrary positive number x and the integration from x to ∞, to obtain

P(bk → bl) ≤
(∫ x

0
+
∫ ∞

x

)
· · ·

(∫ x

0
+
∫ ∞

x

)

det −1

⎡

⎣IR + PT

8
(
γ + ∑R

i=1 λi

)Mkldiag{[λ1 · · · λR]}
⎤

⎦ e−λ1 · · · e−λR dλ1 · · · dλR

=
R∑

r=0

∑

1≤i1<···<ir ≤R

Ti1,··· ,ir , (2.31)

where

Ti1,··· ,ir �
∫

· · ·
∫

λi1
,...,λir ∈(x,∞)

other λ′
i s∈[0,x]

det −1

⎡

⎣IR + PT

8
(
γ + ∑R

i=1 λi

)Mkldiag{[λ1, · · · , λR]}
⎤

⎦

e−λ1 · · · e−λR dλ1 · · · dλR . (2.32)

Without loss of generality, in what follows, T1,··· ,r is calculated. Since the space-
time code is fully diverse, Sk − Sl is full rank, thus Mkl � 0. Let [Mkl ]1,··· ,r be the
r × r matrix composed by the (i, j)th entries of Mkl for i, j = 1, 2, · · · , r . When
x < λ1, · · · , λr < ∞ and 0 < λr+1, · · · , λR < x ,

det

⎡

⎣IR + PT

8
(
γ + ∑R

i=1 λi

)Mkldiag{[λ1, · · · , λR]}
⎤

⎦

> det

[

IR + PT

8
[
γ + (R − r)x + ∑r

i=1 λi
]Mkldiag{[λ1, · · · , λr , 0, · · · , 0]}

]

> det

[
PT

8
[
γ + (R − r)x + ∑r

i=1 λi
] [Mkl ]1,··· ,r diag{[λ1, · · · , λr ]}

]

=
[

PT

8
[
γ + (R − r)x + ∑r

i=1 λi
]

]r

λ1 · · · λr det[Mkl ]1,··· ,r .
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Therefore,

T1,··· ,r <

(
8

PT

)r

det −1[Mkl ]1,··· ,r

(
R∏

i=r+1

∫ x

0
e−λi dλi

)

∫ ∞

x
· · ·

∫ ∞

x

[

γ + (R − k)x +
r∑

i=1

λi

]r
e−λ1 · · · e−λr

λ1 · · · λr
dλ1 · · · dλr .

(2.33)

From Lemma 1 in [17], it can be obtained that

T1,··· ,r <

(
8

PT

)r

det −1[Mkl ]1,··· ,r
(
1 − e−x)R−r

r∑

j=0

Bγ+(R−k)x,x ( j, r) [−Ei(−x)]r− j , (2.34)

where �(α, χ) is the incomplete gamma function [4],

BA,x ( j, k) �
(

k
j

) ∑

i1,...,i j ≥1
∑

im≤k

C(i1, . . . , i j )�(i1, x) · · · �(i j , x)Ar−i1−···−i j ,

C(i1, . . . , i j ) �
(

k

i1

)(
k − i1

i2

)
· · ·

(
k − i1 − · · · − i j−1

i j

)
,

and Ei is the exponential integral function [4].
In general, let [Mkl ]i1,··· ,ir be the r × r matrix composed by the (i, j)th entries

for i, j = i1, i2, · · · , ir of Mkl . Similarly, it can be proved that

Ti1,··· ,ir <

(
8

PT

)r

det −1[Mkl ]i1,··· ,ir
(
1 − e−x)R−r

r∑

j=0

Bγ+(R−r)x,x ( j, r) [−Ei(−x)]r− j . (2.35)

Thus, from (2.31), the PEP can be upper bounded as

P(bk → bl) ≤
R∑

r=0

(
8

PT

)r
⎛

⎝
∑

1≤i1<···<ir ≤R

det −1[Mkl ]i1,··· ,ir

⎞

⎠

(
1 − e−x)R−r

r∑

j=0

Bγ+(R−r)x,x ( j, r) [−Ei(−x)]r− j . (2.36)
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Set x = 1/P . Notice that for large P ,

[
γ + (R − k)/P

]k = γ k + O (1/P) , γ = R + O(1/P)

−Ei (−1/P) = loge P + O(1) 1 − e−1/P = 1/P + O (
1/P2

)
,

� (i, 1/P) = (i − 1)! + O(1/P).

The highest order term of P in the PEP upper bound in (2.36) is thus contained in
the term where r = R and j = 0, which is

(
8

PT

)R

det −1(Mkl)Bγ, 1
P
(0, r)

[
−Ei

(
− 1

P

)]R

=
(

8

PT

)R

det −1(Mkl)γ
R [

loge P + O(1)
]R

=
(

8R

T

)R

det −1(Mkl)

(
loge P

P

)R

+ O
(

logR−1
e P

P R

)
.

The rest terms in the PEP upper bound in (2.36) has the scaling O
(

logR−1
e P
P R

)
or

lower. This proves the theorem.

Theorem 2.2 is very similar to Theorem 2 in [17]. But in Theorem 2.2, the PEP
upper bound is represented to emphasize its highest order term with respect to P for
high P , as diversity order is the major concern. In Theorem 2 of [17], the PEP upper
bound is represented in further details, using Ei-function [4].

Diversity Gain of DSTC

When the transmit power is very high (loge P 	 1),1 the first term in the PEP formula
in (2.28) is dominant. Since

logR
e P

P R
= P

−R
(

1− loge loge P
loge P

)

,

by using the definition in (1.2), an achievable diversity order of DSTC is

dDSTC = R

(
1 − loge loge P

loge P

)
, (2.37)

which is linear in the number of relays. When the transmit power is large enough such
that loge P 	 loge loge P , we have loge loge P/ loge P � 1. Thus DSTC achieves
diversity order R. Also, if the definition in (1.1) is adopted, an achievable diversity
order of DSTC is R. Since there are in total R independent transmission paths in

1 Note that, compared with the condition P 	 1, this condition requires higher P .
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the studied relay network, the maximum spatial diversity order of the network is R.
Thus, we can conclude that DSTC achieves full diversity when the transmit power
is very high.

In proving Theorem 2.2, it is assumed that T ≥ R and the distributed space-time
code is fully diverse. In general, following a similar proof, it can be shown that an
achievable diversity order of DSTC is

dDSTC =
(

min
Sk ,Sl∈S

rank(Mkl)

)(
1 − loge loge P

loge P

)
.

If the code is fully diverse, we have

dDSTC = min{T, R}
(

1 − loge loge P

loge P

)
.

In the proof of Theorem 2.2, (2.36) is shown to be a PEP upper bound of DSTC
for any positive x . In obtaining the achievable diversity order in (2.37), x is set to
be 1/P . This actually is not the best choice of x according to diversity order. The
optimal value of x was proved to be P−α0 [15, 17], where α0 satisfies

α0 + loge α0

loge P
= 1 − loge loge P

loge P
.

Bounds of α0 were provided as

1 − loge loge P

loge P
< α0 < 1 − loge loge P

loge P
+ loge loge P

loge P(loge P − loge loge P)
.

With this choice of x , DSTC is shown to achieve diversity order α0 R. The detailed
proof can be found in [15].

Coding Gain of DSTC

Theorem 2.2 also gives the coding gain of DSTC. When loge P 	 1, the first term
in the PEP formula in (2.28) is dominant. The coefficient det(Mkl) depends on the
space-time code design. It is the coding gain of DSTC.

For a moderate P , the highest order term in the PEP formula is not dominant, thus
the effect of the lower order terms cannot be neglected. From the proof of Theorem
2.2, it can be seen that the remaining terms in the PEP formula other than the highest
order term have coefficients det([Mkl ]i1,··· ,ir ) for {i1, · · · , ir } ⊆ {1, 2, · · · , R}. Thus,
for a low PEP, it is desirable to have det([Mkl ]i1,··· ,ir ) large for all 1 ≤ r ≤ R, 1 ≤
i1 < · · · < ir ≤ R. Notice that

[Mkl ]i1,··· ,ir = ([Sk]i1,··· ,ir − [Sl ]i1,··· ,ir )∗([Sk]i1,··· ,ir − [Sl ]i1,··· ,ir ),
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where [Sk]i1,··· ,ir = [
Ai1 bk · · · Air bk

]
and [Sl ]i1,··· ,ir = [

Ai1 bl · · · Air bl
]
.

Effectively, [Sk]i1,··· ,ir and [Sl ]i1,··· ,ir are the space-time codewords corresponding
to information vectors bk and bl when only the i1, · · · , ir th relays are cooperating.
So det

([Mkl ]i1,··· ,ir
)
’s are large means that the distributed space-time code has large

coding gain when any (arbitrary) subset of the relays cooperate and the rest do not
cooperate. Thus, to have good performance when the transmit power is moderate,
not only the distributed space-time code itself, but also any lower dimensional code
formed by deleting some of the columns of the original code should have high coding
gain.

Comparison with Multiple-Antenna System

Now, we compare DSTC in a single-antenna multiple-relay network with R relays
with space-time coding in a multiple-antenna system with R transmit antennas and
one receive antenna. The relay network model is shown in Fig. 2.2, while the multiple-
antenna system is shown in Fig. 2.3.

First, both systems have R independent paths, thus the maximum spatial diversity
order is R. For the multiple-antenna system, the diversity is provided by the R co-
located transmit antennas; while for the relay network, the diversity is provided by
the distributed relay antennas. To achieve spatial diversity, space-time coding is used
for multiple-antenna system, where each co-located transmit antenna, knowing the
transmit information perfectly, generate a column of the space-time codeword; while
DSTC is used for the relay network, where each distributed relay antenna functions
as a transmit antenna of the transmitter to generate a column of the distributed space-
time codeword. For asymptotically high transmit power, both space-time coding and
DSTC achieve full diversity order, which is R.

However, DSTC in relay network differs to space-time coding in multiple-antenna
system in two aspects. One is that the noises at the relays are propagated to the
receiver. The other is that every element in the equivalent channel vector is the product
of two Rayleigh channel coefficients, due to the two-step transmission. These cause

Fig. 2.3 A multiple-antenna
system with R transmit anten-
nas and single receive antenna

Ant

Ant 1 Ant i Ant R

Transmitter

Receiver

. . .

. . .. . .

. . .

h1 hi hR
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more difficulties in the performance analysis of DSTC, and lead to performance
degradation. For finite transmit power, the diversity order of DSTC is lower than
space-time coding by (loge loge P)/ loge P . As the transmit power increases, the
degradation vanishes.

Next, we compare the coding gain using the derived PEP Chernoff bounds of
DSTC in (2.28) with that of space-time coding in (2.5) where M = R, N = 1. If
only the dominant terms in the Chernoff bounds are considered, the two systems have
exactly the same coding gain, which is det(Mkl). Thus, when the transmit power is
high, linear dispersion space-time codes designed for multiple-antenna system can
be employed to relay network directly. However, when the transmit power is not very
high, for relay networks, a good distributed space-time code design should not only
have high det(Mkl) but also have high det[Mkl ]i1,··· ,ir for all 1 ≤ r ≤ R, 1 ≤ i1 <

· · · < ir ≤ R. The code design for DSTC will be studied in Sect. 2.3.

2.2.4 Generalized DSTC

In the previously introduced DSTC protocol, the two steps of transmissions have
equal length. Also, in the relay processing, the transmit signal vector of each relay
is a linear transformation of its received signal vector only. In this section, these
requirements are relaxed and a more general structure of DSTC is introduced.

Consider a two-step transmission protocol where the first step takes T1 time slots
and the second step takes T2 time slots. Assume that the coherence interval is no
smaller than both T1 and T2, so that the channel coefficients keep unchanged during
both transmission steps.

The same notation as in Sect. 2.2.2 are used in representing the protocol. Infor-
mation is coded into a T1-dimensional vector b, normalized as E{b∗b} = 1. In the
first step, the transmitter sends

√
Ps T1b. Denote the T1-dimensional vector Relay i

receives as ri . This transmission step can be represented by the following equation:

ri = √
Ps T1b fi + nr,i . (2.38)

For the relay processing, the i th relay linearly processes both its received signal
ri and the conjugate ri to generate ti as:

ti = √
α(Ai ri + Bi ri ), (2.39)

where Ai , Bi are T2 × T1 complex matrices and α is the relay power coefficient
defined in (2.16). The transformation matrices are normalized as

tr(A∗
i Ai + B∗

i Bi ) = T2. (2.40)
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If we further assume that entries of b are zero-mean, uncorrelated, and satisfying
E{b2

i } = 0, the relay transmit power per transmission can be shown to be Pr . Note
that the conditions on b are not over-restrictive. For example, transmit vectors whose
entries are i.i.d. phase-shift keying (PSK) signals satisfy the conditions. For a design
of b that does not satisfy the condition, one can always adjust the normalization on
Ai and Bi to have the average transmit power of each relay equal Pr .

After the relay processing in (2.39), in the second step, Relay i sends ti to the
receiver, simultaneously and using the same bandwidth. Notice that ti ’s are T2-
dimensional vectors. The same notation x is used for the signal received at the
receiver and nd is used for the noise vector at the receiver. The transmission in Step 2
can be represented by (2.14).

Define

βgen � Ps Pr T1

Ps + 1
.

By using (2.38) and (2.39) in (2.14), similar to the derivation in Sect. 2.2.2, for this
general DSTC design, the received signal vector can be written as,

x = √
βgen

[
A1b f1 + B1b f1 · · · ARb fR + BRb fR

]
g

+ √
α
[

A1nr,1 + B1nr,1 · · · ARnr,R + BRnr,R
]

g + nd . (2.41)

This equation has a similar structure to the transceiver equation (2.15) at the first
sight. However, the matrix

[
A1b f1 + B1b f1 · · · ARb fR + BRb fR

]
in the first

term of the right-hand-side contains f1, · · · , fR , channel coefficients from the trans-
mitter to the relays, thus cannot be seen as the code-matrix. To separate the code from
the channels, in what follows, an equivalent system equation is derived by separating
the real and imaginary parts.

For any complex vector x, define

x̃ �
[(x)

�(x)

]
.

It thus follows from (2.39) that

t̃i = √
αCi,genr̃i , (2.42)

where

Ci,gen �
[(Ai ) + (Bi ) −�(Ai ) + �(Bi )

�(Ai ) + �(Bi ) (Ai ) − (Bi )

]
, (2.43)

which is a (2T2) × (2T1) matrix. We also introduce the following definitions:
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fgen �
[( f1) −�( f1) · · · ( fR) −�( fR)

�( f1) ( f1) · · · �( fR) ( fR)

]
,

ggen �
[(g1) −�(g1) · · · (gR) −�(gR)

�(g1) (g1) · · · �(gR) (gR)

]
,

ngen �
[

ñt
r,1 · · · ñt

r,R

]t
,

Hgen = (
ggen ⊗ IT

)
diag{C1,gen, · · · , CR,gen}

(
fgen ⊗ IT

)
,

wgen = ñd + √
α
(
ggen ⊗ IT

)
diag{C1,gen, · · · , CR,gen}ngen.

By separating the real and imaginary parts of the system equation in (2.12) and
(2.14), also using (2.42), after tedious but straightforward calculations, the following
equivalent system equation can be obtained:

x̃ = √
βgenHgenb̃ + wgen,

where Hgen and wgen function as the equivalent channel matrix and equivalent noise
vector, respectively. This transceiver equation can also be derived by separating the
real and imaginary parts of the system equation in (2.41).

Assume that all noises are i.i.d. complex Gaussian with zero-mean and unit-
variance; and the receiver has global CSI, i.e., the receiver knows both f, g. The ML
decoding of the general DSTC can be shown straightforwardly to be

arg min
b

(
x̃ − √

βgenHgenb̃
)∗

R−1
wgen

(
x̃ − √

βgenHgenb̃
)

, (2.44)

where Rwgen is the covariance matrix of wgen. It can be derived from the definition
of wgen to be

Rwgen � 1

2
I + α

2

(
ggen ⊗ IT2

)
diag{C1,genC∗

1,gen, · · · , CR,genC∗
R,gen}

(
ggen ⊗ IT2

)∗
.

This ML decoding can be conducted using sphere decoding [3, 8, 34].
Diversity order analysis of the general DSTC has not been accomplished.
Other extensions of DSTC have been proposed in literature, e.g., [19, 24, 37].

For example, in [24], DSTC was extended to relay network with three transmission
steps and in [19], DSTC designs when CSI is available at the relays were considered.
In [37, 39, 40], the error probability of DSTC was analyzed.

A Special Case: Either Ai = 0 or Bi = 0

In what follows, a special case of the general DSTC is considered, which is widely
used in DSTC research. Assume that T2 ≥ T1 and for any i , either (1) Ai = 0 and
Bi is unitary or (2) Ai is unitary and Bi = 0. That is, each relay linearly processes
either its received vector or the conjugate of its received vector.



2.2 Distributed Space-Time Coding for Single-Antenna Multiple-Relay Network 35

To simplify the representation, for this special case, define

{
Ăi = Ai , f̆i = fi , n̆r,i = nr,i , b(i) = b if Bi = 0
Ăi = Bi , f̆i = fi , n̆r,i = nr,i , b(i) = b if Ai = 0

. (2.45)

From (2.41), the system equation can again be written as (2.20), which is copied here
for clear presentation

x = √
βgenSh + w, (2.46)

where with slight abuse of notation, we re-define the distributed space-time code-
word, the equivalent channel vector, and the equivalent noise vector as

S �
[

Ă1b(1) · · · breveARb(R)
]

(2.47)

h �
[

f̆1g1 · · · f̆ RgR
]t

, (2.48)

w �
√

α

R∑

i=1

gi Ăi n̆r,i + nd , (2.49)

respectively. It is straightforward to prove that w is a circularly symmetric complex
Gaussian random vector whose mean is 0 and variance is

Rw � IT2 + α

R∑

i=1

|gi |2Ăi Ă∗
i . (2.50)

The ML decoding of the system is therefore

arg min
b

(
x − √

βgenSh
)∗

R−1
w

(
x − √

βgenSh
)
. (2.51)

An example of this special case is the use of Alamouti code [1] in a network with
2 relays, i.e., R = 2 and T1 = T2 = 2. If we design the relay processing matrices

as A1 = I2, B1 = 0, A2 = 0, B2 =
[

0 1
1 0

]
, the distributed space-time codeword

formed at the receiver has Alamouti structure [26].
Following similar arguments in Sect. 2.2.3, it can be shown that an achievable

diversity order of this DSTC design is min{T2, R}
(

1 − loge loge P
loge P

)
[26]. The optimal

power allocation between the two transmission steps for the general DSTC was
derived in [19].



36 2 Distributed Space-Time Coding

2.3 Code Design for DSTC

In this section, we introduce several designs of distributed space-time code that
lead to reliable communication in wireless relay network. The relay processing in
(2.39), where either Ai = 0, Bi is unitary or Bi = 0, Ai is unitary, is considered.
Note that this includes the basic DSTC in Sect. 2.2.2 by having T1 = T2 = T and
B1 = · · · = BR = 0. Here, only the code designs in [19, 24] are presented. There
are many other DSTC code designs in the literature, e.g., [20, 27, 38].

First, we review the code design criteria for DSTC. Let bk and bl be two infor-
mation vectors. Their corresponding space-time codewords are thus,

Sk �
[

Ă1b(1)
k · · · ĂRb(R)

k

]
, Sl �

[
Ă1b(1)

l · · · ĂRb(R)
l

]
.

It was shown in Sect. 2.2.3 that when the total transmit power in the whole network is
very high (specifically log P 	 1), the coding gain of a distributed space-time code
is det[(Sk −Sl)

∗(Sk −Sl)]. This is exactly the coding gain of the corresponding space-
time code in a multiple-antenna system. It is thus natural to apply good space-time
codes designs directly to relay networks.

However, for a general transmit power, it is shown in Sect. 2.2.3 that a good
distributed space-time code should be “scale-free" in the sense that it still has a large
coding gain when some columns of the code matrices are deleted, or equivalently,
when some of the relays do not cooperate. This says that in addition to maximizing
det[(Sk − Sl)

∗(Sk − Sl)], one should also maximize

det
[
([Sk]i1,··· ,ir − [Sl ]i1,··· ,ir )∗([Sk]i1,··· ,ir − [Sl ]i1,··· ,ir )

]
, (2.52)

for all 1 ≤ r ≤ R, 1 ≤ i1 < · · · < ir ≤ R, where [Sk]i1,··· ,ir �
[

Ăi1 b(i1)
k · · · Ăir b(ir )

k

]

is the sub-matrix of Sk composed of its i1, · · · , ir th columns.
In the following, we present the orthogonal, quasi-orthogonal, and algebraic

DSTC code designs.

2.3.1 Orthogonal Code

A (generalized) complex OD [13, 29] is a T × R matrix S whose entries are linear
combinations of K complex indeterminate variables b1, · · · , bK and their conju-
gates, b∗

1, · · · , b∗
K such that

S∗S = κ

K∑

k=1

|bk |2IR,
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where κ is a constant. A (generalized) real OD [13, 29] is a T × R matrix S whose
entries are linear combinations of K real indeterminate variables b1, · · · , bK such
that

St S = κ

K∑

k=1

b2
k IR .

A set of code-matrices with the above unitary or orthogonal structure can be obtained
if the information symbols b1, . . . , bK are selected from a modulation such as a PSK
or a quadrature-amplitude modulation (QAM). This code-matrix set is called an
orthogonal code. For real ODs, the modulation must be real. The symbol rate of the
code is K/T .2 If the cardinality of the constellation for each indeterminant variable
is L , the total number of code-matrices is L K . The bit rate of the DSTC transmission
with this code will be K log2 L/(2T ) bits per time slot, as 2T time slots are needed
for the transmission of one code-matrix.

ODs are ideal candidates for DSTC for the following reasons [19]. First, entries
of codewords of an OD are linear in the information symbols and there conjugates.
Therefore, they can be easily applied for DSTC. Second, ODs achieve full diversity
and the largest coding gain [13, 29]. Third, due to the special structure, ODs may
have simple symbol-wise decoding, where in the ML decoding formula, information
symbols can be decoupled completely [13, 29] so the decoding of one symbol is
independent on that of another. Finally, ODs have the “scale-free” property. If some
columns of the code-matrices are deleted, the remaining lower-dimensional code is
still an orthogonal code with full diversity order and the largest coding gain. This can
be straightforwardly seen from the definitions of ODs. If Sk and Sl are two elements
of an real or complex orthogonal code, we have

det([Sk]i1,··· ,ir − [Sl ]i1,··· ,ir )∗([Sk]i1,··· ,ir − [Sl ]i1,··· ,ir ) = κr

(
T∑

k=1

|bk |2
)r

for any 1 ≤ r ≤ R and 1 ≤ i1 < · · · < ir ≤ R.

Application of Real ODs

For a real OD, every entry of the code-matrix is a linear combination of the infor-
mation symbols. The i th column of the code-matrix can be written as Ai b naturally.
Actually, from the definition of real ODs, it is easy to prove that Ai satisfies

2 For a multiple-antenna system that uses this code in space-time coding, K symbols can be sent
through T time slots. Thus the symbol-rate is K/T . For a relay network with DSTC, 2T time slots
are actually needed to complete the transmissions of the K symbols. But to be consistent with the
literature on ODs, we say that the code has symbol-rate K/T .
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{
At

i Ai = IT

At
i A j = −At

j Ai
. (2.53)

To apply a real OD to DSTC, we design the vector sent by the transmitter to be
b = [b1 · · · bK ]t and the processing matrix of the i th relay to be Ai , while setting
Bi = 0. The first equation in (2.53) ensures Ai being unitary.

As an example, in what follows, we explain the applications of the 2 × 2 and the
4 × 4 real ODs [19]:

S =
[

b1 b2
−b2 b1

]
and S =

⎡

⎢
⎢
⎣

b1 −b2 b3 b4
b2 b1 −b4 b3
b3 −b4 −b1 −b2
b4 b3 b2 −b1

⎤

⎥
⎥
⎦ .

The 2×2 OD can be used in networks with 2 relays, i.e., R = 2. Let T1 = T2 = 2
and K = 2. Let b1 and b2 be the two information symbols to be sent, which can be
modulated using real constellations such as pulse-amplitude modulation (PAM) with
proper normalization. Design the 2 × 1 vector to be transmitted by the transmitter
and the 2 relay processing matrices as

b =
[

b1
b2

]
, A1 =

[
1 0
0 −1

]
, A2 =

[
0 1
1 0

]
, B1 = B2 = 0.

From (2.17), it can be seen that the 2×2 space-time codeword formed at the receiver
has the desired real OD structure.

The 4 × 4 real OD can be used in networks with 4 relays, i.e., R = 4. Let
T1 = T2 = 4, and K = 4. Let b1, b2, b3, b4 be the four information symbols to be
sent. Design the 4 × 1 vector to be sent by the transmitter and the relay processing
matrices as

b =

⎡

⎢
⎢
⎣

b1
b2
b3
b4

⎤

⎥
⎥
⎦ , A1 = I4, A2 =

⎡

⎢
⎢
⎣

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎤

⎥
⎥
⎦

A3 =

⎡

⎢
⎢
⎣

0 0 1 0
0 0 0 −1

−1 0 0 0
0 1 0 0

⎤

⎥
⎥
⎦ . A4 =

⎡

⎢
⎢
⎣

0 0 0 1
0 0 1 0
0 −1 0 0

−1 0 0 0

⎤

⎥
⎥
⎦ ,

B1 = B2 = B3 = B4 = 0.

From (2.17), it can be seen that the 4×4 space-time codeword formed at the receiver
has the desired real OD structure. Other real ODs can be applied similarly.
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Application of Complex ODs

In a complex OD, not only the information symbols but also their conjugates appear
in the code-matrix. For the special DSTC where either Ai = 0, Bi is unitary or
Bi = 0, Ai is unitary (equivalently, a relay linearly transforms either its received
vector or the conjugate of its received vector, but not both), each column of the code-
matrix can contain linear transforms of either the information symbols, b1, · · · , bK ,
or their conjugates, b∗

1, . . . , b∗
K , but not both. Therefore, complex ODs with such

property can be applied. The i th column can be written as Ai b or Bi b naturally.
As an example, in what follows, the application of the 2 × 2 Alamouti design [1]

in a network with 2 relays, i.e., R = 2, is explained [19]. Let T1 = T2 = 2 and
K = 2. Let b1 and b2 be the two information symbols. They can be modulated by
any constellation such as PSK or QAM. Design the vector at the transmitter and the
relay processing matrices as

b =
[

b1
b2

]
, A1 = I2, B1 = 0, A2 = 0, B2 =

[
0 −1
1 0

]
.

The space-time codeword formed at the receiver has the following form:

S =
[

b1 −b∗
2

b2 b∗
1

]
, (2.54)

whose first column contains b1, b2 and second column contains their conjugates
exclusively. The space-time code-matrix in (2.54) is the transpose of the originally
proposed Alamouti code. It is equivalent to the original one by re-defining b =[

b1 −b∗
2

]T .
Now we consider the application of a general T × R complex OD with K complex

information symbols b1, · · · , bK in a network with R relays. One possible design is
as follows [19]. For the first step, the signal vector is designed to be

b = [
b1 · · · bK b∗

1 · · · b∗
K

]t
.

Thus the first step takes 2K time slots, i.e., T1 = 2K . With this first step design, each
relay receives a noisy version of the information vector

[
b1 · · · bK

]t from the first
half of its received signal vector and a noisy version of the conjugate

[
b1 · · · bK

]∗
from the second half of its received signal vector. For the second step, let Bi = 0 for
all i = 1, · · · , R and design the T2 × (2K ) Ai matrices based on the structure of
the desired complex OD to have the distributed space-time codeword formed at the
receiver take the desired format. This is possible since each entry of the code-matrix
is a linear combination of bi ’s and b∗

i ’s. The length of the second step is T2. The total
time slots used for sending the K symbols is 2K + T2.

The ML decoding of DSTC is given in (2.51). It should be noted that in general,
the noise covariance matrix Rw is not a multiple of the identity matrix. Thus, the ML



40 2 Distributed Space-Time Coding

decoding cannot be decoupled to symbol-wise decoding. Sphere decoding can still
be employed with the decoding formula in (2.44). To have low decoding complexity,
an approximation can be made by omitting the matrix Rw in the ML decoding in
(2.51) to obtain the following suboptimal decoding:

arg min
b

∥
∥x − √

βgenSh
∥
∥2

F . (2.55)

This suboptimal decoding can be decomposed into sperate decodings of the infor-
mation symbols individually. Simulation shows that this suboptimal decoding has
very close performance to the optimal ML decoding.

As an example, we consider the following 4 × 4 complex OD with 3 information
symbols b1, b2, b3:

S =

⎡

⎢
⎢
⎣

b1 b2 b3 0
−b∗

2 b∗
1 0 b3

b∗
3 0 −b∗

1 b2
0 b∗

3 −b∗
2 −b1

⎤

⎥
⎥
⎦ . (2.56)

It can be used in networks with T1 = 6, T2 = 4, and R = 4. The transmitted signal
vector is design as b = [

b1 b2 b3 b∗
1 b∗

2 b∗
3

]t . The matrices used at the relays are
designed as

A1 = 4

3

⎡

⎢
⎢
⎣

1 0 0 0 0 0
0 0 0 0 −1 0
0 0 0 0 0 1
0 0 0 0 0 0

⎤

⎥
⎥
⎦ , A2 = 4

3

⎡

⎢
⎢
⎣

0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1

⎤

⎥
⎥
⎦ ,

A3 = 4

3

⎡

⎢
⎢
⎣

0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0

⎤

⎥
⎥
⎦ , A4 = 4

3

⎡

⎢
⎢
⎣

0 0 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 0

−1 0 0 0 0 0

⎤

⎥
⎥
⎦ ,

B1 = B2 = B3 = B4 = 0.

The coefficient 4/3 is for the normalization in (2.40). The covariance matrix of the
equivalent noise vector for this DSTC design can be calculated from (2.50) to be:

Rw =
(

1 + 4

3
α‖g‖2

F

)
I4 − 4

3
αdiag

{[
|g4|2, |g3|2, |g2|2, |g1|2

]}
.

Although Rw is diagonal, its diagonal entries are different. Thus in the ML decod-
ing, the information symbols cannot be decoupled. To have decoupled symbol-wise
decoding, we can ignore the quadratic term in (2.51), which is equivalent to approxi-
mate Rw with a multiple of the identity matrix. The resulting decoding is suboptimal.

Although ideal for DSTC, real and complex ODs are sparse and limited in symbol-
rate [35]. It was shown in [29] that real ODs whose symbol-rate is 1 and complex
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ODs whose symbol rate is 3/4 exist for any dimension. But for R > 2, the symbol
rates of complex ODs are upper-bounded by 3/4.

2.3.2 Quasi-Orthogonal Code

Quasi-orthogonal design (QOD) was proposed and used in space-time code design in
[12, 13, 25, 26, 28, 31], originally for multiple-antenna systems with four transmit
antennas, later generalized to other cases. For a QOD, some but not all columns of a
code-matrix are orthogonal to each other. There are several different but equivalent
ways of constructing a quasi-orthogonal code. Here, we use the one presented in [31,
36].

Let O(b1, · · · , bK) be a T ×M complex OD with complex indeterminate variables
b1, · · · , bK . A (2T ) × (2M) QOD is [31, 36]:

S =
[

O(b1, · · · , bK) O(bK+1, · · · , b2K)

O(bK+1, · · · , b2K) O(b1, · · · , bK)

]
.

It can be shown that S∗S =
[

aIM bIM

bIM aIM

]
, where a = ∑2K

i=1 |bi |2 and b =
∑K

i=1(bi b∗
K+i + bK+i b∗

i ). Since not all columns of the code matrix are mutually
orthogonal, when used in space-time coding, QOD does not have the decoupled
symbol-wise decoding. However, due to its special structure, it has pairwise symbol
decoding, i.e., information symbols can be decoded in joint pairs. Thus it is still
highly superior in decoding complexity to the joint decoding of all information sym-
bols, especially for systems with high dimensions and high transmission rates. From
the definition of QOD, it can be seen that similar to OD, QOD can be used for DSTC
straightforwardly.

For the special case that both O1 and O2 are Alamouti design, the 4 × 4 QOD has
the following structure:

⎡

⎢
⎢
⎣

b1 −b∗
2 b3 −b∗

4
b2 b∗

1 b4 b∗
3

b3 −b∗
4 b1 −b∗

2
b4 b∗

3 b2 b∗
1

⎤

⎥
⎥
⎦ . (2.57)

In what follows, we demonstrate the use of this QOD for DSTC in networks with 4
relays, i.e., R = 4. Let T1 = T2 = 4 and K = 4. Let b1, b2, b3, b4 be the 4 informa-
tion symbols. Design the vector sent by the transmitter and the relay transformation
matrices as

b =

⎡

⎢
⎢
⎣

b1
b2
b3
b4

⎤

⎥
⎥
⎦ , A1 = I4, A2 = 0, A3 =

⎡

⎢
⎢
⎣

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

⎤

⎥
⎥
⎦ , A4 = 0,
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B1 = 0, B2 =

⎡

⎢
⎢
⎣

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎤

⎥
⎥
⎦ , B3 = 0, B4 =

⎡

⎢
⎢
⎣

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

⎤

⎥
⎥
⎦ .

With this design, the space-time codeword formed at the receiver has the quasi-
orthogonal structure in (2.57).

2.3.3 Algebraic Code

An algebraic family of distributed space-time code was proposed in [22], which can
be used for networks with any relays and T1 = T2 = R. Let b be the information
signal sent by the transmitter. Elements of b can be designed as PSK, QAM, or other
modulations. Define

G �

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 · · · i
1 0 0 · · · 0
0 1 0 · · · 0
...

...
. . .

. . .
...

0 0 · · · 1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,

which is a T × T matrix. The linear transformation matrix at the relays are designed
as Ai = Gi−1 and Bi = 0 for i = 1, · · · , R. The distributed space-time codeword
formed at the receiver has the following structure

S = [
b Gb · · · GR−1b

]
.

It has been proved in [22] using involved cyclotomic algebra that algebraic code
achieves full diversity. More designs of algebraic code can be found in [23, 24].

2.4 Simulation on Error Probability

In this section, simulated error probabilities of DSTC are demonstrated. Comparison
with corresponding space-time coding for multiple-antenna systems is also made.

In all simulations, the channels and noises are generated independently following
CN (0, 1). For the transmit power, we set Ps = R Pr , which follows the optimal
power allocation derived in Sect. 2.2.3. For each transmission block, an information
vector b is generated randomly. The ML decoding is conducted. If the decoded vector,
denoted as b̂, is different to b, a block error occurs. A large number of transmission
blocks are simulated. Distinct and independent channel realizations are used for
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different transmission blocks. The average block error rate is approximated as the
ratio of the total number of block errors to the total number of blocks.

First, networks with 1, 2, 3, 4 relays, i.e., R = 1, 2, 3, 4 are considered to show
the achievable diversity orders of networks with different numbers of relays. In this
simulation experiment, the basic DSTC scheme explained in Sect. 2.2.2 is used.
The transmission time for each step T is chosen to be the same as R. Entries of
the information vector b are generated as i.i.d. binary phase-shift keying (BPSK)
signals. Thus the overall transmission rate is 1/2 bit per transmission. As to the relay
transformation matrices, for each transmission block, a distinct set of unitary matrices
A1, · · · , AR are generated according to the isotropic distribution. This follows the
random code [17, 19] idea. When the number of blocks is large enough, the simulated
performance approximates the average performance of all possible DSTCs. The
use of random code is to eliminate the affect of the code design and to focus on
the diversity order only. In Fig. 2.4, block error rates of DSTC v.s. Ps are shown.
The diversity orders can be observed from the slopes of the curves. We can see that
the diversity order of DSTC is slightly less than R for a relay network with R relays.
As Ps increases, the diversity order increases and approaches the corresponding R
value. This complies with the diversity order result in Sect. 2.2.3.

In the next experiment, a network with T = R = 2 is considered. The block
error rates of two code designs, Alamouti code and Algebraic code, are demon-
strated. QPSK is used for both information symbols in the information vector b.
So the transmission rate is 1 bit per transmission. The performance of a multiple-
antenna system with 2 transmit antennas and 1 receive antenna with Alamouti code
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Fig. 2.4 Performance of DSTC in networks with R = 1, 2, 3, 4 relays, random code, and BPSK
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Fig. 2.5 Performance of DSTC in a network with T = R = 2, QPSK; and comparison with
multiple-antenna system with 2 transmit antennas and 1 receive antenna

is also shown for comparison. For the multiple-antenna system, the transmit power
is set to be Ps . From Fig. 2.5, it can be seen that for the relay network, the diversity
order of both codes approaches 2 as P increases. Alamouti code has slight lower
error rate. Compared with the multiple-antenna system under Alamouti code, the
network has about the same diversity order, but higher error rate. The performance
difference of the two systems is about 9 dB for high Ps . This is due to the noise
propagation at the relay and also the two stages of fading channels in the relay
network.
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Chapter 3
Distributed Space-Time Coding for
Multiple-Antenna Multiple-Relay Network

Abstract In the previous chapter, distributed space-time coding (DSTC) is intro-
duced for single-antenna multiple-relay network, where there are multiple relays in
the network but every node (the transmitter, the receiver, or a relay) is equipped with
a single antenna. In this chapter, DSTC is used for multiple-antenna multiple-relay
network, where each node in the network can be equipped with multiple antennas.
At first, the multiple-antenna multiple-relay network model is specified in Sect. 3.1.
Then the DSTC scheme, its diversity order analysis, and code design are demon-
strated in Sect. 3.2. After that, the combination of DSTC and maximum-ratio com-
bining (MRC) is explained in Sect. 3.3. Finally, simulated error probabilities of some
multiple-antenna multiple-relay networks are shown.

3.1 Multiple-Antenna Multiple-Relay Network Model

Consider a wireless network with one transmitter, one receiver, and multiple relays.
As shown in Fig. 3.1. the general multiple-antenna case is considered, where the
transmitter has M transmit antennas, the receiver has N receive antennas, and the
relays have a total of R antennas, which can be used for both transmission or recep-
tion. Denote the channel vector from the M antennas of the transmitter to the i th
relay antenna as f i = [

f1i · · · fMi
]t , where fmi is the channel between the mth

transmit antenna and the i th relay antenna. Denote the channel vector from the
i th relay antenna to the N antennas at the receiver as gi = [

gi1 · · · gi N
]
, where gin

is the channel between the i th relay antenna and the nth receive antenna. Define

f �

⎡

⎢
⎣

f1
...

fR

⎤

⎥
⎦ , G �

⎡

⎢
⎣

g1
...

gR

⎤

⎥
⎦ , (3.1)
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which are the MR × 1 transmitter-relay channel vector and the R × N relay-receiver
channel matrix. There is no direct link between the transmitter and the receiver.
Independent Rayleigh flat-fading channels are assumed, i.e., fmi ’s and gin’s are
i.i.d. following CN (0, 1). Further, a block-fading model with coherence interval T
is assumed. Assume that the receiver has global and perfect channel state information
(CSI), i.e., the receiver knows all fmi ’s and gin’s. But the transmitter and the relays
have no CSI.

3.2 DSTC for Multiple-Antenna Multiple-Relay Network

In this section, the distributed space-time coding (DSTC) protocol for multiple-
antenna relay network is introduced. The diversity order of DSTC is also derived
along with discussions on DSTC code design.

3.2.1 DSTC Protocol

As explained in Chap. 2, DSTC is a two-step transmission scheme. In the first step,
the transmitter sends information to the relays. The relays then linearly process their
received signals and forward information to the receiver in the second step. The
details are as follows.

Step 1: Transmission from the Transmitter to the Relays

The first step is the transmission from the transmitter to the relays. Information bits
are encoded into a T × M matrix B, normalized to

Fig. 3.1 Multiple-antenna
multiple-relay network

Transmitter

Receiver

Relays

RelayRelay

... ...
R antennas in total

. . .

. . .

. . .

fmi

gin

AntAntAntAnt

Ant 1

Ant 1 Ant M

Ant N
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E
{
tr
(
B∗B

)} = M. (3.2)

The transmitter sends
√

Ps T/MB. That is, the mth transmit antenna of the trans-
mitter sends the mth column of B multiplied with the power coefficient

√
Ps T/M .

With the normalization in (3.2), the average power used at the transmitter is Ps per
transmission. The same as the notation in Sect. 2.2.2, the received signal vector and
the noise vector at the i th relay antenna are denoted as ri and nr,i , respectively. Thus,

ri =
√

Ps T

M
Bfi + nr,i . (3.3)

The first step takes T time slots.

Relay Processing

After receiving ri , the i th relay antenna linearly processes ri using a pre-determined
T × T matrix Ai to obtain ti as:

ti = √
αAi ri , (3.4)

where α � Pr
1+Ps

. This definition of α is the same as the one in ( 2.16).
In general, if a relay is equipped with multiple antennas, the relay can jointly

process the received signal vectors of all its antennas. Thus the transmitted signal
vector of any antenna of the relay can depend on the received signal vectors of all
antennas of the same relay. But this section is only concerned with the simple design
that the transmitted signal of each relay antenna depends on the received signal of
that antenna only, regardless that it may have co-located antennas. As will be seen
later, this simple design achieves the optimal diversity order for asymptotically high
transmit power. A design that considers joint signal processing among co-located
antennas on the same relay will be explained in Sect. 3.3.

Step 2: Transmission from the Relays to the Receiver

In the second step, the i th relay antenna sends ti . With the normalization in (3.2) and
(3.4), it can be shown that the average transmit power of each relay antenna is Pr

per transmission. The relays are assumed to be synchronized so the signals they sent
arrive the receiver at the same time. Denote the T × N noise matrix at the receiver
as Nd . The T × N received signal matrix, denoted as X, can be represented as

X = [
t1 · · · tR

]
G + Nd , (3.5)

where G is defined in (3.1).

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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Transceiver Equation

By using (3.3) and (3.4) in (3.5), after some straightforward calculations, the system
equation of DSTC in multiple-antenna multiple-relay network can be written as

X = √
βSH + W, (3.6)

where

β � Ps Pr T

(Ps + 1)M
, (3.7)

S �
[

A1B · · · ARB
]
, (3.8)

H �

⎡

⎢
⎣

f1g1
...

fRgR

⎤

⎥
⎦ = diag{f1, · · · , fR}G, (3.9)

W �
√

α
[

A1nr,1 · · · ARnr,R
]

G + Nd . (3.10)

Recall that for single-antenna relay network, β is defined in ( 2.16). Here with slight
abuse of notation but for the consistency of the presentation, we redefine β in (3.7)
for multiple-antenna relay network. When M = 1, the two definitions coincide. S,
which is T ×MR, is the distributed space-time codeword formed at the receiver. H is
the end-to-end channel matrix. Since fi is M ×1 and gi is 1× N , it is RM × N . Note
that the r th block of H, which is fr gr is M × N . It is the end-to-end channel matrix
from the transmitter to the receiver via the r th relay antenna. W is the equivalent
noise matrix. It is T × N .

An equivalent form of the transceiver equation can be obtained by stacking the
columns of X into one column vector to be:

vec(X) = √
β(Gt ⊗ IT )S̃f + vec(W), (3.11)

where
S̃ � diag{A1B, · · · , ARB}.

It is an equivalent format for the distributed space-time codeword. Let

fdiag � diag{f1, · · · , fR}. (3.12)

Another equivalent form is

X = √
βSfdiagG + W. (3.13)

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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3.2.2 ML Decoding of DSTC

Now we derive the maximum likelihood (ML) decoding of DSTC. All noises are
assumed to be i.i.d. CN (0, 1). To derive the ML decoding, the likelihood function,
which is the conditional probability density function (PDF) of X|B is needed. From
(3.6)–(3.10), the (t, n)-th entry of X, denoted as xtn , equals

xtn = √
β

R∑

i=1

M∑

m=1

T∑

τ=1

fmi ginai,tτ bτm + √
α

R∑

i=1

T∑

τ=1

ginai,tτ nr,i,τ + nd,tn,

where ai,tτ is the (t, τ )th entry of Ai , bτm is the (τ, m)th entry of B, nr,i,τ is the τ th
entry of nr,i , and nd,tn is the (t, n)th entry of Nd . With full CSI at the receiver,

E(xtn) = √
β

R∑

i=1

M∑

m=1

T∑

τ=1

fmi ginai,tτ bτm .

Therefore, the mean of the t-th row of X is
√

β[B]t H with [B]t the t-th row of B.
Since nr,i ’s, Nd , and B are independent, the covariance of xt1n1 and xt2n2 can be
calculated as follows:

Cov
(
xt1n1, xt2n2

)

= E

{(
xt1n1 − E{xt1n1}

) (
xt2n2 − E{xt2n2}

)}

= α

R∑

i1=1

T∑

τ1=1

R∑

i2=1

T∑

τ2=1

E{gi1n1ai1,t1τ1 nr,i1,τ1 gi2n2ai2,t2τ2 nr,i2,τ2} + E{nd,t1n1nd,t2n2}

= α

R∑

i=1

(
T∑

τ=1

ai,t1τ ai,t2τ

)

gin1 gin2 + δn1n2δt1t2

= δt1t2

(

α

R∑

i=1

gin1 gin2 + δn1n2

)

= δt1t2

⎛

⎜
⎝α

[
g1n1 · · · gRn1

]

⎡

⎢
⎣

ḡ1n2
...

ḡRn2

⎤

⎥
⎦ + δn1n2

⎞

⎟
⎠ .

The fourth equality is true since Ai is unitary. The previous derivations show that
the rows of X are uncorrelated since the covariance of xt1n1 and xt2n2 is zero when
t1 �= t2. Since the noises are Gaussian, each row of X is a Gaussian random vector.
Thus, rows of X are independent.

Define
RW � IN + αG∗G, (3.14)
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which is a positive definite matrix. The above calculation shows that the covariance
matrix of the t th row of X is RW. Therefore, the PDF of [X]t |B is

p([X]t |B) =
(
π N det RW

)−1
e
−tr

{
[X−√

βSH]t R
−1
W [X−√

βSH]t
t

}

=
(
π N det RW

)−1
e
−tr

{
[X−√

βSH]t R
−1
W [X−√

βSH]∗
t

}

.

As rows of X are independent, it follows that

p(X|B) =
T∏

t=1

p([X]t |B) =
(
π N det RW

)−T
e−tr(X−√

βSH)R−1
W (X−√

βSH)
∗
.

(3.15)

In view of the above investigation, we see that for a relay network with multiple
antennas at the receiver, the rows of X are independent. The columns of X, however,
are not independent. This can be seen by realizing that the covariance matrix RW is
not diagonal in general. That is, the received signals at the same time but different
receive antennas are not independent, whereas the received signals at different times
are independent.

With p(X|B) in hand, the ML decoding of DSTC can be derived to be:

arg max
B

p(X|B) = arg min
B

tr
{(

X − √
βSH

)
R−1

W

(
X − √

βSH
)∗}

. (3.16)

An equivalent form of the ML decoding is:

arg min
B

tr
{(

X − √
βSfdiagG

)
R−1

W

(
X − √

βSfdiagG
)∗}

. (3.17)

3.2.3 Diversity Order Analysis

Previously, the transmission protocol, the transceiver equation, and ML decoding
for DSTC in multiple-antenna multiple-relay network have been explained. In this
subsection, the performance of DSTC is investigated, via calculating its PEP and
diversity order.

Consider two different information matrices Bk and Bl . The distributed space-time
codewords corresponding to them are denoted as Sk and Sl , respectively. Thus,

Sk �
[

A1Bk · · · ARBk
]
, Sl �

[
A1Bl · · · ARBl

]
.

Recall the definition in ( 2.24):

Mkl � (Sk − Sl)
∗(Sk − Sl).

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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With the ML decoding in ( 2.51), the PEP of the multiple-antenna multiple-relay
network under DSTC can be analyzed similarly to that in Sect. 2.2.3 to obtain the
following Chernoff bound:

P(Bk → Bl) ≤ Ef,G

{
e
− β

4 tr
(

Mkl HR−1
W H∗

)}
. (3.18)

Power Allocation Between the Transmitter and the Relays

Before further calculating the PEP bound in (3.18), we derive the power allocation
between the transmitter and the relays, or equivalently, between the two transmission
steps. Assume that the total power used in the whole network is P . Thus P =
Ps + RPr . Notice that when R → ∞, according to the law of large numbers, the
off-diagonal entries of G∗G/R approaches zero while the diagonal entries approach
1 with probability 1. Thus, for large R, it follows that G∗G/R ≈ IN and RW ≈
(1 + αR)IN . With this approximation, minimizing the PEP upper bound in right-
hand-side of (3.18) is equivalent to maximizing β

4(1+αR)
= Ps Pr T

4M(1+Ps+RPr )
. This is

exactly the same power allocation problem in Sect. 2.2.3. Therefore, it is concluded
that the optimum allocation is:

Ps = P

2
and Pr = P

2R
. (3.19)

This results says that the transmitter uses half the total power and the relays share the
other half, with the power of each relay antenna being P/2/R. The transmit powers
of the two transmission steps are the same.

Diversity Order Result

For the diversity order analysis, the PEP behaviour with respect to P for large P
needs to be investigated. The main difficulty in the PEP analysis lies in the fact that
the noise covariance matrix RW is not diagonal. To conquer this difficulty, we derive
an upper bound on RW and use it to further bound the PEP from the above. Since
RW is positive definite, we have

RW 
 [tr(RW)]IN =
N∑

n=1

(

1 + α

R∑

i=1

|gin|2
)

IN =
(

N + α‖G‖2
F

)
IN . (3.20)

Therefore, when P � 1, from (3.18) and by using the power allocation given in
(3.19), we have

P(Bk → Bl)

≤ Ef,Ge
− PT

8N R

(
1+ 2

P + 1
NR ‖G‖2

F

)−1
tr(H∗Mkl H)

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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≤ Ef,Ge
− PT

8NR

(
1+ 1

NR ‖G‖2
F

)−1
tr(H∗Mkl H) + lower order terms in P

= Ef,Ge
− PT

8NR

(
1+ 1

NR ‖G‖2
F

)−1
f∗
[∑N

n=1 G∗
n MklGn

]
f + lower order terms in P,

where Gn � diag{[g1n · · · gRn]}⊗ IM . Since f is Gaussian distributed whose mean
is zero and whose variance is IRM , by calculating the average over f , we have

P(Bk → Bl) ≤ EG det −1

[

IRM + PT

8NR

(
1 + 1

NR
‖G‖2

F

)−1 N∑

n=1

G∗
n MklGn

]

+ lower order term in P. (3.21)

Denote the minimum singular value of Mkl by σ 2
min. Assume that T ≥ MR and the

distributed space-time block code has full diversity. Thus, σ 2
min > 0. Since only the

diversity order is concerned in this section, for the simplicity of the representation,
we only keep the highest order term of P in the Chernoff bound and neglect the
lower order terms. From (3.21), we have

P(Bk → Bl) � EG det −1

[

IRM + PT σ 2
min

8NR

(
1 + 1

NR
‖G‖2

F

)−1 N∑

n=1

G∗
nGn

]

= EG

R∏

i=1

(

1 + PT σ 2
min

8NR

‖gi‖2
F

1 + 1
NR‖G‖2

F

)−M

. (3.22)

Further calculating the average over G, the following PEP upper bound can be
derived:

P(Bk → Bl) ≤ cDSTC-mul ·

⎧
⎪⎪⎨

⎪⎪⎩

[
M

N (M−N )

]R
P−NR if M > N

(
1 + 1

N

)R
P−MR logR

e P if M = N
[ 1

N + (N − M − 1)!]R
P−MR if M < N

, (3.23)

where cDSTC-mul � 1
(N−1)!R

(
8NR

T σ 2
min

)min{M,N }R

.

The derivation of (3.23) from (3.22) is tedious and can be found in [4]. In obtaining
(3.23), an upper bound on RW, given in (3.20), is used. This bound is loose, so the
PEP bound in (3.23), although provides the desired diversity order result, is loose in
evaluating the error probability of the network. A tighter bound is available in [4].

Based on (3.23), by noticing that

P−MR logR
e P = P

−MR+R loge loge P
loge P ,

the following theorem on diversity order can be obtained.
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Theorem 3.1. For a relay network with M transmit antennas, N receive antennas,
and a total of R antennas at the relays, assume that T ≥ MR and the distributed
space-time code is fully diverse. An achievable diversity order of DSTC is

dDSTC-mul =
{

min{M, N }R if M �= N

MR − R loge loge P
loge P if M = N

. (3.24)

For any scheme with a two-step protocol (where Step 1 is the transmission from
the transmitter to the relays and Step 2 is the transmission from the relays to the
receiver), the performance is limited by the worse of the two transmission steps. The
maximum diversity order of the first step is MR since there are in total MR inde-
pendent transmission paths. The maximum diversity of the second step is NR since
there are in total NR independent transmission paths. Thus, the overall maximum
diversity order is no higher than min{M, N }R. When M �= N , DSTC is optimal
in diversity order. For the case of M = N , compared with the maximum diversity
order, the diversity order degradation of DSTC is R loge loge P/ loge P , which is
negligible when P is very high. If the diversity order definition in (1.1) is used, since
limP→∞(loge loge P/ loge P) = 0, it can be concluded that DSTC achieves full
diversity order min{M, N }R.

Till here, the basic DSTC, where each relay antenna linearly transforms its
received signal only, has been introduced for multiple-antenna multiple-relay net-
work. More general DSTC designs can be considered, similar to those in Sect. 2.2.4.

3.2.4 Code Design

The code design problem for DSTC in multiple-antenna relay network is to design
both the space-time code at the transmitter B and the relay transformation matrices
Ai ’s. Orthogonal design (OD) and quasi-orthogonal design (QOD) [1, 2, 5] can be
applied similarly as in Sect. 2.3. In the following, we provide a few examples on the
applications of real ODs in multiple-antenna relay networks.

The first example is on a network with one transmit antenna, two relay antennas,
and two receive antennas, i.e., M = 1, R = 2, N = 2. We set T = MR = 2. The
code at the transmitter, which is a vector for this network, is designed as

B = [
b1 b2

]t
,

where b1 and b2 are chosen as binary phase-shift keying (BPSK) signals, normalized
according to (2.11). The matrices used at relays are designed as

A1 = I2 and A2 =
[

0 −1
1 0

]
.

http://dx.doi.org/10.1007/978-1-4614-6831-8_1
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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The distributed space-time codeword formed at the receiver S is thus a 2×2 real OD
[5].

The next example is on a network with M = 2, R = 2, N = 1, i.e., two transmit
antennas, two relay antennas, and one receive antenna. We set T = MR = 4. The
code at the transmitter, which is 4 × 2 for this network, is designed as

B =

⎡

⎢
⎢
⎣

b1 −b2
b2 b1
b3 −b4
b4 b3

⎤

⎥
⎥
⎦ ,

where b1, b2, b3, b4 are also BPSK signals, normalized according to (2.11). The
matrices used at relays are designed as

A1 = I4 and A2 =

⎡

⎢
⎢
⎣

0 0 −1 0
0 0 0 1
1 0 0 0
0 1 0 0

⎤

⎥
⎥
⎦ .

The distributed space-time codeword formed at the receiver can be shown straight-
forwardly to be a 4 × 4 real OD [5].

The final example is on a network with M = 2, R = 1, N = 2, i.e., two transmit
antenna, one relay antenna, and two receive antennas. We set T = MR = 2. The
code at the transmitter is designed as

B =
[

b1 −b2
b2 b1

]
,

where b1 and b2 are BPSK signals, normalized according to (2.11). The matrix used
at the relay is set to be I2. The distributed space-time codeword formed at the receiver
S is again a 2 × 2 real OD [5].

3.3 Combination of DSTC and MRC

In the DSTC scheme explained in Sect. 3.2, each relay antenna linearly processes
the signal vector it receives independently. This is not optimal for networks whose
relays have multiple co-located antennas. For antennas co-located at the same relay,
their transmitted and received vectors can be processed jointly, which, conceivably,
can lead to better performance. In this section, we use maximum-ratio combining
(MRC) for the joint processing of the vectors received at co-located antennas before
the linear processing designated for DSTC [3]. It is shown through both simulation
and theoretical analysis that this combination of MRC and DSTC can improve the
network reliability.

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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In what follows, we study the combination of MRC and DSTC for networks with
single transmit antenna, single receive antenna, and a single multiple-antenna relay.
Then extensions to multiple-antenna single-relay network and the general multiple-
antenna multiple-relay network are considered.

3.3.1 MRC-DSTC for Network with Single Transmit Antenna,
Single Receive Antenna, and Single Multiple-Antenna Relay

This subsection is devoted to networks with single antenna at the transmitter, single
antenna at the receiver, and single relay equipped with R antennas. A diagram of this
network is shown in Fig. 3.2. Denote the channel vector from the transmitter to the
relay as f , which is 1 × R, and the channel vector from the relay to the receiver as
g, which is R × 1. The i th entries of f and g are the channels from the transmitter
to relay antenna i and from relay antenna i to the receiver, respectively. There is no
direct link. Assume that all channels follow Rayleigh flat-fading with the distribution
CN (0, 1) and the block-fading model with coherence interval T . Assume also that
the relay knows f ; the receiver knows g and ‖f‖F . This CSI requirement can be
fulfilled via training and channel estimation. Details can be found in [3].

MRC-DSTC Protocol

Information bits are encoded into a T -dimensional vector b with the normalization
E(b∗b) = 1. To send b from the transmitter to the receiver, two steps are needed. In
the first step, the transmitter sends

√
Ps T b. Ps is the average power per transmission

of the transmitter. The signal vector received at the i th relay antenna is denoted as ri .
The noise vector at the i th relay antenna is denoted as nr,i . Thus,

[r1 · · · rR] = √
Ps T bf + [nr,1 · · · nr,R]. (3.25)

Fig. 3.2 Network with sin-
gle transmit antenna, single
receive antenna, and a single
relay with R antennas

......

Transmitter

Receiver

Relay

Ant 1

f

Ant i Ant R

g



58 3 Distributed Space-Time Coding for Multiple-Antenna Multiple-Relay Network

After receiving ri ’s, the relay conducts signal processing to obtain ti ’s. In the
original DSTC, ti is designed to be a linear function of ri and its conjugate ri . Thus,
the transmitted and received signals of each relay antenna is processed independently
regardless of the fact that the antennas are co-located on the same relay. In fact, ti

can be designed to be dependent on all r1, . . . , rR . Based on this idea, the following
design that combines MRC and DSTC is proposed [3]. The relay first conducts
the MRC of r1, . . . , rR to get a less corrupted version of the transmitted vector,
then conducts DSTC to linearly transform the combined signal vector onto different
subspaces. In the following, this scheme is addressed as MRC-DSTC.

Here are the details of the relay processing. For the MRC, the relay, who knows
f , right-multiplies

[
r1 · · · rR

]
with f∗/‖f‖F to obtain r. From (3.25), we have

r �
[

r1 · · · rR
] f∗

‖f‖F
= √

Ps T ‖f‖F b + nr , (3.26)

where nr � [nr,1 · · · nr,R] f∗
‖f‖F

. For any given realization of f , since entries of
nr,i ’s are i.i.d. CN (0, 1), it can be shown straightforwardly that entries of nr are
also i.i.d. CN (0, 1). The MRC process mitigates the relay noise propagation. This
can be seen by calculating the signal-to-noise-ratio (SNR) values. It can be shown
straightforwardly that the SNR of the combined signal r, averaged over channel
statistics, is increased by R-fold compared to each ri .

After MRC, DSTC is conducted using the combined signal. Define

αMRC � Pr

1 + Ps‖f‖2
F

. (3.27)

The transmitted vector of each relay antenna, ti , is designed to be a linear function
of r and r as:

ti = √
αMRC(Ai r + Bi r̄), (3.28)

where Ai and Bi are T × T matrices with the following normalization

tr(Ai A∗
i + Bi B∗

i ) = T . (3.29)

The power coefficient
√

αMRC in (3.27) and the normalization in (3.29) ensure that
Pr is the average power per transmission of every relay antenna. Compared to the
original DSTC, the relay power coefficient for MRC-DSTC is adaptive to the quality
of the channels between the transmitter and the relay through ‖f‖F , as can be seen
from in (3.27).

In the second step, the i th relay antenna sends ti to the receiver simultaneously.
Denote the received signal vector and the noise vector at the receiver as x and nd

respectively. It follows that

x = [t1 · · · tR]g + nd . (3.30)
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Define

βMRC � Ps Pr T

1 + Ps‖f‖2
F

By using (3.26) and (3.28) in (3.30), we have

x = √
βMRC‖f‖F Sg + w, (3.31)

where
S �

[
A1b + B1b · · · ARb + BRb

]
(3.32)

and
w � √

αMRC
[

A1nr + B1nr · · · ARnr + BRnr
]

g + nd .

S is the T × R space-time codeword. w is the equivalent noise vector. When the
noises at the relays and the receiver are assumed to be i.i.d. following CN (0, 1), w
can be proved to be circularly symmetric Gaussian with zero-mean. Its covariance
matrix can be calculated to be

Rw � IT + αMRC
([

A1 · · · AR
]
(gg∗ ⊗ IT )

[
A1 · · · AR

]∗

+ [
B1 · · · BR

]
(gg∗ ⊗ IT )

[
B1 · · · BR

]∗)
. (3.33)

It should be clarified that the space-time codeword for MRC-DSTC given in (3.32)
has essential difference to that for DSTC given in (2.17). The code matrix in (3.32)
is T × R, while the code in (2.17) is T × MR. With slight abuse of notation but for
the consistency of the presentation, the same notation S is used. The same goes to
the notation for the equivalent noise w and its covariance matrix.

As the receiver knows ‖f‖F and g, the ML decoding of MRC-DSTC can be
derived straightforwardly to be

arg min
b

(
x − √

βMRC‖f‖F Sg
)∗

R−1
w

(
x − √

βMRC‖f‖F Sg
)

.

Diversity Order Analysis

Now we analyze the PEP of MRC-DSTC, based on which the diversity order can be
observed. Due to the similarities between MRC-DSTC and DSTC, derivations of the
PEP for DSTC in Sect. 2.2.3 can be used immediately for MRC-DSTC to obtain an
upper bound on the average PEP of mistaking the information vector bk by another
information vector bl as:

P (bk → bl) ≤ Ef,ge− βMRC
4 ‖f‖2

F g∗(Sk−Sl )
∗R−1

w (Sk−Sl )g, (3.34)

where Sk and Sl are the two space-time codewords corresponding to bk and bl . By
noticing that gg∗ 
 ‖g‖2

F IR , it can be shown from (3.33) that

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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Rw 
 IT + αMRC‖g‖2
F

R∑

i=1

(
Ai A∗

i + Bi B∗
i

) 
 (1 + αMRC RT ‖g‖2
F )IT .

Denote the minimum singular value of Mkl as σ 2
min. When T ≥ R and the space-

time code is fully diversity, we have σ 2
min > 0. Let ξ � min{‖f‖2

F , ‖g‖2
F }. Thus,

‖f‖2
F‖g‖2

F

1 + Ps‖f‖2
F + RPr T ‖g‖2

F

≥ ξ2

1 + (Ps + RPr T )ξ
.

From (3.34), the PEP can be further upper bounded as

P (bk → bl) ≤ Ef,ge
− βMRC

4(1+αMRC RT ‖g‖2
F)

‖f‖2
F g∗Mkl g

≤ Ef,ge
− Ps Pr T

4(1+Ps‖f‖2
F +RPr T ‖g‖2

F)
‖f‖2

F g∗Mkl g

≤ Ef,ge
− Ps Pr T σ2

min

4(1+Ps‖f‖2
F +R Pr T ‖g‖2

F)
‖f‖2

F ‖g‖2
F

≤ Eξ e
− Ps Pr T σ2

minξ2

4[1+(Ps+RPr T )ξ ] . (3.35)

Both ‖f‖2
F and ‖g‖2

F have Gamma distribution with degree R. Denote their PDF

as p(x) and cumulative distribution function (CDF) as P(x). Thus, p(x) = x R−1

	(R)
e−x .

The PDF of ξ , denoted as q(x), can thus be proved to satisfy q(x) = 2p(x)(1 −
P(x)) < 2p(x). Using this in (3.35), we have

P (bk → bl) ≤
∫ ∞

0
e
− Ps Pr T σ2

minx2

4[1+(Ps+RPr T )x] q(x)dx

≤ 2
∫ ∞

0
e
− Ps Pr T σ2

minx2

4[1+(Ps+RPr T )x] p(x)dx

≤ 2
∫ ∞

1
Ps+RPr T

e
− Ps Pr T σ2

min
8(Ps+RPr T )

x
p(x)dx + 2

∫ 1
Ps+RPr T

0
p(x)dx

≤ 2

	(R)

∫ ∞

0
e
− Ps Pr T σ2

min
8(Ps+RPr T )

x
x R−1dx + 2

	(R)

∫ 1
Ps+RPr T

0
x R−1dx

= 2
[

Ps Pr T σ 2
min

8(Ps+RPr T )

]R
+ 2

	(R + 1)

1

(Ps + RPr T )R
.

When both Ps and Pr scale as P , i.e., Ps = O(P) and Pr = O(P), the above
PEP upper bound scales as P−R . Therefore, there exists a constant c such that
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P (bk → bl) ≤ cP−R . By using the diversity definitions in (1.1) and (1.2), we can
conclude that MRC-DSTC achieves full diversity order, which is R. This result is
written in the following theorem.

Theorem 3.2. Assume that T ≥ R and the distributed space-time code is fully
diversity. For networks with single transmit antenna, single receive antenna, and
one single relay with R antennas, the diversity order of the MRC-DSTC scheme is R.

Comparison of MRC-DSTC and DSTC

In this part, we compare MRC-DSTC with DSTC. While the MRC in MRC-DSTC
can only be conducted for relay antennas that are co-located at the same relay, DSTC
applies for networks with distributed relay antennas. To compare the performance,
consider two relay networks with single transmit antenna, single receive antenna,
and R relay antennas. But for Network 1, the R relay antennas are co-located at the
same relay and MRC-DSTC is used; while for Network 2, the R relay antennas can
be distributively located at R relays and DSTC is used. It is shown in Chap. 2 that
an upper bound on the PEP of Network 2 under DSTC scales as P−R logR

e P and
the diversity order is R(1− loge loge P/ loge P). For Network 1 under MRC-DSTC,
the logR

e P factor in the PEP upper bound is eliminated and the diversity order is R.
One account of this diversity order improvement is that MRC at the multiple-antenna
relay suppresses the relay noise.

For the special case of R = 1, there is no combining gain in MRC-DSTC; but
the PEP of MRC-DSTC scales as P−1, while that of DSTC scales as P−1 loge P .
The difference is in the relay power coefficient. For MRC-DSTC, the relay power
coefficient

√
αMRC is a function of ‖f‖F , which represents the quality of the first

transmission step. For DSTC, the constant channel-independent power coefficient√
α is used. Although the two result in the same average relay power, the former is

adaptive to the channel quality of the first step, thus has better performance.
It should be clarified that to achieve this performance improvement, MRC-DSTC

requires partial CSI at the relay and cross-talk among relay antennas.

3.3.2 MRC-DSTC for Multiple-Antenna Single-Relay Network

Consider a multiple-antenna single-relay network with M transmit antennas, N
receive antennas, and R relay antennas co-located at one relay node. A diagram
is shown in Fig. 3.3. Denote the M × 1 channel vector from the transmitter and the
i th antenna of the relay as fi . Denote the M × R transmitter-relay channel matrix
as F. Its i th column is fi . Denote the 1 × N channel vector from the i th antenna
of the relay to the receiver as gi . Denote the R × N relay-receiver channel matrix
as G. Its i th row is gi . To use MRC-DSTC, a combining scheme for the relay is
needed. When M = 1, the MRC of the signal vectors the relay antennas receive can
be performed straightforwardly as shown in Sect. 3.3.1. But when there are multiple
transmit antennas, the MRC is less straightforward.

http://dx.doi.org/10.1007/978-1-4614-6831-8_1
http://dx.doi.org/10.1007/978-1-4614-6831-8_1
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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Fig. 3.3 Multiple-Antenna
single-relay network
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When M > 1, the first transmission step can be seen as a multiple-antenna
system, and the transmitter should send a T ×M space-time code-matrix B. However,
fully diverse receiver combining schemes for space-time coded communications are
unavailable.

To overcome this difficulty, the special case of orthogonal space-time codes that
allow decoupled symbol-wise decoding is considered. Their special structure leads to
convenient combining at the relay. For presentation simplicity, here, we only consider
orthogonal codes whose symbol-rates are 1. Such codes include Alamouti design,
real ODs, and their straightforward extensions [2, 5].

The details of the two-step MRC-DSTC transmission protocol are as follows. Let
b1, · · · , bT be the information symbols and b � [b1 · · · bT ]t is the T -dimensional
information vector. First, b is encoded into a T × M orthogonal space-time codeword
B. In Step 1, the transmitter sends

√
Ps T/MB with Ps the power of the transmitter.

Relay antenna i gets

ri =
√

Ps T

M
Bfi + nr,i .

Since the code-matrix B is orthogonal and has symbol-wise decoding, the relay
can process ri using the OD structure to obtain ři , which satisfies the following
equation:

ři =
√

Ps T

M
‖fi‖F b + ňr,i , (3.36)

where ňr,i follows CN (0T , IT ). For more details on this step of processing and an
illustrative example, please see [3]. From (3.36), we have

[
ř1 · · · řR

] =
√

Ps T

M
b
[ ‖f1‖F · · · ‖fR‖F

] + [
ňr,1 · · · ňr,R

]
. (3.37)



3.3 Combination of DSTC and MRC 63

The relay then conducts the MRC of ři ’s, where
[

ř1 · · · řR
]

is right-multiplied with
1

‖F‖F

[ ‖f1‖F · · · ‖fR‖F
]t to obtain the combined signal vector r. From (3.37), we

have

r � 1

‖F‖F

R∑

i=1

‖fi‖F r̂i =
√

Ps T

M
‖F‖F b + 1

‖F‖F

R∑

i=1

‖fi‖F ňr,i . (3.38)

It can be proved that the noise term 1
‖F‖F

∑R
i=1 ‖fi‖F ňr,i in (3.38) still follows

CN (0T , IT ).
After obtaining the combined vector r. Antenna i of the relay linearly processes

r and r to obtain ti as:

ti =
√

Pr

1 + ‖F‖2
F Ps/M

(Ai r + Bi r) , (3.39)

where Ai and Bi are T × T pre-determined relay transformation matrices satisfying
the normalization in (3.29).

In Step 2, Antenna i of the relay sends ti . All relay antennas send information
simultaneously. Denote the matrix of the received signals and the matrix of the noises
at the receiver as X and Nd respectively. It follows that

X = [t1 · · · tR]G + Nd . (3.40)

With slight abuse of notation but for the consistency of the presentation, define

αMRC �
√

Pr

1 + ‖F‖2
F Ps/M

, βMRC �
√

Ps Pr T

M + ‖F‖2
F Ps

.

Using (3.38) and (3.39) in (3.40), we can write the transceiver equation as

X = √
βMRC‖F‖F SG + W, (3.41)

where S �
[

A1b + B1b · · · ARb + BRb
]

and

W � √
αMRC

[
A1v + B1v · · · ARv + BRv

]
G + Nd .

S, which is T × R, is the space-time codeword.
To obtain the ML decoding and thus conduct the PEP analysis, columns of the

system equation in (3.41) are stacked into a column vector to get the vector equation:

vec(X) = √
βMRC(IN ⊗ S)‖F‖F vec(G) + vec(W).
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Define h � ‖F‖F vec(G). The ML decoding is thus

arg min
b

[
vec(X) − √

βMRC(IN ⊗ S)h
]∗

R−1
vec(W)

[
vec(X) − √

βMRC(IN ⊗ S)h
]
,

(3.42)

where Rvec(W) is the covariance matrix of vec(W). If Rvec(W) is decomposed into
T × T blocks, its (i, j)-th block is

δi j IT + αMRC

R∑

k,l=1

gki gl j (AkA∗
l + BkB∗

l ),

where gi j is the (i, j)th entry of G.
With the ML decoding in (3.42), the PEP and diversity order of MRC-DSTC can

be analyzed. The result is stated in the following Theorem.

Theorem 3.3. Assume that T ≥ R and the space-time code is fully diverse. For a
network with M transmit antennas, N receive antennas, and one R-antenna relay,
MRC-DSTC achieves diversity order min{M, N }R.

The proof of this theorem is similar to that of Theorem 3.2 in Sect. 3.3.1. The
details can be found in [3].

Comparing the diversity order result in Theorem 3.2 with that of DSTC in Chap. 3,
we can see that for the case of M = N (the same number of transmit and receive anten-
nas), MRC-DSTC eliminates the diversity order degradation R loge loge P/ loge P ,
and achieves full diversity min{M, N }R. The improvement is due to both the com-
bining of the signals received at different relay antennas and the channel-dependent
power coefficient at the relay. For the case of M �= N , MRC-DSTC and DSTC
have the same full diversity but the former has extra combining gain, thus better
performance.

3.3.3 MRC-DSTC for a General Multiple-Antenna
Multiple-Relay Network

The generalization of MRC-DSTC to the most general multiple-antenna multiple-
relay network was studied in [3], where the protocol is similar to that of the
multiple-antenna single-relay network. However, a channel-independent (fixed-gain)
relay power coefficient is used for the tractability of the diversity order analysis. The
first and second steps of transmissions are the same as before. For the relay process-
ing, after Step 1, Relay k conducts MRC of the received signals of all its antennas to
obtain rk . The transmitted signal of the i th antenna of Relay k for the second step,
tk,i , is then design as

http://dx.doi.org/10.1007/978-1-4614-6831-8_3
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tk,i =
√

Pr

1 + RPs

(
Ak,i rk + Bk,i rk

)
, (3.43)

where Ak,i and Bk,i are the transformation matrices at the i th antenna of Relay k. The

relay power coefficient
√

Pr
1+RPs

in (3.43) is a constant, independent of the channel
quality. The following diversity order result of MRC-DSTC was proved [3].

Theorem 3.4. Assume that T ≥ R and the space-time code is fully diverse. For a
network with M transmit antennas, N receive antennas, a total of R relay antennas
located on K relay nodes, an achievable diversity order of MRC-DSTC with fixed-
gain relay power coefficient is

dMRC−DSTC =
{

min{M, N }R if M �= N

MR − K loge loge P
loge P if M = N

.

The proof of this theorem can be found in [3].
When M = N , the diversity order of DSTC is MR − R loge loge P

loge P . Comparing

with the result in Theorem 3.4, we can see that the diversity order of MRC-DSTC
is improved by (R − K )

loge loge P
loge P , thanks to the MRC conducted at the relays. The

diversity order of MRC-DSTC with channel-dependent (variable gain) relay power
coefficient has not been derived.
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Fig. 3.4 Performance of DSTC in 4 networks: (1) M = R = N = 2; (2) M = 2, R = 2, N = 1;
(3) M = 2, R = 1, N = 2; and (4) M = 1, R = 2, N = 2. ODs with BPSK modulation are used
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3.4 Simulation on Error Probability

In this section, simulated error probability of DSTC in multiple-antenna multiple-
relay network is demonstrated. In all simulations, the channels and noises are
generated independently following CN (0, 1). For the transmit power, we
set Ps = RPr .
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Figure 3.4 shows the block error rates of 4 networks: (1) M = R = N = 2; (2)
M = 2, R = 2, N = 1; (3) M = 2, R = 1, N = 2; and (4) M = 1, R = 2, N = 2.
Real ODs are used for the distributed space-time code. That is, for Network 1 and
Network 2, T is 4 and the 4 × 4 real OD is used; for Network 3 and Network 4, T
is 2 and the 2 × 2 real OD is used. Note that if we set T = 4 for Network 3 and
Network 4 and use 4 × 2 real OD, the same performance will be obtained. BPSK
is used to modulate the information symbols. So the overall transmission rate is 1/2
bit per transmission. The figure shows that when Ps is large, the diversity order of
Network 2 and Network 4 is 2. The diversity order of Network 3 is slightly less than
2 but approaches 2 as Ps increases. For Network 1, the diversity order approaches 4
as Ps increases.

In Fig. 3.5, block error rates of two networks with M = N = 1, and R = 2, 4
are shown. For MRC-DSTC, the R relay antennas are assumed to be co-located
at the same relay so MRC is possible; while for DSTC, the relay antennas can be
distributively located. Random code explained in Sect. 2.4 is used to avoid the effect
of code design and focus on the diversity order only. It can be seen that the block
error rate curves for MRC-DSTC are slightly steeper than the corresponding DSTC
curves, indicating larger diversity orders. This is consistent with the diversity order
derivation in Sect. 3.3. In addition to the improvement in diversity order, it can also be
seen from the plots that MRC at relays significant improves the network performance.
At the block error rate level of 2 × 10−4, MRC-DSTC is approximately 6dB better
for both networks.
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Chapter 4
Differential Distributed Space-Time Coding

Abstract This chapter is on the differential use of distributed space-time coding
(DSTC). First, the transmission protocol and decoding of differential DSTC are
explained in Sect. 4.1. Then several code designs are introduced in Sect. 4.2. Finally,
simulated error probability of differential DSTC is shown in Sect. 4.3.

4.1 Transmission Protocol and Decoding

Differential distributed space-time coding (DSTC) [5, 6, 8] is the differential use
of DSTC. It can also be seen as the generalization of differential space-time coding
(reviewed in Sect. 2.1) to relay networks. The presentation and materials in this
chapter follow the work in [5].

Consider the single-antenna multiple-relay network shown in Fig. 2.2 in Chap. 2.
We use the DSTC protocol described in Sect. 2.2.4, where the transmitted signal
vector of a relay antenna is either a linear transformation of its received signal vector
or the conjugate of its received signal vector, i.e., either Ai = 0, Bi is unitary or
Bi = 0, Ai is unitary. Let T1 = T2 = T = R and call the transmission of T symbols
a block. Therefore, a block contains 2T time slots with T time slots for each step.
The differential DSTC scheme uses two DSTC blocks that overlap by one block,
where each block acts as a reference for the next.

The details of the differential DSTC protocol are as follows. Denote the T × 1
information vector sent in the τ th block as b(τ ). We start with the first block, then
elaborate the transmission of the τ th block for generality. For the first block, a
reference vector that satisfies E{b∗

(0)b(0) = 1} is sent using DSTC, for example,

b(0) = [1 0 · · · 0
]t . For the (τ − 1)th block, b(τ−1) is sent using DSTC. Define

⎧
⎨

⎩

Ăi = Ai , b(i)
(τ−1) = b(τ−1) if Bi = 0

Ăi = Bi , b(i)
(τ−1) = b(τ−1) if Ai = 0

.
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From (2.46)–(2.49), the transceiver equation of the (τ − 1)th block is

x(τ−1) = √β
[

Ă1b(1)
(τ−1) · · · ĂRb(R)

(τ−1)

]
h(τ−1) + w(τ−1), (4.1)

where x(τ−1) is the received signal vector, w(τ−1) is the equivalent noise vector,
h(τ−1) is the equivalent end-to-end channel vector of block τ − 1, and β is defined
in (2.16).

Information is encoded into a set of T × T unitary matrices U . For the τ th block,
a matrix U(τ ) is selected from the set of code-matrices U based on the information
to be sent. To communicate message U(τ ) to the receiver, the signal vector sent by
the transmitter is encoded differentially as

b(τ ) = U(τ )b(τ−1). (4.2)

Note that having U(τ ) unitary preserves the transmit power, because the Frobenius
norm of a vector keeps unchanged after unitary transformation. By following the
DSTC protocol, the transceiver equation of the τ ’th block can be written as

x(τ ) = √β
[

Ă1b̆(1)
(τ ) · · · ĂR b̆(R)

(τ )

]
h(τ ) + w(τ ).

By using (4.2), it can be obtained that

x(τ ) = √β
[

Ă1Ŭ(τ )b̆
(1)
(τ−1) · · · ĂRŬ(τ )b̆

(R)
(τ−1)

]
h(τ ) + w(τ ),

where {
Ŭ(τ ) = U(τ ) if Bi = 0
Ŭ(τ ) = U(τ ) if Ai = 0

If U(τ )Ăi = Ăi Ŭ(τ ), or equivalently,

{
U(τ )Ai = Ai U(τ )

U(τ )Bi = Bi U(τ )
, (4.3)

it follows that

x(τ ) = √βU(τ )

[
Ă1b(1)

(τ−1) · · · ĂRb(R)
(τ−1)

]
h(τ ) + w(τ ). (4.4)

If the channels f and g keep constant for two blocks, i.e., h(τ ) = h(τ−1), from (4.1)
and (4.4), we have

x(τ ) = U(τ )x(τ−1) + w̃(τ ),

where
w̃(τ ) = w(τ ) − U(τ )w(τ−1).

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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Given an arbitrary realization of g, it is shown in Sect. 2.2.2 that w(τ−1) and
w(τ ) are independent complex Gaussian random vectors with mean 0 and covariance
matrix

(
1 + α‖g‖2

F

)
IT . Thus, w̃(τ ) is a Gaussian random vector whose mean is 0

and whose covariance matrix is 2
(
1 + α‖g‖2

F

)
IT . The ML decoding of differential

DSTC is thus the following:

Û(τ ) = arg max
U(τ )

[
2
(

1 + α‖g‖2
F

)]−1 ∥
∥x(τ ) − U(τ )x(τ−1)

∥
∥2

F

= arg max
U(τ )

∥
∥x(τ ) − U(τ )x(τ−1)

∥
∥2

F .

This decoding rule does not require CSI at the receiver.
By using the arguments in Chap. 2, we can show that when the set of code-matrices

U is fully diverse, differential DSTC can achieve the same diversity order as DSTC,
which is R

(
1 − loge loge P/ loge P

)
. It can also be easily proved that compared

with (coherent) DSTC, differential DSTC has a 3dB loss in performance due to the
doubling of the noise power.

4.2 Code Design

The code design problem for differential DSTC is the design of the relay matrices
Ai ’s, Bi ’s and the unitary matrix set U such that the condition in (4.3) is satisfied.
In this section, several code designs are introduced, namely Alamouti code [1, 5],
square real orthogonal code [5, 10], Sp(2) code [4, 5], and circulant code [5].

4.2.1 Alamouti Code

For a relay network with two relay antennas, i.e., R = 2, Alamouti code [1] can be
used to realize the differential DSTC transmission. Design the relay transformation
matrices as

A1 = I2, A2 = 0, B1 = 0, B2 =
[

0 −1
1 0

]
. (4.5)

It can be shown via direct matrix multiplication that a matrix U satisfies (4.3) if and
only if it has the structure of Alamouti code:

U =
[

u1 −u∗
2

u2 u∗
1

]
.

Therefore, the set of unitary code-matrices is designed as

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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U =
{

1
√|u1|2 + |u2|2

[
u1 −u∗

2
u2 u∗

1

]
|ui ∈ Fi , for i = 1, 2.

}

,

where Fi is some finite set, for example, phase-shift keying (PSK) or quadrature-
amplitude modulation (QAM) signals. If the cardinality of F1 and F2 are L1 and L2,
respectively, the transmission rate of the Alamouti code is log2(L1L2)/(2T ) bits per
transmission.

4.2.2 Square Real Orthogonal Codes

Square real orthogonal codes were proposed in [10]. They only exist for dimensions
two, four, and eight and can be used in networks with two, four, and eight relays. To
help the presentation, define

T1 �
[

0 −1
1 0

]
, T2 �

[
1 0
0 −1

]
, T3 � T1T2 =

[
0 1
1 0

]
.

To use square real orthogonal codes for differential DSTC, we design the relay
transformation matrices as follows. For networks with two relay antennas, let B1 =
B2 = 0 and

A1 = I2, A2 = T1; (4.6)

for networks with four relay antennas, let B1 = B2 = B3 = B4 = 0 and

A1 = I4, A2 =
[

T1 0
0 T1

]
, A3 =

[
0 −T2

T2 0

]
, A4 =

[
0 −T3

T3 0

]
; (4.7)

and for networks with eight relay antennas, let B1 = · · · = B8 = 0 and

A1 = I8, A2 =

⎡

⎢
⎢
⎣

T1 0 0 0
0 −T1 0 0
0 0 −T1 0
0 0 0 T1

⎤

⎥
⎥
⎦ ,

A3 =

⎡

⎢
⎢
⎣

0 −I2 0 0
I2 0 0 0
0 0 0 I2
0 0 −I2 0

⎤

⎥
⎥
⎦ , A4 =

⎡

⎢
⎢
⎣

0 T2 0 0
T2 0 0 0
0 0 0 −T2
0 0 −T2 0

⎤

⎥
⎥
⎦ ,

A5 =

⎡

⎢
⎢
⎣

0 0 −I2 0
0 0 0 −I2
I2 0 0 0
0 I2 0 0

⎤

⎥
⎥
⎦ , A6 =

⎡

⎢
⎢
⎣

0 0 T1 0
0 0 0 T1

T1 0 0 0
0 T1 0 0

⎤

⎥
⎥
⎦ ,
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A7 =

⎡

⎢
⎢
⎣

0 0 0 −T2
0 0 T2 0
0 −T2 0 0

T2 0 0 0

⎤

⎥
⎥
⎦ , A8 =

⎡

⎢
⎢
⎣

0 0 0 −T3
0 0 T3 0
0 −T3 0 0

T3 0 0 0

⎤

⎥
⎥
⎦ . (4.8)

It can be proved by direct matrix multiplication that a real matrix commutes with
the set {A1, . . . , AR} in (4.6), (4.7), and (4.8) if and only if it has the following real
square orthogonal structure, respectively:

[
u1 −u2
u2 u1

]
, (4.9)

⎡

⎢
⎢
⎣

u1 −u2 −u3 −u4
u2 u1 u4 −u3
u3 −u4 u1 u2
u4 u3 −u2 u1

⎤

⎥
⎥
⎦ , (4.10)

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

u1 −u2 −u3 −u4 −u5 −u6 −u7 −u8
u2 u1 −u4 u3 −u6 u5 u8 −u7
u3 u4 u1 −u2 −u7 −u8 u5 u6
u4 −u3 u2 u1 −u8 u7 −u6 u5
u5 u6 u7 u8 u1 −u2 −u3 −u4
u6 −u5 u8 −u7 u2 u1 u4 −u3
u7 −u8 −u5 u6 u3 −u4 u1 u2
u8 u7 −u6 −u5 u4 u3 −u2 u1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (4.11)

Thus, the data-matrices should be designed to have the square real orthogonal
structure in (4.9)–(4.11) with the information symbols ui ’s selected from a real
modulation such as pulse-amplitude modulation (PAM). The distributed space-time
codewords generated at the receiver have the same square real orthogonal structure
as the data-matrices.

4.2.3 Sp(2) Code

Sp(2) code was proposed in [4] for differential space-time coding in multiple-antenna
systems with four transmit antennas. It can be seen as an extension of Alamouti code
to dimension four. Its symbol rate is 1. Each code-matrix of the code has the following
structure:

USp(2)(a1, a2, b1, b2) = 1√
2

[
V1V2 V1V2

−V1V2 V1V2

]
,

where

Vi = 1
√|ai |2 + |bi |2

[
ai bi

−b∗
i a∗

i

]
.
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It is straightforward to verify that USp(2)
is a unitary matrix for any a1, a2, a3, a4. Let

F1,F2,G1,G2 be the constellation sets for the four symbols a1, a2, b1, b2, respec-
tively. A Sp(2) code can thus be represented as

U = {USp(2)(a1, a2, b1, b2) |a1 ∈ F1, a2 ∈ F2, b1 ∈ G1, b2 ∈ G2
}
. (4.12)

Choices of Fi and Gi are arbitrary and are not constraint to be real.
To further understand the structure of Sp(2) code, define

u1 � a1a2 − b1b∗
2√

2
∏2

i=1

√|ai |2 + |bi |2
, u2 � − a∗

1 b∗
2 + b∗

1a2√
2
∏2

i=1

√|ai |2 + |bi |2
,

u3 � − a∗
1a2 − b∗

1b∗
2√

2
∏2

i=1

√|ai |2 + |bi |2
, u4 � a1b∗

2 + b1a2√
2
∏2

i=1

√|ai |2 + |bi |2
. (4.13)

It can be shown using straightforward calculation that

USp(2)(a1, a2, b1, b2) =

⎡

⎢
⎢
⎣

u1 −u∗
2 −u∗

3 u4
u2 u∗

1 −u∗
4 −u3

u3 −u∗
4 u∗

1 −u2
u4 u∗

3 u∗
2 u1

⎤

⎥
⎥
⎦ . (4.14)

This shows that Sp(2) code-matrix is quasi-orthogonal [3, 11]. However, a Sp(2)

code-matrix differs to a quasi-orthogonal design in that a Sp(2) code-matrix is unitary
due to the special structure of u1, u2, u3, u4 in (4.13). A quasi-orthogonal matrix in
general is not unitary. The special structure of u1, u2, u3, u4 are obtained from the
analysis on the special unitary Lie group Sp(2) [2, 9]. For differential transmission,
e.g., differential space-time coding and differential DSTC, having the data-matrix
unitary maintains the transmit power.

Sp(2) code can be applied for differential DSTC in networks with four relay
antennas. Design the data-matrix set as in (4.13), and design the transformation
matrices used at the relay as

A1 = I4, A2 = 0, A3 = 0, A4 =
[

0 −T1
T1 0

]
,

B1 = 0, B2 =
[

T1 0
0 T1

]
, B3 =

[
0 −I2
I2 0

]
, B4 = 0. (4.15)

It can be shown via straightforward calculation that condition (4.3) is satisfied.
The distributed space-time codewords formed at the receiver also have the quasi-
orthogonal structure in (4.14). When F1, F2, G1, and G2 are chosen as PSK con-
stellations, sufficient and necessary conditions for the Sp(2) code to be fully diverse
were provided in [4].
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4.2.4 Circulant Code

Although Alamouti code, square real orthogonal code, and Sp(2) code have good
performance and low decoding complexity, they only work for networks with two,
four, and eight relays. A type of circulant codes that work for networks with any
number of relays was proposed in [5].

For a circulant code, the relay transformation matrices are designed as

Ai = Ai−1, Bi = 0, (4.16)

where A is defined as

A �

⎡

⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

1 0 0 · · · 0

⎤

⎥
⎥
⎥
⎦

. (4.17)

The motivation of this design is from the following results in matrix theory: a matrix
M1 commutes with all matrices that commute with M2 if and only if M1 is a polyno-
mial of M2 [7]. With the Ai design in (4.16), we know that any matrix that commutes
with A commutes with the set {A1, . . . , AR}.

Condition (4.3) thus reduces to: for any U ∈ U , UA = AU. We need to find the
set of U that commutes with A. It is straightforward to prove that a matrix commutes
with A defined in (4.17) if and only if it is a circulant matrix:

U =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

u1 u2 u3 · · · u R

u R u1 u2 · · · u R−1
u R−1 u R u1 · · · u R−2

...
...

...
. . .

...

u2 u3 u4 · · · u1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

.

However, in general, a circulant matrix is not unitary. To obtain unitarity, the follow-
ing set of special circulant matrices are used as code-matrices:

U =
{

u1I, u2A, . . . , u RAR−1|ui ∈ Fi , for i = 1, 2, . . . , R.
}

, (4.18)

where A is defined in (4.17) and Fi ’s are constellations. For the code-matrix to be
unitary, elements in Fi must be have unit-norm. The bit rate of this code can be
calculated to be 1

2T log2
∑R

i=1 |Fi |, where |Fi | is the cardinality of Fi .
In what follows, two examples of circulant code are provided.

Example 4.1. [5] For a network with three relays, i.e., R = 3, design the transfor-
mation matrices at the relays as
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⎧
⎨

⎩
I3,

⎡

⎣
0 1 0
0 0 1
1 0 0

⎤

⎦ ,

⎡

⎣
0 0 1
1 0 0
0 1 0

⎤

⎦

⎫
⎬

⎭

and the set of data-matrices as

U =
⎧
⎨

⎩

⎡

⎣
u1 0 0
0 u1 0
0 0 u1

⎤

⎦ ,

⎡

⎣
0 u2 0
0 0 u2
u2 0 0

⎤

⎦ ,

⎡

⎣
0 0 u3
u3 0 0
0 u3 0

⎤

⎦ |ui ∈ Fi , i = 1, 2, 3.

⎫
⎬

⎭
.

If Fi is chosen as quadrature phase-shift keying (QPSK), the cardinality of U is 12.
The bit rate is therefore (log2 12)/6 = 0.5975 bit per transmission.

Example 4.2. For a network with five relays, i.e., T = R = 5, let

A =

⎡

⎢
⎢
⎢
⎢
⎣

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎦

.

Design matrices used at relays as {I5, A, A2, A3, A4} and the set of data matrices
as in (4.18). F1,F2,F3 are chosen as QPSK and F4,F5 are chosen as 8-PSK. The
cardinality of U is thus 28. The bit rate of this code is (log2 28)/10 = 0.4807 bit per
transmission.

For a circulant code to have full diversity, the constellation sets need to be designed
carefully. When Fi ’s are chosen as M-PSK rotated by an angle θi , i.e.,

Fi =
{

e jθi , . . . , e
j
(

2π M−1
M +θi

)}
. (4.19)

the necessary and sufficient condition for the full diversity of circulant code has been
provided in [5]. The result is stated in the following theorem.

Theorem 4.1. [5] Design Fi as in (4.19). The circulant code in (4.18) is fully diverse
if any only if

θi1 − θi2

2π
lcm

(
R

gcd(R, i2 − i1)
, M

)

is not an integer for all 1 ≤ i1 < i2 ≤ R, where lcm(m, n) and gcd(m, n) are
the least common multiplier and the greatest common divider of integers m and n,
respectively.



4.2 Code Design 77

For R = 2 and small M , the optimal angles that result in the largest coding gain
were found analytically in [5]. For larger R and M , the optimal angles can always
be found by off-line numerical search.

4.3 Simulation on Error Probability

In this section, simulated block error rates of differential DSTC for several network
scenarios are demonstrated.

The first to consider is a network with two relay antennas, i.e., R = 2. We set
T = 2 and use an Alamouti code whose information symbols are modulated as BPSK
and 8PSK. Figure 4.1 shows that the diversity order of the network is close to 2. The
code with BPSK (whose transmission rate is 1/2 bit per transmission) is about 10dB
better than that with 8PSK (whose transmission rate is 3/2 bit per transmission).
Compared with the corresponding coherent DSTC with the same codes, differential
DSTC is about 3dB worse. But it requires no CSI at any node of the network.

Next, networks with 3, 4, and 5 relays using circulant codes with QPSK infor-
mation symbols are considered. Thus, the transmission rates of the three networks
are 0.60, 0.50, and 0.43 bit per transmission, respectively. The optimal angles of the
QPSK rotations given in [5] are used. Figure 4.2 shows that the diversity order of
each network is approximately R.
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Fig. 4.1 Performance of differential DSTC for a network with T = R = 2 and Alamouti code.
BPSK and 8PSK are used
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Fig. 4.2 Performance of differential DSTC for networks with T = R = 3, 4, 5 and circulant codes
under QPSK modulation

References

1. Alamouti SM (1998) A simple transmit diversity scheme for wireless communications. IEEE
J on Selected Areas in Communications, 16:1451–1458.

2. Bröcker T and tom Dieck T (1995) Representations of compact Lie Groups. Springer.
3. Jafarkhani H (2001) A quasi-orthogonal space-time block codes. IEEE T on Communications,

49:1–4.
4. Jing Y and Hassibi B (2004) Design of fully-diverse multiple-antenna codes based on Sp(2).

IEEE T on Information Theory, 50:2639–2656.
5. Jing Y and Jafarkhani H (2008) Distributed differential space-time coding in wireless relay

networks. IEEE T on Communications, 56:1092–1100.
6. Kiran T and Rajan SB (2006) Partial-coherent distributed space-time codes with differential

encoder and decoder. IEEE International S Information Theory, 547551.
7. Lagerstrom P (1945) A proof of a theorem on commutative matrices. Bulletin of the American

Mathematical Society, 51:535–536.
8. Oggier F and Hassibi B (2006) A coding strategy for wireless networks with no channel

information. Allerton C Communications, Control, and, Computing, 113–117.
9. Sattinger DH and Weaver OL (1986) Lie Groups and Algebras with applications to physics,

geometry, and mechanics. Springer.
10. Tarokh V, Jafarkhani H, and Calderbank AR (1999) Space-time block codes from orthogonal

designs. IEEE T on Information Theory, 45:1456–1467.
11. Wang H and Xia X-G (2005) On optimal quasi-orthogonal space-time block codes with mini-

mum decoding complexity. IEEE International Symposium on Information Theory, 1168–1172.
12. Weisstein EW, Circulant determinant. MathWorldA Wolfram Web Resource, http://mathworld.

wolfram.com/CirculantDeterminant. html

http://mathworld.wolfram.com/CirculantDeterminant.
http://mathworld.wolfram.com/CirculantDeterminant.


Chapter 5
Training and Training-Based Distributed
Space-Time Coding

Abstract The coherent distributed space-time coding (DSTC) schemes introduced
in Chaps. 2 and 3 require full channel state information (CSI) at the receiver. In reality,
training and channel estimations need to be conducted to obtain the required CSI at
the receiver. The estimated CSI is then used in the data transmission. This chapter is
on channel training and training-based DSTC. First, the training and estimation of
the global and individual channels of the relay network are considered in Sect. 5.1.
Then, training-based DSTC, i.e, DSTC with estimated CSI, is studied in Sect. 5.2.
After that, the training and estimation of the end-to-end channels for single-antenna
relay network and multiple-antenna relay network are explained in Sects. 5.3 and
5.4, respectively.

5.1 Estimation of the Individual Channels at the Receiver

This section studies the estimation of both the channels from the relays to the receiver
and the channels from the transmitter to the relays individually, at the receiver. We
also call it the global channel state information (CSI) estimation at the receiver. If
the receiver has global CSI, it can conduct the decoding of coherent DSTC. The gen-
eral multiple-antenna multiple-relay network is studied directly. Results for single-
antenna multiple-relay network can be obtained straightforwardly by setting the
numbers of transmit and receiver antennas to 1. Materials in this section mainly
follow the work in [10, 11].

Consider the general multiple-input-multiple-output (MIMO) relay network
shown in Fig. 3.1, where there are M transmit antennas, a total of R relay anten-
nas, and N receive antennas. The notation follow Sect. 3.1. f is the MR × 1 channel
vector from the transmitter to the relay antennas, also called the TX-Relay channel
vector in short. G is the R× N channel matrix from the relay antennas to the receiver,
also called the Relay-RX channel matrix in short. Their detailed definitions can be
found in (3.1).
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This section is organized as follows. First, the training protocol is explained
in Sect. 5.1.1. Then the estimation of the Relay-RX channels is demonstrated in
Sect. 5.1.2. After that, the estimation of the TX-Relay channels under perfect and esti-
mated Relay-RX channel information are given in Sects. 5.1.3 and 5.1.4, respectively.

Before getting into the details of the training and estimation. We explain the
notation used in this chapter. For the entire chapter, Ps is used for the average transmit
power of the transmitter for both training and data transmission. Pr is used for
the average transmit power of the relay for both training and data transmission.1

The subscript (·)p is used to indicate that a symbol is for the training interval. This
applies to symbols representing the signals (e.g., pilot signals, transmitted signals,
and received signals at any node of the network), noises (relay noises, receiver noises,
equivalent noises), and time durations (training time duration for different training
stages), Symbols without (·)p are for the data-transmission interval. Symbols with
subscript (·)r are for the relays and symbols with subscript (·)d are for the receiver.

5.1.1 Training Design

The training phase has two stages, where the first stage is for the training of G, the
Relay-RX channel matrix; and the second stage is for the training of f , the TX-Relay
channel vector.

Stage 1: Training of the Relay-RX Channels

The Relay-RX link can be seen as a virtual R × N point-to-point multiple-antenna
system, whose training has been well investigated [2]. Thus, for the training of the
Relay-TX channels, we follow the work in [2].

Denote the length of this training stage as Tp,G. A Tp,G × R pilot matrix Up is
transmitted by the relays. That is, during the Tp,G transmission slots, the i th relay
antenna sends the i th column of Up. The signal matrix the receiver receives, denoted
as Yp, satisfies

Yp = √
Pr Tp,GUpG + Nd,G,p, (5.1)

where Pr is the average transmit power of each relay antenna, and Nd,p,G is the
Tp,G × N noise matrix at the receiver. The subscripts d, G, p are used to indicate
that the noise is at the receiver, for the training of G, and for the training stage.
From the results in [2], for good estimation quality, Tp,G ≥ R is required to have

1 This implies that for both the training and the data-transmission intervals, the transmitter and
relays are assumed to use the same power. The optimal power allocations (including the power
allocations between the transmitter and relays during training, between different training steps, and
between the training interval and data transmission interval) are not considered. This chapter only
concerns with the training and channel estimation schemes.
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the number of independent training equations in (5.1) no smaller than the number
of channel coefficients to be estimated. To minimize the power of the estimation
error, Up should be unitary, i.e., U∗

pUp = IR .

Stage 2: Training of the TX-Relay Channels

Stage 2 of the training phase is for the training of f , the TX-Relay channel vector. The
two-step distributed space-time coding (DSTC) scheme is used. Denote the length
of this training stage as 2Tp, where each step of the DSTC takes Tp time slots.

Let Bp be the Tp × M pilot matrix sent by the transmitter, normalized as
tr(B∗

pBp) = M . Let A1,p, · · · , AR,p be the Tp × Tp unitary transformation matrices
used at the relay antennas during training. Let nr,i,p be the noise vector at the i th
relay antenna and Nd,p be the noise matrix at the receiver. Recall that the powers
used at the transmitter and each relay antenna are denoted as Ps and Pr , respectively.
Define

αp � Pr

1 + Ps
, βp �

√
Ps Pr Tp

M(Ps + 1)
, (5.2)

S̃p � diag{A1,pBp, · · · , AR,pBp}, (5.3)

Zp � (Gt ⊗ ITp )S̃p. (5.4)

Note that αp in (5.3) is the same as α, firstly defined in (2.16). This is because we
assume that the transmitter and relay powers are the same for training and data-
transmission. Denote the received signal matrix at the receiver as Xp. Following the
DSTC description in Sect. 3.2, the training equation can be written as:

vec(Xp) = √
βp

[
(Gt ⊗ ITp )S̃p

]
f + vec(Wp) = √

βpZpf + vec(Wp), (5.5)

where Wp is the equivalent noise, given as

Wp � √
αp

[
A1,pnr,1,p · · · Ar,R,pnr,R,p

]
G + Nd,p.

Also, following the results in Sect. 3.1, the covariance matrix of the equivalent noise
vector vec(Wp) is

Rvec(Wp) �
(
IN + αpG∗G

) ⊗ ITp . (5.6)

5.1.2 Estimation of the Relay-RX Channels

We can use the observation Yp, obtained in the first stage of training, to estimation
the Relay-RX channels. From (5.1), we see that the observation model is a Gaussian
one. The minimum-mean-square-error (MMSE) estimate is [6]

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
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Ĝ =
√

1

Pr Tp,G

(
1

Pr Tp,G
IR + U∗

pUp

)−1

U∗
pYp. (5.7)

Let Δg � vec(G − Ĝ), which is the vector of estimation error on G. With a
Gaussian observation model, the error vector Δg has been shown to be a Gaussian
random vector. Its mean can be straightforwardly shown to be zero. Its covariance
matrix is

RΔg � E{(Δg)∗(Δg)} = 1

1 + Pr Tp,G
IN R .

The power of the estimation error on G is thus

tr(RΔg) = R

1 + Pr Tp,G
= O

(
1

Pr

)
.

5.1.3 Estimation of the TX-Relay Channels with Perfect Relay-RX
Channel Information

The main challenge in the estimation of the global CSI at the receiver actually lies in
the estimation of f , the TX-Relay channel vector. Notice that the receiver is actually
not directly connected with the channels in f .

In this section, the ideal case that G is known perfectly at the receiver is considered.
In reality, only the estimation on G is known. However, as shown in the previous
subsection, the estimation error on G scales as 1/Pr . Thus, when the relay transmit
power is high enough, the estimation error on G is negligible. The estimation of f
under imperfect G will be considered later in Sect. 5.1.4.

Estimation Rule

From (5.5), we can see that when G is known, Zp can function as the training matrix in
estimating f . If G is perfectly known, the observation model is a traditional Gaussian
model. The linear minimum-mean-square-error (LMMSE) estimation of f , which
is also the MMSE estimation, can be straightforwardly obtained using Bayesian
Gauss-Markov theorem [6, 10] to be

f̂ = √
βp

(
IM R + βpZ∗

pR−1
vec(Wp)Zp

)−1
Z∗

pR−1
vec(Wp)vec(Xp). (5.8)

Note that Rvec(Wp) is given in (5.6).



5.1 Estimation of the Individual Channels at the Receiver 83

Let Δf � f − f̂ , which is the error vector of the estimation on f . It is Gaussian
distributed. Its mean can be shown straightforwardly to be zero. Its covariance
matrix is

RΔf � Cov(Δf) =
(

IM R + β2
pZ∗

pR−1
vec(Wp)Zp

)−1
.

Pilot Design

The pilot design problem is the design of both Bp (the matrix sent by the transmit-
ter) and Ai,p’s (the relay transformation matrices) that minimize the power of the
estimation error. It can be represented as

min
Ai,p,Bp

tr (RΔf )

s.t. tr(B∗
pBp) = M,

and A∗
i,pAi,p = ITp for i = 1, . . . , R. (5.9)

The pilot design was solved in [10], where the cases of Tp ≥ MR and Tp < MR were
considered separately. The result for the first case is represented in the following
theorem.

Theorem 5.1. [10] Let Sp � [A1,pBp · · · AR,pBp]. When Tp ≥ MR, the power
of the estimation error on f is minimized when S∗

pSp = IMR.

Note that Sp is the pilot distributed space-time codeword of the second training
stage. Theorem 1 says that when Tp ≥ M R, the optimal pilot design is to make the
distributed space-time codeword Sp unitary, which is consistent with the pilot design
in point-to-point MIMO systems. The code design problem thus becomes finding Bp

and Ai,p’s such that Sp is a Tp × M R unitary matrix. An algorithm for such optimal
pilot design is given below [10].

Algorithm 1 [10] Optimal pilot design for Tp ≥ M R.

1: Let Bp = [
IM 0M,Tp−M

]t
.

2: Generate a Tp × M R unitary matrix Spo (e.g., Spo = [
IM R 0M R,Tp−M R

]t
).

3: Generate the M R × M R permutation matrix Ui by switching the first M columns with the
[(i − 1)M + 1]th, · · · , (i M)th columns of the M R × M R identity matrix. Let Ai,p =[

SpoUi (SpoUi )
⊥ ]

.

Note that Tp ≥ M R ≥ M , so Step 1 of Algorithm 1 is always valid. Divide
Spo into R blocks each with dimension Tp × M : Spo = [Sp1 · · · SpR]. From
Step 3, the effect of right-multiplying Spo with Ui is to switch Sp1 and Spi , making

Ai,p =
[

Spi S⊥
pi

]
, where S⊥

pi is the orthogonal complement of Spi . With the Bp

generated in Step 1, it follows that
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Ai,pBp =
[

Spi S⊥
pi

] [
IM 0M,Np−M

]t = Spi .

Hence,

Sp = [
A1,pBp · · · AR,pBp

] = [
Sp1 · · · SpR

] = Spo

which is unitary. Thus, Algorithm 1 provides an optimal pilot design.
When Tp < M R, S∗

pSp is not full rank and S∗
pSp = IM R cannot be satisfied. A sub-

optimal pilot design was proposed in [10]. Consider a smaller network with R̃ relay
antennas, where R̃ � max{1, �Tp/M�}. Note that R̃ ≤ R. For this smaller network,
Tp ≥ M R̃ is satisfied. Using Algorithm 1, an optimal pilot design for the smaller net-

work is possible, denoted as Bp, A1,p, · · · , AR̃,p. Let S′
p �

[
A1,pBp · · · AR̃,pBp

]
,

which is the pilot space-time codeword for the smaller network. For the pilot design
of the original larger network, the same Bp is used for the transmitter, while the
transformation matrix at the i th relay antenna is designed to be A mod (i−1,R̃)+1,p.
With this design, the pilot distributed space-time codeword for the original network
has the following structure:

Sp = [
S′

p S′
p · · · ] .

It was shown in [10] that this pilot design minimizes an upper bound on the power
of the estimation error.

Estimation Error

In this part, the power of the estimation error is investigated, specifically, the scaling
order of the power of the estimation error with respect to the training power. Assume
that Ps, Pr (the transmit powers of the transmitter and each relay antenna) have the
same order, i.e., Ps, Pr ∼ O(P). The power of the estimation error, which is also
the mean-square-error (MSE) of the estimation on f , denoted as MSE(f), is the trace
of the covariance matrix of Δf , i.e., MSE(f) = E{tr(RΔf )}.

The calculation of MSE(f) is difficult for a general multiple-antenna multiple-
relay network since the network is a complex concatenation of two virtual MIMO
systems. In [9, 11], the following theorem on MSE(f) for the special case of M = 1,
i.e., the transmitter has a single antenna, was derived.

Theorem 5.2. [9, 11] For a relay network with single transmit antenna, R relay
antennas, and N receive antennas, consider the LMMSE estimation of f in (5.8) and
the aforementioned pilot design. When Tp = 1, MSE(f) = R2 loge P/P +O(1/P);
when Tp ≥ R, MSE(f) = O(1/P).

Theorem 5.2 says that if the training time is long enough (Tp ≥ R), the MSE
of the proposed estimation scales as O(1/P). If Tp = 1, there is an extra loge P
factor in the MSE. Intuitively and via simulation, having the power of the estimation
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error scales as O(1/P) is essential for full diversity in the data-transmission. When
MSE(f) has a higher scaling than O(1/P), even with a small (compared with P)
loge P factor, a loss in diversity order may occur. More details will be discussed in
the next section.

This theorem is for networks with single antenna at the transmitter only. For a
general network whose transmitter can have multiple antennas, note that the channels
connected to different transmit antennas are independent. We can conduct the estima-
tion of the channels between each transmit antenna to the relay antennas separately.
For example, one can first estimate the channels between the first transmit antenna
and the relay antennas, then the channels between the second transmit antenna and
the relay antennas, so on so forth, and finally the channels between the last transmit
antenna and the relay antennas. Thus, with respect to the estimation of the TX-Relay
channels, the general multiple-antenna multiple-relay network with M antennas at
the transmitter can be seen as M independent networks with single antenna at the
transmitter. With this observation, the results in Theorem 5.2 can be straightforwardly
extended to obtain the following corollary for the general multiple-antenna multiple-
relay network.

Corollary 5.1. For a multiple-antenna relay network with M transmit antennas, R
relay antennas, and N receive antennas, if Tp ≥ M R, MSE(f) = O(1/P) can be
achieved using the LMMSE estimation of f in (5.8) and the aforementioned pilot
design.

5.1.4 Estimation of the TX-Relay Channels with Estimated
Relay-RX Channel Information

In reality, only an imperfect estimation of the Relay-RX channel matrix Ĝ (obtained
in the first training stage) is known. In this more realistic case, to estimate f , a
straightforward way is to use Ĝ in (5.8). A more careful method is to take into
consideration the estimation error �G � G − Ĝ.

Estimation Rule

Replacing G with Ĝ + ΔG in (5.5) leads to

vec(Xp) = √
βpẐpf + √

βp

[(
ΔGt ⊗ ITp

)
S̃p

]
f + vec(W1,p + W2,p + Nd,p),

(5.10)
where

Ẑp �
(

Ĝt ⊗ ITp

)
S̃p, (5.11)

and

W1,p � √
αp

[
A1,pnr,1,p · · · AR,pnr,R,p

]
Ĝ,
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W2,p � √
αp

[
A1,pnr,1,p · · · AR,pnr,R,p

]
�G.

Recall that nr,i,p is the noise vector at the i th relay antenna and Nd,p is the noise
matrix at the receiver for the second training stage. Define

we,p �
√

βp

[(
ΔGt ⊗ ITp

)
S̃p

]
f + vec(W1,p + W2,p + Nd,p),

which is the equivalent noise in the training equation. It has zero-mean. Its covariance
matrix can be calculated as follows.

Rwe,p � E{we,pw∗
e,p}

= E

{
βp

[(
ΔGt ⊗ ITp

)
S̃p

]
ff∗ [(

ΔGt ⊗ ITp

)
S̃p

]∗ + vec
(
W1,p

)
vec

(
W1,p

)∗

+vec(W2,p)vec(W2,p)∗ + vec(Nd,p)vec(Nd,p)∗
}

= βp

1 + Ps Tp,G

(
IN ⊗ SpS∗

p

)
+ Rαp

1 + Ps Tp,G
IN Tp +

(
IN + αpĜt Ĝ

)
⊗ ITp . (5.12)

The second equality is derived since
[(

ΔGt ⊗ INp

)
S̃p

]
f, W1,p, W2,p, Nd,p are

mutually uncorrelated.
Note that we,p depends on f , which is the vector to be estimated. But this introduces

no trouble in the LMMSE estimator since we,p is uncorrelated with f . This can be
seen by verifying that E(we,pf∗) = E(we,p)E(f∗) = 0. By Bayesian Gauss-Markov
theorem [6], the LMMSE estimation of f is

f̂ = √
βp

(
IM R + βpẐ∗

pR−1
we,p

Ẑp

)−1
Ẑ∗

pR−1
we,p

vec(Xp), (5.13)

where Zp is defined in (5.11) and Rwe,p is defined in (5.12).

Let Δ f � f − f̂ , which is the error vector of the estimation on f . Δ f has zero
mean, i.e., E(Δ f) = 0. Its covariance matrix can be calculated using Bayesian
Gauss-Markov theorem to be

RΔ f �
(

IM R + βpẐ∗
pR−1

we,p
Ẑp

)−1
. (5.14)

Notice that with the observation model in (5.10), f and vec(Xp) are not jointly
Gaussian.2 The LMMSE estimation of f in (5.13) is not the MMSE estimation, and
the estimation error vector Δ f is not Gaussian. But as the training power in the
first training stage approaches infinity, i.e., Ps→∞, the estimation on G approaches
perfect, in other words, Ĝ→G with probability 1; and (5.13) reduces to (5.8), which
is the MMSE estimation under perfect information on G. Thus, the estimation in
(5.13) approximates the MMSE estimation and Δ f is approximately Gaussian with
asymptotically high training power in the first training stage.

2 This can be proved by realizing that vec(Xp)|f is not Gaussian due to the W2,p term in (5.10).
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Pilot Design

The pilot design problem has the same formulation as (5.9) with RΔf given in (5.14).
But for the case of estimated G, the problem is even more difficult than that of the
perfect G case. No analytical results have been reported. In [11], the designs for
the perfect G case are used for simplicity. These design are expected to have good
performance at least when the training power is high.

Estimation Error

The calculation of the power of the estimation error, i.e., MSE(f), is also more
difficult for the case of estimated G than that of the perfect G case. In [9, 11], results
for the special case of M = 1, i.e., the transmitter has a single antenna, was derived.
In the derivation, it is assumed that Ps, Pr have the same order, i.e., Ps, Pr ∼ O(P).
The scaling order of MSE(f) with respect to the training power is derived.

Theorem 5.3. [9, 11] For a relay network with single transmit antenna, R relay
antennas, and N receive antennas, consider the estimation of f with estimated
G in (5.13) and the aforementioned pilot design. When Tp = 1, MSE(f) =
2R2 loge P/P + O(1/P); when Tp ≥ R, MSE(f) = O(1/P).

This theorem shows similar error power behaviours as Theorem 5.2. For the case
of Tp = 1, comparing the two theorems, we can see that for very high P , the MSE
of the estimation with imperfect G doubles that of the estimation with perfect G.

Similar to Sect. 5.1.3, results in Theorem 5.3 can be straightforwardly extended
to obtain the following corollary for the general multiple-antenna multiple-relay
network.

Corollary 5.2. For a relay network with M transmit antennas, R relay antennas,
and N receive antennas, if Tp ≥ M R, MSE(f) = O(1/P) can be achieved using
the estimation of f in (5.13) with estimated G and the aforementioned pilot design.

5.1.5 Simulation Results on the MSE

In this subsection, some simulation results on the MSE of the TX-Relay channels f
are shown.

The first simulation is on a network with M = 1, R = 2, and N = 2, i.e., a single
antenna at the transmitter, a total of two antennas at the relays, and two antennas
at the receiver. We set Ps = R Pr . For the training of the Relay-RX channel matrix
G, the MMSE estimation in (5.7) is used and Tp,G = 2 = R. For the training of
the TX-Relay channel vector f , we consider two training time settings: Tp = 1 and
Tp = 2 and three estimations: (1) the estimation in (5.8) with perfect G, (2) the
estimation in (5.8) with previously estimated G, and (3) the LMMSE estimation
in (5.13) with previously estimated G. When Tp = 1, the total training time is
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Fig. 5.1 MSEs of the TX-Relay channels for networks with M = 1, R = 2, N = 2

Ttraining = Tp,G + 2Tp = 4 and Tp < M R = 2. When Tp = 2, the total training
time is Ttraining = Tp,G + 2Tp = 6 and Tp = M R = 2.

In Fig. 5.1, the MSEs on f are shown. It can be seen from this figure that for
all cases, the MSE of f decreases as P increases. But when Tp = 2, for all three
estimations, MSE(f) behaves as O(1/P); while when Tp = 1, for all three estima-
tions, the decrease in MSE is slower. This observation is consistent with the results
in Theorem 5.2 and 5.3. Comparing the estimation with perfect G and the LMMSE
estimation with estimated G, we see that the MSE of f with perfect G is about 3 dB
smaller, i.e., the MSE of f with perfect G is about half of that with estimated G.
This again is consistent with the results in Theorem 5.2 and 5.3. Now we compare
the estimation in (5.8) and the LMMSE estimation in (5.13) both with estimated G.
It can be seen that they have almost the same performance when the training power
is high. For low training power, the LMMSE estimation, which takes into account
the estimation error on G, has slightly better performance. Comparing the MSEs of
Tp = 1 with that Tp = 2, we see up to 8 dB improvement in the latter. This shows
the importance of having enough training time.

The second simulated network has the following settings: M = 2, R = 1, and
N = 2, i.e., two antennas at the transmitter, single relay antenna, and two antennas at
the receiver. We again set Ps = R Pr . For the training of the Relay-RX channel matrix
G, 1 time slot is used, i.e., Tp,G = 1 = R. The MMSE estimation in (5.7) is used.
For the training of the TX-Relay channel vector f , we again consider two training
time settings: Tp = 1 and Tp = 2; and the same three estimations: (1) the estimation
in (5.8) with perfect G, (2) the estimation in (5.8) with previously estimated G, and
(3) the LMMSE estimation in (5.13) with previously estimated G. When Tp = 1,
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Fig. 5.2 MSEs of the TX-Relay channels for networks with M = 2, R = 1, N = 2

Tp < M R = 2 and the total training time is Ttraining = Tp,G + 2Tp = 3. When
Tp = 2, Tp = M R = 2 and the total training time is Ttraining = Tp,G + 2Tp = 5.
Figure 5.2 shows the MSEs. It can be seen from this figure that when Tp = 1, all
three estimations have the same MSE and suffer an error floor. When Tp = 2, the
MSEs of all three estimations behave as O(1/P). By comparing the estimation with
perfect G and the LMMSE estimation with estimated G, for the case of Tp = 2, the
MSE of the former is about 3 dB smaller. The estimation in (5.8) with estimated G
and the LMMSE estimation in (5.13) with estimated G have the same performance.
Comparing the MSEs of Tp = 1 with that Tp = 2, large improvement in MSE can
be observed from the latter.

5.2 Training-Based DSTC

In this section, training-based DSTC, in other words, DSTC with estimated CSI, is
studied. First, the training-based data-transmission model using DSTC is briefly
explained, then several DSTC decodings under estimated CSI are represented.
Finally, the performance of training-based DSTC and the latest diversity order results
are demonstrated.

5.2.1 Training-Based Data-Transmission with DSTC

Consider the general multiple-antenna multiple-relay network shown in Fig. 3.1.
The transmitter has M antennas, the receiver has N antennas, and the relays have R

http://dx.doi.org/10.1007/978-1-4614-6831-8_3
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antennas in total. The same as previous sections, f denotes the MR × 1 TX-Relay
channel vector and G denotes the R × N Relay-RX channel matrix.

Consider a block-fading model with coherence interval Ttotal. The channels are
assumed to be unchanged during each coherence interval. Each coherence interval is
split into two sub-intervals, where Sub-interval 1 is used for training, called the train-
ing interval; Sub-interval 2 is used for data-transmission, called the data-transmission
interval. Denote the length of the training interval as Ttraining and the length of the
data-transmission interval as Tdata. Thus,

Ttotal = Ttraining + Tdata.

We use the training schemes described in Sect. 5.1, where Tp,G time slots are used
for the training of G and 2Tp time slots are used for the training of f . Thus,

Ttraining = Tp,G + 2Tp.

For the data-transmission, the DSTC scheme in Chap. 3 is used, where each of the
two steps of DSTC takes T time slots. Thus,

Tdata = 2T .

The relationship of these time-notation is represented in Fig. 5.3.
The same as previous section, Ĝ, f̂ denote estimations of the Relay-RX channel

matrix and TX-relay channel vector obtained from the training process. ΔG and
Δf are the error matrix and error vector of the estimations of G and f , respectively.
Denote the transmit power of the transmitter as Ps and the transmit power of each
relay antenna as Pr . For the date-transmission, denote the information matrix sent by
the transmitter as B, which satisfies E{tr(B∗B)} = M . S is the distributed space-time
codeword formed at the receiver, defined in (3.8). To avoid the effect of the code
design and focus on the diversity order results only, orthogonal distributed space-
time codeword is used, i.e., S∗S = IM R . Note that different code designs only affect
the coding gain of the network, not the diversity order, as long as fully diverse codes
are used. The T × N matrix of the received signal during the data-transmission
interval is denoted as X. By using the results in Sect. 3.2, the transceiver equation of
the data-transmission interval can be written as

vec(X) = √
β(Gt ⊗ IT )S̃f + vec(W), (5.15)

Fig. 5.3 A coherence interval
for training-based DSTC

Ttotal

Ttraining Tdata

2TTp,G 2Tp

Training of G Training of f Data transmission
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where β is defined in (3.7) and S̃ � diag{A1B, · · · , ARB}. The transceiver equation
can also be equivalently written as

X = √
βSfdiagG + W, (5.16)

where
fdiag � diag{f1, · · · , fR},

with fi the M × 1 channel vector from the transmitter to the i th relay antenna. The
equivalent noise term W is Gaussian whose covariance matrix is

RW � IN + αG∗G,

where α is defined in (2.16).

5.2.2 Decodings of Training-Based DSTC

In this subsection, the decodings of training-based DSTC are explained, that is, the
decoding schemes of DSTC with estimated CSI. First, the decoding of DSTC with
perfect CSI is reviewed, then mismatched and matched decodings of DSTC with
estimated CSI are studied.

Review on DSTC Decoding with Perfect CSI

With perfect CSI, the ML decoding of DSTC for the relay network is provided in
Sect. 3.2 and copied here for the convenience of the presentation:

DEC0 : arg min
B

tr
{(

X − √
βSfdiagG

)
R−1

W

(
X − √

βSfdiagG
)∗}

. (5.17)

This decoding is named DEC0.
It has been proved in Chap. 3 that when T ≥ MR and the CSI are known perfectly

at the receiver, DEC0 achieves full diversity order min{M, N }R when the transmit
power is asymptotically high. The decoding complexity of DEC0, however, is high
even when real ODs are used. This is due to the noise covariance matrix RW. Unlike
the multiple-antenna system, the noise covariance matrix is not a multiple of the
identity matrix, thus the decoding (5.17) cannot be decoupled into symbol-wise
decoding. The joint decoding of all information symbols in B is required.

To reduce the complexity, a simplification of (5.17) can be obtained by omitting
the noise covariance matrix:

DEC0,simp : arg min
B

∥
∥
∥X − √

βSfdiagG
∥
∥
∥

2

F
. (5.18)

http://dx.doi.org/10.1007/978-1-4614-6831-8_3
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
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This is equivalent to ignoring the correlation and the difference in variances among
the equivalent noise entries. Another way to understand this suboptimal decoding is
as follows. If G∗G is replaced with its expectation RIR in RW, it can be obtained
that RW ≈ (1 + αR)IR . This approximation becomes equality with probability 1
as R → ∞. Thus the simplified decoding DEC0,simp approaches the ML decoding
DEC0 when R increases to infinity. While considering the orthogonal structure of
S, the simplified decoding in (5.18) can be decoupled into symbol-wise decoding,
i.e., separately decoding of each information symbol. The decoding complexity is
largely reduced. For further details on how the decoding can be performed symbol-
by-symbol, please refer to [4, 11, 12]. Simulation shows that DEC0,simp performs
almost the same as the ML decoding, DEC0.

Training-Based Mismatched Decoding

In reality, perfect CSI at the receiver is impossible and only erroneous channel
estimations are available. Now we work on the training-based system equation.
Replacing G and f in the transceiver equation by Ĝ + ΔG and f̂ + Δf , respectively,
the following training-based data-transmission equation can be obtained:

vec(X) = √
β

(
Ĝt ⊗ IT

)
S̃f̂ + we, (5.19)

where we is the noise-plus-estimation-error term. It is defined as

we �
√

β
[(

Ĝt ⊗ IT

)
S̃Δf + (

ΔGt ⊗ IT
)

S̃f̂ + (
ΔGt ⊗ IT

)
S̃Δf

]

+ vec(W1 + W2 + W), (5.20)

where
W1 �

√
α [A1v1 · · · ARvR] Ĝ

and
W2 �

√
α [A1v1 · · · ARvR] ΔG.

Given the estimations Ĝ and f̂ at the receiver, the most straightforward decoding
is to ignore the estimation error, by which the transmission equation is seen as

vec(X) = √
β

(
Ĝt ⊗ IT

)
S̃f̂ + vec(W),

or equivalently,
X = √

βSf̂diagĜ + W,

where f̂diag � diag{f̂1, · · · , f̂R}. The ML decoding for this case is thus

DEC1 : arg min
B

tr
{(

X − √
βSf̂diagĜ

)
R̂−1

W

(
X − √

βSf̂diagĜ
)∗}

, (5.21)
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where
R̂W � IN + αĜ∗Ĝ.

In obtaining DEC1, the estimated channels are seen as perfect and the estimation
errors are ignored. The DEC1 formula thus does not match the training-based data-
transmission equation. It is called mismatched decoding.

Similar to the perfect CSI case, by approximating ĜĜ∗ with its expectation
R Pr Tp,G

1+Pr Tp,G
IR in R̂W, a simplified mismatched decoding DEC1,simp is obtained:

DEC1,simp : arg min
B

∥
∥
∥X − √

βS
(

f̂diagĜ
)∥
∥
∥

2

F
. (5.22)

When the code-matrix S has OD structure, the decoding DEC1,simp can be performed
symbol-by-symbol and has low complexity.

Training-Based Matched Decoding

In this section, a matched decoding, where the channel estimation errors are taken
into account, is studied. We use the estimations of Ĝ and f̂ in (5.7) and (5.13).
From the definition of the noise-plus-estimation-error term we in the training-based
transceiver equation (5.19), it can be seen that we is not Gaussian, which makes
further analysis intractable. In what follows, an approximation of the training-based
transceiver equation is considered. We ignore the terms

√
β(ΔGt ⊗IT )S̃f̂ , β(ΔGt ⊗

IT )S̃Δf , W1, and W2 to approximate we as

we ≈ w′
e �

√
β

(
Ĝt ⊗ IT

)
S̃Δf + vec(W).

To explain this approximation, we study the power of each of the noise or
estimation error term in (5.20). From the definition of β and α,

β = T

R
P + O(1) and α = 1

R
+ O

(
1

P

)
.

When Tp,G ≥ R, it has been shown that MSE(G) = O(1/P). Also, MSE(f)
= O(1/P) when Tp ≥ M R. But when Tp ≤ M R, it may happen that MSE(f) =
O(loge P/P). Thus, first of all, the power of the term β(ΔGt ⊗ IT )S̃Δf is much
smaller compared with those of other noise terms when the transmit power is high.
Also, the powers of

√
β(ΔGt ⊗ IT )S̃f̂ , W1, and W2 scale as O(1). But the power

of
√

β(Ĝt ⊗ IT )S̃Δf can scale as loge P , which is much larger than other terms.
This term is kept in the transceiver equation. The last term W is also kept because its
deletion may result in singularity or ill-condition problem, when the inverse of the
noise covariance matrix is conducted in the decoding.
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With the aforementioned approximation on the noise-plus-estimation-error term,
an approximate transceiver equation is derived as

vec(X) = √
β

(
Ĝt ⊗ IT

)
S̃f̂ + w′

e. (5.23)

It can be shown straightforwardly that w′
e has zero-mean. Its covariance matrix can

be calculated to be

Rw′
e
= β

[(
Ĝt ⊗ IT

)
S̃
]

R�f

[(
Ĝt ⊗ IT

)
S̃
]∗ + IT N , (5.24)

where RΔf is the covariance matrix of Δf provided in (5.14).
If Δf is Gaussian, since W is Gaussian, for given channel estimations Ĝ and f̂ , the

approximate noise term w′
e is a Gaussian vector. The conditional probability density

function (PDF) of the receive signal matrix vec(X)|Ĝ, f̂, B is

p(vec(X)|Ĝ, f̂, B) = 1

πT R det
(
Rw′

e

) e
−

(
vec(X)−√

β
[(

Ĝt ⊗IT

)
S̃
]
f̂
)∗

R−1
w′

e

(
vec(X) − β

[(
Ĝt ⊗IT

)
S̃
]
f̂
)

.

By maximizing this PDF, the following decoding rule is obtained:

DEC2 : arg min
B

[
ln det

(
Rw′

e

) +
(

vec(X) − √
β

[(
Ĝt ⊗ IT

)
S̃
]

f̂
)∗

R−1
w′

e

(
vec(X) − β

[(
Ĝt ⊗ IT

)
S̃
]

f̂
) ]

.

(5.25)

Note that Rw′
e

depends on the information matrix B via S̃. Since in the derivation of
this decoding, Δf is treated as Gaussian and some lower order noise and estimation
error terms are neglected, this decoding is not the optimal ML decoding of the
training-based DSTC transmission. But it approaches the optimal ML decoding when
the training power increases. The exact ML decoding will perform no worse than
DEC2.

In DEC2, the covariance matrix of the estimation error term is incorporated
through Rw′

e
. This decoding is called matched decoding, because as opposed to DEC1,

it takes into account the estimation error and matches the approximate training-based
data-transmission equation. Simulation shows that DEC2 achieves better perfor-
mance than the mismatched decoding DEC1, when the training interval is short.
It sometimes achieves a higher diversity order.

However, this performance improvement of the matched decoding comes with a
price on computational load. The prominent difference of the matched decoding to
the mismatched one is in the covariance matrix Rw′

e
, which incorporates the channel

estimation error and also depends on the information matrix B. DEC2 thus cannot
be reduced to decoupled symbol-wise decoding. For detailed analysis on the com-
putational loads of the mismatched and matched decodings, please refer to [11].
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5.2.3 Performance of Training-Based DSTC

In this subsection, performance of training-based DSTC under different decoding
rules is discussed.We focus on recent diversity order results.

The first to consider is the mismatched decoding in (5.21), where the estimated
CSI is treated as perfect. It has been proved in Chaps. 2 and 3 that with perfect CSI,
DSTC achieves full diversity order when the transmit power is asymptotically high.
By comparing the transceiver equation of the training-based DSTC given in (5.19)
and (5.20) with that of DSTC with perfect CSI in (3.6), it can be seen intuitively
that if the power of the equivalent noise-plus-estimation-error term in (5.20) has the
same scaling as that of the equivalent noise term in the perfect CSI case, training-
based DSTC with mismatched decoding should also achieve full diversity order. The
equivalent noise term for perfect CSI case scales as O(1). Thus, when training-based
DSTC with mismatched decoding is employed, for full diversity order, MSE(G) and
MSE(f) should scale as O(1/P).

It is mentioned in Sect. 5.1.2 that MSE(G) scales as O(1/P) when Tp,G ≥ R. In
Theorem 5.2 and 5.3, we mention that MSE(f) scales as O(1/P) when Tp ≥ MR.
Thus, if the total training time is no less than (2M+1)R, full diversity order should be
obtained with mismatched decoding. This result was proved in [10] for perfect G case.

When Tp < MR, we cannot guarantee the scaling of O(1/P) for MSE(f). For
the special case of M = 1, Theorem 5.2 and 5.3 show that if Tp = 1, which is the
shortest training time, MSE(f) scales as O(loge P/P). This leads to diversity loss for
networks with multiple relay and receive antennas [11]. Another result on diversity
order has been proved in [10], which says that when R = 1 or N = 1, for any Tp ≤
M R, full diversity order cannot be achieved. The diversity order of multiple-antenna
multiple-relay network with a general training time using mismatched decoding is
still unknown.

Next, we consider matched decoding given in (5.25), since channel estimation
errors are taken into account, it is expected to perform better than mismatched decod-
ing. In [11], it has been shown by simulation that for some network scenarios and
training time settings (e.g., M = 1 and Tp = 1) where mismatched decoding cannot
achieve full diversity order, matched decoding may achieve a higher diversity order
and sometimes full diversity order. But there is no analytic results on the achievable
diversity order for matched decoding so far.

In the remaining part of this section, numerical simulation results on the block
error rates of training-based DSTC are shown.

The first simulation is on the block error rate of training-based DSTC in a network
with M = 1, R = 2, N = 2 and Ps = RPr . For the training of the Relay-RX
channel matrix G, the MMSE estimation in (5.7) is used where Tp,G = 2 = R.
For the training of the TX-Relay channel vector f , we use the LMMSE estimation in
(5.13) with two training time settings: Tp = 1 and Tp = 2. Note that when Tp = 1,
Tp < M R = 2 and the total training time is Ttraining = Tp,G + 2Tp = 4. When
Tp = 2, Tp = M R = 2 and the total training time is Ttraining = Tp,G + 2Tp = 6.
Three decodings are considered for the data-transmission interval. The first decoding

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
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Fig. 5.4 Block error rates for a network with M = 1, R = 2, N = 2 using training-based DSTC

is DEC0, which is the decoding with perfect CSI. It is used as a benchmark. The
second decoding is DEC1, the mismatched decoding in (5.21). The third decoding
is DEC2, the matched decoding in (5.25). It can be seen from Fig. 5.4 that when
Tp = M R = 2, both the mismatched decoding and the matched decoding achieve
full diversity order, which is 2. The matched decoding has slightly better performance.
Compared with the perfect CSI case, the matched decoding with estimated channels
is about 2dB worse. When Tp = 1 < M R = 2, however, the mismatched decoding
loses diversity order. It only achieves diversity order 1. But the matched decoding
still achieves full diversity order, which is 2. When Tp increases from 1 to 2, the
network performance increases by approximately 5 dB for the matched decoding.

The next simulation is on the block error rate of training-based DSTC in a network
with M = 2, R = 1, N = 2 and Ps = R Pr . For the training of the Relay-RX channel
matrix G, the MMSE estimation in (5.7) is used where Tp,G = 1 = R. For the training
of the TX-Relay channel vector f , we use the LMMSE estimation in (5.13) and again
consider two training time settings: Tp = 1 and Tp = 2. Note that when Tp = 1,
Tp < M R = 2 and the total training time is Ttraining = Tp,G + 2Tp = 3. When
Tp = 2, Tp = M R = 2 and the total training time is Ttraining = Tp,G + 2Tp = 5.
The same three decodings are considered for the data-transmission interval. It can
be seen from Fig. 5.5 that when Tp = M R = 2, both the mismatched decoding and
the matched decoding achieve full diversity order, which is 2. The matched decoding
has slightly better performance than the mismatched one. Compared with the perfect
CSI case, the matched decoding with estimated channels is about 3 dB worse. When
Tp = 1 < M R = 2, however, the mismatched decoding loses all diversity. Its
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Fig. 5.5 Block error rates for a network with M = 2, R = 1, N = 2 using training-based DSTC

diversity order is 0. The diversity order of the matched decoding is 1. So matched
decoding achieves a higher diversity order, although it does not achieve full diversity
order. When Tp increases from 1 to 2, for both mismatched and matched decodings,
the network performance is improved largely.

5.3 End-to-End Channel Estimation for Single-Antenna
Multiple-Relay Network

Section 5.1 is on the individual estimate of both the Relay-RX channel matrix G
and the TX-Relay channel vector f at the receiver. When G and f are estimated,
the DSTC (mismatched and matched) decoding can be conducted using (5.17) and
(5.25). Another equivalent (mismatched) decoding formula for DSTC is in (2.51),
where an estimation on G (to calculate RW) and an estimation on H is required.
One can of course obtain an estimation of H from estimations on G and f . But
another possibility is to estimate H directly. H contains the effective channels from
all transmit antennas to all receive antennas via the relay antennas. It is called the
end-to-end channel matrix. This section is on the end-to-end channel estimation
for single-antenna multiple-relay network. The next section considers the multiple-
antenna case. All channels are assumed to be i.i.d. circularly symmetric complex
Gaussian with zero-mean and unit-variance. The magnitude of each channel coeffi-
cient follows Rayleigh distribution. The channels are also assumed to remain constant
during training.

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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For a single-antenna relay network shown in Fig. 2.2, the end-to-end channel
matrix reduces to a vector h defined in (2.17). In what follows, we talk about the
training scheme and the estimation rule for h.

Training Scheme

The training scheme follows the two-step DSTC in Sect. 2.2, where in the first step, a
Tp ×1 pilot vector bp is sent from the transmitter to the relays, the relays then linearly
transform the signal vectors they receive via Tp×Tp unitary matrices A1,p, · · · , AR,p

and forward to the receiver in the second step. Each training step takes Tp times slots
and the total training duration is 2Tp. The following end-to-end training equation
can be obtained:

xp = √
βpSph + wp,

where xp is the observation vector at the receiver, Sp �
[

A1,pbp · · · AR,pbp
]

is
the pilot distributed space-time code-matrix, and wp is the equivalent noise. For a
given realization of g, wp is a Gaussian random vector, where its mean is zero and
its covariance matrix is Rwp � (1 + αp‖g‖2

F )ITp . αp and βp are defined in (5.3).

End-to-End Channel Estimation Rule

The end-to-end channel estimation problem is to estimate h based on the observation
xp. Both the maximum-likelihood (ML) estimation and the LMMSE estimation are
considered in this section.

For a given channel realization, we have the following conditional PDF:

p(xp|f, g) = 1

(2π)R(1 + αp‖g‖2
F )R

e−(
1+αp‖g‖2

F

)−1‖xp−√
βpSph‖2

2 .

Thus,

p(xp|h) =
∫

p(xp|h, g)p(g)dg =
∫

p(xp|f, g)p(g)dg

=
∫

1

(2π)R(1 + αp‖g‖2
F )R

e−(1+αp‖g‖2
F )−1‖xp−√

βpSph‖2
2

1

(2π)R
e−‖g‖2

2 dg.

Note that although with the relationship h = f ◦ g, for a given g, the possible values
of h is not constrained by the given value of g. Thus the ML estimation of h can be
derived as follows:

ĥML = arg max
h

p(xp|h) = arg max
h

∥
∥
∥xp − √

βSph
∥
∥
∥

2

2
= 1√

β
(S∗

pSp)
−1S∗

pxp.

http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
http://dx.doi.org/10.1007/978-1-4614-6831-8_2
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The above ML estimation requires that Tp ≥ R for (S∗
pSp)

−1 to exist. This ML
estimation result happens to be the same as that of a multiple-antenna system with
multiple transmit antennas and single receive antenna [2]. But the derivations are
different. This ML estimation is also the same as the least square (LS) estimation
in [1].

The LMMSE estimation can be derived using Bayesian Gauss-Markov theorem
[1, 6] to be

ĥLMMSE = √
βp

[(
1 + αp

)
IM + βpS∗

pSp

]−1
S∗

pxp.

5.4 End-to-End Channel Estimation for Multiple-Antenna
Multiple-Relay Network

This section considers the estimation of the end-to-end channels in a general
multiple-antenna multiple-relay network. The network diagram is illustrated in
Sect. 3.2, where the transmitter has M antennas, the receiver has N antennas, and
there are in total R antennas at the relays. The end-to-end channel estimation prob-
lem is to estimate all channels from each antenna of the transmitter to each antenna
of the receiver via each relay antenna. There are in total MNR channel coefficients
to be estimated at the receiver. In this book, only independent wireless channels are
considered, thus, channels corresponding to one relay antenna are independent to
those corresponding to another relay antenna. So the channel estimation can be con-
sidered separately and sequentially. Thus, in what follows, we study the estimation
of the end-to-end channels corresponding one relay antenna. Estimations of channels
corresponding to other relay antennas are the same.

Consider the network shown in Fig. 5.6, where there are M transmit antennas, N
receive antennas, and one relay antenna. Let

f �
[

f1 f2 · · · fM
]t

Fig. 5.6 Wireless relay net-
work with multiple transmit
antennas, multiple receive
antennas, and single relay
antenna

Transmitter

Receiver

Relay

Ant 1

Ant 1

Ant MAnt m

Ant NAnt n

Ant

......

... ...

f1 fMfm

g1 gn gN
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be the M ×1 channel vector from the transmitter to the relay, where fm is the channel
from the mth transmit antenna to the relay antenna. Let

g �
[

g1 g2 · · · gN
]

be the 1 × N channel vector from the relay to the receiver, where gn is the channel
from the relay antenna to the nth receive antenna. The end-to-end channel from the
mth transmit antenna to the nth receive antenna via the relay antenna is fm gn . The
M × N end-to-end channel matrix of the network is

H �

⎡

⎢
⎢
⎢
⎣

f1g1 f1g2 · · · f1gN

f2g1 f2g2 · · · f2gN
...

...
. . .

...

fM g1 fM g2 · · · fM gN

⎤

⎥
⎥
⎥
⎦

= fg. (5.26)

5.4.1 Training Scheme

The training process takes two steps. During the first step, the transmitter sends√
Ps Tp/MBp, where the Tp × M matrix Bp is the pilot, normalized as tr{B∗

pBp} =
M . This normalization implies that the average transmit power of the transmitter is
Ps per transmission. The relay then amplifies the signals it receives and forwards to
the receiver in the second step. The fixed gain relay power coefficient

√
Pr/(Ps + 1)

is used [7, 8], so the average relay transmit power is Pr . This relay processing is a
special case of DSTC for networks with single relay antenna explain in Chap. 3. By
using the transceiver equation in (3.6) of Chap. 3 for the special case of R = 1 and
A1 = ITp , the transceiver equation of the training interval is

Xp = √
βpSpH + Wp, (5.27)

where βp � Ps Pr Tp
(Ps+1)M . Wp is the equivalent noise matrix during training, Xp is

the received matrix at the receiver, and Sp � Bp is the pilot distributed space-
time code-word. The notation Sp is used to be consistent with the representation
in other chapters. Assume that all noise entries are i.i.d. following CN (0, 1). For a
given realization of g, vec(Wp) can be shown to be a circularly symmetric complex
Gaussian random vector with zero mean, and its covariance matrix is

Rvec(Wp) �
(
IN + αpgt ḡ

) ⊗ IT , (5.28)

where αp � Pr
Ps+1 .

The end-to-end channel estimation is to estimate H based on the observation
Xp and the pilot matrix Sp. The training equation (5.27) has the same format

http://dx.doi.org/10.1007/978-1-4614-6831-8_3
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
http://dx.doi.org/10.1007/978-1-4614-6831-8_3
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as the traditional Gaussian observation model [6] or the training equation for a
multiple-antenna system without relaying [2]. However, it differs to the traditional
Gaussian model in two aspects. First, in a traditional Gaussian model, the noises are
independent of the parameters to be estimated. But the covariance matrix of the noise
term in (5.27) is a function of g, which is related to H, the matrix to be estimated.
This is due to the propagation of the relay noise. Second, in the traditional Gaussian
model, entries of the vector/matrix to be estimated are independent. Here, for the
relay network, the M × N end-to-end channel matrix H has rank-1. Thus, entries of
H are related. Only M + N − 1 of the total M N entries in H are independent.

5.4.2 Entry-Based Estimation

From (5.27), if entries of H are regarded as independent and the relation between H
and the noise covariance matrix is ignored, the estimation problem can be seen as
a traditional Gaussian one. The ML estimation and the LMMSE estimation can be
derived straightforwardly as [5, 6]

Ĥentry,ML = 1
√

βp
(S∗

pSp)
−1S∗

pXp, (5.29)

Ĥentry,LMMSE = √
βp

[
(1 + αp)IM + βpS∗

pSp

]−1
S∗

pXp. (5.30)

These are straightforward extensions of the estimation schemes in Sect. 5.3 to
multiple-antenna relay network. They are called entry-based estimations because
they directly estimate each entry of the matrix H without considering the connec-
tions among them. With probability 1, the channel estimation results in (5.29) and
(5.30) are not rank-1.

5.4.3 SVD-Based Estimation

Entry-based estimations are straightforward. But they do not consider the special
structure of the channel matrix, thus they may not be optimal. An SVD-based ML
estimation was proposed in [5], which takes into account the rank-1 structure of H.

SVD of the End-to-End Channel Matrix

By considering the rank-1 structure, the channel matrix H can be decomposed as

H = af̃ g̃, (5.31)
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where

a � ‖f‖F‖g‖F , f̃ � f
‖f‖F

, and g̃ � g
‖g‖F

. (5.32)

f̃ and g̃ are the directions of f and g, respectively. They have unit-norm. Since entries
of f and g are i.i.d. CN (0, 1), a, f̃, g̃ are mutually independent. The decomposition in
(5.31) is actually the SVD of H, where a is the only non-zero singular value, and f̃ and
g̃ are the corresponding left singular vector and the Hermitian of the right singular
vector. The decomposition in (5.31) provides a map between H and the 3-tuple(

a, f̃, g̃
)

. The estimation of H can thus be transformed to the estimation of
(

a, f̃, g̃
)

.

The estimation based on this decomposition is called SVD-based estimation.

Note that the total number of real dimensions in the 3-tuple
(

a, f̃, g̃
)

is 1+(2M−1)

+(2N −1) = 2(M+N )−1. The total number of real dimensions in the rank-1 matrix
H is 2(M+N−1), which is 1 dimension less. This is because that SVD decomposition

is not unique. For any angle θ ∈ [0, 2π), from (5.32), H = a
(

e jθ f̃
)(

e− jθ g̃
)

. For two

different 3-tuples of estimations,
(

â,
ˆ̃f, ˆ̃g

)
and

(
â, e jθ ˆ̃f, e− jθ ˆ̃g

)
, the same estimation

on H will be obtained. The map from H to
(

a, f̃, g̃
)

is a set-valued map.

SVD-Based ML Estimation Results

Now we consider the SVD-based estimation of H under the ML estimation
framework. The ML estimation maximizes the likelihood function, which is the con-

ditional PDF of the observation [6]. That is
(

â,
ˆ̃f, ˆ̃g

)
= arg max(

a,f̃,g̃
) p(Xp|a, f̃, g̃).

Due to the dependence of Rvec(Wp) on g and the relationship of a with ‖g‖F , ‖f‖F ,
the exact ML estimation is difficult to derive. In the following, the ML channel
estimation under the ideal assumption that ‖g‖F is known is derived first. Then an
estimator for the practical case that ‖g‖F is unknown is obtained [5].

From the training equation (5.27), we have

p(Xp|f, g) = 1

(2π)Tp N det Rvec(Wp)

e
−vec

(
Xp−√

βpSpH
)∗

R−1
vec(Wp )

vec
(

Xp−√
βpSpH

)

.

(5.33)

For a realization of
(

a, f̃, g̃
)

, if ‖g‖F is further known, Rvec(Wp) is a known

matrix. From (5.33), the PDF of Xp|a, f̃, g̃, ag is

p(Xp|a, f̃, g̃, ag) = 1

(2π)Tp N det Rvec(Wp)

e
−vec(Xp−√

βSpH)
∗R−1

vec(Wp )
vec(Xp−√

βSpH)
.

Thus,

(
â,

ˆ̃f, ˆ̃g
)

= arg max
(a,f̃,g̃)

p(Xp|a, f̃, g̃, ag)
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= arg min
(a,f̃,g̃)

vec
(

Xp − a
√

βSp f̃ g̃
)∗

R−1
vec(Wp)vec

(
Xp − a

√
βSp f̃ g̃

)
. (5.34)

Define

η �
αp‖g‖2

F

1 + αp‖g‖2
F

. (5.35)

After some involved calculations, the details of which can be found in [5], it can be
shown that

vec
(

Xp − a
√

βpSp f̃ g̃
)∗

R−1
vec(Wp)vec

(
Xp − a

√
βpSp f̃ g̃

)

= (1 − η) βp‖Sp f̃‖2
F

⎛

⎝a −
�

(
f̃∗S∗

pXpg̃∗
)

√
βp‖Sp f̃‖2

F

⎞

⎠

2

− (1 − η)
�2

(
f̃∗S∗

pXpg̃∗
)

‖Sp f̃‖2
F

+ ‖Xp‖2
F − η‖Xpg̃∗‖2

F � F
(

a, f̃, g̃
)

. (5.36)

Thus, to minimize (5.36), we need

a =
�

(
f̃∗S∗

pXpg̃∗
)

√
βp‖Sp f̃‖2

F

. (5.37)

With this choice of a, from (5.36), the optimization problem in (5.34) reduces to

(ˆ̃f, ˆ̃g
)

= arg max
(f̃,g̃)

G
(

f̃, g̃
)

,

where

G
(

f̃, g̃
)

� (1 − η)
�2

[(
Sp f̃

)∗
Xpg̃∗

]

‖Sp f̃‖2
F

+ η‖Xpg̃∗‖2
F .

Let

P � Sp(S∗
pSp)

−1S∗
p, Z � [P + √

η(ITp − P)]Xp. (5.38)

We have
(

Sp f̃
)∗

Xpg̃∗ =
(

Sp f̃
)∗

PXpg̃∗. Thus

G
(

f̃, g̃
)

= (1 − η)
�2

[(
Sp f̃

)∗
PXpg̃∗

]

‖Sp f̃‖2
F

+ η‖Xpg̃∗‖2
F

≤ (1 − η)
‖Sp f̃‖2

F‖PXpg̃∗‖2
F

‖Sp f̃‖2
F

+η‖Xpg̃∗‖2
F
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= (1 − η)‖PXpg̃∗‖2
F + η‖Xpg̃∗‖2

F � H(g̃). (5.39)

For the second step in (5.39), Cauchy-Schwarz inequality is used. The equality in
(5.39) holds when Sp f̃ = γ PXpg̃∗ for some realγ . So, when f̃ = γ (S∗

pSp)
−1S∗

pXpg̃∗,

G
(

f̃, g̃
)

is maximized. Since f̃ has unit-norm, we have

f̃ = (S∗
pSp)

−1S∗
pXpg̃∗

‖(S∗
pSp)−1S∗

pXpg̃∗‖F
. (5.40)

With this choice of f̃ , the problem becomes the maximization of H(g̃) defined in
(5.39). Notice that P is a projection matrix. Thus (PXp)

∗[(ITp − P)Xp] = 0. Then

‖Xpg̃∗‖2
F = ‖PXpg̃∗ + (ITp − P)Xpg̃∗‖2

F = ‖PXpg̃∗‖2
F + ‖(ITp − P)Xpg̃∗‖2

F .

We have

H(g̃) = ‖PXpg̃∗‖2
F + η

(
‖Xpg̃∗‖2

F − ‖PXpg̃∗‖2
F

)

= ‖PXpg̃∗‖2
F + η‖(ITp − P)Xpg̃∗‖2

F

= ‖ [
P + √

η(ITp − P)
]

Xpg̃∗‖2
F = ‖Zg̃∗‖2

F , (5.41)

where in the last step, the definition of Z in (5.38) is used. It is clear that H(g̃) is
maximized when g̃∗ is the right singular vector of the largest singular value of Z.
With this optimal choice of g̃, by using this results in (5.40) then (5.37), the ML
estimations of f̃ and a can be obtained. The results are summarized in the following
paragraph.

ML estimation with known ‖g‖F : Let σZ,max be the largest singular value of Z
and vZ,max be the right singular vector corresponding to the singular value σZ,max.
The ML estimations of a, f̃, g̃ are

â = 1
√

βp
‖(S∗

pSp)
−1S∗

pXpvZ,max‖F , (5.42)

ˆ̃f = (S∗
pSp)

−1S∗
pXpvZ,max

‖(S∗
pSp)−1S∗

pXpvZ,max‖F
, ˆ̃g = v∗

Z,max. (5.43)

Thus, the ML estimation of the end-to-end channel matrix H is

Ĥ = â ˆ̃f ˆ̃g = 1
√

βp
(S∗

pSp)
−1S∗

pXpvZ,maxv∗
Z,max. (5.44)

The estimation in (5.44) is based on the ideal assumption that ‖g‖F is known. In
reality, ‖g‖F is unknown. Thus η is unknown and the estimations in (5.44) cannot
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be calculated. To obtain an estimation, we replace ‖g‖2
F with its mean, i.e., ‖g‖2

F ≈
E(‖g‖2

F ) = N . With this approximation,

η ≈ Nαp

1 + Nαp
. (5.45)

An estimation of H can thus be found using (5.38) and (5.44). Generally speaking, this
estimation is not the exact ML estimation but an approximate one. In the following,
several remarks on the SVD-based approximate ML estimation are provided.

1. The estimation Ĥ in (5.44) is rank-1, which agrees with the structure of H in
(5.26).

2. For the proposed estimation to be valid, S∗
pSp must be invertible. This implies a

condition on the training time: Tp ≥ M . The same requirement on the training
time was derived for the ML channel estimation in a multiple-antenna system [2]
and the entry-based ML estimation in (5.29).

3. The SVD-based estimation uses the rank-1 structure of the end-to-end channel
matrix. For networks with single transmit and single receive antenna, the end-
to-end channel is 1-dimensional, which is always rank-1. Thus the SVD-based
estimation is more favorable than entry-based estimations for networks with mul-
tiple transmit and/or multiple receive antennas.

4. For the special case that Tp = M and Sp is nonsingular, P = ITp and Z = Xp

regardless of the value of ‖g‖F . In this case, the estimation in (5.44) is independent
in ‖g‖F . As a result, the approximate ML estimation becomes the exact ML
estimation. This is represented in the following theorem.

Theorem 5.4. When Tp = M and the pilot matrix SP is nonsingular, let σXp,max
be the largest singular value of Xp and uXp,max and vXp,max be the left and right
singular vectors corresponding to the singular value σXp,max. The ML estimation of

(a, f̃, g̃) is

â = σXp,max
√

βp
‖S−1

p uXp,max‖F ,
ˆ̃f = S−1

p uXp,max

‖S−1
p uXp,max‖F

, ˆ̃g = v∗
Xp,max. (5.46)

The ML estimation of the end-to-end channel matrix is thus

Ĥ = σXp,max
√

βp
S−1

p uXp,maxv∗
Xp,max. (5.47)

It can be seen from Theorem 5.4 that when Tp = M and the pilot matrix is
nonsingular, the ML estimation on a is a scaled version of the largest singular value
of Xp, the ML estimation on the direction of g is the Hermitian of the corresponding
right singular vector, and the ML estimation on the direction of f is the corresponding
left singular vector transformed by the inverse of the pilot.
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Simulation on MSE

Now, we show the simulated MSE on H, denoted as MSE(H), for the entry-based
ML estimation in (5.29), the entry-based LMMSE estimation in (5.30), and the
SVD-based ML estimation in (5.47). In all simulations, the channels and noises are
generated independently following CN (0, 1). We also set Tp = M and Ps = Pr .

First, networks with single relay antenna and different transmit and receive
antennas are considered. For the training pilot, we set Sp = IM . The following
observations can be obtained from Fig. 5.7.

1. At low training power, entry-based LMMSE estimation achieves lower MSE than
entry-based ML estimation. At high transmit power, the two have similar MSE
performance.

2. For all simulated training power values, the SVD-based ML estimation has lower
MSEs than the entry-based ML estimation. The difference is about 0.5, 1.2, and
2 dB for networks with 2, 4, and 6 transmit and receive antennas.

3. The SVD-based ML estimation is worse than the entry-based LMMSE estimation
for low training power (since LMMSE estimation is better than ML estimation
in the low SNR regime) but better for high training power.

4. All MSEs decreases linearly in the training power, i.e., have the scaling O(1/P).

This figure shows that SVD-based ML estimation is superior to entry-based estimation
for multiple-antenna relay network.
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Fig. 5.7 MSEs of end-to-end channel estimations for networks with single relay antenna while
M = N = 2, M = N = 4, M = N = 6
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Fig. 5.8 MSEs of end-to-end channel estimations for networks with single relay antenna while
M = 4, N = 2 and M = 4, N = 6

The next simulation is on networks with Tp = M = 4, N = 2 and Tp = M = 4,

N = 6. Figure 5.8 shows the MSEs of entry-based ML estimation and SVD-based
ML estimation. Similar phenomenon can be obtained. The SVD-based estimation is
superior for all simulated training power.
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