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PREFACE 

With the publication of Volume 7 the initial Series of “Methods in 
Microbiology” was completed. As work on the Series progressed, we were 
encouraged by receiving several suggestions for further topics and offers 
of contributions over and above the areas covered in the planned Volumeg. 
and we decided to  put some of these together to form a single continuation 
Volume. 

Inevitably the topics are diverse and there is no connecting theme for 
Volume 8. Nevertheless, we have continued with our policy of treating 
subjects which are not adequately detailed elsewhere in the literature, or 
which represent technical developments at the advancing forefront of 
microbiology-attractive by virtue of their evident potential rather than 
by their established value in the armoury of the research worker. 

As with earlier Volumes, we have allowed individual contributors 
largely to determine the nature of their presentations. In  some areas it is 
clearly appropriate and valuable to present detailed operating instructions; 
in others a more general orientation with adequate references to technical 
methods is more useful. As with earlier Volumes we are grateful for the 
friendly co-operation we have received from authors during the prepara- 
tion of Volume 8. We have no firm plans for continuing the Series but 
will re-assess the situation periodically to see whether advances in tech- 
nique and methodology suggest that the production of a further Volume 
would be useful. 

J. R. NOFWS 

D. w. RIBBONS 

March, 1973 
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I. INTRODUCTION 

The concept of scanning electron microscopy dates back to that of 
conventional transmission electron microscopy. The initial patent applica- 
tion for a scanning electron microscope was made in 1927 (Stintzing, 1929), 

n 
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but the first instrument was not built until 1938 (Von Ardenne, 1938). 
Shortly thereafter though, several instruments were constructed for 
experimental use. Only a few scanning electron micrographs appeared in 
the literature (Zworykin et al., 1942). During the middle to late forties, 
emphasis was placed on instrumental development; and as a result of the 
concerted efforts of Oatley et al. (1965) in England, the first commercial 
instrument was produced. Now there is available a variety of commercial 
designs. 

The scanning electron microscope has several features that render it 
advantageous for various kinds of microscopic observation. Information 
can be obtained from different electron beam-induced signals that include 
(1) secondary electrons, (2) back-scattered electrons, (3) X-rays, (4) visible 
light or infrared energy, and (5) currents from semiconductors. Thus, it 
is possible to gather information on the chemical composition and electrical 
properties of biological materials as well as interaction of such materials 
with specific stains. The scanning electron microscope affords image 
production comparable to light, ultraviolet, fluorescence, and X-ray micro- 
scopes. Furthermore, it has great depth of focus and produces images with 
three-dimensional quality. Specimen preparation usually is reduced to a 
minimum and, sometimes, requires no chemical fixation or physical pre- 
treatment. Consequently, biological material can be viewed directly as it 
actually is, only magnified. 

This Chapter is intended to provide a better insight into the usefulness 
of the scanning electron microscope, to summarize the principles of scan- 
ning electron microscopy; to describe briefly the methods for specimen 
preparation; and to outline some applications in microbiology. For a 
comprehensive treatise on the theory and principles of scanning electron 
microscopy, the reader is referred to the text by Thornton (1968). Other 
theoretical considerations of microscopy were presented earlier (see 
Quesnel, this Series, Volume 5A) as were methods of specimen prepara- 
tion for electron microscopy (see Greenhalgh and Evans, this Series, 
Volume 4). 

11. T H E  SCANNING ELECTRON MICROSCOPE 

A. Imaging system 
A fundamental and unique characteristic of the scanning electron 

microscope is its imaging system. Fig. 1 compares the imaging system 
of a scanning microscope to those of optical and transmission electron 
microscopes. In a light microscope (Fig. la), the light beam passes through 
a transparent specimen, and the resulting image is magnified by glass 
lenses. An analogous situation exists in a transmission electron microscope 
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Light Microscope 
(Upside Down1 

+light Source 

Transmission I lcctron Scannine Llectron 
Microscope Microscope 

LVJ - - t lec l ron 6un LVJ --tlcclron 6uu -,- -1st Aperture A 
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+ t s t  Aperture 

- -Obiecl i rc  Lens 
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-Sipnal lor tlcclronic 
Image formation lcl 

Fig. 1.  Diagrammatic comparison of imaging systems in (a) optical microscope, 
(b) transmission electron microscope, and (c) scanning electron microscope. 

(Fig. lb) where the electrons likewise pass through the specimen and are 
focused by electron lenses to form an enlarged image on a fluorescent 
screen or a photographic plate. The image produced by light optics con- 
tains an abundance of information. Such aspects as chemical composition, 
localized interaction of biochemical stains, and general specimen shape can 
be determined. Of course, the major limitation of a light microscope is its 
low resolving power. In  contrast, electron optics of a conventional trans- 
mission electron microscope provide high-resolution images. An inherent 
limitation of this system, however, is a restricted amount of image informa- 
tion content. 

The scanning electron microscope has a quite different imaging system 
(Fig. lc) that depends upon electron beam radiation for localization and 
upon visible light energy for information gathering. Electrons are formed 
into afine probe as a result of demagnification by condenser lenses. The  probe 
is moved over the surface of a specimen in a rectangular or zigzag pattern 
by two pairs of scanning coils powered by a generator. At the same time, 
the generator current passes through scanning coils of a cathode ray tube 
to produce a magnified raster identical to that on the specimen. Electrons 
emitted from the specimen are collected and the resulting current is 
amplified for regulating brightness of the cathode ray tube. In this way, 
an enlarged picture of the specimen is viewed on the face of the cathode 
ray tube with point-by-point correspondence. Such a system provides 
both high-resolution images and a great deal of information about the 
image. 
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Three major components are responsible for image production and 
display: the electron-optical column, the vacuum system, and the signal 
detection and display system. A schematic representation of a scanning 
electron microscope with these components is presented in Fig. 2. Figure 3 
is a photograph of a commercial unit showing the column and display 
system. 

Fig. 2. Schematic diagram of a scanning electron microscope. CRT, cathode 
ray tube ; EHT, electron gun-accelerating voltage. 

B. Electron-optical column 
The electron-optical system (see Fig. 2) is composed of an electron gun, 

two to four electron lenses, a set of apertures, an astigmator, and a set of 
beam modulating coils (chopping coils). Usually the electron gun is of 
triode design (Fig. 4) and produces a crossover of high-current density 
(Thornton, 1968). It contains a cathode consisting of a tungsten hairpin 
filament housed in a cylindrical shield with a circular aperture of about 
2-mm diameter, and an annular cylindrical anode with a coaxial aperture. 
Electrons are boiled off the tungsten filament, heated by a high-voltage 
(EHT or electron gun-accelerating voltage) source, and passed through an 
aperture in the cylindrical shield that is negatively biased. The  shield aids 
in controlling the electron source by forming a crossover point, or disc of 
least confusion, through which all electrons pass. By adjusting the bias 
voltage, the position of the crossover point can be regulated. The  anode, 



Fig. 3. Photograph of a “Stereoscan” scanning electron microscope (Mark:2A, Cambridge Scientific Instruments Ltd., Cambridge, England). 
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Fig. 4. Diagram of an electron source (electron gun) of a scanning electron 
microscope. 

operated at earth potential, is responsible for the electron accelerating 
field. 

The electron lenses are either magnetic or electrostatic and function to  
demagnify the diameter of the electron beam originating from the electron 
gun. The original 50-pm diameter of the electron beam is reduced by the 
magnetic lenses to 5 to 10 nm at the specimen surface. The  diameter of the 
electron beam is referred to as spot size. In  the final lens assembly are 
scanning coils which are responsible for deflecting the electron beam and 
creating a raster over the specimen. The  scanning coils, as well as the 
cathode ray tubes, are conveniently powered by a single scan generator. 
Such an arrangement facilitates synchronized scanning of the electron 
beam and the cathode ray tubes. 

One of the two kinds of apertures functions to define the angle that is 
subtended by the beam at the surface of a specimen; by altering the size 
of this aperture, the subtended angle can be varied. The  second kind is 
called a spray aperture and helps reduce contamination of the lenses by 
collecting stray electrons. Occasionally additional apertures are used to 
control original spot size. 

The principal function of an astigmator is to provide a variable asym- 
metric field. The  design most utilized is one composed of four magnetic 
coils with variable current control and mechanical rotation. A description 
of such an astigmator and others is found in Thornton’s text (1968). 

The chopping coils modulate the electron beam and are usually located 
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close to the electron source. The  coils deflect the beam back and forth 
across an aperture and can be directed to turn the beam on and off 
repeatedly or to turn off the beam for extended periods. Chopping coils 
provide the instant beam turn-off (10 nsec or less) that is necessary for 
studying excitation decay in a specimen. 

C. Vacuum system 
The electron-optical column, as well as the specimen chamber that 

houses the specimen stage, must be kept under vacuum while the micro- 
scope is in operation. The specimen chamber can be isolated from the 
column while specimens are changed so that column vacuum pressure is 
maintained. A series of oil diffusion pumps (usually two) coupled to a 
rotary pump serves to evacuate the column and chamber. A vacuum 
pressure of less than 10-4 mm Hg is generally required before the EHT 
supply can be turned on. Protective devices, such as interlock circuits, are 
built into commercial models; control of the vacuum operation is either 
automatic or manual. 

D. Mechanisms of contrast formation and signal detection 
A variety of specimen data is obtainable with a scanning electron 

microscope because of the production of different electron beam-induced 
signals. As can be seen in Fig. 5 ,  interaction of the electron beam with the 

Fig. 5. Diagram of the electron products from interaction of the primary electron 
beam with a specimen. 
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specimen produces various effects, such as emission of secondary electrons, 
reflected electrons, X-rays, cathodoluminescence, and conduction (trans- 
mitted electrons). 

As high-energy primary electrons strike and penetrate a specimen's 
surface, they lose their energy and give rise to secondary electrons. Some 
of the primary electrons are reflected (back-scattered) in the specimen and 
give rise to other secondary electrons, called back-scattered excited secon- 
daries. The  emitted secondary electrons are collected by a cylindrical 
metal shield covered at one end by copper gauze (Fig. 6). This detector 

Primary Electron Beam 
I 
I Copper Gauze 

Focus 
Ring- I Reflected I Y-rauc 

" 

Photomult ip l ier  

M e t a l  Shield 
Conducted 

x 
Fig. 6. Diagram of a secondary electron detector system (scintillator-photo- 

multiplier combination) in the scanning electron microscope. 

is biased positively (250 V) relative to the specimen. After passing through 
the gauze, the secondary electrons are accelerated toward a plastic scintil- 
lator that is coated with a thin film of aluminium. The aluminium layer 
also is positively biased ( -  10 to 13 kV) and the electrons that strike the 
scintillator generate light energy which is transferred to a photomultiplier 
tube that converts the light into electronic signals. Arrangement of the 
detector and specimen within a specimen stage is pictured in Fig. 7. 

Reflected primary electrons that strike the scintillator likewise are 
converted to electronic signals. A special system usually is required to 
detect primary electrons because they are not specifically attracted to the 
plastic scintillator. High-energy reflected electrons can be collected rather 
efficiently, however, without a special detector simply by removing the 
outer covering of the detector described above and maintaining its potential 
at the level of the scintillator. 
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Fig. 7. Photographs of a scanning electron microscope specimen stage: (a) over- 
all view of the specimen stage; (1) X-shift; (2) Y-shift; (3) Z-shift; (4) tilt control; 
(5) rotation control; (6) stage base support; (b) closeup view of the electron 
detector system; (7) specimen stub containing sample; (8) focus stub; (9) collector 
wire gauze face; (10) collector body; (11) EHT connection. 

Attraction of secondary electrons by the detector causes them to travel 
in curved lines. The detector has no such effect on reflected primary 
electrons; they travel in straight paths (Fig. 6). Because of the devious paths 
taken by the secondary electrons, information can be obtained from areas 
on the specimen surface that ordinarily are “invisible” or “hidden”. A 
comparison of images from secondary electrons, reflected primary elec- 
trons, and light optics is depicted in Fig. 8. The image produced by 
secondaries (Fig. 8a) of a stack of three electron microscope grids reveals 
“hidden” detail from within the grid cluster. Less “hidden” detail is 
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Fig. 8. Photomicrograph of a stack of three transmission electron microscope 
grids tilted at 45": (a) image produced from secondary electrons; (b) image of 
identical grids produced by primary electrons; (c) image produced by light optics. 

afforded by the primary electron image in Fig. 8b. An important advantage 
of the scanning microscope, namely, its great depth of focus over a large 
area, is readily apparent from the clarityof the second and third grid layers in 
Fig. 8a. Thus, three-dimensional spatial information can be obtained from 
a two-dimensional image. The obvious lack of image depth from light 
optics can be seen in Fig. 8c. 

A large portion of the secondary electrons never leave the material 
surface but become randomized throughout the specimen. A few of these 
secondaries recombine with the high-energy primary electrons and, 
consequently, generate radiant energy. Depending upon the nature of the 
recombination, photons are released with energy levels approximating 
those of X-rays, visible light, or near infrared energy. The spectrum of 



I .  SCANNING ELECTRON MICROSCOPY 11 

X-rays produced is characteristic of the elements within a material and, 
consequently, analysis of such a spectrum provides information on the 
quantity and distribution of various elements. X-rays can be conveniently 
monitored by coupling to the scanning scope a crystal X-ray spectrometer. 
One of the best methods for detecting X-rays is by nondispersive means. 
Depending upon the kind of elemental analysis desired, either of two 
detectors can be used : a gas-flow proportional counter or a lithium-drifted 
silicon detector (Ogilvie, 1969). 

Visible light or near infrared energy emitted from the specimen is 
referred to as cathodoluminescence. Cathodoluminescence is detected by 
photomultiplier tubes specifically designed for visible light and near 
infrared energy. The photomultipliers are placed at a greater distance from 
the specimen than the detectors for secondary and back-scattered electrons. 
Chemically stained biological materials can be examined by analysing the 
quanta of visible light and near infrared energy that emerges from them. 
However, the efficiency of production and collection of light quanta is so 
low that a minimum exposure time of at least 30 min is needed to obtain 
an acceptable photomicrograph (Hayes and Pease, 1968). A major prob- 
lem with the luminescent mode is that the material bombarded does not 
luminesce sufficiently. Because most fluorescent stains now available are 
inadequate, the development of cathodoluminescent stains is necessary for 
this technique to become practicable. 

Note in Fig. 6 that some of the electrons are not emitted from the 
specimen but are transmitted or conducted. By applying an external bias, 
these electron beam-induced currents (either short-circuit or charge- 
collection) and the voltage generated by such currents can be measured. 
The  currents are then displayed by the cathode ray tube either as intensity 
modulation or as line scan. For proper conduction, the specimen must be 
mounted so as to provide proper electrical contact with the specimen stage. 
Essentially, the conductive mode enables measurement of an electric 
current generated by the primary electrons and depends upon the nature 
of the specimen and the bias voltage applied to the specimen stage. Although 
examination of material by this technique has not been very successful 
for microbiological studies, it does have potential for soft biological 
specimens. 

E. Visual and record display 
Usually two cathode ray tubes are present: one for visual display and 

another for record display. The  cathode ray tube of the visual display unit 
is magnetically focused and operates at about 12.5 kV; resolution is in 
excess of 500 lines. It is composed of long-persistence, yellow-blue 
phosphor and in some cases is overlaid with a yellow filter to improve 
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image contrast. The long-persistence phosphor produces a latent image for 
long-term visual observation. The record display unit also has a magneti- 
cally focused cathode ray tube that operates at about 12.5 kV. The phosphor 
is short-persistence blue; and resolution is about 800 lines. Latent images 
are undesirable for recording purposes and do not occur with short- 
persistence phosphor. A camera, e.g. Polaroid type or 35 mm, is attached 
to the record display unit. Appropriate controls in the scan generator 
regulate the scan rate per frame and per line for the visual and record 
cathode ray tubes. Also, raster size and position can be regulated. These 
controls are important for producing the kind of final image desired. 
Brightness of the tubes depends upon signals detected as the primary 
electron beam interacts with the specimen. Individual brightness and 
contrast controls are present on both cathode ray tubes. The arrangement 
of the manual controls allows the operator to regulate and select the desired 
properties of the image to be photographed. Quality of the photomicrograph 
depends upon the scan speed, brightness, and contrast of the cathode ray 
tube, and the kind of photographic film used. In combination, these factors 
determine film exposure time. 

F. Lens aberrations 
Several important aberrations in the scanning electron optical system 

affect the ultimate quality of image production and resolution. These 
disorders are spherical aberration, chromatic aberration, diffraction, and 
astigmatism. Spherical aberration results from deflection of those electrons 
that travel in close proximity to strong magnetic fields about the lens 
axes. It is an inherent function of both the electron beam voltage and the 
focusing field. 

The cause of chromatic aberration is two-fold : instability of the cathode 
EHT and electron lens current, and inability to focus electrons in a finite 
point, i.e. formation of disc of least confusion. Diffraction is directly 
related to the wavelength of the imaging radiation and to the angle at 
which this radiation converges on the specimen. When spherical and 
chromatic aberrations are reduced to a minimum, diffraction becomes the 
limiting factor for resolution. Astigmatism due to asymmetry within the 
electron-optical column causes rapid deterioration of the final image. This 
defect may be the result of stray asymmetrical magnetic fields, built-in 
(designed) asymmetries, and contamination (foreign particles) on the 
apertures and lenses. Astigmatism can be corrected by superimposing an 
asymmetric magnetic field on the electron-optical column (see astigmator, 
Section 11. B in this Chapter). Cleanliness of the column, particularly of the 
apertures that become contaminated easily, is important and cleaning 
should be routine. 
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G. Magnification, resolution, and depth of focus 
The scanning microscope is capable of a very wide magnification range. 

Magnification from about x 20 to x 100,000 is common, although for 
biological preparations clear images are difficult to obtain above x 50,000. 
The magnification unit of a scanning scope usually consists of attenuators 
as well as current controls for the astigmator. An attenuator compensates 
automatically for magnification variation with accelerating voltage. Work- 
ing magnification depends upon working distance, i.e. distance from the 
final aperture to the specimen. 

Basically resolution depends upon two factors: final spot size and inter- 
action of the electron beam with the specimen. In  most commercial 
instruments, a final electron beam diameter of about 5 to 10 nm is attain- 
able. As already pointed out, secondary electrons are formed upon primary 
electron bombardment of the specimen. Emission of secondary electrons 
occurs from within 5 to 10 nm of the original penetration, and this spread- 
ing of the secondaries also limits resolution. Considering these dimensions 
for final spot size and for spreading of the secondary electrons, a resolution 
of about 10 nm would be expected. However, because of other contribut- 
ing factors in current commercial units such as signal-to-noise ratio and 
resolution of the cathode ray tubes and photographic plate, a resolution of 
15 to 20 nm is maximum. Crewe (1971) has developed a research micro- 
scope with resolution capabilities of 0.5 nm and less. 

Depth of focus as observed in the final specimen image corresponds to 
the cross-section of the electron beam which is defined by two points on 
either side of the principal focus. The tremendously large depth of focus 
in the scanning electron microscope (see Fig. 8) is determined by the 
diameter of the final aperture within the electron-optical column. As 
aperture size decreases, depth of focus increases. By selecting the appro- 
priate aperture, maximum depth of focus can be obtained. Apertures 
range in diameter from 50 to 400 nm. 

111. SPECIMEN PREPARATION 

Artificial changes during preparation of microbial specimens for micro- 
scopic observation are not uncommon. To limit such artifacts the micro- 
scopist should have, at least, a general knowledge of the characteristic 
growth pattern and morphology of the micro-organism being examined. 
Temperature of incubation, nutrients, aeration, etc., affect cellular growth 
and morphology. Therefore, awareness of such factors is indispensable 
for proper selection of preparative methods and for evaluation of the final 
micrograph. Preparation of biological material for scanning electron micro- 
scopy includes a variety of methods. Often specialized techniques are 
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necessary for different types and kinds of specimens. Generally speaking, 
the nature and kind of information desired dictate the method of prepara- 
tion. Outlined below are some basic approaches to preparation of biological 
material which are applicable to micro-organisms. 

A. Sample washing 
Most samples must be washed free of nutrients and adhering material. 

Because cell washing techniques are well documented in the literature, 
suffice it to say that filtration, centrifugation, and liquid two-phase systems 
are adequate to clean cells for scanning electron microscopy (Bulla et al., 
1969; Sacks, 1969). The degree of cellular fragility determines the manner 
of washing. 

B. Fixation and dehydration 
The purpose of chemically fixing biological material is to preserve it in 

close to normal or living condition. The high vacuum necessary for opera- 
tion of the scanning electron microscope causes delicate structures to 
collapse and fold. Therefore, it is important that such material be treated 
in some way to retain its normal form and shape. In certain instances, 
chemical fixation is not necessary to preserve the original shape and form 
of micro-organisms ; but more frequently, some degree of chemical treat- 
ment is necessary. Fixation procedures have been discussed earlier (Pease, 
1964) and, no attempt is made here to reiterate them. It is sufficient to 
note that the techniques already developed for light and transmission 
electron microscopy are suitable for scanning electron microscopy. 

Following chemical fixation, the specimen can be dehydrated by passing 
it through graded concentrations of acetone or alcohol. For bacteria, 
dehydration in this fashion generally is not necessary. Simple air-drying 
after chemical fixation at room temperature or elevated temperatures under 
normal or slightly reduced atmospheric pressure may be sufficient. 

C. Critical point drying and freezedrying 
Critical point drying is a process in which a wet specimen is rapidly 

dried without a liquid-gas phase boundary passing through it (Anderson, 
1952). The entire procedure involves passing a specimen from water through 
an alcohol series to amyl acetate and then placing it in a chamber where 
liquid carbon dioxide is used to replace the amyl acetate. The chamber is 
evacuated and the temperature elevated to about 45 to 50°C at which 
point the liquid becomes gas without a phase boundary being formed. An 
advantage of critical point drying is that structural distortion is reduced to 
a minimum. Also, only relatively little time (about 1 h) is required for the 
operation. 
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Freeze-drying involves sublimation of rapidly frozen material in a high 
vacuum. A disadvantage in this technique is formation of ice crystals that 
may cause structural damage. Cryoprotective agents which reduce ice 
crystal formation may be added, but their low vapour pressure makes 
them inimical in a high-vacuum electron-optical column operated at 
room temperature. Small and Marszalek (1969) have used a chemical 
fixation-sublimation technique that preserves very well selected protozoa. 
Their process requires about 14 h. Detailed descriptions of several freeze- 
drying methods for scanning electron microscopy are offered by Boyde 
and Wood (1969). 

Echlin et al. (1970) have described a procedure by which biological 
specimens can be observed at low temperatures (-140 to -100°C) 
within a scanning electron microscope. The  specimen is first quench- 
frozen in liquid Freon 22 without ice crystal formation and then trans- 
ferred to a temperature-controlled specimen chamber. Upon removal of 
water from the sample within the specimen chamber, the scanning opera- 
tion is performed at an accelerating voltage of 20 kV and less. An advantage 
of this technique is the rapidity with which specimens can be examined 
after removal from their natural habitat. 

D. Specimen mounting 
Samples are placed on to a specimen stub and secured there either by 

natural adherence or by an adhesive material. The stub is circular in 
design (Fig. 9a) and is normally constructed of aluminium, although other 

I 

Fig. 9. Aluminium specimen stubs for scanning electron microscopy: (a) stub 
alone; (b) stub mounted with four strips of transparent double-coated tape; 
(c) stub mounted with glass square. 
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metals can be used. Adhesive materials like glue, paste, or double-coated 
adhesive tape are useful for anchoring specimens to the stub. In  Fig. 9b 
can be seen a stub mounted with four strips of transparent double-coated 
adhesive tape. If necessary, additional mounting platforms can be placed 
on to the stub face. A glass square cut from a microscope slide has been 
placed on the stub face in Fig. 9c. It is best, if possible, to avoid the use of 
adhesives because they often contaminate the specimen, especially under 
high vacuum. Such contamination seems to hasten “blistering” of the 
specimen surface. Adhesives work well when not in direct contact with 
the specimen under observation, e.g. fungal spores on extended hyphae. 

There are four basic procedures for mounting microbial specimens on a 
stub: (1) liquid transfer, (2) solid transfer, (3) stamping, and (4) undis- 
turbed growth transfer. Liquid transfer is suitable for mounting cells that 
have been suspended in various liquid media such as water, buffer solu- 
tions, or fixative agents. The  mounted suspension should be diluted so as 
to provide isolated cells on the stub and yet be representative of the total 
population. Commonly used tools for transferring suspended micro- 
organisms include microsyringes, capillary pipettes, glass rods, and wire 

Solid transfer is the transportation of material from solid surfaces to the 
stub. It is useful for transferring mycelial mats, sporangiospores, colony 
sections, and the like from agar media. A microspatula, inoculating needle, 
or dissecting knife can be conveniently used to transfer solid material. 
Sometimes before mounting on the stub, the sample (e.g. bacteria) must 
be washed in liquid. However, certain fungi can be cleaned by irrigating 
them after they are mounted on the specimen stub. 

Stamping simply involves carefully placing an inverted stub with or 
without an adhesive on to the surface of microbial growth. This technique 
is advantageous for observing the natural physical arrangement of cells 
grown on solid media. 

A particularly useful procedure for examining undisturbed growth of 
bacteria has been developed by Afrikian, St. Julian, and Bulla (unpublished 
data). This technique involves growing bacteria on agar plates overlaid 
with sterilized dialysis membrane. After sufficient growth, the membrane 
is carefully removed and transferred to the specimen stub for microscopic 
examination. In  this way, colonial growth can be observed virtually 
undisturbed. Roth (1971), using a dissecting knife, cut agar blocks from agar 
plates containing colonies and placed them directly on to specimen stubs. 
Another technique for observing undisturbed growth is to grow cells 
on a microcoverslip adhered to a specimen stub. At the desired growth 
stage, the mounted specimen is immediately prepared for microscopic 
observation. 

loops. 
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E. Specimen surface coating 
Most biological specimens are poor electrical conductors, and when 

bombarded by an electron beam, build up a negative charge on their 
surface. T o  prevent this build-up and to increase conductivity, it is neces- 
sary to coat them with a thin film (10-15 nm) of conducting material. 
The conducting material is usually evaporated carbon; it can also be a 
heavy metal such as aluminium, silver, gold, or palladium; or it can be 
both. A popular and efficient biological coating material is gold-palladium. 
Organic antistatic agents also have been developed to reduce the charging 
phenomenon (Sikorski and Sprenkman, 1968 ; Owen and Merworth, 1970). 
When desired, samples can be observed uncoated. However, uncoated 
samples must be examined at a considerably reduced accelerating voltage 
in order to avoid the harmful charging effects on their surface. This 
procedure does not allow for maximum resolution because of limited 
primary electron penetration of the specimen. 

Coating is carried out in a high-vacuum evaporator (Fig. 10a) by 
vapourizing the coating material on to the specimen. Ideally, the coating 
film should be uniformly continuous and at a thickness of about 10 nm. 

Fig. 10. Photograph of Denton DV-502 high-vacuum evaporator: (a) entire 
instrument showing (1)  control panel; (2) glass dome lid; (3) rotary shadower 
specimen stage assembly; (4) vacuum pump assembly; (b) close-up view of rotary 
shadower assembly; (5) stub carriage; (6) electrode post; (7) platinum wire basket 
used to hold coating material; (8) rotary shadower tilting device; (9) chain drive. 
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Practically, this thickness is difficult to achieve on samples with highly 
ornate surfaces. T o  increase efficiency of coating, the vacuum evaporator 
should possess a rotary shadower with a tilting device (see Fig. lob). 
Such a device enables all areas of the specimen surface to be exposed to 
the vapourized metal. Another method used to ensure uniform coating 
when no tilting device is available is to place the coating material in two 
separate positions, one at about 30" angle to the centre of the rotary plate 
and the other directly above the plate. 

Image clarity of the scanned object depends upon specimen preparation. 
A critical aspect of successful scanning electron microscopy is monitoring 
(usually by light microscopy) of the specimen during preparative steps. 
T o  know such things as degree of cleanliness, approximate number of 
cells and their morphological state, and finally, spatial arrangement of 
mounted cells is mandatory for good end results. 

IV. APPLICATIONS 

When the first commercial scanning electron microscope became avail- 
able, its use in biological research was limited to examination of plant and 
animal tissues and to micropaleontological investigations. Since then, use 
of this microscope has expanded to microbiology. It would be cumbersome 
to describe here all the applications of scanning microscopy to microbiology ; 
therefore, only a few selected examples are given. Prominent areas of 
microbiology in which scanning microscopy is being used currently are 
systematics (Heywood, 1971), spore germination and outgrowth (St. 
Julian et al., 1971; Rousseau et al., 1972), bacterial spore morphology 
(Murphy and Campbell, 1969; Bulla et al., 19691, bacterial colonial mor- 
phology (Roth, 1971), effects of antimicrobial agents on cell surfaces 
(Klainer and Perkins, 1971), phytopathology (Locci, 1969b; Locci, 1970; 
Locci and Bisiach, 1970), microflora of plants (Barnes and Neve, 1968; 
Leben, 1969), and soil (Locci, 1969a), fungal spore wall development 
(Hawker and Gooday, 1968), estimation of bacterial cell volumes (Boyde 
and Williams, 1971), elemental analysis of algae (Thurston and RUSS, 
1971), air pollution (Bulba, 1968), and ecology of polluted streams (Small 
and Ranganathan, 1970). 

A. Bacterial spore morphology 
Some of the earliest work involved descriptive morphology of bacterial 

spores (Murphy and Campbell, 1969; Bulla et al., 1969). Several examples 
are portrayed in Fig. 11. The  sporangium of a Bacillus thuringiensis 
sporulatedicell in Fig. l l a  contains a parasporal body as well as a spore. 
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Fig. 11. Scanning electron micrographs of bacterial spores : (a) Bacillus thurin- 
giensis showing parasporal body (p) spore (s) both enclosed in a sporangium (sp); 
(b) Bacillus popilliae extrasporangial spore showing ridges ; (c) Bacillus lentimorbus 
extrasporangial spore with ridges ; (d) Bacillus polymyxa extrasporangial spore 
with ridges. B .  polymyxa photograph courtesy of J. A. Murphy and L. L. 
Campbell. 

The spore and parasporal body are held together in a loose-fitting, smoothly 
textured sporangium. Fig. 1 l b  is an extrasporangial spore of Bacillus 
popilliae which exhibits distinct continuous ridges that extend along the 
entire length of the spore. Extrasporangial spores of Bacillus lentimorbus 
also possess highly pronounced ridges (Fig. 1 lc). Longitudinal ridges are 
interconnected by short ridges perpendicular to them. Bacillus polymyxa 
has a peculiar ridge formation clearly seen in Fig 1 Id. Longitudinal ridges 
extend from end to end and fuse in polygonal fashion at  the end of the 
spore. 
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B. Bacterial colony morphology 
The structure of bacterial colonies has been studied by scanning micro- 

scopy (Roth, 1971) to gain a better understanding of structural inter- 
relationships of individual cells within a colony. Afrikian, St. Julian, and 
Bulla (unpublished data) have examined colonies of bacteria freshly 
isolated from soil and found various cellular arrangements within different 
areas of the colonies. Figure 12a is a micrograph of the edge of a Bacillus 
cereus colony. As can be seen, the edge is one cell-layer thick. The individ- 
ual cells are oriented in uniform chains that lie adjacent and concentric 
to one another. Cells in the centre of the colony (Fig. 12b) have no specific 
orientation; they are randomly stacked. Figure 12c reveals the edge of a 
Bacillus subtilis colony in which the longitudinal axis of the individual cells 
is perpendicular to a, tangential plane drawn through the colony edge. 
The centre of the colony is characterized by layers of cells bound together 
by an extracellular material (Fig. 12d). Figure 12e depicts the edge of a 
Bacillus mycoides colony. Its cellular arrangement is similar to that of 
B .  cereus. Note, however, that not only are the chains curled, but also the 
individual cells. The central area of the colony (Fig. 12f) is different from 
that of either of the other two colonies examined. It is one cell thick and is 
composed of uniform, parallel chains of cells. 

C. Systematics 
Systematic studies of micro-organisms have been greatly facilitated by 

the scanning electron microscope. Locci and Quaroni (1970) have examined 
some 28 species and varieties of ascosporic aspergilli and have gathered 
valuable morphological information for taxonomic purposes. Ellis et al. 
(1970) examined a number of Rhizopus sporangiospores and categorized 
them into four groups according to their morphology. Fennell, Bulla, 
St. Julian, and Baker (unpublished data) are using a scanning electron 
microscope in a systematic analysis of aspergilli. From part of the latter 
work are presented ascospores of four species of Aspergillus (Fig. 13a-d) 
which represent three of the Aspergillus groups according to Raper and 
Fennell (1965). Figure 13a is Aspergillus variecolor var. astellatus, a member 
of the nidulans group. As can be readily seen, the ascospore body of this 
organism is smooth, convex, and bicrested. The architecture of both 
crests reveals radially developed ridges that extend close to the border of 
the crests. Figure 13b is Aspergillus strammius, which is within the jischwi 
series of the fumigatus group, This ascospore is bicrested, but the body is 
echinulate and convex. The crests are smooth and distinctly separated. 
Four parallel rows of small rounded echinulations lie between the crests 
in an equatorial fashion. Figure 13c portrays lenticular ascospores of Asper- 
gillus rugulosus, another member of the nidulans group. These spore bodies 
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Fig. 12. Arrangement of Bacillus cereus vegetative cells at (a) periphery of 
colony and (b) centre of colony; Bacillus subtilis vegetative cells at (c) edge of 
colony and (d) centre of colony; Bacillus mycoides vegetative cells at (e)  edge of 
colony and (f) centre of colony. Photographs courtesy of E. G. Afrikian et al. 
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Fig. 13.  Scanning electron micrograph of (a) Aspergillus variecolor var. astellatus 
ascospore ; (b) Aspergillus stramenius ; (c) Aspergillus rugulosus; (d) Aspergillus 
cremeus. Photographs courtesy of D. I. Fennel et al .  

are convex and discontinuously ridged. The  equatorial crests are smaller 
than those of A. variecolor var. astellatus (compare with Fig. 13a) which 
also is within the nidulans group. The  crests are uniformly ribbed and are 
separated by a smooth equatorial crevice. The  ascospore of Aspergillus 
cremeus (Fig. 13d) of the cremeus group appears very delicate. In  the centre 
of the top surface are indefinite ridges with no apparent symmetry. The  
same configuration is contained on the opposing surface (not shown.) 
The  two equatorial crests are large, smooth, and flexuous; the furrow 
between the crests is subtly echinulated. 
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Fig. 14. Fruiting stage of Physarum polycephalum: (a) peridial sac or sporangium 
(sp) on a stalk or stipe (st); (b) bundled filaments of stipe (arrow); (c, arrow, and 
d) sporangium ; (e and f )  individual exposed spores (arrows). Photographs courtesy 
of J. A. Murphy and L. L. Campbell. 
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In  other systematic studies, Murphy and Campbell (unpublished data) 
are investigating morphological properties of the acellular slime moulds 
(Myxomycetes) whose taxonomy thus far is based primarily on light 
microscopic observations. Figure 14 is a montage of micrographs demon- 
strating the fruiting stage of a slime mould Physarum polycephalum. The  
entire fructification (Fig. 14a) contains a cluster of peridial sacs or spor- 
angia on a stalk or stipe. A closer look at the stipe (Fig. 14b) reveals a 
composition of many bundled filaments comprised of smaller strands. The  
sporangial surface (Fig. 14c and d) contains a layer of spores overlaid with 
a membrane-like material. In Fig. 14e and f are exposed spores whose 
entire surface is marked by rounded punctate projections. 

Fig. 15.  Germination and outgrowth of Bacillus thuringiensis spore: (a) ger- 
minated spore with parasporal body; (b) early outgrowth; (c) late outgrowth; 
(d) a newly divided (first generation) vegetative cell. 
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D. Spore germination and outgrowth 
Scanning electron microscopic examination of bacterial and yeast spore 

germination and outgrowth has revealed distinctive changes in spore 
surface and overall anatomy during the developmental process (St. Julian 
et al., 1971; Rousseau el al., 1972). Fig. 15 presents selected stages of 

Fig. 16. Saccharomyces cerevisiae spore germination and outgrowth: (a) un- 
germinated spore; (b) early germinated spore; (c) beginning outgrowth; (d) bud 
formation. Photographs courtesy of P. Rousseau et al. 
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morphological development in the bacterium B. thuringiensis. Figure 15a is 
a germinated spore with accompanying parasporal body. The gnarled cell 
in Fig. 15b represents an early outgrowth stage and Fig. 15c is a late 
outgrowth stage. Note that there is a loss of the parasporal body during 
outgrowth. A newly divided cell in Fig. 15d represents the termination of 
spore outgrowth. 

Fig. 17. Rhizopus stolonifer spore germination and outgrowth: (a) ridged ger- 
minated spore; (b) beginning outgrowth; (c) germ tube elongation ; (d) extended 
elongation of germ tube. Photographs courtesy of J. L. Van Etten et al. 
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For the yeast Saccharomyces cerevisiae, several stages of spore develop- 
ment are disclosed in Fig. 16. A single ungerminated spore (Fig. 16a) has 
a slightly irregular surface whereas an early germinated stage (Fig. 16b) 
exhibits a rough surface with continuous ridges. During outgrowth, the 
spore changes shape, and surface irregularity becomes heightened 

Fig. 18. Botvyodiploidia theobromae spore germination and outgrowth : (a) ger- 
minated spore; (b) beginning outgrowth; (c) elongation of germ tube; (d) exten- 
sion of germ tube. Photographs courtesy of W. P. Wergin et al. 
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(Fig. 16c). A final stage of development is bud formation (Fig. 16d); the 
smooth surface of the bud resembles that of the outgrown area of the 
parent cell. 

Van Etten, St. Julian, and Bulla (unpublished data) have investigated 
morphological and surface structural modifications during germination 
and outgrowth of Rhizopus stolonifer spores. R. stolonifer represents a 
genus of Mucorales that is characterized by cylindrical ridges traversing 
the entire surface of the sporangiospore. An ungerminated sporangiospore 
of R. stolonifer in Fig. 17a exhibits this kind of ridge formation. Upon 
germination, the spore elongates (Fig. 17b) and forms a germ tube (Fig. 
17c). In  Fig. 17d germ tube formation is near completion. 

Wergin, Dunkle, Van Etten, St. Julian, and Bulla (unpublished data) 
are carrying out similar studies with a higher fungus, Botryodiploidiu 
theobromue. For this organism, cellular differentiation during germination 
and outgrowth is a very dramatic process (Fig. 18). An ungerminated 
spore (Fig. 18a) is ellipsoidal and relatively smooth-surfaced. However, 
upon germination, surface modification occurs in a localized area (Fig. 18b) 
through which a germ tube emerges (Fig. 18c) and eventually forms a 
hypha (Fig. 18d). 

V. ANCILLARY TECHNIQUES 

In addition to the contrast mechanisms listed in Section 11. D, there 
are several complementary techniques with potential value for micro- 
biological research that should be noted. 

A. Scanning transmission electron microscopy 
By using a transmission accessory with the scanning instrument, sec- 

tioned material that has been fixed and stained with heavy metal salts can 
be examined. Materials as thick as 0.5 ,urn which are unamenable for con- 
ventional transmission electron microscopy are readily observed in the 
transmission mode of a scanning microscope. Because lower operating 
voltages are possible with a scanning microscope than with a transmission 
instrument, there is less damage to sectioned material. Crewe (1971) has 
developed a scanning transmission electron microscope with a field 
emission source that will record single atoms within a molecular structure. 

B. Three-dimensional analysis 
A useful method to quantitate the topography of specimen surfaces is to 

construct stereopairs (Dorfler and RUSS, 1970). A stereopair is made by 
photographing the same area of a specimen at two different beam anglcs. 
When the two photographs are properly aligned, parallax mexurements 
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are made of identical image points on the photographs. With this informa- 
tion, along with the magnification and tilt angle between the two photo- 
graphs, height differences of the image points can be calculated. 

C. Y-modulation 
Another way in which quantitative information from the various con- 

trast modes can be gathered is by adding the video signal to the y-sweep 
deflection signal (Kelly et al., 1969). Figure 19 shows y-modulation of a 
sporulated cell of B.  thuringiensis. Outline images are produced over the 

Fig. 19. Y-modulation of Bacillus thuringiensis spore and parasporal body. 

entire surface of the specimen (compare Fig. 19 to Fig. l l a  which is the 
same specimen without a y-sweep deflection signal). By modulating the 
video signal in this way, the surface topography, i.e. ridges, flat spots, 
depressions, etc., can be measured. 

D. Ion etching 
Ion etching allows examination of structures beneath a specimen surface. 

Echlin et al. (1969) have described a system by which various parts of a 
specimen can be selectively removed within a microscope column and then 
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be examined immediately at low accelerating voltages. The  ion source is 
a cathode argon discharge unit and can be manipulated so that an ion 
beam is directed at different angles on the specimen stub. A hazard of this 
technique lies in image interpretation of the etched material because various 
materials and structures etch at different rates. I t  is difficult to know 
whether selective etching results from either specimen resistance or a 
combination of other undetermined factors, or both. 

E. Low voltage operation 
There are several advantages to low voltage (1 to 5 kV) operation. In  

the emissive mode, an uncoated sample can be examined rapidly at medium 
resolution. Adverse charging effects and other artifacts are avoided and, 
therefore, interpretation of the final image is easier. Low accelerating 
voltage also is necessary for obtaining useful information in the lumines- 
cent mode of operation, i.e. cathodoluminescence and X-ray analysis. It 
should be understood that when using a standard tungsten filament 
electron gun (see Fig. 4) at a low voltage, spot size is increased with a 
resultant decrease in resolution. There are available lanthanum hexa- 
boride electron guns which provide high resolution at low accelerating 
voltages. However, they are much more expensive than the ordinary 
tungsten electron guns. 

VI. CONCLUSION 

At its present stage of development, the scanning electron microscope is 
a valuable adjunct to other methods of microscopic observation. It cannot 
be used alone to study fine structure and extreme surface detail; but in 
association with optical and transmission electron microscopy, it can 
provide concise definitive information on cellular morphology. 

Two striking features that make scanning electron microscopy particu- 
larly exciting are the illusion of three-dimensional images and the extremely 
large depth of field. The  depth of field is about 300 times larger than that 
of transmission electron and optical microscopes. These factors alone have 
elicited increased interest and use of the instrument in microbiology. 

The scanning electron microscope is a closed television circuit and, as 
such, has varied and powerful techniques of information gathering and 
transmission. I t  is quite believable that this microscope will eventually 
become an indispensable tool for analysis of micro-organisms. Within this 
decade there should be tremendous improvement in video quality, pattern 
recognition, coating materials, and reduction in instrument size and cost. 
Furthermore, it is probable that image formation will become computer 
controlled. If so, the scanning electron microscope will revolutionize 
microscopic examination of micro-organisms. 
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VII. SOME SCANNING ELECTRON 
MICROSCOPE MANUFACTURERS” 

Advanced Metals Research Corp. (AMR), 149 Middlesex Turnpike, 

Coates and Wetter Instrument Corp. (Cwikscan), 777 North Pastoria 

Etec Corporation (Autoscan), 3392 Investment Boulevard, Hayward, 

Hitachi Ltd. (Scanscope), Tokyo, Japan. 
Japan Electron Optics Laboratory Co., Ltd. (Jeolco), Chicago Office- 

2 Talcott Road, Parkridge, Illinois 60068. 
Kent Cambridge Scientific, Inc. (Stereoscan), 8020 Austin Avenue, 

Morton Grove, Illinois 60053. 
Ultrascan Company, 18530 Miles Parkway, Cleveland, Ohio 44128. 

Burlington, Massachusetts 01 803. 

Avenue, Sunnyvale, California 94086. 

California 94545. 
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I. INTRODUCTION 

Mathematical models are now used in such diverse fields as economics 
and biochemistry. The  word “models” has thus varied connotations and it 
is unrealistic to attempt a comprehensive definition for it. For our purposes, 
the word may be defined as a mathematical specification of the inter- 
relationships between various parts of a system. The  specification takes 
the form of mathematical statements or equations. A system may be broadly 
defined as any set of physical or abstract objects. With the development of 
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t 
Experimental 

observations of 

accurate measurement techniques there is a growing need for interpretation 
of quantitative data in microbiology. However, biological systems are 
by nature extremely complex and the actual system has to be replaced by 
an imaginary model system which is mathematically tractable. The 
model system is arrived at by making simplifying assumptions and general- 
izations about the nature of the microbiological system. The results of the 
mathematical analysis are applicable only to the model system. The 
applicability of the results to the biological system will depend on the 
validity of the assumptions. 

Fig. 1 shows some of the steps in model construction. Sections 11, I11 
and IV of this Chapter discuss the underlying principles in formulation of 
mathematical models while Section VI presents some simple aids to mathe- 
matical analysis of models. No attempt has been made to review the 
literature of models of microbiological systems though selected examples 
are cited in Section V. 

Mathematical 
analysis by 

t 
Prediction of 

microbiological 

), computers etc 

FIG. 1. 

It must be remembered that apparently successful models do not con- 
stitute final proof of the assumptions since two or more alternative models 
may lead to similar conclusions. On the other hand, if a given theory 
cannot be successfully modelled it is unlikely to be correct. While models 
have serious drawbacks they can be useful tools when their limitations are 
fully understood. 

The main purpose of mathematical models can be summarized: 
1. Construction of such models provides a systematic way of studying 

behaviour of specific systems for which experimental data are available. 
This approach encourages the microbiologist to be rigorous in his state- 
ments and definitions. Terms like growth yield, oxygen uptake, etc., have 
to be expressed in the form of mathematical statements which allow no 
ambiguity in meaning. 
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2. Realistic and tested models provide useful guides for design and 
operation of industrial microbiological processes. An engineer seeks, in 
his dynamic model, relations that exist between performance and control 
system parameters in order to optimize the process. 

3. In research, models are used as conceptual tools to gain insight into 
biological mechanisms. They can be used to predict behaviour in some as 
yet untested situation or to test the plausibility of various suggested mech- 
anisms. This approach often points to a critical region where further 
experiments should be carried out. 

11. NEED FOR FORMULATION O F  OBJECTIVES 

The systems microbiologists have to study are too complicated to 
permit models which will mimic the real system in all respects. A com- 
prehensive model of microbial growth which incorporates, among other 
aspects, DNA synthesis, the complex activities of all the enzymes and the 
physiological effects of environmental factors would be mathematically 
cumbersome. Moreover, the complexity of such a model would itself be a 
hindrance. The criterion by which we should judge the success or failure 
of any model-building exercise is the extent to which we have constructed 
a tool which enables us to achieve a specified objective. Only those features 
of the system which are pertinent to the objective should be considered. 
Thus a model builder exercises a considerable amount of judgement in 
formulating and working his model. In the microbiological field he has to 
draw on knowledge of the organisms and their interaction with the environ- 
ment to suggest a likely set of hypotheses which may be used to interpret 
data, Of course, the hypotheses will be based, as far as possible, on known 
principles of physical, chemical and biological sciences. Some of the diffi- 
culties in modelling microbiological systems will arise as a result of the 
diversity and complexity of biological principles. If the model is to be 
useful in practice it is imperative to answer questions such as-what 
intermediate factors exert so small an influence that they can be neglected? 
Can certain factors be lumped together? 

111. CLASSIFICATION 

The literature of mathematical models abounds with confusing term- 
inology. This situation arises partly as a result of the different approaches 
to classification of the various types of models. One type of classification 
depends on the description used to represent the internal physical detail 
of the system. The three main levels of description are the molecular, the 
microscopic and the macroscopic. The level of description used will 
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No environmentol interaction 

depend on the system under consideration and will reflect the interests of 
the model builder. Another classification may be based on the nature of the 
mathematical equations of the model. In  this context terms such as deter- 
ministic vs probabilistic, linear vs nonlinear and steady state vs dynamic 
are used. Himmelblau and Bischoff (1968) give an excellent review of 
models based on the above mentioned dichotomies. 

Microbiological system models deal mostly with populations of organ- 
isms. Variables chosen for the models highlight aspects such as microbial 
growth, population death rates and production of metabolites. A very 
useful classification of models of populations of micro-organisms was 
suggested by Tsuchiya et al. (1966) and is shown in Fig. 2. 

Allows for environmental interactions 

Structured 

The first distinction is made between models that account for inter- 
actions between the organisms and the environment and those that do not. 
A culture of organisms has, at any instant, individual cells of various masses 
and sizes. The individual cell’s internal composition, metabolic activity 
and other factors, which may be described in terms of a “physiological 
state”, also change during the cell’s life cycle. A model that takes into 
account the differences between individual cells is called “segregated”. 
If the physiological state could be defined in terms of certain cell para- 
meters and a relationship be found that relates the physiological state 
to reproduction, a rigorous mathematical treatment of microbial popula- 
tions would be possible. Attempts have been made by various workers to 
introduce the concept of segregation by assigning a parameter to describe 
the physiological state of the cells. For instance, Fredrickson and Tsuchiya 
(1963) used age while Eakman et al. (1966) have used cell mass as an index 
of the physiological state in their models. However, these models are not 
very satisfactory for two primary reasons. First, they often have to rely 
on statistical correlations and second, the analysis of the equation arising 
out of the segregated models becomes quite complicated. 

Unstructured Structured Unstructured 
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The most common mathematical approach to modelling of microbial 
growth has been one where the entire population is taken as protoplasmic 
mass distributed throughout the culture. ‘I’hese “unsegregated models” 
treat the cellular mass of the culture as the fundamental variable and 
ignore the presence of individual cells. This approach reduces the com- 
plex growth process to one of simple biological reaction kinetics. Monod 
(1949) was one of the first workers to propose a simple unsegregated 
model for bacterial growth. The  model accounted for the interaction of 
the micro-organisms with the environment by the concept of growth 
dependence on a limiting substrate. Monod’s model is an unstructured 
model because it does not account for any physiological variations in the 
culture mass. As a consequence, the history of the culture is of no rele- 
vance to the future growth of the culture. However, the mass can be 
thought of as consisting of different components which vary in their 
kinetic behaviour. The behaviour of the culture at any particular instant 
will depend on the relative amounts of these components and hence the 
history of the culture. Ramkrishna (1965) in his unsegregated but struc- 
tured model divides the biomass into two component parts of G-mass 
and D-mass. The G-mass is taken to be the nucleic acids in the cells and 
the D-mass includes the rest of the biomass. 

A biochemically sound structured model may contain a number of 
constants whose numerical values cannot be determined by simple manipu- 
lation of experimental data. Thus resort has to be made to parameter 
estimation by curve fitting techniques, and that, coupled with the fact that 
routine measurement of the components of cell mass can be difficult, 
limits the use of these models. 

IV. FORMULATION OF MODELS 

A. Mass balances and rate expressions 
Mathematical models are constructed by the application of laws of 

conservation of mass, energy and momentum with due regard for biologi- 
cal, physical and thermodynamic principles. A balance of conservation 
over an elemental volume in a small interval of time can be expressed as: 

Transport in Transport out 
through surface I - [  through surface [accumulation] = [ 

Most mathematical models of microbiological systems are essentially mass 
balances. A material balance of any component can be drawn up in the 
form : 

] + [ Net* ](I) generation 
Net 

[,hang, of moles] = [e:z:::g] - [ leaving + [ generated ] (2) 
within element 

element element (growth) 
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The above microscopic balance is valid at any given point within the whole 
system. To make further progress we need to make assumptions about 
(a) spatial distribution of the component in the system and (b) the form 
of growth rate equation. 

In the kinetic approach to microbiological systems, the growth process 
is assumed to be the result of interaction between the component and 
factors such as concentrations of other components, mass transfer pro- 
cesses, temperature (T), pressure (P), etc. For instance, the growth rate 
expression (Rc) for a component c, may be expressed in the form 

where c(l), c(2), etc., represent biomass component, nutrient and product 
concentrations. Normally such kinetic expressions are considered to be 
deterministic, i.e. they will have a fixed value for a given set of conditions. 
To  make equations (2) and (3) compatable, Rc can be defined as moles 
produced per unit volume per unit time in a given volume element. Mathe- 
matical methods used to incorporate the distribution of components in a 
system can be found in chemical engineering literature (Himmelblau and 
Bischoff, 1968). Advanced concepts of micro and macro mixing (Danck- 
werts, 1958; Zwietering, 1959; Kattan and Adler, 1972) are being used 
in formulating microbiological models (Tsai, Erickson and Fan, 1969). 
They are considered outside the scope of this particular article. I t  must be 
emphasized that all real systems are distributed but approximations regard- 
ing the distribution can be made provided they do not conceal important 
features of the system. In the next Section we shall restrict ourselves to 
the simple but most commonly used idealized approximation of distri- 
bution, i.e. a perfectly mixed system. 

B. Mass balances in a microbiological system 
To illustrate the formulation of a mathematical model, a specific micro- 

biological system is now defined. The system consists of a submerged 
culture of micro-organisms in a vessel (Fig. 3). In order to describe the 
microbiological process in the environment of the physical system some 
assumptions are made: (1) The organisms are considered suspended in a 
single liquid phase of fixed volume (V); (2) the microbiological rate pro- 
cesses do not affect the density of the liquid phase, and hence the total 
inlet flow rate equals the outlet flow rate (F); (3) the contents of the vessel 
are stirred vigorously to ensure that the concentration of any component 
in the outgoing stream, at any instant, is the same as that throughout the 
vessel. 

The premise of complete mixing also implies that the contents of the 
vessel are homogeneous with regard to environmental factors such as 
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FIG. 3. A stirred tank fermenter. 

temperature and pressure. Consequently, the reaction rate for any compo- 
nent (eqn. (3)), is uniform throughout the system and a mass balance can 
be made for the vessel as a whole: 

c = c( l), c(2), . . . c(n) (4) 

where F/V is defined as the dilution rate (D).  The set of first order differen- 
tial equations given by eqn. (4) forms the mathematical model of the 
microbiological flow system described above. To solve the mathematical 
model the rate expressions R, have to be specified in terms of the state 
variables, and the boundary conditions given. Some techniques used in 
analysing models of this type are discussed in Section VI. 

The stirred tank fermenter described above is widely used in industry 
and is variously designated as C.F.S.T.R. (continuous flow stirred tank 
reactor), C.S.T.R. and C*. In practice, most flow systems lie between the 
two extremes of the perfectly well mixed and the idealized tubular type 
with no mixing (Denbigh and Turner, 1971). Many real situations can be 
modelled by various combinations of ideal C.S.T.R. and tubular fermen- 
ters (see Ricica, this Series, Vol. 2). The choice of the most efficient 
fermenter scheme to meet any specified design criterion has been discussed 
by Bischoff (1966). 

V. EXAMPLES OF MICROBIOLOGICAL SYSTEM MODELS 

The examples given below have been selected to illustrate the different 
types of microbiological systems where the modelling approach has 
proved useful. The models themselves are all unsegregated and structured. 



42 H. H. TOPIWALA 

A. Waste treatment plants 
A serious disadvantage of microbiological waste treatment plants has 

been the difficulty in controlling the process when subjected to dynamic 
loadings. Reliable mathematical models are being developed to obtain 
better design and control criteria. The mathematical approach to such 
complex biological systems has been indicated by the success of the models 
in predicting results which are commonly observed in the field (Andrews, 
1971). 

Curds (1971) studied the population dynamics of mixed cultures of 
micro-organisms in an activated sludge plant. The model considered the 
microbial population to consist of three primary groups of organisms, 
namely, dispersed sewage bacteria, the flocculating sludge bacteria and 
protozoa. The two types of bacteria were in competition with one another 
for the single limiting nutrient while the protozoa fed on the sewage 
bacteria. The rate reactions were assumed to obey simple Monod kinetics. 
The establishment of activated sludge populations was observed by com- 
puter solution of the differential equations. The equations were also 
analysed to yield steady-state populations at various dilution and sludge 
waste rates. Theoretical results, relating the quality of effluent to the 
microbial ecology, supplied quantitative explanations for observed 
phenomena. 

B. Continuous culture 
Sinclair and Topiwala (1970) observed that the steady-state viability of 

continuous cultures was a function of dilution rate. A model was proposed 
for bacterial growth which considered the bacterial mass to be made up of 
viable and non-viable fractions. Viable cells were assumed to lose mass 
owing to endogenous metabolism and also to be converted into dead 
cells. The rate of endogenous metabolism and the production of dead cells 
were both considered proportional to the viable cell mass. It was also 
assumed that dead cells do not lyse to any appreciable extent. The rates 
were expressed as : 

Rate of generation of non-viable mass = yxv 

Rate of consumption of substrate 

Rate of generation of viable mass =,uxv- Kxv-yxv 

where y = the cell death constant, K = the endogenous metabolism constant, 
Yp = the yield factor, ,urn = the rate constant and K8 = the rate saturation 
constant. A mass balance (eqn. (4)) in terms of the viable cell mass 
(.xv), non-viable cell mass (xd) and substrate concentration (s) gives the 
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following three differentiai equations for the case of a single-stage con- 
tinuous culture : 

9 = y x v  - Dxd 
dt ( 5 )  

The equations that result from a steady state analysis of the model 
(obtained by setting the derivatives to zero) were successful in fitting data 
from the literature. Figure 4 shows the simulation of steady-state data from 
experiments of Postgate and Hunter (1963). Transient predictions of the 
model were obtained by digital solutions of the equations. The  theoretical 
responses of the total cell mass (xt) and substrate concentration (s) to a 
step change in dilution rate are shown in Fig. 5 .  The large fraction of 
non-viable mass results in an initial washout of the culture, although xt  
attained a higher value at the final steady state. This sort of dynamic 
behaviour is difficult to predict without the use of a model. The  model 
itself could profitably be explored for cultures operating at low dilution 
rates, e.g. biotreaters. 

C. Antibiotic production 
Recently, a model which describes the production of the antibiotic 

griseofulvin has been proposed (Calam et al., 1971). The  mechanistic 
model was developed by simulation of the main biochemical pathways. 
Seventeen differential equations were used to incorporate the postulated 
reaction mechanisms. The reactions represented the conversion of corn- 
steep liquor to pyruvate and ammonia, cell production, griseofulvin 
biosynthesis, production of ATP, formation of glucose from pyruvate, and 
fat metabolism. The  model simulated semi-batch fermentations reasonably 
well and was used to predict the effects of changing operating conditions 
such as feed rates. The  model drew attention to features of the fermentation 
which could not be foreseen in practical work. 

D. Thermal death of bacteria 
Mathematical models of kinetics of thermal death of organisms are of 

great practical interest since many industrial processes involve destruction 
of bacteria. Moats (1971) postulated a model of thermal death which 
explained many experimental observations. He  hypothesized that death 
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FIG. 4. Comparison of Postgate and Hunter’s (1963) experimental data with 
steady-state model given by eqn. (6). ,Parameters for theoretical curves: SR= 2, 
~ m = 0 * 8 5 ,  Yp=0.71, Ks=O.Ol, K-0.081, 7=0*02. 

results from inactivation of a fixed number of “critical” sites whose nature 
is unknown. The model makes three fundamental assumptions: (1) that 
inactivation of individual sites occurs at random and follows first order 
kinetics; (2) that critical sites are of equal heat resistance; and (3) that the 
population is homogeneous with respect to its heat resistance. The model 
accounted for features such as initial lag in death rate, sublethal injury 
and dependence of death rate on the nature of heating and recovery media. 
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FIG. 5. Theoretical transient responses to step change in dilution rate according 
to eqn. (5). Parameters: pLm=0.6, Yp=0*4, Ks=O*O1, K=0.07, y=O*O5,  s ~ = 1 5 ,  
Di = 0.004, Dz = 0.24. 
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VI. AIDS To MATHEMATICAL WORK 

A. Introduction 
This Section is not intended as a general course in mathematics for the 

microbiologist but rather as a brief introduction to some mathematical 
tools which are commonly used in modelling microbiological systems. 
Excellent introductory texts for biologists with no formal training in 
mathematics are available (Saunders and Fleming, 1957 ; Smith, 1966). 

The mathematical equations representing a model may be algebraic, 
differential, finite difference, etc., depending upon the system under investi- 
gation and the detail of its description. For instance the steady state of the 
system described in Section V.B is represented by a set of algebraic equa- 
tions whereas the unsteady state is represented by a set of first order differ- 
ential equations. The equations consist of symbols which may be classified 
in certain broad terms. A variable is a symbol representing a quantity whose 
magnitude is allowed to change in the particular situation the model is 
seeking to describe. Furthermore, independent variables can be varied by 
choice while there is no direct control over a dependent variable. There is 
a cause and effect relationship between independent and dependent vari- 
ables. The term parameters describes the symbols whose magnitude is not 
allowed to change. The steady state description of the model in Section 
V. B is given by the equations : 

If the dilution rate (D) is the only quantity changed by the experimenter 
the symbols can be classified as 

Independent variables = D 

Dependent variables =fl, s 

Parameters = Y p ,  Prn, Ka, K ,  Y, SR 

B. Graphical methods 
Visual display of results in the form of graphs aids comprehension 

and facilitates analysis of both experimental and theoretical work. Though 
the use of graphs is normally restricted to two variables, contour repre- 
sentation of three variables is not uncommon. Pictorial representation of 
more than three variables is impractical. For multivariable systems graphs 
can still be used by choosing two variables at a time and treating the other 
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variables as parameters. In  the treatment that follows the discussion will 
be confined to systems of two variables. 

C. Comparison of theoretical and experimental work 

arranged in the form 

From experimental measurements of y and x, values of the functions 
fi(y) andfg(x) are calculated and plotted in a graphical form. If the plotted 
points do not indicate a straight line relationship the proposed theory 
which yielded the theoretical relationship can be assumed to be invalid. 
Some scatter of experimental points about the straight line is not unusual 
even if the theory is correct. The  scatter is due to random error in 
experimental results. 

The type of linear transformation involved in the derivation of eqn. (7) 
can be illustrated by rearranging the Michaelis-Menten relationship. 

A theoretical relationship between two variables y and x might be 

fdr) = b f i ( x )  + a (7) 

to 

A plot of the reciprocal of the variable p DS the reciprocal of variable s 
will yield a straight line of slope Ks/pm and intercept l /Pm. If the random 
error is present only in one variable a “best” fitting line can be obtained 
by the method of least-squares (see Section VI . H). The  value of the para- 
meters K,, pm can then be obtained from the slope and intercept of the 
“best” fitting line. 

Special optimization techniques are employed (Rosenbrock and Storey, 
1966; Megee, 1971) in dealing with complex models where the “best” 
values of a large number of parameters are required. These techniques are 
used to find the values of parameters in both algebraic and differential 
equations. As the number of model parameters increases, a large amount of 
experimental data has to be subjected to analysis for confidence in the 
numerical values of the parameters. There are instances when a best model 
has to be selected from a group of proposed models. This problem of 
model discrimination is discussed by Kittrell (1970). 

D. Empirical curve fitting 
In the absence of theoretical relationships, empirical equations which 

relate two or more variables are often sought to present results in a sum- 
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marized form. However, with no guidance available from theory, the 
simplest equation which satisfactorily fits the data should be chosen. 
Though a polynomial with the same number of terms as experimental 
points can always be used to fit any set of data such an approach can only 
lead to cumbersome equations of little practical use. It is also dangerous 
to predict the value of a variable beyond the fitted points by extrapolating 
an empirical equation since equations which yield similar results over one 
range may diverge over other ranges (see Fig. 6). 

X 

FIG. 6. Dangers of extrapolating empirical equations beyond experimental points. 
Both the equations give reasonable fits in range “h” but deviate in range “g”. 

Graphs with suitably chosen co-ordinates can be used to great advantage 
to deduce empirical relationships between the two variables x and y. A 
preliminary examination of the fundamental properties of the empirical 
equation is extremely useful in choosing the correct representative curve. 
Does the curve pass through the origin? How does its gradient change? 
Answers to questions of this type are rewarding since considerable time 
could otherwise be spent on the pursuit of wrong equations. On a linear 
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graph paper a straight line gives a relationship of the type 

y = b x + a  

y = a + bx+ cx2 

while a slightly curved graph will indicate a relationship of the form 

Caution should be exercised in the choice of scales on the graph since 
undue compression of one axis may lead to difficulty in detection of slight 
curvatures. Higher order polynomials may be used to represent curves of 
greater complexity, and the values of parameters a, b, c,etc.,can be obtained 
by either direct substitution of numerical values of x and y or by repeated 
graphical differentiation. For instance eqn. (1 1) can be differentiated to 
yield 

3 = b + 2 c x  
dx 

Thus, a plot of the slopes of tangents to the curve (dyldx) us x will be a 
straight line with slope equal to 2c and intercept equal to 6.  

In cases where the graphs display a rapidly changing slope, logarithmic 
or exponential relationships may be more suitable. An exponential rela- 
tionship is given by the expression 

y = aebz 

and a logarithmic relationship by 

y=bx*  

The use of special graph papers greatly facilitates the calculation of the 
parameters a, b, n in such relationships. 

E. Linear graph paper 
This type of graph paper has its axes divided into equal intervals which 

are usually subdivided into ten divisions. Thus it is good practice to choose 
a decimal scale which avoids factors of 3 and 7. Graph paper is often used 
for integration of the general equation y=f(x)  with respect to x. The area 
between the curve and the limits of integration is calculated by counting 
the enclosed squares. 

F. Semilogarithmic graph paper (exponential growth and 
disappearance) 

In the analysis of microbial systems one often encounters some variable 
which is increasing or decreasing at a rate which is directly proportional 
to the magnitude of the variable itself. The  increase of biomass in the 
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exponential region of a batch culture and the logarithmic death rate of 
micro-organisms during heat sterilization can be cited as examples. The 
equation of exponential change can be written as 

f-=ky dY 
dx 

where 
x = independent variable 
y = dependent variable 

and k = a constant of proportionality 

Taking x to be time, t, eqn. (15) can be rearranged to obtain 

According to the above equation, the proportional rate of change of y is 
equal to the constant k which has the dimensions of reciprocal time, 
Eqn. (16) can be integrated to yield. 

loge y = loge A & kt (17) 

y = Ae*t (18) 

or 

where A is the constant of integration which is equal to the value of y 
when t = 0. There are two general ways of specifying the rate of exponential 
change. One is to give the value of the constant k in the appropriate unit, 
e.g. h-1. The second is the time required for y to change to some factor 
of the original value. Hence the term “doubling time” specifies the time 
taken for y to double with exponential growth, while “half time” in the 
case of exponential decrease specifies the time for y to decrease to half its 
original value. In  either case this time can be obtained from eqn. (17) as: 

loge 2 doubling time or half time = - 

Introducing a new dependent variable, Y, eqn. (17) can also be expressed as : 

(19) k 

Y =  & kx+loge A (20) 

where Y = logey. A plot of Y against x will give a straight line of intercept 
loge A and slope & k. 

Since exponential expressions are frequently used semilogarithmic 
graph paper (Fig. 7) is available which has one normal arithmetic scale 
and one scale divided logarithmically. This type of graph paper permits 
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t(hl 

FIG. 7. A semilog graph paper (2 cycles). 

the values of y to be plotted directly and saves evaluating Y first and then 
plotting on linear scales. The logarithmic scale is available in a variety of 
cycles. Each cycle represents a single loglo unit and hence a 10-fold 
range of numbers. Caution should be exercised in determining the para- 
meter + K  of eqn. (20) by the use of semilogarithmic graph paper. In 
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eqns. (17) and (20) the logarithms are taken to the base e whereas a 
straight line drawn on a semilogarithmic scale has the equation: 

loglo y = loglo A & k't (21) 
where k' = 0.4343 k. Moreover, the gradient k' must not be determined by 
reading the scales which give values of y. If the gradient is determined by 
linear measurement of sides it must be corrected for the scales of the axes. 

G. Logarithmic graph paper 

the form 
In many situations (e.g. dimensional analysis) an empirical equation of 

y = bxn (14) 

FIG. 8. A log-log graph paper (3 x 3 cycles). The straight line has the equation 
y =a: +bxn. 
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proves very useful. Thc logarithmic form of such an equation can be 
written as 

Y = n X + B  (22) 
where Y = loge y, X =  loge x and B = log, b. A graph paper with both scales 
divided logarithmically can thus be used to plot values of y and x directly. 
Logarithmic graph paper is also used for curve fitting empirical equations 
of the type : 

y = a + bxn (23) 
by estimating values of ccayy and plotting ( y  - a) ws x. The correct value of 
“dy results (see Fig. 8) in a straight-line relationship. 

H. Least-square fitting 
As stated previously, this method is used to fit the “best” straight line 

to a set of data consisting of N pairs of results for x and y. The method 
assumes that the quantity y is liable to random error while x is a quantity 
with negligible error. The equation of the best straight line is: 

y=mx+c (24) 
and the method seeks the values of the slope m and intercept c which 
minimize the sum of the squares of the vertical deviations (Fig. 9) from 
the straight line. T o  obtain positive representation for the errors (error 
may be positive or negative) the deviations are squared. If the individual 
deviation of each point from the line is represented by the symbol “Z”, 
the sum of the squares of deviations is given by: 

where In=yn-mxn-c. For L to be minimum 

(&).=O and (g) m = O  

The resultant equations can be solved to yield the values of m and c: 

Manual calculation of m and c can be tedious if the number of experi- 
mental points (N) is large but the problem can be easily tackled on most 
minicomputers. 
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FIG. 9. The least-square fit line. 

Section VI , C showed. how a non-linear equation such as the Michaelis- 
Menten relationship can be transformed so that a straight line graph could 
be utilized to obtain “best” values of parameters such as Ks and ,urn. 
However, prior to fitting a transformed equation to unweighted data it 
must be ascertained that the method has not resulted in distortion of 
error. Fig. 10a shows the plotted relationship between p and s according 
to the theoretical equation : 

The dotted line shows the influence of a constant experimental error of 
0.05 h-1 above and below the true value of the rate p. Fig. 10b shows the 
straight line plot of the transformed relations: 

The broken line shows the effect of the random error in ,u on the plot of 
Z/p ws Z/s. It can be seen that the constant error in p has an enormous 
influence on the points which represent the slower rates. Because of the 
fixed error the experimental points representing the high rates are more 
reliable but are bunched near the intercept. Thus when determining the 
best straight line for Fig. 10b the more reliable points must be given far 
more weight. 
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I. Digital computer solutions 
Many models of microbiological systems give rise to series of ordinary 

differential equations such as equation (5 ) .  Generally they are of first order 
but non-linear. Analytical solutions of such equations are rare and resort 
has to be made to the use of computers. Analogue computers are quite 
adequate for the study of simple problems but for more complex problems 
digital computers have several advantages. They can deal with a large 
number of equations with great accuracy. Statistical and optimization 
techniques can be readily incorporated in the overall solution. 

Various numerical techniques (Rosenbrock and Storey, 1966) are 
available for the solution of first order differential equations. Simplemethods 
such as the Trapezium rule and Simpson’s rule can be utilized for solution 
of equations of the type : 

3, f ( x )  
dx 

For more complicated problems such as : 

advanced techniques such as the Runge-Kutta methods are employed. 
These iterative methods start from the initial conditions (y=yo, X = X O )  

and estimate values of y at x=xo+h where h is an adjustable integration 
interval. The solution is by means of a series of small step lengths from 
the initial to the final value of the independent variables. Some differential 
equations have widely separated e&en-values and present severe numerical 
integration problems of stability. Such equations are called “stiff” equa- 
tions and special techniques (Seinfeld et al., 1970) have to be employed to 
solve them. Higher order differential equations are also solved by numerical 
methods since an nth order equation can be converted to “n” simultaneous 
first order equations. 

The digital computer has to be provided with an orderly sequence of 
instructions (programme) to enable it to solve the problem under con- 
sideration (see Ware, this Series, Vol. 7A, for a general account). Though the 
computer actually obeys instructions in a “machine code” most users supply 
the “programme” in a “higher level” language such as FORTRAN. The 
manufacturer supplies the computer with a compiler which translates the 
instruction from the user language to the machine code. The first step in 
writing a programme for a digital computer is to draw a flow chart which 
organizes the solution of the problem in logical steps. Figure 11 shows a 
flow chart which was used for the solution of the differential equations 
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Begin 0 
Read constants i? 
Print constants 

values of D, 

Compute x,s,etc. 
(integration routine) 

Error spec t_c> 
Print values of 

r , = b  

I 

FIG. 11. Generalized flow diagram for the programme to solve eqn. (5). 
h = integration interval; Dz, ti,  t z  and b=preset constants. 

presented in Section V. B. It is evident that the programme cambe divided 
into three distinct sections of (a) reading of data, (b) principal calculations, 
and (c) presentation of results. It is often found that many sequences of 
instructions are basically common to different programmes and are called 
“routines”. Most high level languages provide previously prepared 
routines which can be readily utilized in programmes. Thus a programmer 
can call for library routines to perform operations such as reading arrays of 
numbers from a data tape or numerically integrate differential equations 
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without having to write all the programme instructions every time the 
same operation has to be performed. 

J. Simulation languages 
For workers who have no desire to learn digital computer programming 

but have the need to use large-scale digital machines, problem-orientated 
programmes have been devised (I.B.M. Ltd., 1969). The programmes 
provide basic sets of functional blocks with which the components of the 
mathematical model are represented. The use of a simulation language 
through an online teletype permits rapid setting up of complex models. 
Moreover, it provides for an interactive approach so that values of para- 
meters in a model can be adjusted during a simulation exercise. 

K. Stability of microbiological systems 
Recently there has been considerable (Boddy et al., 1967; Strickland 

and Ackerman, 1966; Koga and Humphrey, 1967; Degn and Harrison, 
1969) interest in the dynamic analysis of microbiological models. Informa- 
tion about stability of the system is of interest not only to control engineers 
but also to microbiologists, since phenomena such as cyclic oscillations 
reveal interesting patterns in metabolic activity. Many mathematical 
techniques have been proposed for stability analysis of systems represented 
by non-linear differential equations. Some of these techniques have been 
used (e.g. Megee, 1971) to study the stability of continuous culture models. 
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I. INTRODUCTION 

Strictly anaerobic and facultatively anaerobic, free-living spirochetes 
occur commonly in aquatic environments, such as the water and mud of 
ponds, lakes, rivers and oceans. Presently these bacteria are classified in 
the genus Spirochaeta. This genus includes five species, listed in Table I. 
Species one to four (Table I) have been isolated and studied (Canale- 
Parola et al., 1967 and 1968; Breznak and Canale-Parola, 1969; Hespell 
and Canale-Parola, 1970a and 1970b; Holt and Canale-Parola, 1968 ; 
Joseph and Canale-Parola, 1972; Veldkamp, 1960). They were found to be 
saccharolytic and to ferment carbohydrates mainly to acetate, ethanol, 
C02 and H2, except for S. melzerae which does not form ethanol but 
produces lactate and succinate. Lactate is formed only as a minor product 
by the other three species. 

S.  aurantia is capable of growing aerobically as well as anaerobically and, 
in the presence of 0 2 ,  its colonies are yellow-orange, due to the synthesis 
of carotenoid pigments (Breznak and Canale-Parola, 1969). 
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The main chemical role that known species of Spirochueta play in 
nature is the degradation of carbohydrates. However, the natural occurrence 
of anaerobic and facultatively anaerobic, free-living spirochetes capable 
of dissimilating other compounds is likely. The use of appropriate selective 
enrichment techniques will probably yield such strains. 

The currently accepted classification of anaerobic and facultatively 
anaerobic, free-living spirochetes is a provisional one (Canale-Parola et al., 
1968). A revision will undoubtedly become necessary as additional infor- 
mation on poorly characterized species (e.g. S. plicutilis, the type species) 
and on new isolates is obtained. Most likely such a revision will result in the 
assignment of the strictly anaerobic free-living spirochetes to one genus, 
and of the facultatively anaerobic forms to another (Canale-Parola et al., 
1968). 

Selective isolation methods have been developed for the small free- 
living spirochetes (Table I) and these organisms can be cultured in readily 

T A B L E  I 
Characteristics of recognized species of Spirochaetaa 

Organisms 

I. Small spirochetes 
1. S. stenostrepta 

2. S. auelaerae 

3.  S.  litoralis 

4. S.  aurantia 

11. Large spirochetes 
5. S. plicatilis 

No. of 
Size axial Relation 
(rm) fibrils to Oa 

GC content 
of DNAb 
(moles %) 

0.2 to 0.3 by 
15 to 45, up to 300 2 
0.2t00.35 by 
8 to 16 2 
0-4to0.5 by 
5 to 7 2 
0-3 by 10 to 20 2 

0.5 t00.75 by Many 
100 to 200, up to 500 

Obligate 
anaerobe 

Obligate 
anaerobe 

Obligate 
anaerobe 

Facultative 
anaerobe 

Unknown 

60.2 

56.1 

50.5 

56-7-60 

Not 
determined 

~ ~~~ 

&Data are from Canale-Parola et ul. (1968); Breznak and Canale-Parola (1969); 
Hespell and Canale-Parola (1970b) ; Blakemore and Canale-Parola, in press; 
Breznak and Canale-Parola, in press. 

1, Guanine +cytosine (GC) content of DNA determined by buoyant density in 
CsCl for species 1-3, and by thermal denaturation for species 4. 

prepared media. Because of their ease of cultivation these bacteria con- 
stitute useful tools for the study of the fundamental biological properties 
of spirochetes in general. 
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11. ISOLATION 

Two selective factors have been frequently used for the enrichment and 
isolation of thin, free-living spirochetes. The first is the ability of the 
spirochetes to pass through filters with pore diameters small enough 
(0.2 to 0.45 pm) to retain most other bacteria. The second selective factor 
is the ability of spirochetes to migrate readily through agar media 
containing as much as 1 g of agar per 100 ml. Migration of other bacteria 
is largely prevented at this agar concentration. The two selective factors 
have been combined in some isolation procedures. 

A. Selection by filtration 
Thin, anaerobic spirochetes present in mud are separated from the 

majority of the accompanying microbial flora by filtration of mud suspen- 
sions through cellulose ester filter discs (Millipore). The slender and 
flexible spirochetes pass through the small pores of the filter discs, whereas 
most other bacteria do not. The resulting filtrate is inoculated into appro- 
priate culture broths to allow growth of the spirochetes. 

This type of procedure has been used successfully for the isolation of 
strict anaerobes, such as 5’. stenostrepta (Canale-Parola et al., 1967 and 
1968) and S. Zitmalis (Hespell and Canale-Parola, 1970b), which are 
typically present in HzS-containing aquatic environments. 

Strains of S. stenostrepta have been isolated as follows. Black mud was 
collected at the edge of fresh-water ponds and streams. To  promote H2S 
production by micro-organisms present in the mud, some mud samples were 
mixed with CaS04 and cellulose powder (approx. one part by volume of 
each per ten parts of mud), and were kept in a container at room tempera- 
ture for one or more months. Mud, from which an odour of H2S emanated, 
was suspended in a sulphide solution (1 vol. mud per 2 vol. 0.02% 
NazS .9H20, w/v). The mixture was filtered through filter paper (Whatman 
No. 40) to remove large particles, and the filtrate passed through a sterile 
cellulose ester filter disc (Millipore, 0.45 pm pore dia.). One ml samples of 
the resulting filtrate were added aseptically to 60 ml glass bottles containing 
approximately 30 ml of sterile isolation medium (Table 11). Each bottle 
was then completely filled with the medium, sealed with a ground-glass 
stopper, covered with a sterile 50 ml beaker, and incubated at 30°C. After 
approximately one week of incubation, the microbial population in many 
of the bottles consisted predominantly of thin spirochetes. Thin rods and 
spirilla were frequently present. Pure cultures of the spirochetes were 
obtained by using dilution shake cultures, with sterile paraffin layered over 
the medium, or by pour-plating serial dilutions and incubating the plates 
anaerobically (e.g. Bray dishes, A. H. Thomas, P.O. Box 779, Philadelphia, 
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T A B L E  I1 
Isolation medium for Spirochueta stenostreptaa 

Distilled water 
Glucose 
Peptone 
Yeast extract 
Vitamin BIZ 
Phosphate solutionb 
Salts solutionc 
Sulphide solutiond 

875 ml 
5 g  
2 g  
0.3 g 

10-6 g 
15 ml 

100 ml 
10 ml 

* The medium is sterilized by heat. A precipitate present in the freshly auto- 
claved medium disappears upon cooling to room temperature. The pH of the 
complete, sterilized medium is 6 * 9. 

b KHzPO4, 3 g;  KzHPOI, 7 g; dist. water, 100 ml. 
c The salts solution is prepared as follows. Ethylenediamine tetra-acetic acid 

(EDTA), 0.2 g, is added to 800 ml of dist. water. The EDTA is dissolved by 
heating and the pH of the solution is adjusted to 7 with KOH. Then, the following 
salts are added: MgS04.7Hz0, 2 g; CaClz.2Hz0, 0.75 g; FeS04.7H20, 0.1 g; 
trace element solution, 5 ml. The volume of the salts solution is adjusted to 
1000 ml with dist. water. The trace element solution is prepared as follows. Each 
of the salts listed below is dissolved separately in dist. water. The pH of the 
NazMoO4 and NaV03 solutions is adjusted to a value below 7. The salt solutions 
are mixed in the order in which they are listed below, beginning with the AlC4 
solution. The following salts are added (g per 1800 ml final volume): AlC13.6Hz0, 
0.5; KI, KBr, LiCl, 0-25  each; MnCIz.4Hz0, 3 . 5 ;  H3B03, 5.5;  ZnClz, 
CuClz 2H20, NiCla . 6HzO, CoClz. 6Hz0, 0 - 5 each; SnCla .2Hz0, BaClz .2Hz0, 
0.15 each; NazMoO4.2Ha0, 0.25; NaV03, 0.05. The pH of the mixture is 
adjusted to a value between 3 and 4 with HCl. At first a yellow precipitate is 
present which changes to a fine white precipitate after a few days. The solution 
may be kept at room temperature and should be thoroughly mixed before 
use. This trace element solution is a modification of that described by Pfennig 
(1 965). 

d NazS .9Hz0, 2 g; dist. water, 100 ml. Sterilized separately, added immediately 
before inoculation. 

Pa., U.S.A.). The isolation medium, solidified with 1.5 g of agar (Difco) 
per 100 ml, was used. After 5 to 6 days of incubation at 30°C colonies of 
spirochetes were present. 

S.  litoralis was isolated from marine HzS-containing mud by a method 
similar to that described for S. stenostrepta (Hespell and Canale-Parofa, 
1970b). However, a different isolation medium was used (Table 111), and 
the cultures were incubated at 22 to 23°C. The mud serving as source of 
the organism was suspended in isolation medium (1 : 5 ,  v/v), rather than 
in sulphide solution, prior to filtration. 
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T A B L E  111 
Isolation medium for Spirochoeta litorulis 

Distilled water 100 ml 
Tryptone 0 -3  g 
Yeast extract 0.05 g 
NaCl 2 g  
M K phosphate buffer (pH 7.4) 
Salt solution* 0.2 ml 

2 ml 

The pH of the medium is adjusted to 7.3 before sterilization by heating. 
Immediately before inoculation the sterilized medium is supplemented with the 
fnllowing sterile solutions: 

Glucose soh. (25 g/100 ml dist. water) 
Na2S. 9H20 soh. (10 g/100 ml dist. water) 

2 ml 
0.5 ml 

a Dist. water, 75 ml; tetrasodium ethylenediamine tetra-acetate, 1 g; CaClz. 2H20 
3.75 g; MgC12.6H20, 12.5 g; FeS04.7Hz0, 0 .5  g. T o  75 ml of this mixture 
25 ml of trace element solution (see Table 11) are added. 

B. Selection by migration through agar media 
Anaerobic free-living spirochetes are isolated readily from their natural 

environment by methods which allow them to migrate through agar 
media. The migration is probably due to chemotaxis toward the substrate. 
In these procedures spirochete-containing mud may be placed in a “well” 
dug in the centre of a plate of agar medium. During anaerobic incubation 
the spirochetes grow and diffuse into the agar medium, away from the 
“well”, forming a subsurface growth veil which extends toward the 
periphery of the plate. The growth of most contaminants is restricted to 
the “well”. The rate of migration of saccharolytic spirochetes is greater in 
media containing low sugar concentrations (e.g. 0.0’2% glucose, w/v). 
Spirochetes from the growth veil are used to obtain pure cultures by 
standard techniques. 

The following is a procedure successfully used for the isolation of 
spirochetes from marine mud. The isolation medium contains : beef 
extract (Lab-Lemco), yeast extract, and peptone, 0-1 g each; Ionagar No. 2 
(Oxoid, Colab Lab. Inc. ), 0.7 or 0.8 g;  distilled water, 50 ml; sea water, 
50 ml. Thick plates of this medium are prepared in 60 x 20 mm sterile 
plastic Petri dishes (Lab-Tek Products, Division of Miles Lab., Westmont, 
Ill., U.S.A., cat. No. 4036) and are allowed to stand at room temperature 
for several hours. A small cylindrical “well” (2 or 3 mm wide) is dug 
in the centre of each plate by aspirating some of the agar medium with a 
thin-walled, sterile pipette (e.g. a Pasteur pipette) connected to a suction 
apparatus. The depth of the “well” should be approximately one half that of 
the agar plate. Liquid which oozes out from the agar gel into the “well” is 

4 
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removed by suction. Then a small volume of spirochete-containing mud or 
water is placed in the “well” and the plates are incubated in argon atmos- 
phere at 30°C. A small amount of moisture-absorbing material (e.g. 
anhydrous CaS04) should be added to the container in which the plates 
are incubated, to minimize condensation. 

The medium contains trace amounts of carbohydrates which are utilized 
by the spirochetes for growth. Occasionally growth of contaminants occurs 
on the plate surface near the “well” and masks the spirochetal growth 
veil. When liquid is allowed to overflow from the “well”, or liquid resulting 
from excessive condensation is present on the agar medium, contaminants 
may grow and spread extensively on the plate surface. This surface growth 
generally prevents the formation of the spirochetal growth veil. 

After the appearance of a growth veil consisting of spirochetes, cells 
from the outermost edge of the veil are used to obtain pure cultures by 
procedures involving either dilution through shake cultures (layered with 
paraffin) or plating and anaerobic incubation (e.g. Bray dishes). 

C. Filtration and migration method 
A combination of the filtration and migration methods has been used 

for the isolation of facultatively anaerobic spirochetes e.g. S.  aurantia 
(Breznak and Canale-Parola, 1969). Other bacteria, such as thin spirilla 
and small vibrios, may also be isolated by this procedure (Canale-Parola 
et al., 1966). 

Sterile cellulose ester filter discs (Millipore, 47 mm disc dia., 0.3 or 
0-45 pm pore dia.) are placed on the surface of isolation medium plates 
(Table IV). One filter disc is placed on the surface of each plate, in the 
centre. From 0.05 to 0.1 ml of pond water or pond water-mud slurry, 
prefiltered through filter paper (Whatman No. 40) to remove large particles, 
is added to the centre of each filter disc. The plates are incubated at 30°C 
for 12 to 24 h to allow spirochetes in the inoculum to move through the 
filter discs on to the medium surface. Then the filter discs are removed 
aseptically from the plates and incubation is continued. The plates are 
examined periodically for the appearance of subsurface, semi-transparent, 
veil-like growth of spirochetes. The growth veil migrates toward the peri- 
phery of the plate, away from colonies of other small micro-organisms 
which have passed through the filter pores. Growth of spirochetes becomes 
apparent after five to 10 days of incubation. Generally, if spirochetes are 
microscopically visible in the inoculum, 10% to 20% of the plates yield 
spirochetal growth veils. Pure cultures are obtained by streaking cells 
from the outer edge of the growth veil on plates of isolation medium 
(Table IV) or other suitable media (maltose broth, GTY broth, plus 1% 
agar ; see Table V). 
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T A B L E  I V  
Isolation media for S. auruntiu 

Amountsb 
1 

Medium componentsa Medium HE Medium PEP Medium GYP 

Distilled water (ml) 50 100 100 
Peptone 0.1 0.5 0.2 
Yeast extract 0.1 0.05 0.2 

0.2 Glucose - - 
KzHP04 (anhyd.) - 0.01 - 
Hay extractc (ml) 50 
Agar (Difco) 1 1 1 

- - 

*Prior to sterilization the pH of HE medium is adjusted to 6.5, and that of 

b Expressed in grams, unless otherwise indicated. 
c Prepared by boiling 0.5 g of dried barn hay in 100 ml of distilled water for 

10 min. The boiled mixture is filtered through Whatman No. 40 filter paper. The 
filtrate (hay extract) is used for medium preparation. 

GYP medium to 7 .5. 

T A B L E  V 
Growth media 

Amountb 

Medium components 

Distilled water (ml) 
Glucose 
Maltose 
Yeast extract 
Peptone 
Trypticase (BBL) 
Na thioglycolate (or L-cysteine) 
CaClz .2Hz0 
MgS04.7HzO 
NaHC03 
KHzPOi 
M:K phosphate buffer, pH7 (ml) 

I 3 

GYPT Maltose GTY sz 
medium broth broth medium 

100 99 99 100 
0-5 - 0.2 0.2 
- 0.2 - - 
0.2 0.4 0.2 0.4 
0.2 0.2 
- - 0.5 - 
0.05 - 

- - 

- 0.05 
- 0-004 

0.05 
0.1 
0.1 

- - 
- - - 
- - - 
- - - 

- 1 1 - 

8 pH adjustments prior to sterilization : medium GYPT, pH 7 - 3-7 * 6 ;  maltose 
and GTY broths, pH 7.5; SZ medium, pH 7.2. The M K phosphate buffer, 
NaHC03 and KHzP04 are added to the sterile media as separately sterilized 
solutions. 

b Expressed in grams unless otherwise indicated. 
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Spreading growth veils are occasionally formed by other bacteria which 
swim through the pores of the filter discs. Most frequent among these 
organisms are thin spirilla resembling Spirillum gracile (Canale-Parola 
et al., 1966) and relatively long (10pm) motile rods of small diameter 
(0.3 pm), which are extremely flexible. 

111. GROWTH 

Most of the free-living anaerobic and facultatively anaerobic spiro- 
chetes which have been cultured grow abundantly in media containing a 
fermentable carbohydrate and complex nutritive materials such as yeast 
extract and peptone. Addition of small amounts (0.05 g/100 ml) of reduc- 
ing agents, such as sodium thioglycolate, L-cysteine or sodium sulphide. 
to culture media for the strictly anaerobic forms is either required for 
growth or helps initiate growth. 

The obligately anaerobic spirochetes may be grown in Florence flasks 
filled to the neck with culture broth, or in test-tubes (e.g. 16 x 150 mm 
tubes each containing 12 ml of medium). The media are cooled to approxi- 
mately 30°C after sterilization by heat and are inoculated immediately. 
Media which have been stored after sterilization are heated for 5-10 min 
in a boiling water bath or a steamer to drive off dissolved oxygen, and then 
are rapidly cooled to 30°C prior to inoculation. Cultures incubated in air 
are layered with sterile paraffin. However, a paraffin seal is not necessary 
for broth cultures if a relatively large volume of a log phase culture is 
used as inoculum (e.g. 5 x  108 to l o 9  cells in 5 ml of culture used to 
inoculate 100 ml of medium). 

The strictly anaerobic species grow readily in media gelled by the 
addition of 1 or 1.5 g of agar per 100 ml. In these agar media S. stenostrepta 
(GYPT medium, Table V), S. litoralis (isolation medium, Table 111), and 
S. zuelzmae (SZ medium, Table V) usually form white or cream-coloured, 
spherical, fluffy subsurface colonies, which range from 1 to 5 mm in dia. 
depending on the length of incubation and on other growth conditions. 

S. aurantia is cultured by techniques commonly used for the cultivation 
of facultatively anaerobic bacteria. The colony morphology of this spiro- 
chete is described in a following Section. 

A. Spirochaeta stenostrepta 
Information available on the growth and nutritional characteristics of 

S. stenostrepta has been derived mainly from studies on strain 21 (Canale- 
Parola et al., 1967 and 1968; Hespell and Canale-Parola, 1970a). 

S. stenostrepta grows in medium GYPT (Table V) to final yields of 
2 x 108 to 3 x 108 cells/ml. The generation time in this medium is approxi- 
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mately 6 h and growth ceases when the pH of the cultures reaches values 
between 5.5 and 5.3, even though glucose is still available in the medium. 
From 108 to 109 cells are used as inoculum per 100 ml of medium GYPT. 
Incubation temperature is 30°C. 

Greater yields, up to 109 cells/ml, are obtained by buffering medium 
GYPT with N-2-hydroxyethylpiperazine-N’-2-ethanesulphonic acid 
(HEPES) or piperazine-iV,iV’-bis(2-ethanesulphonic acid) (PIPES) at  
final concentrations of 0 . 0 3 3 ~  (initial pH of complete medium, 7.5). On 
the other hand, the addition of phosphate or Tris buffers (pH 7, sterilized 
separately) to medium GYPT at levels as low as 0 * 0 2 M  inhibits growth, 
the final yield being less than 107ce11s/ml(Hespell andcanale-Parola, 1970a). 

When large numbers of cells are desirable it is possible to obtain higher 
cell yields of S. stenostrepta by increasing the buffer content of the medium. 
This may be accomplished by adding greater amounts of yeast extract to 
medium GYPT and by repeated additions of NaHC03 or NazC03 to the 
growing culture. For example, the organism may be mass-cultured in 
20-litre flasks filled with GYPT medium including 0.6 g of yeast extract 
per 100ml. After the cultures enter the second half of the exponential 
growth phase, the pH is maintained above six by periodic additions of 
NaHC03 solution. Under these conditions, final yields approximating 
1010 cellslml have been obtained (Hespell and Canale-Parola, 1970a). 

In addition to D-glucose, S. stenostrepta ferments a variety of hexoses, 
pentoses, and disaccharides. Exogenous supplies of biotin, riboflavin, and 
vitamin BIZ are either required or stimulatory for growth. Furthermore, 
the organism apparently requires a growth factor present in yeast extract 
(Hespell and Canale-Parola, 1970a). 

B. Spirochaeta litoralis 
The growth and nutrition of S.  litoralis strain R1 were studied by 

Hespell and Canale-Parola (1970b). This organism has been cultured 
routinely in isolation medium (Table 111), in which it grows to densities 
of 6 x 108 to 9 x 108 cells/ml. Substitution of L-cysteine, sodium thio- 
glycolate, or L-ascorbic acid for sulphide, in the isolation medium, results 
in lower growth yields. Media to which a reducing agent is not added do 
not support growth. The initial pH and the buffer content of the medium 
affect the final growth yield of S. litoralis. Highest cell yields were obtained 
at initial pH values between 7 and 7.5. Increasing the amount of phosphate 
buffer, in the isolation medium, to a concentration of 0 . 0 6 ~  results in 
final growth yields slightly greater than 109 cells/ml. This may be contrasted 
with the response of S.  stenostrepta and S.  aurantia, neither of which grows 
when the phosphate buffer concentration in the medium is 0.06 M. 

A modified isolation medium, useful for mass-culturing S. litoralis, 
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contains 0.25% (w/v) yeast extract and 0 . 0 6 ~  (final concentration) 
potassium phosphate buffer. In  this medium the final growth yield 
approaches 1010 cells/ml at 30°C and the generation time is 2.2 h. At 
25°C or 35°C the generation time is 3.5 h, and at 15°C the rate of growth 
is very low. No detectable growth occurs at 5°C or above 40°C. 

D-Glucose serves as a fermentable substrate for S.  litoralis, and the 
omission of this sugar from the isolation medium prevents growth. Other 
fermentable substrates are various pentoses, hexoses, and disaccharides. 
Amino-acids, sugar alcohols, tricarboxylic acid cycle intermediates, 
and other organic acids are not fermented (Hespell and Canale-Parola, 
1970b). 

S. litoralis may be grown in a chemically defined medium containing 
glucose, amino-acids, growth factors, NaCl, Na2S, and other inorganic 
salts. This medium, which supports growth yields of 5.5 x 108 cells/ml, 
has been used to investigate the growth factor requirements of the organ- 
isms (Hespell and Canale-Parola, 1970b). I t  was found that exogenous 
supplements of biotin, niacin and coenzyme A are required for growth. 
Pantothenate, a component of the coenzyme A molecule, replaces co- 
enzyme A as an exogenous growth factor, but the resulting growth yields 
are low. The addition of thiamine to the medium stimulates growth. 

S. litoralis is a marine spirochete, grows readily in media prepared with 
sea water, and has specific requirements for Na+ and C1- ions. The 
organism does not grow in fresh water media containing less than 0 . 0 5 ~  
NaCl (final concentration). The highest cell yields have been obtained 
when the NaCl concentration in the medium was 0 . 3 5 ~  (Hespell and 
Canale-Parola, 1970b). 

C.  Spirochaeta zuelxerae 
Veldkamp (1960) investigated the growth characteristics of S.  zuelzerae 

ATCC 19044 (originally named Treponema zuelxerae), the only strain of 
this species which has been isolated. Like S. stenostrepta and S.  litoralis 
this spirochete ferments pentoses, hexoses, and disaccharides. Veldkamp 
(1960) reported that the addition of NaHC03 to the medium is necessary 
for growth. He found that the organism does not grow when NaHC03, 
which maintains the pH of the medium within a favourable range and 
serves as a source of COz, is replaced by phosphate buffers. Replacement 
of NaHCO3 by buffers other than phosphate has not been attempted. 

S. zuelzerae may be cultured in medium S Z  (Table V; Joseph and 
Canale-Parola, 1972) and in other media described by Veldkamp (1960). 
Incubation temperature is 30 to 40°C. The highest growth yields are 
obtained when the initial pH of the medium is between seven and eight. 

The generation time is 3 to 4 h at 37°C (Veldkamp, 1960). 
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D. Spirochaeta auraiitia 

The growth and nutritional properties of seven strains of S.  uurantia 
were investigated by Breznak and Canale-Parola (1969, and manuscript 
in press). The strains studied by these authors included representatives of 
the two morphological types characteristic of S. aurantia: (1) strains exhibit- 
ing a loose, sometimes angular coiling of the cell, and (2) more tightly 
coiled strains, with approximately one-half the coil amplitude of the loosely 
coiled forms. The studies did not reveal significant differences in growth 
and nutritional characteristics between the loosely and tightly coiled 
strains. 

S. aurantia may be grown in maltose broth, GTY broth (Table V) or 
similar media, either aerobically or anaerobically. Aerobic cell yields of 
strain J1 in maltose broth are in the vicinity of 9-8 x 108 cells/ml, with 
generation times of 3.8 h at 30°C. Under anaerobic conditions (e.g. under 
N2) at the same temperature the growth yield of strain J1 in maltose broth 
is 3 x 108 cells/ml, with a generation time of 5 h. The highest growth yields 
of all strains studied are obtained when the initial pH of the medium is 
between 7 and 7.3. Optimum growth is at 30"C, whereas at 25°C the rate 
of growth is lower, and at 37°C the cells grow poorly or not at all. 

S. aurantia readily forms colonies in media including 1% (w/v) agar, 
but growth of some strains is inhibited at higher agar concentrations. 
Colonies growing aerobically on agar plates (maltose or GTY broths, 
plus 1% agar) are generally 1-4 mm in diameter, yellow-orange to orange 
in colour, round or nearly so. The colonies develop within the agar gel, 
just under the medium surface, and sometimes have a slightly raised central 
portion. On plates of media low in carbohydrates (e.g. 0.01% maltose or 
glucose) the colonies diffuse through the agar gel in the shape of discs or 
circles, have a low cell density, and their pigmentation is not apparent. 
Subsurface, anaerobic colonies developing within the agar medium are 
white, spherical, somewhat f l u e ,  and approximately 1-2 mm in diameter. 

Carbohydrates such as pentoses, hexoses and disaccharides serve as 
energy sources for S. aurantia, whereas amino-acids and various organic 
acids tested do not. Amino-acids, but not inorganic ammonium salts or 
nitrate, are utilized as sole nitrogen sources. Exogenously supplied thia- 
mine is required for growth by all known strains, riboflavin by most, and 
biotin is required by one strain (Jl) and is stimulatory to the growth of 
others. 

IV. MAINTENANCE O F  SPIROCHETES 

Free-living spirochetes can be preserved in a viable condition for several 
years by maintaining them in the frozen state at the temperature of liquid 
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nitrogen ( -  196°C). Since frequent subculturing of cells preserved by this 
method is not necessary, the occurrence of mutants is minimized and, 
presumably, genetic change of the strains is largely prevented. Free-living 
spirochetes stored in liquid nitrogen for as long as three years in my 
laboratory were actively motile upon thawing, and grew readily when 
transferred to culture media. 

Spirochetes may be prepared for liquid nitrogen storage as follows. 
Cell pellets, obtained by aseptic centrifugation of young cultures, are 
suspended in five times their volume of growth medium, which has been 
sterilized and then supplemented with dimethyl sulphoxide (4 or 5 ml/ 
100ml of medium). Then, 1-ml samples of the suspension are syringed 
aseptically into sterile glass ampoules (A. H. Thomas Co., Philadelphia, 
Pa., U.S.A.). The ampoules are sealed using the flame of a gas torch and 
are placed into metal holders or “canes” (Shur-Bend Mfg. Co. Inc., 
5709 29th Ave. North, Minneapolis, Minn., U.S.A.). The ampoules, in 
the holders, are immersed in 95% ethyl alcohol contained in a 500-ml 
glass graduated cylinder. The cylinder, containing the ampoules, is placed 
in an ultralow temperature freezer (Revco Inc., Deerfield, Mich., U.S.A.) 
set at -85°C. After the alcohol bath has been cooled to approximately 
- 85°C the ampoules are placed, still in their holders, in a liquid nitrogen 
refrigerator (Linde, type LR-35-9; Union Carbide Corp., Speedway, 
Ind., U.S.A.). When cells are to be transferred into a growth medium, the 
ampoules are immersed in a beaker containing lukewarm water (35 to 
40°C) to thaw the contents. Then the necks of the ampoules are broken 
aseptically, the thawed cell suspension is withdrawn using a sterile syringe, 
and is inoculated into the growth medium. 

Sterile polypropylene tubes (38 x 12.5 mm) with screw caps and silicone 
washers (Vanguard International, Red Bank, New Jersey, U.S.A., cat. 
No. 1076) may be used instead of glass ampoules for liquid nitrogen 
storage of cells. The screw-capped polypropylene tubes can be sealed more 
conveniently than the glass ampoules. Furthermore, storage in poly- 
propylene tubes eliminates the uncertainties of using glass ampoules, which 
occasionally explode upon removal from liquid nitrogen, or are otherwise 
subject to breakage. Safety eye goggles should always be worn when 
handling liquid nitrogen or frozen glass ampoules. 

Strictly anaerobic and facultatively anaerobic free-living spirochetes 
may be maintained in agar medium stabs. After inoculation the stabs are 
incubated at 30°C until growth becomes visible and, then, are stored at 
5°C. Stab cultures of obligately anaerobic spirochetes are layered with 
sterile paraffin immediately after inoculation. 

To  maintain viability, cells from the stab cultures stored at 5°C 
generally are transferred to culture broths not later than 3 or 4 
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weeks after inoculation and, after growth, new stab cultures are prepared. 
Some spirochetes, such as S. litoralis, survive only for a short period of 

time in stab cultures. The latter organism, when maintained in isolation 
medium (Table 111) stab cultures, remains viable for approximately one 
week of storage at 5°C. However, S. Zitoralis retains viability for at least 
three months in “depression” cultures (Canale-Parola and Wolfe, 1960 ; 
Canale-Parola, 1970; Hespell and Canale-Parola, 1970b). To prepare a 
“depression” culture of S. litoralis approximately 800 ml of sterile isola- 
tion medium (Table 111), to which 2% (w/v) agar has been added, are 
allowed to gel in a 1-litre Erlenmeyer flask. After a few days, when the 
agar medium is free of surface water, a small well or depression is melted 
in the centre of the medium in the flask, using a sterile pipette, the tip of 
which has been heated in a flame. Finally, two drops (0.1 ml) of a young 
culture of S. litoralis are placed in the depression. The cultures are incu- 
bated for 2 days at room temperature and then at 15°C to allow slow growth 
of the spirochete. Excreted metabolic products, which may be toxic to 
S. litoralis, become diluted throughout the large amount of agar medium. 
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I. INTRODUCTION 

The genus Borrelia consists of various species which cannot be differ- 
entiated from one another on the grounds of morphological characteristics. 
Most of them are difficult to grow in culture media. Bmellia species and 
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types do not show enzymatic characteristics in artificial media that would 
permit their classification. The serological reactions of the individual 
strains are variable, particularly when the organisms are exposed to anti- 
bodies in the infected person or animal. Qualitatively different antibodies 
may develop during subsequent attacks of relapsing fever. Borreliae 
isolated from the second and later febrile episodes usually acquire antigenic 
properties that are different from those found in the organisms that were 
separated from the blood during previous attacks. Antibodies circulating 
in the blood of man or animal after an initial attack react with borreliae 
from the first episode but only incompletely or not at all with organisms 
isolated during subsequent febrile periods. However, serum drawn after 
the last attack usually reacts with borreliae collected from all previous 
febrile episodes. 

A further obstacle to the classification of borreliae is the presence of 
antigenic components present in most borreliae and at least one factor 
common to the majority of all treponemes. 

The nomenclature of members of the genus Bmrelia is rather arbitrary. 
As a matter of fact there is some doubt as to whether the Bmrelia species 
listed in various text books actually represent different species and sub- 
species. It is possible that these “species” represent only variants and 
mutants of one single species that has adapted itself to various vectors 
and hosts. However, practical considerations dictate that species designa- 
tions are used in diagnostic microbiology until the taxonomy of borreliae 
is further clarified. 

The extensive literature on species and sub-species of Borrelia requires 
the consideration of some facts related to the ecology and pathogenicity 
of this genus. Among these are the reasons for the division of Bmrelia 
strains into four groups. One is related to human relapsing fever. Human 
relapsing fever may be louse-borne (epidemic) or tick-borne (endemic). 
The vector of the causative agent of epidemic relapsing fever, Bmrelia 
recurrentis, is the human body louse Pediculus humanus. Endemic relapsing 
fever is caused by a number of Borrelia strains which are harboured by 
ticks of the genus Ornithodoros. Lice are cosmopolitan, whereas the various 
Ornithodoros species live within certain geographical boundaries. With a 
few possible exceptions, one species of Ornithodoros carries only one species 
of Bmrelia. The names of the species of borreliae are often derived from 
the tick vectors. 

The second group of borreliae causes disease in animals. The only 
Borrelia generally recognized as a pathogenic agent in large domestic 
animals is B .  theileri that has been found in Africa and Australia. The 
vector of this Borrelia is at present the subject of debate. 

The third group of borreliae again consists of one single organism which, 
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T A B L E  I 
Principal Borellia strains 

Borrelia Vector Geographical area Medical importance 

recurrentis Pediculus May become Human relapsing 
hominis cosmopolitan fever, epidemic 

duttonii 

hispanica 

persica 

latyshevyi 
turicatae 

hermsii 
parkerii 
venezolensis 

Ornithodorus 
moubata 

0. erraticus 

0. tholozani 

0. tartakovskyi 
0. turicata 

0. hermsi 
0. parkeri 
0. rudis 

Africa Human relapsing fever, 

Middle East, 

Middle East, 
Central Asia 
Central Asia 
North and South 

America 
North America 
North America 
South America 

endemic 

Mediterranean 

crocidurae 0. erraticus Middle East, Seldom pathogenic 
subgroup Africa 

theileri ? Africa, Cattle and horse fever 
Australia 

anserina numerous Potentially Avian disease 
world-wide 

vincentii none World-wide Vincent’s angina in man 

however, has numerous serologically different strains. This Borreliu, 
which infects birds in nature, is B.  anserina. There may be several vectors of 
this organism. It may be transmitted without the mediation of an arthropod. 

The fourth group encompasses borreliae found in the oral cavity. Most 
of them were classified as borreliae because of their morphological appear- 
ance. Only one acquired a taxonomic status: B. vincentii. This organism 
usually appears together with fusiform bacilli. It can be cultured in 
artificial media with relative ease. Only this member of the fourth group 
of borreliae will be discussed in this Chapter. 

Borreliae cannot be differentiated on a morphological basis. They are 
usually 10pm to 20pm long and 0 -2pm to 0.5 pm wide. Smaller and 
larger forms have been observed frequently, varying in length from 3 p m  
to 25 pm. The size, particularly the thickness of these organisms, varies 
according to the method used to stain them for microscopy. 

Borreliae have 4 to 30 wide coils of uniform amplitude when at rest. 



78 OSCAR FELSENFELD 

They move rapidly by contraction and relaxation of the coils, bending, 
looping, and a corkscrew-like motion. The spirals of the borreliae change 
their amplitude during motion. They appear uneven in samples prepared 
for microscopy according to the phase of movement during which the 
fixative or the drying proces skilled the organism. 

Electron microscopy is seldom used in the routine study of borreliae. 
They differ from other Treponemataceae principally by having 15 to 
25 fibrils. 

Borreliae are present in the peripheral blood during the febrile paroxysm 
but not before, nor during and after the crisis. Therefore blood examinations 
are most successful if carried out in the beginning and during the first 
days of the febrile attack. 

Not all Burreliu strains penetrate into the cerebrospinal fluid, particu- 
larly not during the first attack. The examination of organs in relapsing 
fever is rewarding only between attacks and at autopsy. In aves, blood and 
liver are usually examined for B. unserina. The search for B. oincentii may 
be undertaken at any time. 

11. STAINING METHODS 

Borreliae differ from other Treponemataceae by having a strong affinity 
for aniline dyes. However, in tissues they are visualized with greater ease 
by silver impregnation methods. 

The selection of the staining method is a matter of personal choice and 
experience. 

The most frequently used method in searching for borreliae is the 
examination of blood smears. Concentration methods may precede the 
examination of blood for borreliae. 

Usually thin and thick smears are prepared on the same slide. 
The thick smear is carefully dehaemoglobinized with distilled water. 

The thin smear may be fixed with absolute methanol or acetone for 
3 to 5 min if the stain itself does not contain a fixing agent. 

A useful method to dehaemoglobinize both thick and thin smears is 
that of Du (1931). A 6% acetic acid solution in 95% ethanol is permitted 
to act on the slides for 5 sec, followed by staining with an aniline dye that 
contains phenol. 

A. Aniline dyes 
(i) A handy aniline dye is the carbol fuchsin of Ziehl-Neelsen. This is 

prepared by dissolving 1 g basic fuchsin in 1 0  ml absolute ethanol. In  
another bottle 5 ml liquid carbolic acid are dissolved in 100 ml distilled 
water. The two solutions are mixed. Filtration is mandatory before use. 
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The slides are stained for 1 min with this solution, then carefully washed 
with distilled water and air-dried. 

(ii) Methylene blue is a satisfactory stain for borreliae, particularly in 
combination with concentration using a bile acid salt. Simons (1939) 
introduced the following method : 

One ml of a saturated solution of methylene blue solution in physio- 
logical saline is mixed with 2 ml of loo/, sodium taurocholate in physio- 
logical saline. This mixture keeps for about one month. 

Equal volumes (3 to 5 loopfuls) of the blood to be examined and of the 
stain are mixed, a smear prepared from the mixture, and covered with a 
cover slip. The staining is completed within 1-2 min. 

(iii) Of the combined stains, those of the Jenner-Romanowski group, 
namely Leishman, Wright, Giemsa and their combinations are most 
frequently used. They are difficult to prepare in the laboratory and, there- 
fore, purchased from reliable manufacturers (Gurr, London ; Harleco, 
Philadelphia; Grubler, Berlin ; and others). Should the need arise to prepare 
them in the laboratory, perhaps Leishman’s is easier prepared than the 
others if the proper ingredients are available but the results of the staining 
vary from one batch to another. 

It is essential to guard all stains against contamination with water. 
(a) Leishman’s stain. A 1% solution of Methylene blue is heated in a 

0.5% aqueous solution of sodium carbonate at 65°C for 12 h, then left to 
stand for 10 days. An 0.1% aqueous solution of Eosin B “extra” is pre- 
pared. Equal amounts of both solutions are mixed. After 12 h the preci- 
pitate is collected on a filter. The  precipitate is washed with distilled water 
until the washings are colourless. It is then dried and triturated. Approxi- 
mately 15 mg aliquots of the resulting fine powder are ground in 10 to 20 ml 
aliquots of absolute methanol, allowed to stand for 1 min, then the super- 
nate filtered into a bottle. This is repeated until 150 mg of the precipitate 
have been dissolved in 100 ml absolute methanol. The  stain is permitted 
to stand for 4 weeks before use. 

The  smears are air-dried and placed on a staining rack. 
They are covered with a measured amount of the stain for 1 min. 
Then 0 . 0 1 ~  phosphate buffer pH 6.6 to 6.8 is added until a metallic 

scum appears. Approximately two volumes of the buffer are required. 
The  diluted stain is permitted to act for 3-5 min. 
The slides are washed with the phosphate buffer until the thin parts of 

the smear appear pink, or until examination under the microscope shows 
that differentiation is satisfactory. 

If the slide is over-differentiated, it is decolourized with 95 to 96% 
ethanol rinsed with distilled water, and re-stained. 



80 OSCAR FELSENFELD 

The slides are dried by standing on one end. 
(b) The Wright stain is available in solution or in powder-form. Of 

the latter, 1 g is dissolved in 600 ml absolute methanol. 
The staining method is the same as with the Leishman stain but a 

0 . 0 1 ~  phosphate buffer of pH 6.4 to 6.6 is preferred. An approximately 
equal volume of the buffer is necessary to produce the formation of a 
metallic scum. 

If acid-free methanol is used and the washings are carefully carried out, 
either of these staining methods gives satisfactory results. 

(c) Panoptic staining is best achieved by combining the methods of 
May-Grunwald and Giemsa. Both stains are available commercially. 

The smears are air-dried and fixed for 5 min in absolute methanol or 
ethanol. 

May-Grunwald stock stain (commercial) is freshly diluted with 2 vol- 
umes of 0 . 0 1 ~  phosphate buffer pH 6.8. 

The slides are stained for 3 to 5 min. 
In a Coplin jar, 1.5 ml stock (commercial) Giemsa solution are diluted 

with 1 ml absolute methanol and 50 ml phosphate buffer pH 6.8. 
The slides are placed in the jar, standing on their edge, and allowed to 

stain for 12 to 18 h, then differentiated in a solution of 1 ml acetic acid in 
1 litre distilled water. When the thin part of the smears appear reddish- 
pink, they are rapidly rinsed in three changes of the phosphate buffer 
pH 6.8. 

The smears are dried standing on the edge. 
(d) An alternate panoptic staining method consists of fixation and applica- 

tion of the May-Grunwald stain as under (c). Then without washing, the 
slides are transferred to freshly diluted stock (commercial) Giemsa stain. 
Nine volumes of 0 . 0 1 ~  phosphate buffer p H  6.8 are used to dilute the stock. 

The smears are stained for 10 min in this diluted Giemsa stain. 
Differentiation is carried out in three quick changes of the phosphate 

buffer, then the slides are left in the fourth change of the same buffer until 
the thin part of the smears appears a reddish-pink. 

The slides are dried standing on end. 
The phosphate buffers can be purchased in powder form which is 

diluted in an indicated amount of distilled water. Many laboratory workers 
use distilled instead of buffered water. 

(iv) Additional staining methods are : 
(a) Combined stain. Felsenfeld (1965) used Wright’s stain, followed by 

lo/, Crystal violet for 10 to 30 sec, and differentiation in distilled water. 
(b) Concentration before staining. Saurino and DeLamater (1952) 

found filtration, differential centrifugation, centrifugation and flotation, 
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addition of fibrinogen to heparinized infected blood, and combinations of 
these procedures of little use in attempts to separate borreliae from blood 
and tissue. They recommended the following method, principally for the 
concentration of B.  anserina: 

Heparinized blood is gently centrifuged at low speed, then filtered 
through an “F” grade fritted glass disc. The  filter is washed with an equal 
amount of physiological saline, which is added to the filtrate. The  filtrate 
is centrifuged at 3000rpm (800 g) for 1 h. The packed borreliae are 
washed three times with physiological saline, then resuspended in 1 ml 
saline. 

These authors also recommended Nelson’s medium. An equal part of 
this medium and of heparinized blood are mixed and permitted to sedi- 
ment at 37°C overnight. The supernate containing the borreliae is care- 
fully removed, and the organisms concentrated by centrifugation at 5000 g. 

B. Silver impregnation methods 
These serve principally for the demonstration of borreliae and other 

treponemes but mycotic elements and many bacteria, often also reticulin, 
are stained by them. 

Scrupulous cleanliness of all glassware and instruments, high purity 
chemicals and adaptation of the methods to local conditions are pre- 
requisites. 

(i) A routinely used and rather slow method is that of Levaditi which is 
feasible for staining tissue blocks. These are first fixed in formalin, then 
stained, and finally embedded in paraffin. Another routine procedure, that 
of Krajan (1939) and its modifications, are useful for the rapid staining 
of frozen sections as well as paraffin blocks. 

(ii) A short and reliable method that can be applied to smears, formol- 
saline fixed tissues as well as paraffin embedded sections (after hydration) 
is that of Faulkner and Lillie (1945). 

The  method employs acetic acid-acetate buffer pH 3.6 which is made 
up by mixing 46-3 ml of 1.155% solution of glacial acetic acid in distilled 
water, 3.7 ml of 1.641% solution of anhydrous sodium acetate, and 
distilled water to 1 litre. 

A stock solution of gelatin, made up by heating 10 g gelatin in 200 ml 
acetate buffer for 1 h at 58°C and to which 2 ml of 1 : 10,000 merthiolate 
(sodium ethylmercurithiosalicylate, Thimerosal, Merfamin) are added after 
cooling, is prepared. 

From each block or blood sample three sections or slides are made, 
washed with the acetate buffer that has been diluted 1 : 25 with distilled 
water, for 5 min. Then the slides are exposed to a 1% solution of silver 
nitrate in 1 : 25 diluted acetate buffer for 45 min at 60°C. 
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In the meantime, 15 ml of the gelatin stock solution are heated to 60°C 
in an oven and 3 ml of 2% silver nitrate in acetate buffer heated to the 
same temperature, are added. Just before the heating of the slides is com- 
pleted, 3% hydroquinone in acetate buffer are added to this mixture. 

The slides are flooded with the mixture which should be warm. When 
the sections become golden brown and/or the developing mixture turns 
brownish black, the slides are rinsed with water heated to 55 to 60°C. 
Each of the three slides should be developed for a slightly different 
time. 

After a rinse with distilled water, the slides are dehydrated, cleared 
and mounted as for other histological sections. 

C. Fluorescent antibody technique 
The antigen is prepared by bleeding a susceptible rodent at the peak of 

the borrelaemia. Blood containing at least 100 borreliae per oil immersion 
field should be used. 

(i) Allinne and Marx (1966) collect the blood into citrated saline, centri- 
fuge it at a few hundred rpm (200-300 g) to separate the plasma, add to 
the plasma formalin to a final concentration of 0.2%, then centrifuge the 
supernate at 5000 rpm (1000 g) for 8 min. 

The sediment, which consists of borreliae, is washed with physiological 
saline, then suspended in an equal volume of 0.4% formol-saline. It 
should contain approximately 50 borreliae per microscopic field at x 400 
magnification. 

Drops of this antigen are deposited on carefully cleaned slides, dried in 
the air, and fixed with absolute acetone for 10 min. 

Several smears are prepared of each antigen. 
The indirect fluorescent antibody method is recommended. 
All sera used in this test should be absorbed with sonified Reiter’s 

spirochaete (available from Difco and Baltimore Biological Laboratory) 
to avoid cross-reactions with Trepmema. The sera are diluted 1 : 5 with 
phosphate buffered saline pH 7.2 (PBS), then mixed with an equal amount 
of sonified Reiter’s organisms for 10 min, and centrifuged at 1000 g for 
30 min. The supernate is the absorbed serum. 

Sera conjugated with fluorescent dyes may be absorbed after conjugation 
without significant loss of activity. 

Species-specific anti-Borreliu sera prepared in rabbits with known and 
frequently checked titres should be kept on hand, as well as positive and 
negative control sera. 

If an unknown serum is tested, two-fold dilutions with PBS are pre- 
pared, usually 1 : 5 to 1 : 400. 

One drop of each serum dilution is added to a separate slide with the 
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Borreliu antigen. After 30 min standing in a moist chamber the slides are 
washed with PBS for 10 min, then one drop of anti-human rabbit, goat, 
sheep or donkey serum labelled with fluorescein isothiocyanate is added 
to each slide. After 10 min the slides are washed with PBS, mounted in a 
mixture of one part glycerol in nine parts of PBS, and observed under the 
fluorescent microscope. (See Walker et ul., this Series, Vol. 5A for tech- 
nical details.) 

Appropriate controls with negative and positive sera are set up. If the 
positive control serum was prepared in rabbits, fluorescent dye labelled 
anti-rabbit goat, sheep or donkey serum is used to visualize the reaction 
and to establish the end-titre of the serum. 

If the species of the Borrelia is unknown, a set of slides is prepared as for 
the testing of unknown sera. Borreliu species-specific rabbit antisera, 
diluted with PBS to 1 : 2, 1 : 5 and 1 : 10 of their titres, are used. These 
sera donot have to be absorbedwith Treponema. One drop of each dilution of 
each antiserum is added to a slide with the unknown antigen (Borrelia). 
Then the reaction is carried out according to the procedure recommended 
for the indirect fluorescent antibody technique with unknown sera as 
described above. 

Cross-reactions may appear also with some anti-Bmelia sera which 
are properly absorbed with other borreliae. Therefore animal tests are 
recommended for further studies of the unknown organism. 

Nichol's strain can be used instead of Reiter's treponeme for the absorp- 
tion. Sera prepared in rabbits permit the differentiation of B. wincentii 
from other cultivable treponemes in this test (Meyer and Hunter, 1967). 
The fluorescent antibody test was found superior to immobilization and 
lysin determination in rodents by Coffey and Eveland (1967) who used 
B.  herm*i. 

(ii) The method of Maestrone (1964) can be applied to demonstrate 
borreliae in tissues. It is feasible for frozen sections as well as for formol- 
fixed tissues. 

The tissue sections are exposed to acetone for 5 min, dried at 37"C, 
then flooded with 1% ammonia for 3 to 5 min. The slides are washed with 
3% Tween 80 (polyoxyethylene/20/sorbitan mono-oleate, polyethylene 
oxide sorbitan mono-oleate, Polysorbate 80, Sorlate, Monitan) in phos- 
phate-buffered saline pH 7.2, blotted dry, then treated with rabbit anti- 
Borreliu serum or globulin, then with fluorescent dyelabelled anti-rabbit 
serum or globulin as in method (a). 

D. Other methods 
Mercurochrome (dibromohydroxymercurifluorescein, Merbromin, Gal- 

lochrome) has been used to stain borreliae. When it is used alone, the 
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organisms seldom stain uniformly. The staining may be weak. An advan- 
tage of mercurochrome is that the borreliae are less often distorted than 
after fixation with alcohols. 

The method of Young (1951) is recommended. A saturated aqueous 
solution of Mercurochrome and a concentrated aqueous solution of 
Methyl violet are filtered just before use. The smears are air-dried, then 
stained with Mercurochrome for 3 min. After rinsing with distilled water, 
the Methyl violet solution is applied for a period established in preliminary 
tests because various makes of the stain give different results. The smears 
are washed with distilled water and air-dried. 

111. CULTURE METHODS 

Not all strains of Borrelia causing human relapsing fever can be cultured. 
These organisms do not multiply in most of the hitherto proposed media 
but may remain alive in them for some time. Successful passages have been 
observed in the developing chick embryo. Growth in tissue cultures does 
not yet give consistent results. 

Blood defibrinated by shaking with glass beads and sometimes blood laked 
with distilled water yield more frequently viable cultures than citrated 
blood. For the preparation of antisera to borreliae, from chick embryo 
cultures, the use of blood collected at the height of the borrelaemia from 
the vessels of the inoculated embryos is recommended. 

Culture experiments may be negative when an antibiotic has been 
administered. 

A. In witro methods 
After Noguchi reported in 1912 that borreliae can be cultured in ascitic 

fluid containing fragments of rabbit kidney and covered with a liquid 
paraffin seal, numerous modifications of this medium were described. It 
became apparent that the paraffin seal serves to prevent the penetration of 
atmospheric 0 2  into the medium; that tissue fragments contribute to an 
increased COs tension in their vicinity; that the medium should be slightly 
alkaline; and that serum or other protein-rich materials such as ascitic 
fluid and egg-white enhance the survival of the borreliae. 

The medium used to date with the greatest success is that of Wolman 
and Wolman (1945). 

One ml aliquots of egg albumin are put into culture tubes and coagulated 
at 80°C. A mixture containing one part human ascitic fluid, three parts of 
phosphate-buffered saline pH 7.8 and one part 1% dextrose is prepared 
and sterilized by Seitz or micropore filtration. Ten ml of this mixture are 
added to each of the tubes containing the coagulated egg albumin. The 
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media are sealed with liquid paraffin and heated on three consecutive days 
at 56°C for 1 h. The most useful inoculum is the sediment of centrifuged 
laked blood. 

Duplicate cultures are incubated at 32°C and at 28°C. 

B. Developing chick embryos 
Saurino and DeLamater (1952) summarized the history of attempts to 

culture B .  anserina and concluded that the most successful method is to 
inoculate fertile hen’s eggs. Various media containing fresh tissue, ascitic 
fluid, serum and/or broth, as well as inactivated or coagulated serum or egg 
white covered with inactivated serum and/or blood sustained but did not 
support the multiplication of borreliae. 

The oldest method is the inoculation of the chorioallantoic membrane 
with defibrinated and centrifuged blood. 

(i) Chabaud (1939) recommended 4 and 5 day old fertilized eggs, whereas 
others prefer 7 to 12 day old embryos. According to strain, the borreliae 
begin to multiply 2 to 4 days after inoculation and may or may not cause 
death of the embryos. Sometimes, when the chorioallantoic membrane is 
inoculated only 2 or 3 days before hatching, the borreliae may appear in 
the blood circulation of the newly hatched chicks. 

(ii) Yolk-sack inoculation with borreliae was initiated by Chen (1941). 
The number of borreliae reaches its maximum 3 to 5 days after inoculation. 
Nine to 10 day old embryos are recommended. The borreliae disintegrate 
after the embryos die. Therefore blood has to be drawn for examination 
and passage 3 to 4 days after inoculation. The chorioallantoic vessels are 
bled and the blood is permitted to mix with the allantoic fluid. A sufficient 
amount of sodium citrate is added to prevent coagulation. 

Opinions differ concerning the age of the fertilized hen’s egg, the optimal 
temperature of incubation, and the route of infection. Many strains lose 
their virulence during passage through chick embryos; others show mor- 
phological changes. However, egg passage is feasible for the propagation of 
many Borrelia strains. 

This method is not yet recommended for diagnostic purposes. 

C. Tissue cultures 
(i) Allantoic membrane cultures served as a growth substrate of borreliae 

for Manteufel and Dressler (1933). 
(ii) Our group tested several tissue cultures, including HeLa, human 

embryonic kidney, vervet kidney, rabbit embryonic lung and kidney cell 
lines as growth supporting media for B. turicatae without satisfactory 
results. The greatest obstacles encountered in attempts to grow borreliae 
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in tissue cell cultures are the “natural” resistance of some cell lines to 
borreliae, pH, osmotic pressure and respiratory requirements. 

IV. METHODS OF PRESERVATION 

It is difficult to propagate and to maintain borreliae in artificial media. 
A convenient method is to keep alive tick-borne strains in their vectors. 
The borreliae do not undergo mutations and variations in the infected tick, 
and do not appear to cause pathological changes in the Ornithodoros. 
Ornithodoros ticks have a long life time during which the borreliae survive 
in their coelomic cavity. Another method is to maintain borreliae by animal 
passages but antigenic variations may be induced in the organisms. A 
convenient method is to store borreliae at low temperatures. The latter is 
particularly helpful in the preservation of B. recurrentis. The various pro- 
cedures recommended for the maintenance of borreliae are : 

A. In culture media 
(i) B. aincentii is conveniently kept in serial passages in Nichol’s medium 

(vide Treponema). 
(ii) The medium of Wolman and Wolman (vide 1II.A) is feasible for the 

maintenance of B. recurrentis and several other borreliae if the full-grown 
culture is stored at 3 to 5°C. 

B. In developing chick embryos 
Inoculationof 9 to 10 day old fertilized hen’s eggs yields the best results 

(see Section 111, B (ii)). However, the borreliae have to be transferred to 
other developing chick embryos every third day. 

C. Invectors 
This method is very helpful for the maintenance of B. duttonii, B. his- 

panica, B .  persica and the North American borreliae. The respective 
Ornithodoros species serving as vectors remain alive for several years. 
Nymphs from early generations may lose the organisms after repeated 
moulting which takes place after each feeding. Fortunately most Omi- 
thodoros species remain alive without a blood meal for a long time, even 
for years. 

The ticks may be kept either in a glass or plastic box into which a dead 
newborn mouse is dropped at feeding time. An alternate method is to put 
the ticks into small test-tubes containing a strip of filter paper, insert a 
lose cotton plug, and place the tubes into a desiccator. A saturated aqueous 
solution of ammonium chloride is poured into the bottom of the desiccator. 
The ticks are fed on the shaved skin of young mice. 
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Uninfected ticks may be fed on these mice during the borrelaemia. This 
is helpful in increasing the number of infected Ornithodoros. This method 
is of value when infection of mammals is contemplated by the natural 
route, i,e. by feeding infected ticks on them. Ornithodoros often take their 
blood meals at long intervals, usually once in several months. Therefore a 
supply of infected ticks which are ready to feed (and transmit the infection) 
may be desirable. 

D. In hosts 
(i) Borreliae can be propagated by drawing blood from infected animals, 

particularly mice, into citrate-containing tubes, then inoculate other 
rodents with the blood intraperitoneally. 

The infection in mice is of short duration. Rats, if susceptible to the 
respective strain, have a longer lasting borrelaemia. Guinea-pigs are 
particularly suitable for the serial propagation of B. persica. The number 
of circulating borreliae may be low in experimentally infected rodents, 
particularly in B. latishevyi, B. hermsii and B. parkerii infections. The 
organisms may undergo phase variations in animals, Therefore the results 
of serological reactions must be evaluated carefully, particularly if relapses 
occured. 

(ii) The brains of rats and guinea-pigs have been recommended for the 
preservation (sit venia verbo) of borreliae. Pampana (1931) suggested this 
method principally for the maintenance of borreliae which have an affinity 
to the central nervous system of these species of rodents. For instance, 
B. hispanica can be recovered from the brain of guinea-pigs at least 
2 months, frequently 6 months to 3 years, after infection by injecting the 
emulsified brain into fresh guinea-pigs. Mice are not feasible for such 
experiments. 

The limitations of this method are obvious. 

E. By freezing 
(i) Weyer and Mooser (1957) established that borreliae can be preserved 

in the deep freeze at - 70 to - 72°C. The freezing is best carried out at a 
uniform rate by lowering the temperature by 1°C each minute. Ampoules 
are sealed after freezing and kept at -70°C. 

(ii) Lyophilization was shown to be helpful in the preservation of bor- 
reliae by Hanson and Cannefax (1964). If the procedure is carried out in 
vacuo, 2% lactose in skim milk is a good vehicle. The ampoules are kept 
at - 70°C. 

(iii) Organs and ticks containing borreliae have been conserved at low 
temperatures by Bourgain (1946). Liquid Nz may be used for this purpose. 
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The surfaces of tissue blocks are dusted with talcum powder to absorb 
water before immersion into Nz. 

The viability of various Bmreliu strains differs in the deep freeze, from 
one to approximately 12 years. Repeated freezing and thawing destroys 
the organisms. Therefore it is advisable to prepare several ampoules of 
each batch, each containing enough borreliae for one experiment. 

V. SEROLOGICAL METHODS 

Serological tests with borreliae are not always specific because of the 
presence of antigens cross-reacting with antibodies not only against bor- 
reliae but also against other treponemes. Moreover, phase variation, which is 
common in borreliae causing relapsing fever and develops during subse- 
quent attacks, may lead to false conclusions. 

Serological tests may give false results when the patient is receiving 
antibiotics or arsenicals. 

Frequently employed tests are : 

A. Neutralization and protective antibody formation 

(i) Prevention of the development of borrelaemia in mice with serum 
from the patient has been recommended in the past but this test has only 
historical significance today. 

(ii) Resistance to superinfection with the same strain is often helpful 
in the classification of borreliae. 

Groups of at least three young mice and guinea-pigs are inoculated with 
strains of Borrelia. Guinea-pigs are not used for testing organisms sus- 
pected of belonging to the crocidurue subgroup and B. recurrentis. The 
known strains used in the experiments should not be virulent enough to 
kill the animals. One group of mice and one group of guinea-pigs serve as 
controls regardless of the expected strain. They are not infected. The 
animals are observed for borrelaemia at least for one week after inoculation. 

Two weeks after the end of the borrelaemia, the unknown organism is 
injected into all animals, including the controls. 

The age of the animals has to be considered in the evaluation of the 
results since, in addition to susceptibility of the selected rodents to various 
Boneliu strains it may influence the outcome of the experiments. 

The sera of the infected and recovered animals are tested against known 
Borrelia strains in the complement fixation and lysin immobilizing tests. 
The unknown borreliae are examined against specific rabbit anti-Borrelia 
sera by the same methods. 
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B. Agglutination and precipitation 
(i) The agglutination reaction with borreliae has been introduced by 

Novy and Ihapp  in 1906. It may be carried out as a slide test. The results 
are evaluated by darkfield illumination. 

The tube test, recommended by Stein (1944) gives a slowly developing, 
loose and flu@ sediment. 

The most frequently used procedure is to mix saponin-treated borreliae 
(vide 111. C) with equal volumes of two-fold serum dilutions. The mixtures 
are incubated for 2 h at 37"C, then overnight in the refrigerator. The 
final titre is the highest dilution giving a 2+  reaction. 

(ii) Saurino and DeLamater (1952) observed mild cross-reactions 
between Treponema pallidurn and B. anserina using an antigen extract 
prepared with 0 . 5 ~  hydrochloric acid. This was mixed with the organisms 
for 10min at 56°C. The supernatant, representing the antigen, was 
neutralized with 1~ sodium hydroxide. 

(iii) Agar-gel diffusion tests proved feasible to demonstrate B. anserina 
antigen in the liver of infected chickens (Al-Hilly, 1969). This organ gave 
the best results, and the precipitin lines were more distinct when the plates 
were kept in a refrigerator. Sera of chickens after recovery from the disease 
as well as sera of immunized animals gave positive results. 

This method has not yet been applied successfully to borreliae causing 
human relapsing fever. Immunoprecipitation takes place with sonicates of 
some of these borreliae against sera having a high (1 : 1000 or higher) 
titre in the direct precipitation test. 

Cross-reactions are not uncommon. If they occur, cross-absorption is 
recommended before re-testing the sera. Absorption with Reiter's tre- 
ponema enhances the specificity of the test. 

C. Complement fixation 
(i) The complement fixation reaction may be carried out according to 

the method of Stein (1944). 
Stein recommended mixing four volumes of blood with one volume of 

2% solution of sodium citrate in physiological saline, then the addition 
of 1; volume of 10% saponin, with subsequent centrifugation and 
recentrifugation of the mixture to separate borreliae for the preparation of 
the antigen. 

The procedure consists of mixing 0.1 ml of a suspension of borreliae 
containing approximately 80 organisms per oil-immersion field, 0.1 ml 
each of ten-fold increasing dilutions of the test serum, and 0.1 ml of guinea- 
pig complement containing two standard units. The mixture is incubated 
in a water bath for 30 min at 37°C. Then 0.2 ml of sensitized sheep red 
blood cells containing amboceptor, two haemolytic units, and an equal 
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amount of 5% erythrocytes are added. After ten additional minutes at 
37°C the results are read and expressed on a scale from 0 to 4+.  This 
test frequently gives cross-reactions with various Borrelia strains. 

(ii) Another method, recommended by Wolstenhome and Gear (1948) 
consists of the inoculation of 7 day old chick embryos through the air-sac 
with 0-3 to 0.4 ml of heart blood from experimentally infected mice. After 
one week‘s incubation, the chorioallantoic vessels are opened and per- 
mitted to bleed into the allantoic fluid. One-tenth of an ml of the resulting 
mixture is inoculated into a new series of 7 day old embryos. After ten 
passages, 0.5% phenol in physiological saline is added to the last blood- 
allantoic fluid mixture which is then cleared by centrifugation. This 
antigen should contain approximately 100 borreliae per oil immersion 
field. It is tested in various dilutions (1 : 10 to 1 : 200) in the complement 
fixation test against known antisera. 

The final titres are usually 1 : 10 to 1 : 400 with sera from infected 
animals and man one month after infection. Cross-reactions are frequent 
but absorption of the sera with Reiter’s or Nicol’s organism may increase 
specificity. 

D. Immobilizine and lysin 
Levaditi et al. (1952a) studied immobilizines in rodents and man. They 

found that high-speed centrifugation which may influence the reactive 
titres of syphilitic sera, only slightly influences the outcome of the immobil- 
ization test in borreliosis. If complement is present, immobilization and 
later lysis may take place (Levaditi et al., 1952b). Cross-reactions between 
B. duttonii and B.  hispanica were observed but not with T.  pallidurn 
(Levaditi et al., 1952~). 

Further studies of immobilizines (Vaisman and Haemlin, 1954) demon- 
strated that these antibodies are homologous in reinfected animals and in. 
rodents infected first with one, than with the other of these borreliae. 
Similar results were obtained by Ranque et al. (1957). 

Schuhardt (1942) and Felsenfeld (1965, 1971) demonstrated that 
immobilizine and lysin may or may not be related to each other but lysins 
may represent a complement-dependent form of immobilizines. Neither 
reaction has been standardized as yet. The methods presented here appear 
to yield the most specific results. 

(i) The immobilizine test is usually performed by mixing equal amounts 
of inactivated serum and a suspension of live borreliae containing 20 to 
30 organisms per microscopic field at x 400 magnification. 

0 . 0 0 5 ~  phosphate-buffered saline pH 7.2 with 5mM calcium chloride 
is a suitable diluent for both immobilizine and lysin determinations. 

After 10 and 30 min incubation at 37°C on a slide covered with a cover 
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slip and sealed with liquid paraffin, the proportion of immobilized borreliae 
is determined in the serum-Borrelia mixture, as well as in a control in 
which buffered saline has been substituted for the serum. 

The results are expressed in % of the borreliae immobilized. 
This test may be performed with increasing serum dilution and the 

titre of the highest serum dilution immobilizing 50% of the borreliae 
reported. 

(ii) The lysin (borreliolysin) test is usually carried out according to the 
technique of Schuhardt (1942). 

Antigen and antibody are mixed in equal proportions. They are drawn 
into a capillary tube with a rubber bulb. The  contents of the capillary are 
expelled from the tube into a welled slide, mixed, and redrawn into the 
capillary which is sealed with wax or clay and incubated for 2 h at 37°C. 
The sealed end is broken and the contents emptied on to a slide. 

The  number of borreliae are counted under darkfield illumination and 
compared with the number of organisms in the control which contains 
buffered saline instead of serum. 

(iii) Inactivated serum is used in another method (Felsenfeld, 1971). 
Guinea-pig complement, suspended in phosphate-magnesium chloride 

buffer is preferred, usually in 1 : 100 dilution. The  diluting fluid supplied 
with commercially available desiccated complement should not be used 
because it often contains a preservative that may destroy borreliae. The  
antigen is the same as in the immobilizine test. Equal parts of antigen and 
inactivated serum are mixed and incubated at 37°C for 30 min, then one 
part of diluted complement is added and incubated at 37°C for 90min. 
The surviving borreliae are counted and compared with the controls that 
contain buffer instead of serum. The  results are reported as in the immo- 
bilizine test. 

The  outcome of the lysin test may be expressed as the highest dilution 
of serum causing the lysis of 50% of the borreliae. The borreliae should be 
counted in at least 10 to 15 microscopic fields in both tests. The  titres of 
both tests increase after the first attack. Titres to 1 : 400 and 1 : 800 are 
not unusual. However, lysin-fast borreliae may develop. 

E. Adhesion 
This test is difficult to carry out and to interpret. Spontaneous agglu- 

tination and adhesion are not uncommon in Borrelia suspensions. 
The  usual method is to mix equal parts of a suspension of borreliae 

containing 80 to 100 organisms per x400 microscopic field, two-fold 
serum dilutions and a 104 suspension of Escherichia coli per ml. 

After incubation at 30°C for 30 min, samples are examined by darkfield 
illumination. Adhesion of the borreliac to the colon bacilli is considered a 
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sign of a positive test, provided that this does not occur in the control 
which contains physiological saline instead of the serum. 

VI. ANIMAL INOCULATION 

A. Rodents and monkeys 
(i) The examination for B. vincentii does not require tests in animals. 
(ii) B. amerina can be transferred to chickens but not as a rule to rodents, 

monkeys and cold-blooded animals. Blood or organ suspensions of sick 
or recently dead birds are injected into chickens. Young chickens are 
preferred. Borreliae appear in the blood of the infected birds in approxi- 
mately 4 days. 

(iii) Borreliae causing relapsing fever in mammals including man can be 
isolated by injecting intraperitoneally six to eight young mice each with 
0.4 to 0.5 ml blood of the patient. 

Beginning with the third day, blood samples of the mice, usually col- 
lected from the tail vein, are examined daily for at least 7 days. If borreliae 
are found, a cardiac puncture is performed, citrated blood collected and 
injected into other animals. 

Table I1 offers a selection of laboratory rodents and monkeys indicating 
the degree of their susceptibility to various Bmeliu strains. It may be 
helpful in the differential diagnosis of these organisms. 

T A B L E  I 1  
Susceptibility of some laboratory animals to Borreliu 

Strain or 
group of 
Borrelia 

recurrentis 
duttonii 
hispanica 
persica 

North 
American 
borreliae 

subgroup 
crocidurae 

Primary 
inoculation Secondary inoculation 

. .  
Euro- 

Young Adult pean 
Young guinea- guinea- Adult Young Old hedge- 

3 + ,4 + mostly neg. 1 + , 2  + 
mice pigs pigs mice rats rats hogs Monkeys 

1 + , 2  + 
4 +  3 +  2+ 2+,3+ 3 +  1+ 0 3+,4+ 
3 +  4+ 4+ l + , 2 +  3+ I +  2 +  Oto2f 
4+ 4+ 4+ 0,1+ 2+ 0 4+ only 

irregular, often 0 

Young 

4 +  2+ 1+ 2+ 4+ I +  ? 2 +  

2 +  O o r l +  O w l +  0 ,  1+ Oor1+ 0 1+ seldom 
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(iv) Spinal fluid is suitable for animal inoculation but the amount avail- 
able is usually small, necessitating the use of fewer mice in the primary 
inoculation. 

Mice seldom have relapses after infection with borreliae. Several periods 
of borrelaemia may be seen in rats as well as in monkeys inoculated with 
those borreliae to which they are highly susceptible. 

Animal inoculation is the most reliable method of diagnosing borreliae 
causing relapsing fever, provided that the patient is not receiving anti- 
biotics and the blood specimens are collected during the early part of the 
febrile paroxysm. 

B. Xenodiagnosis 
This procedure consists of feeding several ticks from a Borrelia-free 

Ornithodoros colony on a patient who has a febrile attack. 
The haemolymph of the ticks is taken up into a capillary and examined 

for borreliae 2 or 3 weeks later. 
Many Borrelia strains are taken up only by Ornithodoros species in which 

they are found in nature. Therefore xenodiagnosis is most feasible in 
areas where only one Borrelia-carrying Ornithodoros strain is present. 
Geigy (1968) used this method successfully in a part of Africa where 
B. duttonii prevails. 

VII. SUMMARY 

The diagnosis of borreliosis depends on the causative strain. The  
examination of mucous membranes and excreta for B. oincentii is seldom 
difficult. 

B. anserina may be diagnosed in smears and organs of fowl by micro- 
scopic methods, serological tests and inoculation of the blood into other 
susceptible avian species, most frequently into chicken. 

The most reliable diagnostic method for borreliae causing human 
rclapsing fever is the inoculation of young mice with blood collected during 
the early phase of the febrile paroxysm. Microscopic preparations stained 
with aniline dyes give less reliable results but are useful. The  serological 
tests may show cross-reactions and the phase variation of borreliae during 
subsequent fever episodes may cause differential diagnostic difficulties. 
The identification of the Borrelia strain is best carried out by inoculating 
several animal species, using both young and adult rodents. The  immuno- 
logical responses to borreliae require further investigation before antigen- 
antibody reactions suitable for diagnostic use in routine laboratories can 
be developed. 
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I. INTRODUCTION 

Studies on the mode of action of chemotherapeutic agents and the 
mechanism of death in bacteria exposed to physical agents form an impor- 
tant aspect of microbiology. While such investigations have traditionally 
been considered as being mainly of academic interest, they are now of 
more widespread importance because they have greatly increased our 
knowledge of the structure and especially the biosynthetic processes of the 
bacterial cell. They have also helped provide information on the mechan- 
isms of resistance of bacteria to various drugs and to physical processes. 
There is also the hope that such knowledge may lead to the design of new 
and improved chemotherapeutic drugs. 

This Chapter will deal with methods of studying the effects of anti- 
biotics and other chemotherapeutic agents and of heat, ionizing and 
ultraviolet radiations on bacteria at the cellular, biochemical and molecular 
levels. I t  is obviously impossible in such a broad type of essay to describe 
the many and varied techniques employed by investigators over the past 
15 years or so, and we have, therefore, concentrated mainly on damage 
to the bacterial cell wall, cytoplasmic membrane, protein and nucleic 
acids. No attempt has been made to provide a comprehensive list of all 
authors who have used a particular technique. The book edited by Hugo 
(1971) should be consulted for reviews dealing with the inhibition and 
destruction of microbial cells by physical and chemical processes. 
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11. METHODS OF TREATMENT 

A. Effect of drugs 
Initial experiments should be carried out to determine the minimum 

concentration of the substance which inhibits the growth in broth of 
various bacterial strains. This concentration is the minimum inhibitory 
concentration (MIC) and details of the procedure are given in Chapter IV, 
Volume 7B of this Series, by Sykes and Spooner. The  minimum sporostatic 
concentration can be determined in a similar manner. The MIC gives a 
useful starting point for other experiments. However, an exception to this 
rule occurs with glutaraldehyde, which interacts to a considerable extent 
with broth constituents, so that the MIC with non-sporing bacteria may 
be some 50 times higher than would be expected from other experiments 
(Rubbo, Gardner and Webb, 1967; Munton and Russell, 1970a). 

Subsequent experiments should be carried out with both growing and 
non-growing bacteria or, if necessary, with bacterial spores. 

1. Non-growing bacteria 
Bacteria which have grown overnight in a nutrient medium are washed 

free of the medium in several changes of sterile glass-distilled water, and 
aliquots of the washed suspension added to solutions of the chemical 
agent under test. Samples are removed at intervals, and viable counts made 
as described below. Antibiotics or other antibacterial agents which inhibit 
some cellular synthetic process will have no effect on the viability of such 
suspensions, whereas substances with a so-called “direct” action will be 
lethal to sensitive bacteria. It must be added that an organism which is 
resistant could be so by virtue of impermeability to the drug (p. 106) drug 
inactivation (p. 113) or drug excretion, e.g. proflavine (Kushner and Khan, 
1968) and actinomycin D and certain mutants (Voll and Leive, 1970). 

2. Growing bacteria 
Bacteria inoculated into growth media and incubated at the optimum 

growth temperature are treated with the drug (added at zero time or to 
exponentially growing cultures). Samples are removed at intervals for 
determining surviving numbers, as described below. Again, however, in 
certain cases, e.g. penicillins, cephalosporins, destruction of the test drug 
by enzymes possessed by the bacteria (p. 113) must be borne in mind. 

3 .  Bacterial spores 
Comparatively little information is as yet available as to the manner in 

which the few sporicidal agents available act on bacterial spores. There are 
various methods available for preparing aerobic bacterial spores. The  method 

5 
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used by the authors is similar to that described in the British Pharm- 
acopoeia (1968). This involves growing the organisms for 7 days at 37-39°C 
on the surface of an agar plate containing 0.0001% w/v manganese sulphate 
(note that the heat resistance of spores can be altered considerably by the 
incorporation of certain cations), and then washing off the growth with 
sterile water. Spore suspensions can be stored for long periods at ca. 4°C 
without any loss of viability. Because vegetative cells are more sensitive 
to disinfectants, they must be removed before tests are made. One way of 
carrying this out is to heat the spore-containing suspension to 80°C for 
about 5 min; however, such a technique, although satisfactory for killing 
vegetative bacteria, may render the spores more sensitive to various chem- 
icals and is thus not to be recommended. A far better procedure is to 
remove non-sporing cells by repeated centrifugation, and to examine the 
suspensions under the phase-contrast microscope to ensure their absence ; 
spores then appear as phase-bright cells. 

(a) Sensitiwity of spores to drugs. This is best determined by a viable count- 
ing procedure, as described later. Extended periods of treatment (up to 
100 h or longer) may be necessary in some cases, e.g. phenols, even to 
show a slight effect, whereas 2% glutaraldehyde has a pronounced lethal 
effect within 2 h. 

(b) Effect of drugs ongermination. Germination may be defined (Lund, 1962) 
as changes between the mature, resting spore and the vegetative cell at the 
stage of first division. During this process, the following changes occur in 
bacterial spores (E. 0. Powell, 1957; J. F. Powell, 1957; Powell and Hunter, 
1955; Rode and Foster, 1962a, b;  Powell and Strange, 1953): loss of heat 
resistance accompanied by changes in staining properties, decrease of 
refractive index, decrease in dry weight and optical density (O.D.) and 
release of dipicolinic acid (DPA). There is also slight swelling of the spores 
during germination, and oxygen uptake becomes detectable (Levinson 
and Hyatt, 1956). Methods for studying the effects of a drug on germination 
of spores will thus include (i) microscopical examination of spore-drug 
systems (Gould, 1964), (ii) direct measurement of spore swelling, e.g. by 
means of a Coulter counter model B (Parker, 1969)) (iii) measurement of 
O.D. changes (Parker, 1969)) (iv) measurement of oxygen uptake in a 
Warburg apparatus (Loosemore and Russell, 1964)) or redox potential 
measurement. 

(c) Effect of drugs on post-germinative development (outgrowth). Hitchins, 
Gould and Hurst (1963) recognized four stages in the post-germinative 
process: (i) swelling, (ii) emergence from the spore coat, (iii) elongation of 
the emergent organism, (iv) division of the elongated organism. They further 
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found three stages in the swelling of aerobic spores during the germination 
and post-germinative processes : swelling during germination, involving a 
rapid increase of ca. 20% in packed cell volume (pcv); pre-emergence 
swelling of up to 100% increase in pcv prior to emergence from the spore 
coat; and elongation. Thus, the effect of drugs on this stage can be studied 
microscopically (Gould, 1964), by measurement of spore swelling or by 
measurement of O.D. changes (Parker, 1969). 

(d) Effect of drugs on sporulation. Comparatively little attention has been 
given to this. However, Vinter (1964) has shown that penicillin can inhibit 
sporogenesis throughout almost the whole of the phase of accumulation 
of calcium in the spores and of dipicolinic acid (DPA) synthesis. Calcium 
accumulation can be measured by means of 45Ca2+, the concentration 
being determined in cells washed with 1 m~ HCI; DPA can be determined 
colorimetrically. Spores formed in the presence of methicillin show a 
decreased content of hexosamine (see p. 127 for details of assay) and of 
DPA (Murrell and Warth, 1965). 

B. Physical processes 
1. Heating processes 

To study the effect of moist heat on bacteria, a temperature controlled 
water-bath (a temperature variation of k 0.01"C is adequate) is employed. 
Washed suspensions of the organism may be added at the required tempera- 
ture, allowing for a heating-up period, or preferably one part is added to 
nine or 99 parts of diluent previously equilibrated at the required tempera- 
ture. Regular or continuous mixing is essential during storage at the high 
temperature. The temperature itself should be carefully chosen and for 
mesophilic strains 50-60°C is recommended, although responses may vary 
even within this range (Allwood and Russell, 1968). Samples for analysis 
may be cooled by dilution or by placing in a container in a waterbath at the 
required temperature. Cooling rate and final temperature should be care- 
fully selected; in particular, it should be borne in mind that cooling to 
0°C may cause cold shock (see below). 

2. Low temperatures 
(a) Cold shock. The rapid cooling of bacteria to ca. 0°C may be lethal. 
However, cold shock is observed only with Gram-negative organisms, e.g. 
Aerobacter aerogenes (Strange and Dark, 1962), Pseudornonas species, 
Escherichia coli and Salmonella typhi. Chilling must be rapid, and the cells 
should be in the log phase of growth. It is most readily accomplished by 
dilution of the cell suspension into suspending menstruum held at the 
chilling temperature, e.g. Strange and Postgate (1964) diluted one part 
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of a suspension to 0°C in nine parts or 49 parts of diluent; Sat0 and 
Takahashi (1968) added one part to 49 parts of buffer at 3°C. The suspend- 
ing media can enhance or abolish shock, and injury appears in increasing 
amount with increasing exposure at 0°C. 

(b) Freezing and thawing. Bacterial spores, and many Gram-negative 
non-sporulating species, especially cocci, are very resistant to this process, 
However, most types of bacteria are sensitive, dependent on a number of 
variables, viz. cooling velocity, temperature, suspending medium, storage 
time and temperature, and warming rate. For a comprehensive review 
see Mazur (1966). Mazur and Schmidt (1968) have summarized a series 
of methods for varying cooling rate, final temperatures and warming rate. 
A common method is to cool 5 ml aliquots of suspension in screw-capped 
bottles by immersion in dry ice-acetone mixture or liquid air which will 
freeze rapidly to - 75 to - 78°C. Warming can be carried out by transfer 
to a water-bath at 37°C. An initial slow cooling to - 1 to - 3°C in an 
ethanol bath (Mazur and Schmidt, 1968) may be necessary to minimize 
supercooling. Moss and Speck (1966) employed a freezer to cool suspen- 
sions to -2O"C, which provides for a slow cooling rate (0*5-1.5"C/min). 
The provision of even freezing may be difficult to accomplish. Postgate 
and Hunter (1963) suggested a rapid chilling method in which suspensions 
were frozen in drops (0.05 ml) in liquid nitrogen. Thawing was also rapid 
in buffer at room temperature. 

3. Ultraviolet radiation 
The source of U.V. light is an important consideration. It is preferable 

to use monochromatic light if possible. The maximum lethal effect of U.V. 

against bacterial cells is between ca. 250 and 275 nm, and the rate of death 
depends on the light intensity. The germicidal lamp (low pressure mercury 
vapour lamp) emits 95% of its light at 254nm. Other broad spectrum 
lamps may also be employed together with filters to isolate or narrow the 
wavelength band (high pressure mercury vapour or tungsten lamp). Filters, 
however, usually reduce the intensity, which also depends on the distance 
between the U.V. source and the irradiated material: intensity varies 
inversely with the square of the distance between lamp and material. 
Transmission of U.V. light is considerably reduced by any liquid and by 
cells. Absorption may also occur by the constituents of the media (Meynell 
and Meynell, 1965). For example, there is only 30% transmission through 
1 cm of a suspension containing 2.5 x 108 cellslml (Smith and Hanawalt, 
1969). 

Ultraviolet dose rate may be measured in different ways, e.g. recent 
publications by Radman et al. (1970), Radman and Errera (1970) and 
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Monk, Peacey and Gross (1971) have used the Latarjet dosimeter (Latarjet, 
Morenne and Berger, 1953). Jagger (1961) described a small, inexpensive 
U.V. dose-rate meter. Howard-Flanders and Theriot (1966) used a General 
Electric Germicidal light meter, whilst Smith and Meun (1970) measured 
the photodecomposition of uranyl oxalate. See Smith and Hanawalt (1969) 
for a detailed discussion of the above parameters and of dosimetry deter- 
mination. 

The  usual method of U.V. exposure is to place the bacterial sample 
(10 ml) in a 9 cm Petri dish with magnetic stirrer. The mean dose depends 
on the distance between the source and the surface of the suspension and 
concentration of cells. Care should be taken to prevent exposure to direct 
light after exposure, particularly if repair processes are under study (page 
118). Temperature control may be important and cells should be cooled 
to 0°C after exposure to prevent enzyme repair processes if necessary 
(allowance should also be made for cold shock effect if relevant). 

4. Ionizing radiation 
The two most common sources of ionizing radiation used to study the 
effects on micro-organisms are as follows : 

(a) X-ray tubes. The conditions of exposure to X-rays depend on the output 
of the tube. Low voltage tubes (ca. 50 Kvp) emit radiation of low energy, 
some of which will be readily absorbed by filter, container, atmosphere 
and suspending solution. A correction should be made for this absorption 
(e.g. Town et al., 1970). Higher energy tubes (200 Kvp) with suitable 
filtration of any low energy radiation emit radiation which will not be 
significantly influenced by medium, container, etc. Temperature of 
irradiation is of little significance between 0 and 20°C. 

(b) y-Radiation from a W ' o  source. A source of activity of 1 Mrad is 
convenient, although this may present a rather too high dose rate for short 
exposure experiments, Glass containers or vials are suitable. The  amount 
of oxygen present should be controlled, e.g. by bubbling oxygen or nitro- 
gen through the system immediately before exposure. A more controllable 
system is one in which gas can be bubbled through the preparation during 
exposure. Temperature control may also be required. The  composition 
of the suspending medium will influence the sensitivity of bacteria to 
y-rays, because of the presence of sensitizing or protecting compounds. 
An inorganic buffer medium is often recommended, although defined 
minimal media may be more suitable (Pollard and Weller, 1967). T o  
minimize the indirect effects of ionizing radiation, the a,  (water activity) 
of the system can be reduced by the addition of solutes, or by freezing 
or drying the suspension prior to exposure. 
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111. BACTERIAL VIABILITY 

Any study dealing with the effects of chemical and physical processes on 
intact bacteria must be related to the effects of these processes on viability. 
The term “viability” is itself difficult to measure, however, because an 
organism could be considered to be dead or alive depending upon the 
practical conditions used. Viable counts are normally made by serial 
dilution of cultures in sterile water, phosphate buffer, normal saline or 
Ringer’s solution, followed by plating into (pour-plate, roll-tube) or on to 
(surface-viable) nutrient agar. Alternatively, the most probable number 
(MPN) method with liquid media or the microscopical slide technique of 
Postgate, Crumpton and Hunter (1961), of particular use in studying the 
effect of drugs on the germination or outgrowth of bacterial spores, may 
be adopted. The Chapter by Postgate (1969) in Volume 1 of this Series 
should be consulted for valuable practical information. Nevertheless, 
difficulties may arise when determining the viability of bacteria which have 
been exposed to chemicals or physical agents, as discussed below. For 
reviews on damaged bacteria see Harris (1963), Russell (1964) and Roberts 
(1970). 

A. Exposure to chemicals 
After treatment of bacteria with a chemical, sufficient of the substance 

may adhere to the cells to be present when they are placed in a recovery 
medium and to hinder development. T o  counteract this, the recovery 
medium should contain a suitable “inactivating” or “neutralizing” agent, 
which must itself be non-toxic to bacteria and which, if it combines with 
the drug, must not result in the formation of a toxic product. Examples of 
appropriate inactivating agents for various inhibitory compounds are 
listed in Table I. 

Many substances, e.g. phenols, cresols, glycerol, esters of p-hydroxy- 
benzoic acid, readily lose their activity on dilution, and this is a recom- 
mended method for eliminating the carry-over of inhibitory drug concen- 
trations into the recovery medium. 

Certain antibiotics cannot be inactivated solely by dilution, and no 
chemical or biological inactivator is as yet known for them. Examples of 
such substances are vancomycin, tetracyclines, chloramphenicol and 
methicillin and other penicillinase-resistant penicillins. Although dilution 
to a sub-inhibitory level is frequently practised, ideally an appropriate 
dilution of a (drug +bacteria mxiture) should be filtered through a mem- 
brane filter apparatus, the membrane washed in situ with sterile water or 
saline and the membrane placed on the surface of an agar medium for 
colony counts to be made after incubation. 
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TABLE I 
Antibacterial agents and inactivating agents 

Antibacterial agent Inactivating agent Comments 
__ 

Penicillins 8-lactamase 

Cephalosporins 8-lactamase from 
(“Neutrapen”)” 

Enterobacter cloacae 
P99 

Sulphonamides, p-Aminobenzoic acid 

Mercury compounds Sodium thioglycollate 
sulphones 

organic arsenicals 

Quaternary ammonium Lecithin +. Lubrol W 

Aldehydes Sodium (bi) sulphite 
compounds, biquanides 

Halogens Sodium thiosulphate 

Except Methicillin, Cloxacillin, 

Enzyme preparation : 
Nafcillin, Flucloxacillin 

O’Callaghan et al. (1968) 

Possible inhibitory effect of 
thioglycollate on bacterial 
spores (Mossel and Beerens, 
1968) 

Dilution a better method 
(Munton and Russell, 1970a) 

* Riker Ltd., Loughborough. 

B. Exposure to physical processes 

1. Heat 
(a) Vegetative cells. Vegetative bacteria which survive exposure to tempera- 
tures above about 45°C may be sensitive to post-treatment recovery 
conditions, e.g. the composition and pH of the recovery medium and the 
temperature of incubation. Although the actual conditions may vary from 
organism to organism, it is recommended that a complex rather than a 
synthetic medium be used, and that with organisms such as staphylococci 
or E. coli the medium contain 1% w/v Difco brand yeast extract, which 
gives better recovery than other yeast extracts (Allwood and Russell, 1966). 
The pH of maximum recovery is c. 6 (Nelson, 1956), the actual optimum 
depending on the organism. The  temperature of incubation for optimum 
recovery is ca. 32°C. The method of enumerating survivors is also of impor- 
tance and higher counts are obtained by the pour-plate than by the surface- 
viable method (Baird-Parker and Davenport, 1965), although it might be 
expected that in the former technique, bacteria already damaged by a 
heating process were subjected to further harmful treatment when mixed 
with molten agar at c. 45”C, followed by exposure to room temperature 
whilst the agar set and then another temperature during incubation, 
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(b) Bacterial spores. The resistance of bacterial spores to heat has been 
considered in detail by Roberts and Hitchins (1969), Roberts (1970) and 
Russell (1971a). Their thermal resistance will depend on the composition 
of the sporulation medium (particularly the content of divalent metallic 
cations) and temperature of spore cultivation, the stage of development 
of the spores, the suspending menstruum during treatment and on water 
activity (aW). The recovery and revival of heated spores depends upon the 
following factors : 

(i) Composition of the recovery medium. The nutritional requirements 
of heat-damaged spores are greatly altered (Ernst, 1968). Thioglycollate 
broth is inhibitory to the outgrowth of Bacillus species used for monitoring 
steam and dry heat sterilization processes (Ernst, 1968). Bromocresol 
purple present in Oxoid brand Dextrose Tryptone Broth is harmful to 
heated spores of Bacillus stearothermophilus and should be used without the 
dye as a subculture medium for such spores (Cook and Brown, 1960). 
The value of enrichment substances in the recovery medium in eliminating 
the dormancy of heated, but not killed, spores is to be noted (Morrison 
and Rettger, 1930; Curran and Evans, 1937). 

One other point is of interest, and this concerns the finding (Murrell 
et al., 1950) that, as the period of heating increases, surviving spores become 
increasingly sensitive to inhibitors present in the recovery medium. Starch, 
charcoal and serum albumin which act presumably by adsorbing inhibitory 
substances present in the media improve the effectiveness of many but 
not all, recovery media (Olsen and Scott, 1950). 

(ii) pH of the recovery medium. There is very little information avail- 
able here, but B .  stearothermophilus, after heat treatment, is very sensitive 
to pH, unlike Clostridium perfringens (Roberts, 1970). 

(iii) Temperature and period of incubation. There is a marked variation 
in the claims of various authors (see Roberts, 1970), and consequently 
each investigator is recommended to determine optimal conditions, e.g. 
Clo&idium botulinum type A recovered best at 20"C, B .  stearothermophilus 
at 45-50°C. Long periods of incubation may be necessary, e.g. up to several 
months with some species of clostridia (Roberts, 1970). 

2. Coldshock 
When Gram-negative bacteria, e.g. E. coli, Pseudomonas sp. and Aero- 

bacter aerogenes, are stored frozen or recovered immediately from the 
frozen state they are unable to grow on minimal agar medium which can 
support the growth of the organisms before freezing (Straka and Stokes, 
1959; Postgate and Hunter, 1963; Moss and Speck, 1966; MacLeod, 
Smith and Gelinas, 1966). Higher counts of cold-damaged cells of these 
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organisms are obtained on enriched agar media, and this must be borne in 
mind when assessing the effect of cold shock on such bacteria. Trypticase is 
the component of Trypticase Soy agar responsible for the recovery of 
injured cells of E. coli (Moss and Speck, 1966). As stated earlier, Gram- 
positive bacteria are relatively insensitive to freezing, and thus composition 
of the recovery medium, e.g. with Staphylococcus aureus (Baird-Parker and 
Davenport, 1965), is of little importance. 

3. Ultraviolet radiation 
The composition of the post-treatment recovery medium will influence 

the recovery of u.v.-irradiated bacteria. Greater recoveries of E. coli 
(Roberts and Aldous, 1949) or Shigella sonnei (Nakamura and Ramage, 
1963) have been obtained on chemically defined media than on nutrient 
agar. The pH of the recovery medium should also be considered, since 
Weatherwax (1956) has reported that the number of colonies of u.v.- 
irradiated E. coli in agar at pH 7 was in some cases 1000 times the number 
at pH 8. The optimum recovery temperature is a third factor to be con- 
sidered; whereas the recovery of E. coli exposed to X-rays is maximal at 
12-21°C (Hollaender, Stapleton and Billen, 1953), the optimum tempera- 
ture for the recovery of S. sonnei is 37°C (Nakamura and Ramage, 1963). 

4. Ionizing radiation 
The survival of E. coli after exposure to ionizing radiations is markedly 

influenced by the nature of the recovery medium (Stapleton, Sbarra and 
Hollaender, 1955 ; Freeman and Bridges, 1960), with surviving fractions 
smallest on media which were optimal for growth of untreated bacteria 
(Alper and Gillies, 1958, 1960); this need not necessarily be true for all 
other strains of vegetative bacteria (Bridges, 1963). Woese (1958) found 
that there was little or no difference in the survival on minimal or com- 

TABLE I1 
Recovery conditions for damaged bacteria 

Treatment 

Drug 

Heat or cold shock 

Ultraviolet radiation 

Ionizing radiation 

Post-treatment factors to be considered 

Inactivation. Composition of medium, pH and 

Composition of medium, pH, temperature of incuba- 

Composition of medium, pH, temperature of incuba- 

Composition of medium, pII, temperature of incuba- 

~ 

temperature of incubation 

tion and method of counting 

tion, dark and light repair 

tion. 
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plete media of X-ray treated bacterial spores. However, some recent data 
reviewed by Roberts (1970) suggest that the composition and pH of the 
recovery medium and the temperature of incubation are of considerable 
importance when dealing with irradiated spores. 

A summary of recovery conditions which may be investigated is given 
in Table 11. 

IV. RESISTANCE T O  ANTIBACTERIAL AGENTS 

The terms “sensitive” and “resistant” are relative terms. The term 
“resistance” is frequently used when the majority of cells in a culture are 
not inhibited or killed by a concentration of a drug normally found in vivo, 
or when a strain is not inhibited or killed by a concentration of drug 
which is inhibitory or lethal to the majority of strains of that species. Note 
that it is possible to refer to a heterogeneously resistant culture, as with 
methicillin-resistant staphylococci (see later). 

A. Choice of test strains 
Initial testing experiments will indicate the extent and range of activity 

of a particular drug or a thermal or radiation process. The effects of a 
chemical or physical process can then be studied on a highly sensitive 
organism. However, information on how a process acts can also be obtained 
by studying a resistant strain, which may occur naturally or result from 
mutant development. Methods of producing mutant strains have been well 
documented by Hopwood (1970, this Series, Volume 3A). 

B. Impermeability to drugs 

1. Gram-negative bacteria 
A drug may be unable to reach its site of action in the bacterial cell. 

This may be particularly so with Gram-negative bacteria, the cell wall of 
which is exceedingly complex and many-layered (Murray, 1968; de Petris, 
1967). However, many Gram-negative bacteria after treatment with 
ethylenediamine tetra-acetic acid (EDTA) become sensitive to antibiotics 
and other agents to which they may normally be resistant (Leive, 1968; 
Russell, 1971b). EDTA releases a large proportion of the lipopolysacchar- 
ide (LPS) of the cell wall of these bacteria as well as surface enzymes 
(Heppel, 1965), and it is clear that such organisms contain an outer perme- 
ability barrier preventing access of a drug. EDTA is normally used in 
conjunction with Tris buffer, but the latter may itself remove components 
from the cell walls of Gram-negative bacteria (Voss, 1967). 
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The  following techniques may be used to show this. 

(a) Pretreatment of cells with EDTA. Tris buffer washed cells (there must 
be no chilling during this washing) (Leive and Kollin, 1967) are pretreated 
with EDTA ( l o - 4 ~ )  +tris (0.12111) at pH 8. However, it is important that 
this treatment should not be longer than 15 sec to 2 min, because EDTA + 
tris can cause degradation of 23s RNA and of nucleotides and nucleosides 
to bases (Neu et al., 1967), if longer periods are used. Pretreatment for 
the short period described has no effect on bacterial viability, and repre- 
sents an early change in permeability with RNA degradation occurring 
thereafter. 

The system is then diluted 1 to 10 with growth medium, which effectively 
dilutes out the EDTA+tris, and the substance under test added. The  
sensitivity of the test organism to the test drug can then be determined 
in various ways, e.g. 

(i) determination of the dose (LD50) of test drug necessary to kill 50% 
of the bacteria in a given time (Muschel and Gustafson, 1968); 

(ii) measurement, by non-radioactive methods, of protein, RNA and 
DNA synthesis; 

(iii) measurement of the effect of the drug on the incorporation of 
radio-active substances into trichloroacetic acid (TCA)-or  per- 
chloric acid (PCA)-insoluble material. 

EDTA-pretreated cells can repair their permeability barrier and regain 
insensitivity to a drug, so that experiments (i)-(iii) must be carried out 
over a relatively short period, e.g. 60-120 min. Hence experiments involv- 
ing determinations of MICs are of no value here. 

(b) Lysoxyme EDTA spheroplasts. The preparation of spheroplasts of 
Gram-negative bacteria by lysozyme, EDTA and tris is described later 
(p. 137). An example of their use is provided in are view on fusidic acid by 
Godtfredsen (1957) who states that whereas high concentrations of this 
antibiotic do not affect the incorporation of 14C-phenylalanine into the 
protein fraction of E. coli, incorporation of  spheroplasts is decreased by 
fucidin, so that the resistance of this organism may be the result of imper- 
meability to the drug. 

(c) EDTA+drug combinations in broth. In  this method, EDTA and the 
test drug are incorporated into the culture medium into which bacteria 
are inoculated. The  MIC of the drug k EDTA is recorded after incubation. 
Suitable controls should be carried out to ensure that under such conditions 
EDTA is itself non-toxic to the bacterial cells. Concentrations of EDTA 
which may be used can vary from ca. 1 x 1 0 - 2 ~  to ca. 5 x l o - 4 ~ .  An iso- 
bologram is then constructed, in which the MIC of the test compound is 
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EDTA conceritration ( x 1 0 - 3 ~ ~ )  

FIG. 1. Isobologram indicating (B) synergism, (A) additive effect. 

plotted for various EDTA concentrations, as shown diagrammatically in 
Fig. 1. A synergistic response is shown by B in this figure, and an additive 
effect by A (Lacey, 1958). 

This method does, however, suffer from the following possible dis- 
advantages : 

(i) EDTA may remove metals from the growth medium, so that the 
activity of drugs (e.g. vancomycin, tetracyclines) which are less potent in 
the presence of cations such as Mg++ (Best and Durham, 1964, 1965), is 
enhanced. However, concentrations of Mg++ necessary to overcome this 
inhibition may be considerably higher than those normally present in 
culture media (Garrod and Waterworth, 1969). 

(ii) Any removal of metals from the growth medium may adversely 
affect the cells themselves, especially as Webb (1949) has shown that 
growth of Gram-negative bacteria such as E. coli in media containing 
limiting amounts of Mg ions occurs in the form of filaments. Filament 
formation in EDTA-containing media has yet to be examined in our 
experience. 

(iii) Neu and Winshell (1970) have proposed that EDTA may render 
Gram-negative /3-lactamase producers even more resistant to penicillins 
by increasing the access of enzyme to substrate. Strains of E. coli in which 
the /3-lactamase is a surface enzyme are resistant to carbenicillin and ampi- 
cillin, whereas strains in which there are no such surface enzymes are 
sensitive to these drugs. 

(d) Agar difJusion method. Weiser, Wimpenny and Asscher (1969) investi- 
gated the action of EDTA/antibiotic combinations on Pseudomonas 
aeruginosa by an agar diffusion method. I n  this, an agar plate seeded with 
the organism is poured, and two cups cut with their centres close to each 
other, e.g. 1.5 cm apart. One well is filled with EDTA, the other with the 
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test drug. A synergistic cffect is shown by the inhibition of growth in the 
area between the two cells (see Sykes and Spooner, this Series, Vol. 7B). 

(e) Other chelating agents. Not only EDTA has an effect on bacterial 
permeability. Roberts, Gray and Wilkinson (1970) have studied the effects 
of EDTA and of other chelating agents (e.g. nitrilotriacetic acid, diethyl- 
enetriaminepenta-acetic acid) on Ps. aeruginosa and have shown that the 
bactericidal activities of these compounds are closely related to their 
affinities for Mg++ ions. It thus seems likely that at least some of these 
chelating agents could substitute for EDTA in the procedures described 
above, although it is doubtful whether any benefit would result. 

(f) Cell-free systems. Details of the effects of drugs on cell-free bacterial 
systems are described later, when relevant. It is, however, interesting to 
note here that the results of experiments of EDTA treatment as described 
above may lead to the same conclusion as experiments involving cell-free 
systems, e.g. the peptidoglycan (mucopeptide) synthetase of E. coli is 
sensitive to vancomycin (Strominger et al., 1968), whereas the whole cells 
are sensitive to this antibiotic only upon EDTA treatment (Russell, 1967), 
suggesting that the cells present a permeability barrier to vancomycin. 

(g) Role of LPS in drug resistance. An interesting technique has recently 
been described by Tamaki, Sat0 and Matsuhashi (1971) for isolating 
novobiocin-supersensitive (NS) or penicillin-supersensitive (PS) mutants 
of E. coli by treatment of the parent cells with N-methyl-N’-nitro-N- 
nitrosoguanidine (NTG) as described by Adelberg, Mandel and Chem 
(1965). Such treated cells are grown on agar to give several hundred col- 
onies/plate at 37°C. Colonies from this master plate are replicated on plates 
of agar containing antibiotics. Colonies which do not grow on at least one 
of the replica plates at 37°C are collected from the master plates. Tamaki 
et al. (1971) also point out that a more efficient method for isolating anti- 
biotic-supersensitive mutants is the penicillin screening technique first 
described by Lederberg (1950). In  this, the cells are treated with N T G  
and subsequently segregated for 17 h, and are then transferred to nutrient 
broth (to give a density of ca. 108 viable cells/ml) containing 300 pg/ml of 
penicillin and 400 pg/ml of novobiocin. After incubation at 37°C for 16 h 
with shaking, the cell suspension is diluted a 1000-fold with broth, and 
0-1 ml samples spread on nutrient agar plates. Most of the colonies which 
appear in the experiments described were NS. 

Sud and Feingold (1970) have recently examined the lipid composition 
and susceptibility to polymyxin B of liposomes (lipid spherules in aqueous 
suspension) prepared from the lipids isolated from wild type, highly poly- 
myxin-resistant Proteus mirabilis, and two polymyxin-sensitive mutants 
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(one obtained by use of NTG, the other by using sulphadiazine), and have 
found that polymyxin B resistance is determined by a permeability barrier 
presented by the cell envelope. Details of the isolation of wall lipid from 
Ps. aeruginosa are given by Brown and Wood (1972). 

(h) Correlation between lipophilic character and antibacterial activity. A 
relationship between lipophilic character, expressed as a chromatographic 
R,  value (measured by means of reversed-phase thin layer chromatography) 
and antibacterial activity of penicillins and cephalosporins has been 
demonstrated (Biagi et al., 1970). 

2. Gram-positive bacteria 

The resistance of Gram-positive bacteria to antibacterial agents may also 
be the result of permeability factors, recent studies having shown that there 
is a relationship between the amount of lipids in the cell walls of staphylo- 
cocci and of vegetative bacilli and their resistance to antibacterial agents 
(Hugo and Stretton, 1966; unpublished findings from our laboratories). 
This is of more than mere academic interest since, when freshly isolated, 
staphylococci may contain an appreciable amount of lipid in their cell 
walls. 

The effect of cellular lipid can easily be demonstrated experimentally. 
Bacteria are repeatedly subcultured in nutrient broth containing 3% w/v 
glycerol; as a result, there is an increase in the negative mobility (see 
Electrophoresis, p. 123) of the cells in the presence of 10-4 sodium dodecyl 
sulphate, indicating an increased lipid content at the surface of the cells 
(James, 1965). The amount of cellular lipid may be quantitatively deter- 
mined by extraction with chloroform : methanol from the dry cells 
(Folch et al., 1957). 

These readily extractable lipids from Gram-positive (or from Gram- 
negative) bacteria may be separated by thin layer chromatography on 
silica gel G plates, and the classes of bacterial lipid characterized by 
various methods (Dunnick and O’Leary, 1970): by comparison of Rf 
values with Rf values of standard lipid samples; and by reaction of bacterial 
lipids with various lipid stains applied to the plate in the form of a spray, 
e.g. iodine vapours, rhodamine 6G (Dittmer and Lester, 1964) or 2,7- 
dichloro-fluorescein for the determination of all lipid classes, and ninhyd- 
rin, molybdenum blue, periodate-schiff reagent and diphenylamine reagent 
for the determination of, respectively, primary and secondary amines, 
phosphate ester groups, lipids containing a-glycols and glycolipids. 

A flow-sheet of the process is briefly given in Fig. 2, which also shows 
the separation of phosphatidyl ethanolamine fractions and fatty acids. The 
latter may be characterized by infrared spectra or by gas chromatograms. 
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and methylation 

TLC on silica 
gel G plates 

,of lipid classes 
Reaction with 
agents (see text) 

FIG. 2. Outline of scheme for isolation of lipids and fatty acids. 

3. Bacterial spores 

Sykes (1970) has postulated that the reason why several bactericidal 
agents are not lethal to spores is because of the impermeability of these 
forms to such compounds. King and Gould (1969) and Gould, Stubbs and 
King (1970) have recently lent support to such a hypothesis, and have 
described the structure and composition of resistant layers in spore coats. 
Treatment of spores with /3-mercaptoethanol (ME) was carried out in 
such a way as to cause sensitization of spores to lysozyme, a spore enzyme 
or hydrogen peroxide, but insufficient to cause inactivation before exposure 
to these; further treatment with alkali, which removed a protein from the 
outer coats of ME-treated spores, caused greater sensitization to these 
lytic agents. T o  determine this, spores (10mg equiv. dry wt/ml) are 
incubated in 7M urea (pH 2.8) containing ME (10% v/v) for 1 h at 37°C 
cooled, centrifuged and washed four times with cold water. For alkali 
treatment, the cells are resuspended in 0 . 1 ~  NaOH and incubated for 
15 min at 4°C before washing four times in cold water. Subsequent lysis 
by lysozyme, spore enzyme or H202 can be measured by the decrease in 
optical density. 

The  results from such an experiment suggested (i) that the disulphide 
rich protein is involved in resistance, since its removal by reagents which 
break disulphide bonds allows lysozyme to pass through the spore coat 
and reach its mucopeptide substrate, (ii) that the alkali-soluble protein 
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also pays a role in resistance of spores to lysozyme and HzOz (Gould et al., 
1970). 

Such a technique is obviously worthy of further consideration in relation 
to the resistance of spores to other agents. 

C. Methicillin-resistant staphylococci 

These present a special problem and hence are considered separately. 
The reasons for their resistance are not known; what has been ascertained, 
however, is the lack of evidence for a difference in the proportion of the 
cell mass that is mucopeptide in the cells of methicillin-resistant (MR) and 
methicillin-sensitive (MS) cultures; nor is there any major difference in 
the amino-acid composition of cell walls of MR and MS strains (Dyke, 
1969). However, studies with lysostaphin have suggested that although 
there is no difference in amino-acid composition, there could (a) be differ- 
ences in amino-acid sequence or (b) be present some non-mucopeptide 
component in MR cells that prevented access of lysostaphin to its substrate 
(glycyl-glycyl bonds) (Sabath et al., 1970). 

Strains of MR staphylococci which are naturally occurring show a popu- 
lation heterogeneity in their response to methicillin. They also produce the 
enzyme penicillinase (p-lactamase), but penicillinase-less variants of MR 
strains may be used for studying their resistance without the complicating 
presence of the enzyme. The selection of penicillinase negative variants 
from MR strains has been described by Dyke, Tevons, and Parker (1966). 
In addition, Dyke (1969) has reported the isolation of an MR penicillinase 
negative strain which is homogeneously and stably resistant to methicillin. 

Methods of detecting MR are as follows (Hewitt, Coe and Parker, 1969; 
Parker and Hewitt, 1970). 

(a) Resistance should be suspected when a zone of inhibition (no 
matter what size) around a methicillin disc contains large numbers 
of evenly distributed colonies. 

(b) If a 30°C incubator is available, a disc test with methicillin (10 pg 
disc) is probably the method of choice: growth up to, or within, 1 mm 
of such a disc on agar or blood agar denotes an MR strain. Alterna- 
tively, a spot inoculum (0-002 ml drop of culture) can be incubated 
at 30°C on an agar plate containing 10 pg methicillin/ml. 

(c) Profuse growth of MR strains occurs on agar containing 10 pg 
methicillin/ml and 5% w/v sodium chloride (Barber, 1964) after 
18 hat 37°C. 

(d) An MR strain requires 25 pg/ml (or more) of methicillin to inhibit 
growth in broth after 18 h at 30°C (Annear, 1968) or 45 h at 37°C. 
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D. Drug inactivation 
Inactivation of an antibacterial substance by a bacterial strain should 

mean that that compound is ineffective against that particular strain. 
If results are taken after a long period, e.g. 24-48 h as in experiments 
involving MICs, then this is the logical conclusion. However, over a much 
shorter period this may be incorrect, e.g. the majority of cells of some 
strains of Ps. aeruginosa are initially killed by penicillin, but there is 
simultaneous destruction of the antibiotic to a point where a very low drug 
level is reached, when re-growth of the surviving cells occurs (Sabath and 
Abraham, 1964). The same finding emerges with E. coli R+ T E M  and 
cephaloridine and a new cephalosporin, 7-cyanoacetylaminocephalosporanic 
acid (Russell, unpublished results). 

Thus, a consideration of enzymatic destruction of a compound must be 
balanced by the fact that the cells may, in fact, be intrinsically sensitive 
to the drug. A classical example occurs with penicillinase-producing strains 
of staphylococci, and a simple method for comparing intrinsic sensitivity 
(genotype) and resistance caused by destruction of the drug by the culture 
as a whole (phenotype) is to determine the MIC of a penicillin or cephalo- 
sporin against both a large (ca. 107 viable cells/ml) and a small (ca. lO3/ml) 
inoculum. Reduction of day-to-day variation in results can be attained by 
prior standardization of the viable numbers in the culture, e.g. by adjust- 
ment to optical density (Hewitt and Parker, 1968). 

1. Destruction of penicillins and cephalosporins 

(a) Detection of /3-lactamase-producing strains. Several methods have been 
described for detecting those strains of bacteria which produce a /3-lacta- 
mase, but only four will be described here. Smith and Knox (1961) 
described a method in which a membrane filter on which an organism had 
grown overnight on agar was placed on filter papers impregnated with 
benzylpenicillin (or cephaloridine, although Fleming et al. (1970) recom- 
mended cephalosporin C for detecting “cephalosporinase” producers) and 
2% Andrade’s indicator. Penicillinase-producing organisms became red ; 
however, to distinguish between /3-lactamase and penicillin amidase 
(acylase) activity, Hamilton-Miller, Smith and Knox (1963) recommended 
a butanol/acetate chromatographic procedure. A membrane filter pro- 
cedure has also been employed by Holt and Stewart (1963) : in this, benzyl- 
penicillin is incorporated into an agar base containing the Oxford strain 
of Staph. aureus (NCTC 6571). A membrane filter is layered on top, and 
heavy spot inocula of suspected /3-lactamase-producing organisms added. 
Growth of the indicator (Oxford) strain indicated p-lactamase activity. 
A combined enzyme induction-enzyme detection test (methicillin-induced 
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N-phenyl-1-naphthylamine-azo-o-carboxybenzene or MI-PNCB test) has 
been described by Duma and Kunz (1968), in which a 5 pg methicillin 
disc is used for induction, and PNCB (purple when acid) is used to detect 
enzyme production by staphylococci. Gram-negative /I-lactamase-produc- 
ing bacteria produce a redlorange colour when grown in broth containing 
100-250 pglml or more of a new cephalosporin (7-cyanoacetylamino 
cephalosporanic acid) and it is conceivable that in witro use could be 
made of this finding (Russell, 1971~). 

(b) Inactiwation of/I-Zmtum drugs. Several methods have also been described 
for investigating, quantitatively, the sensitivity of penicillins to /I-lacta- 
mases. These methods have been well documented by Hamilton-Miller, 
Smith and Knox (1963) and the following is based in part on their review. 

(i) Iodometric technique (Perret, 1954; Citri, 1958). This method is 
based on the fact that penicilloic acids but not penicillins take up iodine 
(8 molecules per molecule of ampicilloic or benzylpenicilloic acid); it thus 
cannot be used to follow hydrolysis by penicillin amidase, because 6-amino 
penicillanic acid (6-APA) does not reduce iodine. In Perret’s method, iodine 
uptake is determined by sampling the reaction mixture into excess iodine 
and back-titrating with sodium thiosulphate. In Citri’s procedure, the time 
taken for a standard amount of blue starch-iodine complex to be totally 
decolorized is the basis for determining the reaction velocity. 

(ii) Micro-iodometric technique. A considerably more sensitive method 
for determining the rate of hydrolysis of penicillins by /I-lactamases has 
been described by Novick (1962) who also used decolorization of the blue 
starch iodine complex as the chromogen, absorption at 620nm being 
measured. Jack and Richmond (1970) have recently employed this tech- 
nique in studying the ,!?-lactamases synthesized by Gram-negative bacteria 
against benzyl-penicillin, ampicillin and cephaloridine as substrates 
(at 6 mM), thus obtaining what is termed a “substrate profile”. One mole 
of cephaloridine after hydrolysis, was assumed to react with four equiva- 
lents of iodine (see Alcino, 1961). 

(iii) Hydroxylamine technique. Hydroxylamine reacts with penicillins 
at pH 7, leading to the production of a hydroxamic acid: 

S 
/ \  

S 
/ \  

R.CO.NH -CH-CH C--Me2 R.CO.NH-CH-CH C-Me? 
I I  I I 1  I 

O=C-N-CH.COOH CO NH-CH.COOH 
I 
NHOH 

Hamilton-Miller et al. (1963) state that this reaction is complete within 
10 min at room temperature and at pH values 6-8, and that the hydroxamic 
acid is stable for 2 h. It forms a coloured complex with Fe+++ ions; 
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although this chromogen is stable for only a few minutes, extended stabili- 
zation can be achieved by extraction into n-butanol. Absorption is measured 
colorimetrically at 550 nm. 

This method will not measure penicillin amidase activity, but suffers 
from the disadvantage of a lack of sensitivity, the lower limit for most 
penicillins being 400 pg/ml. 

(iv) Acidimetric procedures. The  rate of hydrolysis of penicillin can be 
measured either manometrically (Henry and Housewright, 1947) or by 
an alkaline titrimetric method. In  the manometric assay, the volume of 
COz liberated from a bicarbonate buffer as the antibiotic is hydrolysed to 
the corresponding penicilloic acid is proportional to the rate of hydrolysis. 
The  method is time-consuming. Wise and Twigg (1950) devised an alkaline 
titrimetric method, used by, e.g. Selzer and Wright (1965), in which 
measured amounts of dilute alkali ( 0 . 1 ~  NaOH) are added at a sufficient 
rate to neutralize the carboxyl groups as they are freed by enzymatic 
hydrolysis of the penicillin molecule. 

(v) Spectrophotometric determination. O’Callaghan et al. (1968) followed 
the rate of hydrolysis of cephaloridine by its decrease in absorption at 
255 nm. The  advantage of this method, is that it allows a study of the 
hydrolysis of the antibiotic in the presence of penicillins, and other (slowly 
or non-hydrolysable) cephalosporins. 3 ml of a 100 p~ solution of cephal- 
oridine (initial extinction ca. 1.4 at 255 nm) was used for this study. 

(vi) Microbiological. The  microbiological assay of antibiotics is a 
procedure too well known to be described in detail here; in brief, it involves 
a comparison between a solution of known potency and a solution of 
unknown potency in their inhibitory effect on the growth of a susceptible 
micro-organism. The  classical method of carrying this out is by the cup- 
or cylinder-plate technique. The difficulty is, of course, that enzyme activity 
may continue during the assay. A suitable procedure is to remove the 
bacteria by, e.g. membrane filtration, and stop the enzyme activity in the 
filtrate by iodine treatment. This is diluted to subinhibitory levels when 
dilutions are prepared for placing in the cups or cylinders, especially if a 
spore-former such as Bacillus subtilis is used as the assay organism. 

2. Destruction of other drugs 

(a) Chloramphenicol. Inactivation of chloramphenicol on incubation of the 
antibiotic with appropriate co-factors and extracts of E. coli carrying 
resistance (R) factors has been found (Shaw, 1967), and Sompolinsky, 
Ziegler-Schlomowitz and Herczog (1968) have described chloramphenicol- 
susceptible, inactivating and tolerant strains of E. coli. They examined 
acylation of the drug by the inactivating strain by treatment with alkaline 
hydroxylamine, and FeC13 to measure hydroxamate formation at 540 nm. 



116 A. D. RUSSELL, A. MORRIS AND M. C. ALLWOOD 

Holt (1967) has used an infrared spectrographic method to show that 
inactivation results from an attack at the amino group of the chloramphen- 
icol molecule. 

(b) Aminoglycoside antibiotics. Some bacteria possess R factors which 
confer resistance to amino-glycoside antibiotics in a host bacterium by 
virtue of enzymic inactivation of these drugs, e.g. inactivation of strepto- 
mycin by phosphorylation and adenylation, and of kanamycin by acetyla- 
tion and phosphorylation, has been described (Ozanne et al., 1969). Ben- 
veniste and Davies (1971) have found that strains of E. coli carrying an 
R factor which inactivate kanamycin by N-acetylation will inactivate other 
aminoglycoside antibiotics by acetylation also. Adenylating or phosphory- 
lating activity is determined with l4C-adenosine 5'-triphosphate (ATP) 
and P ~ ~ P - A T P ,  respectively, using osmotically shocked cells (treatment 
of cells with tris-EDTA-sucrose, followed by shocking with cold water) 
to remove the adenylating and phosphorylating activity from the cells 
(Ozanne et al., 1969). A somewhat similar procedure, for determining 
acetylating enzyme activity with (1-1%) acetylcoenzyme A, is described 
by Benveniste and Davies (1971). 

3.  Enzyme induction 
A detailed account of enzyme induction is obviously outside the scope 

of this Chapter. It is however, of relevance to the present Section since 
/?-lactamase induction has been shown to occur in Gram-positive bacteria 
but not to such a great extent in Gram-negative organisms (a notable 
exception to this is Ps. aeruginosa). Pollock (1957) has described the activity 
and specificity of inducers of penicillinase production in a strain (NRRL 
569) of Bacillus cereus, and has shown that only compounds closely related 
to benzylpenicillin, including various cephalosporins, could act as inducers. 
In Pollock's method cells were grown to a specific opacity, before being 
transferred to conical flasks to which suitable quantities of the substances 
under test were added (a control consisted of no added inducer). Samples 
were removed when required into chilled 8-hydroxyquinoline solution, 
and penicillinase activity determined manometrically (see earlier). 

4. Antibiotic combinations 
A penicillin or cephalosporin which is rapidly destroyed by a Gram- 

negative /?-lactamase-producing organism may, in fact, be highly active 
against these bacteria if the enzyme activity is inhibited. Such protection 
of the drug can be achieved by using it in conjunction with a /?-lactamase- 
resistant penicillin (which is itself inactiwe against that organism), e.g. 
methicillin, cloxacillin, flucloxacillin or nafcillin. Experiments with whole 
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cells can be carried out in broth for determinations of MICs and viable 
counts, or in agar where an antibiotic diffusion technique may be used. 
Such experiments have recently been carried out by Hamilton-Miller 
(1971). An alternative procedure is to examine for spheroplast induction 
(p. 137) (Russell, unpublished data). 

With crude enzyme systems of a b-lactamase, and a cephalosporin? 
a “protective” penicillin, the spectrophotometric technique of O’Callaghan 
et al. (1968), may be used. Selzer and Wright (1965) have used the potentio- 
metric method described earlier for measuring the impairment by p- 
lactamase-resistant penicillins of the inactivation of benzylpenicillin by 
B. cereus penicillinase. 

E. Resistance (R) factors 
Multiple drug resistance among the Enterobacteriaceae was first observed 

in Japan, and has been shown to be “infectious” or “transmissible” in 
that resistance to several drugs can be transferred from resistant (donor) 
strains to sensitive (recipient, acceptor) strains by conjugation (Watanabe, 
1963; see also reviews by Datta, 1965; Anderson, 1968; Walton, 1968) 
similar to the F-factor in E. coli (Meynell, Meynell and Datta, 1968). 

Techniques for demonstrating R-factor transfer may be made in both 
liquid and solid media. 

1. Liquid media 

Basically, this procedure involves growing donor and recipient strains 
together overnight in broth, and then plating on to a medium (the selective 
medium) containing an antibiotic to determine whether the recipient 
strain is now resistant to this drug. Examples of the methods employed 
by the many investigators in this field are provided below. 

Anderson and Datta (1965) used E. coli K12 F-, requiring methionine, 
as the recipient. Mixed cultures of this and resistant Salmonella typhi were 
spread on minimal agar supplemented with 0.5% lactose, 20pg/ml 
methionine and 25 pg/ml ampicillin. Colonies of the recipient strain 
which developed were purified by plating on nutrient agar and identified 
as E. coli K12 Met-. Anderson (1965) and Anderson and Lewis (1965) 
described a technique for screening drug-sensitive strains for the presence 
of transfer factors. This involves the incorporation of a strain in a mixture 
consisting of an intermediate recipient (containing a non-transferring 
R-determinant) and a final recipient which is devoid of a transfer factor 
and which is drug-sensitive. 

Smith (1970) inoculated 0.02 ml of 24 h cultures of each of donor and 
recipient strains into broth, the recipient strain consisting of a nalidixic 
acid (NA)-resistant, antibiotic-sensitive strain of S.  trphi, and the donor 
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strain being a NA-sensitive antibiotic-resistant strain of E. coli. The mixed 
culture was incubated at 37°C for 24 h, and then inoculated on to a plate 
of McConkey agar containing NA plus one of the antibiotics (as discs) to 
which the donor strain was resistant and the recipient strain sensitive. The 
plate was incubated at 37°C for 24 h, and any colonies of the recipient 
strain which grew were purified by replating and determining the drug 
sensitivity pattern. The proportion of organisms of the recipient strain 
which have acquired resistance may be determined by carrying out a viable 
count, using the surface viable dropping method, on McConkey agar 
containing NA alone and with one or other of the antibiotics to which the 
donor strain is resistant. 

A somewhat similar procedure is employed by Hinshaw et al. (1969) 
except that donors were NA-sensitive, antibiotic-resistant strains of 
Klebsiella and Aerobacter, and the recipient was a NA-resistant, anti- 
biotic-sensitive E. coli mutant strain. 

2. Solid media 
Because of the difficulty in the above method of isolating the cells in 

the donor culture that contribute the R-factor in the transfer process, 
Lee and Richmond (1969) developed a method whereby the frequency of 
transfer of an R-factor could be assessed on solid media and cells of the 
donor type could be isolated. The method involved using a derepressed 
mutant of E. coli K-12 W3110 which is sensitive to antibiotics and which 
synthesizes alkaline phosphatases at a fully derepressed rate in the presence 
of 0 . 2 ~  inorganic phosphate. This enzyme is usually produced by E. coli 
only when the concentration of phosphate in the medium becomes limit- 
ing, with repression virtually complete in the presence of 0 . 1 ~  phosphate. 
Basically, the technique is to grow “microcolonies” of the donor strain 
on agar (2 h incubation), add the recipient strain, incubate for ca. 30 min 
and then cover with half-strength agar containing 0.2M phosphate plus the 
desired antibiotic. Resistant recipient colonies are detected by examining 
for alkaline phosphatase production with 0 . 1 ~  sodium a-naphthylphosphate 
and 0 . 1 ~  3,3’-dimethoxybenzidine; such colonies are stained a bright 
purple. Care is needed because of the carcinogenic nature of the dimeth- 
oxybenzidine. See also Sykes and Richmond (1970). 

V. REPAIR OF INJURY 

Bacteria which have been sublethally injured may require a “conval- 
escent” period during which the damage to the cell is repaired, e.g. 
ultraviolet-irradiated bacteria, in which cellular injury is presumably the 
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result of the formation of pyrimidine dimers in DNA may be able to 
remove these dimers and hence repair the damage inflicted upon them. 
In the same way, heat-treated cells can repair permeability damage and 
damage to ribosomal RNA (Iandolo and Ordal, 1966; Allwood and Russell, 
1969b). Iandolo and Ordal(l966) used changes in the sensitivity of Staph. 
a u y m  cells to NaCl as an index of repair. The  repair of injury induced by 
freeze-drying Salmonella anatum occurs rapidly after rehydration (Ray, 
Jezeski and Busta, 1971). Repair of damage caused by various drugs may 
also occur. 

In  general terms, a suitable procedure is to transfer treated bacteria to 
an appropriate liquid recovery medium wherein growth, DNA, RNA, 
protein and cell wall (e.g. mucopeptide (peptidoglycan)) syntheses, DNA 
degradation, RNA degradation, metabolic pool composition and permeabil- 
ity controls can be assessed. Details of these techniques will appear in 
subsequent Sections of this Chapter. Allwood and Russell (1969b) used 
some of these methods when heat-treated Staph. aureus cells were trans- 
ferred to recovery media. Tomlins and Ordal(1971a) showed that recovery 
of Salmonella typhimurium from thermal injury was dependent on RNA 
and protein syntheses. Tomlins and Ordal(1971b) used a technique invol- 
ving polyacrylamide gel (3% in Tris acetate buffer, pH 7-7.2) electro- 
phoresis of ribosomal ( r )  RNA, and showed that after thermal injury of 
these cells the 16s RNA was totally, and the 23s RNA was partially 
degraded; sucrose gradient analysis demonstrated that after injury the 
30s ribosomal subunit was totally destroyed. During recovery of the cells 
from thermal injury, four species of rRNA accumulated. 

VI. DETERMINATION OF BINDING OF DRUGS 

The  determination of the binding or uptake of a drug by bacterial 
cells or their components is a necessary part of any attempt to elucidate 
the mechanism of action of the drug. Binding studies indicate the site of 
action of the drug but they do not necessarily provide direct evidence for a 
proposed mode of action. 

Quantitative and qualitative techniques are available for the determina- 
tion of binding and the quantitative methods are concerned with three 
main problems : 

(a) The addition of the drug to the potential binding materials. 
(b) The separation of the bound drug from that not bound. 
(c) The assay of the free and/or bound drug. 

Some of the qualitative methods can be quantitatively applied also. 
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A. Theoretical considerations of adsorption 
Comprehensive studies of adsorption processes have been described 

elsewhere (Giles et al., 1960). A brief account of the four main classes of 
absorption isotherms follows. 

(a) S curves, which indicate a vertical orientation of the adsorbed 
molecules at the surface. 

(b) L curves, or “Langmuir” isotherms which usually indicate that the 
molecules are adsorbed flat on the surface, or sometimes, that ions 
with particularly strong intermolecular attraction are adsorbed 
vertically. 

(c) C curves, which are linear and which indicate that the solute pene- 
trates into the adsorbate more easily than the solvent. 

(d) H curves, which are indicative of solutes adsorbed as ionic micelles. 

B. Outline of procedure for quantitative studies 
1.  Addition of drug to binding component 

When using a non-radioactive form of the drug it is often necessary 
to use thick suspensions of binding material in order to detect the amount 
bound. The amount of material used is standardized and a range of 
quantities are placed in contact with the drug. The concentration of the 
drug can also be varied and the period of contact is also controlled. It is 
therefore possible to estimate the rate and the extent and degree of binding. 
This procedure can be carried out under different conditions so that the 
effects of pH, temperature and competitors for the binding site can be 
estimated. 

The sensitivity of the method is increased by use of radio labelled drug 
and the higher the specific activity the greater the sensitivity. The pro- 
cedure adopted is as described for the non-radioactive drug and with 
either form the distribution of the drug within whole cells or the compo- 
nents of cells can be determined by utilizing a suitable separation procedure. 

2. Separation of bound and free drug 
(a) Centrifugation. Separation of the particulate matter from the super- 
natant fluid can be achieved by centrifugation at a sufficient speed to 
produce a clear supernatant fluid. When this procedure is chosen it 
complicates any studies on the rate of binding because of the time spent 
during centrifugation. Also if the binding is not very strong it is possible 
that some of the drug will be freed during the process. 

Gradient centrifugation can be used to localize the area of binding to 
a cellular component or to determine the distribution of the drug within 
that component. The drug-material mixture is added to the top of a 
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gradient such as a sucrose or caesium chloride gradicnt and centrifuged 
at high speed for sufficient time to achieve good separation. The disad- 
vantage of centrifugation mentioned above is inherent in this method also 
and an indication of separation of the complex is given when trailing of 
radioactivity occurs when a radioactive drug is used. 

(b) Chromatography. Depending on the properties of the drug and binding 
material, systems can be developed for separating drug and binding material 
from the complex formed between the two. Provided there are differences 
in the mobility of the components of the reaction mixture, separation can 
be achieved and the amount bound assayed. Radiolabelled drug finds 
greatest application for quantitative studies by this method. It is possible 
that the system employed will cause some bound drug to be released from 
the binding material, but chromatography will also provide information 
on the type of binding occurring. 

(c) EZectrophoresis. This method exploits the difference in mobilities of the 
components of the reaction mixture under the influence of an electrical 
field and the actual system employed will depend on the properties of the 
drug and material used. For bacterial cells a method has been developed 
specifically for measuring changes in electrophoretic mobility in the 
presence of drugs (see page 123). 

(d) Filtration. When suspensions of binding material are used, this method 
allows rapid separation of the components provided the binding material 
does not pass through the filter. It can be used to gain information on the 
relationship of binding with time and when a radioactive drug is used 
accurate determinations of the amount bound and the amount free can be 
made. Allowances must be made for any drug that adsorbs to the filter 
and usually the cells are washed on the filter so that only the drug 
bound remains attached to the cells on the filter. 

(e) Dialysis and ultrafiltration. The technique of dialysis utilizes the prop- 
erties of a barrier which is selective in allowing solutes to diffuse through 
it; the driving force is a concentration gradient. Ultrafiltration differs in 
that solutes are forced through a barrier by applying pressure to one side 
of it. (The two techniques also differ in that solvent flows in the same 
direction as small molecules in the latter method but in the former method 
there is usually a flow of solvent in the opposite direction to that of the 
small molecules.) 

The barrier normally employed is Visking tubing which is made of 
cellulose and has a known pore size. The apparatus consists of the tubing 
arranged to provide a suitable dialysing area and the mixture of drug 
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and binding material is placed inside and the unit sealed. The outside of 
the tubing is covered by the diffusate solvent and temperature controls 
and stirrers can be used if necessary. 

For ultrafiltration a similar apparatus is used except that a source of 
pressure is included. Separation proceeds more quickly with ultrafiltration 
but dialysis is probably the more discriminating method. 

3 .  Measurement of drug 
(a) Absorption methods. Some drugs possess characteristic absorption 
spectra and these can be assayed by constructing a reference curve with 
purified drug relating absorption (usually at the wavelength of maximum 
absorption) to concentration. Supernatant fluids can then be determined 
for free drug and hence the amount bound can be determined. It is also 
possible that the drug bound to a component could be selectively re- 
absorbed and assayed and whenever this is possible it would allow deter- 
minations to be made to account for all the drug used. 

(b) Chemical determinations. The chemical character of some drugs enables 
chemical determinations to be carried out and supernatant fluids can be 
assayed by utilizing a standard curve constructed from determinations 
made with known amounts of the drug. 

(c) Biological assay. The plate-cup method can be used for determining 
the amount of drug not bound and determinations of small quantities 
can be carried out by this method. 

C. Other methods 
1. Diflerence spectroscopy 

By measuring the changes in absorption of drugs or cellular components 
information on their interaction can be obtained. This is described in 
detail later (p. 141). 

2 .  Chromatography 
Chromatography can be used for separating free drug from drug- 

binding material complexes. It can also be used directly as a measure of 
binding by adding the drug and binding material to the system employed 
and allowing separation to take place. 

3 .  Analytical centrifugation 
Evidence that binding has occurred can sometimes be obtained by 

adding a drug to a bacterial component that normally will not sediment in 
an analytical centrifuge. If sedimentation now occurs then it is due to the 
binding of the drug to the component. 
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4. Electrophoresis using bacteria 

The basis of this technique is that bacteria carry a net charge on their 
surface and as such will move under the influence of an electric field. 
The migration rate of a particle under the influence of 1 V cm-1 is called 
its electrophoretic mobility. When a drug combines with the surface of a 
bacterium it is likely to alter the net charge with a consequent change in 
the observed mobility. The  bacteria are suspended in a suitable conducting 
medium and placed in a cylindrical transparent cell. A current is passed 
through this cell via electrodes placed at each end (usually copper-copper 
sulphate or mercury-mercuric nitrate) and the velocity calculated by 
measuring the time taken for the bacteria to travel a set distance. 

From the current conductivity of the buffer solution used as medium 
and the cross sectional area of the cell, the electric field strength can be 
determined and hence the electrophoretic mobility. This is repeated in the 
presence of the drug and the effects of the latter are thereby measured. It 
is essential to carry out a large number of determinations of the velocity 
of the bacterium and safeguards against mechanical movement of the 
apparatus, convection and the entrapping of air bubbles must be taken. 
The apparatus is designed so that emptying and filling of the cylindrical 
cell is easily carried out and provision is made for the use of a microscope 
for following any movement of the bacteria. 

The  theory and precise practical details of this and other aspects of 
electrophoresis will be found in the excellent report edited by Bier (1959). 

The technique as applied to bacteria indicates binding to surface layers 
and the use of protoplasts will provide information on the binding to 
membranes. 

5 .  Fluorescence methods 

Drugs that fluoresce under light of a particular wavelength can be 
determined both inside the cell or cell component and in the free state. 
Some drugs fluoresce when they react with particular cell components 
and it is also possible to add a fluorescent “tag” to a drug and follow the 
uptake of this form. 

6 .  Hydrated electrons method 

A rather sophisticated technique has been developed for studying the 
binding of ions to biological material (Phillips et al., 1970). It involves 
pulse radiolysis of the materials used and provides information concerning 
the reversibility of binding tendencies of drugs. 
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VII. PHYSICAL AND MORPHOLOGICAL CHANGES 

Changes which can be observed in whole cells during exposure to lethal 
agents may be subtly small or large deformations. Bearing in mind the 
nature of the agent, particularly its known properties concerning reactivity 
with biological material, it may be possible to predict certain gross changes 
that can occur to alter cell morphology. Observable changes include 
alterations to cell size or shape, light-scattering ability, lysis, changes in the 
cell matrix and movement. 

A. Changes in morphology and size-indirect methods 
1. Electron microscopy 

Electron micrographs may indicate changes in the appearance of the 
cellular matrix (Allwood and Russell 1969a). Alterations in membrane 
structure are readily observable (Silva, 1967). Care must be taken in 
interpreting observable changes to allow for artefacts during the prepara- 
tion of samples for microscopy. Due consideration of the fixation process 
should be made. 

(a) Fixation of heated bacteria. It seems difficult at present to correlate 
the ultrastructural findings with real alterations in the structure of bacterial 
cell components. The situation during the fixation of intact bacteria, which 
have a normal internal pressure, is different from that existing during the 
fixation of heated bacteria mainly when the fixative is a slow penetrating 
one as is the case with the complete RK procedure. 

Another point to be considered concerns the likely alteration in the 
environmental conditions induced by heat treatment (for instance the 
ionic conditions prevailing in the outside and inside of the bacterial cell). 
I t  is known that such conditions markedly influence the electron micro- 
scopic image of bacterial membranes by interfering with the fixation 
process. 

(b) Fixation of bacteria treated with chemical agents. The possibility that 
the chemical agents under study may interfere with the fixation process 
has to be taken into consideration. 

For instance EDTA will compete with the calcium used in the RK 
fixation procedure. It is known that fixation under conditions of calcium 
deficiency affects the preservation of bacterial membranes. Thus, appro- 
priate controls should be used when such fixation techniques are employed. 

2. Light measurements 
Changes in cell size and density of intracellular constituents (although 

not their location) can be readily detected by light-scattering and turbidity 
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measurements (Mager et al.,  1956). However, there are many pitfalls and 
the interpretation of readings poses considerable problems since interrelated 
effects can add up to a final optical density change or amount of incident 
light scattered by cells. Relatively concentrated suspensions must be 
employed, Turbidimetric and light-scattering measurements should be 
considered separately. 

(a) Optical density (O.D.). A common method for detecting changes in 
cell size and density of cell contents, it is rapidly and easily carried out. 
Measurements are sensitive to the temperature of the suspending medium 
and its composition. The presence of salts may significantly affect the 
observed O.D. of a cell suspension (Bernheim, 1971) particularly of cells 
exposed to certain lethal agents. As a generalization, O.D. changes are 
inversely related to cell size changes (Berhneim, 1963; Koch, 1961). Other 
factors will affect the observed O.D. Protein coagulation or other changes 
in the opacity of the cell constituents will increase the O.D., which in 
contrast is probably reduced by leakage and cell lysis, a secondary effect 
of many lethal agents. The refractive index of the suspending fluid may 
also influence readings. The most important practical consideration is the 
choice of the wavelength of light employed, which must not be absorbed 
by cell constituents. Therefore light of wavelength greater than 350 nm 
is necessary. Sensitivity will be reduced at very high wavelengths: see 
Mitchell (1950) (see also Mallette, 1969, Vol. 1 of this Series.) 

(b) Light-scattering. A nephelometric method may be used to detect 
changes in light-scattering properties of cell suspensions. Lovett (1965) 
has related changes in light-scattering inversely to cell volume changes, 
provided the refractive index of the cell matrix and cell shape remain 
unchanged. Clearly, it will depend on the reflecting properties of the cell 
surface and the overall changes in readings may be influenced by intra- 
cellular disorganization (Allwood and Russell, 1969a). A refined technique 
has been developed to measure changes in cell size and shape. Measure- 
ment of the angular distribution of light scattered by bacterial cells is 
described in detail by Berkman and Wyatt (1970) (cf. this Volume, p. 183). 

B. Measurements of changes in cell sizes 

1 .  Electron micrographs 
While it may prove difficult to measure cell size by light microscopy, 

the use of electron micrographs of whole cells or ultrathin sections is a 
convenient method of measuring the size of bacterial cells. Provided care 
is taken to ensure identical fixation and fixed magnification factors, changes 
in cell size should be quantifiable. Bayde and Williams (1971) have des- 
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cribed the use of the scanning electron microscope for measuring the sizes 
of very small cells, aIthough there are significant limits to its accuracy see 
Bulla et al., this Volume, p. 1. 

2. Packed cell volume 
Lark and Lark (1960) described the use of the haematocrit tube and 

centrifuge to measure changes in the cell volume of bacteria. A concentrated 
suspension of cells (ca. 5 x loll  cells/ml), and centrifugation for a fixed time, 
are essential. This method may be useful for the examination of volume 
changes in curved or filamentous micro-organisms, after drug exposure. 

3 .  Automatic particle counter 
The use of electronic particle size counters to measure bacterial size 

has been described (Harvey and Marr, 1966; Kallings et al., 1969; 
Kubitscheck 1969, this Series, Vol. l), and these references should be con- 
sulted for detailes. When employing the instrument to detect changes 
in the sizes of cells during exposure to lethal agents some precautions 
are necessary. The concentration of electrolyte should be minimal, prefer- 
ably not more than 0.9% (w/v) sodium chloride (Allwood and Russell, 
1969b). Rye and Wiseman (1967) showed that concentrations of NaCl 
greater than 3% (w/v) could result in cell shrinkage. Agent-induced aggre- 
gation of cells could distort cell size distributions. Also, lethal agents 
causing an increase in membrane leakage may increase the permeability 
to the electrolyte and consequently affect the conductivity of the cells. 
All these points should be considered in assessing results obtained with the 
Coulter Counter or similar instrument. 

4. Centrifugation in sumosegradients 
Although little used, this technique may prove a successful method for 

measuring changes in cell size. Chatterjee et al. (1971) employed a 2 to 12% 
linear sucrose gradient centrifugation of cells at 2000 r.p.m. The rate of 
sedimentation will depend on species. The influence of the high concentra- 
tions of sucrose, which may cause shrinkage (particularly of cells with 
altered permeability or cell wall damage), limits the usefulness of this 
technique. 

VIII. CELL WALL DAMAGE 

A. Cell wall synthesis 
The synthesis of mucopeptide is a multistep process and has been 

studied extensively by many workers (reviewed by Strominger et al., 1968; 
Rogers and Perkins, 1968). The steps shown occur within the cell and 
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after the formation of the subunit of GlcNAc-MurNAc-pentapeptide, 
the latter is transported across the membrane and inserted into existing 
cell wall. The final step is the cross-linking of the linear mucopeptide 
strands in which two linear strands are made to undergo a transpeptidation 
reaction with the formation of an interpeptide cross-bridge. This results 
in the elimination of the terminal D-ahine in some organisms mediated 
by a D-carboxypeptidase. Most of these steps have been elucidated with 
the use of cell-free systems. 

1. Total mucopeptide 
Mucopeptide can be isolated and estimated by the method of Hancock 

and Park (1960) and has been applied successfully for studying B. subtilis, 
S. auras and M. lysodeikticus (Gledhill, 1967; Rogers, 1967; Garrett, 
1969). Mucopeptide can be isolated from Gram-negative bacteria by 
processes involving a series of treatments using NaOH ( O S ~ N ) ,  sodium 
dodecyl sulphate (4%), rupturing, washing and phenol (Leutgeb et al., 
1963). Another scheme described by Mandelstam (1962) involves treat- 
ments with ethanol-ether mixtures, acetone, ether, alkaline urea, 2-mer- 
captoethanol and iodoacetate, pepsin, formic acid, phenol and a copper 
sulphate-ethylene diamine mixture respectively. 

Isolated mucopeptide can be estimated chemically. Amino nitrogen can 
be determined by hydrolysing a sample with HCI ( 6 ~ )  for about 16 h at 
105"C, removing the acid in wacuo and applying the ninhydrin method. 
Amino sugars and amino-acids can also be estimated by separating these 
two components after hydrolysis by paper chromatography, and again 
applying the ninhydrin method (Hatton, 1969) (see this Series, Vol. 5B). 

2. Mucopeptide precursors 
The accumulation of precursors indicates an interruption of a synthetic 

pathway. Precursors of mucopeptide can be estimated by the scheme 
outlined in Fig. 3 which is based on the method first introduced by 
Strominger (1957). The method is still widely used and is based on the 
fact that most N-acetyl amino sugars are present as uridine nucleotide 
derivatives and utilizes the modification of the Elson-Morgan reaction 
(Elson and Morgan, 1935) introduced by Reissig et al. (1955) for the deter- 
mination of amino sugars. 

3. Incorporation of labelled compounds 
W-alanine, 3H-DAP, 14C-lysine, 14C-glutamic acid and 3H-aspartic 

acid are commonly used for studying mucopeptide synthesis. For specific 
determination of the incorporation of these compounds, a fractionation 
procedure is necessary and important precautions are necessary under 
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Wet cells (250 mg) 

Cold TCA 1 hour 

Supernatant fluid extracted 
with ether to remove TCA 

i 
Centrifugation 

Boil 

1 r 
NaOH and sodium tetraborate (0.8M) 

Heat 

Dimethylamino benzaldehyde 
(1%) in CH,COOH/HCI (95:5) 

20 min I 
Read colour a t  550 nm 

FIG. 3. Scheme for estimation of N-aCetyhminO sugars (Reissig et al., 1955). 
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Includes: 
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MgClz (0.1M 

KCI (1.0M) 

I4C UDP-Mur-NAc-pentapeptide (2mM) 

''C-UDP-Glc-NAc (2mM) 

H'-glycine 

Amino acids 

ATP (0.02M) 

UDP-Glc-NAC (2mM) 

Descending 

Whatman No. 1 
lsobutyric acid/NH40H I 

Measurement of radioactivity 

(Mucopeptide is immobile) 

FIG. 4. Scheme for measurement of mucopeptide synthesis. 
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Reaction mixture < 

certain conditions. For example, 3H-DAP is converted to lysine norinally 
so excess lysine must be provided for the bacteria in order to inhibit the 
DAP decarboxylase (Smith and Davis, 1967). Similarly, aspartic acid can 
be converted to metabolites other than DAP (Garrett, 1969). 

4. Degree of cross-linking 
Inhibition of the final step of mucopeptide synthesis leads to a reduction 

in the amount of cross-linking occurring between peptide chains. This, 
consequently, results in an increase in the number of free amino groups and 
the content of alanine in the mucopeptide layer. Free amino groups can 
be determined using the method of Fraenkel-Conrat et al. (1955) in 
which mucopeptide (0.5-1.0 pmoles) in a 4% v/v solution of triethylamine 

/ Tris-HCI buffer p H  7.8 (0.5MI 

KCI (1.0M) 

MgCIz (0.05M) 
ATP (0.1 M) 

Glutathione (0.05M) 
''C-D-alanine (0.05M) 

Enzyme 

NADH 

Phosphoenolpyruvate 

Phosphoenolpyruvate ADP transphosphorylase 

J 
Inactivate and precipitate 

Boiling water i 
Supernatant fluid 

I 
4 

Electrophoresis 

Paper strips 

Dipeptide 18 cm 

Alanine 13 cm 1 
Ninhydrin spray 

Determination 
.c 

Whatman No. 3 MM 

Overnight 

lsobutyric acidlNH40H 1 
Estimation 

FIG. 5.  Scheme for measurement of D-alanine-D-alanine synthesis. 

6 
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in water : ethanol (10 : 1 v/v) is reacted with an ethanolic solution of 
fluorodinitrobenzene (5% v/v) for 30 min at 60°C. After evaporation, the 
residue is dissolved in water, extracted with ether and the aqueous phase 
dried under pressure. The resulting DNP-murein is hydrolysed in 4~ 
HC1 at 105°C for 14 h and amino-acids estimated by the ninhydrin method 
or using an amino-acid analyser. 

5 .  Cell-free systems 
Much of our knowledge of mucopeptide synthesis has been obtained 

from the use of cell-free systems developed by Strominger, Park, Neuhaus, 
Ghuysen and their colleagues. It does not fall within the scope of this 
Chapter to cover this aspect in detail and the reader is referred to the work 
written by Neufeld and Ginsburg (1966) for precise practical details. 
Instead, an outline of how some of the steps in mucopeptide synthesis can 
be determined are given in Figs. 47. 

Reaction 
mixture 

Tris-HCI buffer 

MgClz (0.02.M) 

UDP-Mur-NAc-L-ala-D-glu 

me~o-DAP-'~C-D-ala I4C-D-ala 

UDP-GICNAC 

, Enzyme 

60 min I 37Q 
I 

Inactivation 

Descending chromatography 

I 
Measurement bf radioactivity 

(Mucopeptide is immobile) 

FIG. 6. Scheme for measurement of transpeptidation and carboxypeptidation. 

Cell-free enzymes. The preparation of the respective enzymes involved 
in the various steps occurring in mucopeptide synthesis has been des- 
cribed in the work written by Neufeld and Ginsburg (1966). Normally, a 
large batch of culture is produced of the particular bacterium, the cells 
sonicated and particulate matter removed. The supernatant fluid is 
then fractionated by a process of elution and precipitation to produce 



V. METHODS FOR ASSESSING DAMAGE TO BACTERIA 131 

MgClz (0.02Mn) 
ATP (0.05M) 

Uridine Nucleotide (0.002M) 
“C-amino-acid (0.002M) 

‘‘C-D-ala-D-ala (0.002M) 
or 

Assay mixture 

30 min 
f 

(a) Inactivation (b) :/ \ Boiling 

Adsorption Chromatography 

Charcoal 

i 
Elution 

Whatrnan No. 1 

lsobutyric acidlNH40H 

24 hours 1 
Estimation 

Alkaline I EtOH 

Estimation 

FIG. 7. Scheme for measurement of UDP-acetyl muramyl peptides. 

different enzyme fractions, the conditions employed being governed by the 
characteristics of the individual enzymes. 

6. Inhibition of mucopeptide synthesis 

A number of drugs interfere with mucopeptide synthesis and for most 
of these the site of action is now known. Such drugs include penicillins, 
cephalosporins, D-cycloserine, vancomycin and ristocetin. 

IX. MEMBRANE DAMAGE 
A. Introduction 

The cytoplasmic membrane is one of the most delicate components of 
the bacterial cell. Consequently any environmental force or chemical 
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agent which is known to react with protein or lipid may influence the 
integrity of the membrane either at specific functional points or over its 
entire area. The membrane is very accessible, the only barrier usually 
being the cell wall. Although there are many indicators of membrane 
damage, it is difficult to measure the quantity of damage or the total area 
of the membrane whose functions have been influenced by a damaging 
agent. Antibacterial agents may influence a specific function of the mem- 
brane or cause a generalized loss of permeability control. The latter agents, 
at least, are usually lipophilic compounds or almost any physical exposure 
detrimental to cell survival. See the review by Harold (1970). 

The bacterial cytoplasmic membrane controls the entry and exit of 
many substances, carries out a number of metabolic functions and is 
closely associated with the chromosome (see the review by Ryter, 1968). 

B. Methods 
1. Membrane synthesis 

The determination of membrane protein can be carried out as discussed 
in this Series, Vol. 5 (see p. 168). The membrane is isolated by methods 
outlined earlier and total protein or the incorporation of amino-acids can 
be measured. Similarly, the synthesis of the lipid and lipopolysaccharide 
can be determined by measuring the incorporation of fatty acids and 
sugars, and phosphorus incorporation. (Yudkin, 1963). 

2. Membrane function 
(a) Leakage of intracellular materials. A change in membrane function 
often results in the uncontrolled release of intracellular materials from the 
cell. These materials include nucleotides, amino-acids, sugars, and cations 
and are normally part of the pool of low molecular weight metabolites 
present in cells. However, larger constituents are also lost from the cells 
under some conditions. 

Purines and pyrimidines are most easily determined by measuring the 
absorbance of the medium used at 260 nm. In order to do this the bacteria 
must be removed by : 

(i) Centrifugation-the suspension should be centrifuged at a suitable 
speed to allow maximum sedimentation of cells in a minimum time. 
Centrifugation at 10,000 g for 5 min is normally sufficient. Temperature 
should be carefully controlled. 

(ii) Filtration-the cells can be removed rapidly by passing the sus- 
pension through a bacteria-proof filter (which should be washed before 
use). Immediate separation is obtained but it is essential to ascertain that 
the filter pad does not absorb material from the medium. With membrane 
filters, pre-washing in water is adequate. 
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When non-growing cells are being studied, a suitable buffer system can 
be used and for a growing culture a synthetic glucose-salts medium is 
satisfactory. If the drug itself absorbs strongly at 260 nm then it must be 
removed and the procedure adopted will depend on the chemical nature 
of the drug. Penicillins and cephalosporins can be removed by acidification 
and extraction with ethyl acetate and a similar procedure can be used with 
novobiocin (Morris and Russell, 1970; Smith and Davis, 1967). What- 
ever the procedure used it must be ensured that it is specific for the drug 
and does not remove the materials lost from the cell. This can be achieved 
in part by testing the procedure with purines and pyrimidines. The release 
of purines and pyrimidines can also be determined by allowing a culture 
to incorporate the radioactive form prior to treatment with the drug. 
The radioactivity of the supernatant fluid can then be determined. 

The loss of amino-acids can be determined either chemically or by using 
the radioactive form. Chemical methods include those of Yemm and 
Cocking (1955), Moore and Stein (1948) and protein can be determined 
by the method of Lowry et al. (1957). 

A number of methods are available for the determination of sugars, e.g. 
by the anthrone method (Trevelyan and Harrison, 1952). Reducing sugar 
can be determined by the method of Nelson (1949) and can be measured 
using the orcinol technique (Mejbaum, 1939). Where a growth medium is 
being used problems arise because a number of common constituents 
interfere with the procedures adopted. Phosphate and sugars will inter- 
fere with the orcinol determination (see Munro and Fleck, 1966) and these 
must be replaced in the medium if possible. For resting cultures there are 
fewer problems. Radioactive sugars can also be used (Davies et al., 1968) 
and the supernatant fluid examined accordingly. 

Another indication of membrane damage is afforded when the super- 
natant fluid is tested for increased enzyme activity. For example B-lacta- 
mase activity can be assessed as described earlier and the use of a new 
chromogenic substrate allows determinations to be made in nutrient media 
also (O’Callaghan et al., 1972). 

Metal ions can be determined by flame photometry or by using a radio- 
active form. K+, Na+ and Rb+ have been determined with a flame photo- 
meter (Harold and Baarda, 1967) and radioactive forms of K+, Rbf, P 
have been determined in supernatant fluids of drug treated cultures (Harold 
and Baarda, 1968; Silver and Wendt, 1967). It must also be realized that 
once the membrane has been affected by an agent leakage may continue 
even if the drug is removed. 
(b) Responses to alterations in the osmotic environment. Membrane damage 
may result in the increasing sensitivity of cells to the osmotic properties 
of the environment. 
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Osmotic protective substances, such as sucrose, may reduce the leakage 
of cell material during membrane damage (Allwood and Hugo, 1971). 

(c) Increased entry of substances. In addition to the uncontrolled release 
of intracellular substances, changes in membrane function can also result 
in the increased entry of certain substances such as dyes, metal ions and 
certain substrates. 

The use of dyes has proved a useful criterion for measuring changes in 
membrane function-commonly used dyes include 2,3,5-triphenyl tetra- 
zolium chloride or bromide, and anilino or N-tolyl-a-naphthyl-amino-~- 
sulphonic acid (ANS and TNS). The tetrazolium dyes are reduced to 
coloured derivatives by dehydrogenases which absorb at 525 nm (Smith 
and Weinberg, 1962; Hugo and Freir, 1969). The dye is added to the 
drug-treated cells and the cell aliquots are extracted with acetone, removed 
and the absorbance read. ANS and TNS fluoresce when complexed with 
protein. They are normally well excluded from bacteria but membrane 
damage results in increased permeability and the resulting reaction with 
intracellular protein. In practice the cells are added to the dye and the 
fluorescence measured by using an incident light at 400 nm and the fluores- 
cence at 470 nm using a spectrofluorimeter. Sometimes, however, the 
dye will fluoresce strongly when complexed with surface proteins and it 
is not always true to infer that membrane damage has occurred when an 
increase in fluorescence is observed. 

Controls must be carried out to allow for light-scattering of the cells 
and to show that the drug or supernatant constituents do not combine 
with the dye. 

Acriflavine has also been used to detect changes in permeability (Silver 
and Wendt, 1967). It fluoresces when bound to nucleic acids and although 
it enters cells passively, it is necessary to show that the observations made, 
reflect changes in permeability rather than surface binding. 

The Gram stain can also be employed for demonstrating changes in 
permeability (Hugo and Longworth, 1964). 

The methods mentioned above for determining the release of metal 
ions from the cell can be used for determining the entry of those ions also 
(Harold and Baarda, 1967). 

(d) Use of mutants. Certain mutants are incapable of utilizing a substrate 
even though they possess the necessary intracellular machinery. They 
lack the required transport system and are termed permease negative 
(i-, x+, y - ) .  The increased hydrolysis of a substrate can therefore be used 
to indicate membrane changes and the most commonly employed mutants 
are those that possess a p-galactosidase but no permease. By using the 
chromogenic substrate o-nitrophenyl-P-D-pyranoside-galactoside (ONPG) 
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its hydrolysis can be determined by measuring changes in absorbance at 
420 nm. In practice the drug treated cells arc added to the substrate and 
after a suitable time the reaction is stopped with sodium carbonate and the 
absorbance read after removal of the cells: see Brock and Brock (1959). 

Mutants of this nature can also be used to demonstrate membrane action 
of drugs by determining changes in growth characteristics. If a non- 
utilizable substrate essential for growth is used and sub-inhibitory con- 
centrations of a membrane active drug, the bacteria will be found to grow 
more readily. 

3, Gross membrane damage 

Membrane active drugs that cause gross damage will often cause lysis 
of bacteria, e.g. the polymyxins. Thus, the demonstration of a lysis by 
changes in optical density is a preliminary indication of this effect. 

C. Protoplasts, spheroplasts and L-forms 

Bacterial variants such as protoplasts, spheroplasts and L-forms have 
now become standard tools for investigating aspects of drug action and 
for studies on bacterial structure and function. Preparation of these forms 
involves the use of either a metabolic inhibitor or a muralytic enzyme 
(McQuillen, 1960; Hughes, Wimpenny and Lloyd, this Series, Vol. 5A). 

1. Dejnitions 

Protoplasts are defined as osmotically sensitive forms which are entirely 
devoid of cell wall, are unable to divide and do not revert to the parent 
form. 

Spheroplasts are defined as osmotically sensitive forms which are not 
completely devoid of cell wall, do not divide, but can revert to the parent 
form after removal of the inducing agent. 

L-Forms are osmotically sensitive forms which are devoid of, or contain 
very little, cell wall; they can divide but do not revert to the parent form. 
They are able to grow into characteristic colonies on agar and are sometimes 
regarded as stable, non-reverting spheroplasts (Klieneberger-Nobel, 1960). 

The  above classification is not rigid and there is a distinct requirement 
for standard nomenclature in this field. Protoplasts are described as sphero- 
plasts and vice versa and the term spheroplast encompasses a wide spectrum 
of morphological variants. Also protoplasts are capable of reverting under 
certain physical conditions (Landman and Forman, 1969; Clive and Land- 
man, 1970). The  above definitions are based on the reports of Brenner 
et al. (1958), McQuillen (1960) and Martin (1967). 
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2. Preparations 

(i) Gram-positive bacteria. Protoplasts are normally prepared from Gram- 
positive bacteria by the action of muralytic enzymes. Lag- or log-phase 
bacteria are washed and suspended in a hypertonic, buffered medium 
containing the muralytic enzyme. The type of buffer employed is not 
critical but the pH should be optimum for the particular enzyme; metal 
ions and cations are also sometimes necessary (see later). The solute used 
for providing the required tonicity should not be metabolized and should 
not penetrate the membrane. Sucrose, polyethylene glycol and sodium 
chloride are commonly used and the concentration will depend on the 
organism. For example, 0 . 1 ~  and 1 . 0 ~  sucrose is necessary for supporting 
protoplasts of B. megaterium and Sarcina Zutea respectively. Conversion time 
is of the order of 30 min and determination of complete conversion can 
be made by microscopical examination, determination of loss of viability, 
measurement of the decrease in turbidity in the absence of an osmotic 
stabilizer, phage typing, antigenic determinations and estimation of 
mucopeptide. The measurement of changes in turbidity is the most 
convenient since some bacteria do not undergo a morphological change 
during conversion (Op Den Kamp, 1968). 

The most commonly used enzyme is lysozyme and it has been used for 
preparing protoplasts of B. megaterium (Weibull, 1953), Streptococcus 
faecalis (Bibb and Straughn, 1962), B. subtilis (Van Iterson and Op Den 
Kamp, 1969), Streptococcus faecium (King and Gooder, 1970), Sarcina 
lutea and Mimococ~ts lysodeikticus (Gilby and Few, 1960) and Listeria 
rnonocytogenes (Ghosh and Murray, 1967). Its pH optimum lies between 
6 and 7. 

Other muralytic enzymes that have been used for preparing protoplasts 
include an enzyme isolated from Streptomyces griseus (Ward and Perkins, 
1968), a phage associated muralysin (Fremier et al., 1959) and enzymes 
from various bacteria (see McQuillen, 1960; Mohan et al., 1965). 

Inhibitors of mucopeptide synthesis are not normally used for preparing 
protoplasts, since cell wall material remains after treatment. However, they 
are employed for preparing L-forms of both Gram-positive and Gram- 
negative bacteria and it depends upon the individual worker’s interpreta- 
tion as to whether the variants formed initially are either spheroplasts or 
protoplasts. 

(ii) Gram-negative bacteria. Protoplasts of Gram-negative bacteria are 
difficult to prepare because of the diversity of layers present in the envelope 
of these bacteria. Therefore, spheroplasts or L-forms of this class of 
organism are usually prepared although it has been reported that if E. coli 

(a) Protoplasts 
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is plasmolysed in sucrose prior to treatment with EDTA and lysozyme, 
true protoplasts are formed (Birdsell and Cota-Robles, 1968). 

(b) Spheroplusts 
(i) Gram-positive bacteria. Muralytic enzymes have been employed for 
preparing spheroplasts of Gram-positive bacteria, too, and include lysos- 
taphin (Watanakunakorn et al., 1969) and chalaropsis B (Allwood, 1968). 
Conditions used are similar to those outlined above. 

(ii) Gram-negative bacteria. The most commonly used muralytic enzyme 
for the preparation of spheroplasts is lysozyme. However, the mucopeptide 
substrate is usually inaccessible to the lysozyme and special techniques have 
been developed to overcome this difficulty. 

High p H .  Lysozyme will convert E. coli to spheroplasts in pH 9.0 buffer 
(see McQuillen, 1960; Zinder and Arndt, 1956). 

EDTA treatment. Ethylene diamine tetra-acetic acid (EDTA) is often 
used in conjunction with lysozyme for the preparation of spheroplasts. 
Tris buffer (pH 7-8) is also necessary when E. coli is used, since other 
buffers such as Tes and Bicine are not suitable, although they can be used 
for lysing Ps. aeruginosa (Gray and Wilkinson, 1965). The method of 
addition of the components of the system appears to be critical (Repaske, 
1958) and magnesium ions are not normally necessary in addition to the 
stabilizing agent. Conversion can be determined by methods already 
described for conversion of protoplasts. Examples of concentrations used 
are as follows: lysozyme 20 pg/ml, EDTA 100 pg/ml and tris buffer 0 . 0 3 ~ .  

Spheroplasts of Gram-negative bacteria have been prepared using 
leucozyme C and phage-produced muralytic enzymes (see McQuillen, 
1960). Autolytic procedures have also been employed for preparing 
spheroplasts (Mohan et al., 1965) and spheroplasts have been prepared 
using lysozyme in conjunction with a complement system (Muschel, 1965). 

Induction with Metabolic Inhibitors. There are a large number of steps 
involved in the laying down of the insoluble mucopeptide layer. If the 
process is inhibited, the mucopeptide loses its rigidity and lysis ensues. 
However, in the presence of an osmotic stabilizer conversion into sphero- 
plasts occurs and this takes place as the bacteria grows. It is not common 
for metabolic inhibitors to be employed for preparing spheroplasts of 
Gram-positive bacteria but some workers have described the preparation 
of these forms (Hamburger and Carleton, 1966; Montgomerie et al., 1966). 
Normally, the L-form is prepared by prolonging the period of incubation 
with the inhibitor (page 138). 

A large number of antibacterial agents have been used for preparing 
sphcroplasts of Gram-negativc bacteria. The most commonly used are the 
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/3-lactam antibiotics (see McQuillen, 1960; Russell, 1962; Hirokawa, 1963 ; 
Lederberg, 1956) and spheroplasts have also been prepared using cyclo- 
serine (Ciak and Hahn, 1959), lithium chloride (Pitzura and Szybalski, 
1959). 5:fluorouracil (Tomasz and Borek, 1960), glycine (Jeynes, 1957) 
and D-amino-acids. Freshly prepared cells are added to a stabilized growth 
medium (usual sucrose concentration 0.3111) containing the inhibitor. As 
the bacteria grow they are converted into spheroplasts and the latter 
continue to grow in size. There is a requirement for magnesium ions 
(approx. 0 . 1 ~ )  and conversion is most easily followed by phase-contrast 
microscopy. Magnesium ions can be replaced by other metal ions or other 
cations (Hugo and Russell, 1961 ; Tabor, 1962). 

(c) L-forms 
The initial stages of L-form formation require conditions described above 
for the preparation of protoplasts and spheroplasts. Both muralytic enzymes 
and metabolic inhibitors can be used and a protective medium is neces- 
sary. The variants produced initially are subcultured repeatedly into fresh 
medium containing the inducing agent until a stage is reached when no 
reversion to the parent form will occur in the absence of the inducer. 
L-forms produce characteristic colonies on solid medium and production 
is followed by this method. Agents used successfully include the /3-lactam 
antibiotics (Dienes and Sharp, 1956; Dienes, 1967; Hamburger and Carle- 
ton, 1966) vancomycin (Roberts, 1967), bacitracin (Rotta et al., 1965; 
Roberts, 1967), lysozyme (Willett and Thacore, 1966; Gooder, 1968) 
lysostaphin (Watanakunakorn et al., 1969). See Maxted, this Series, Vol. 7A. 

Apart from an osmotic stabilizer, brain heart infusion and magnesium 
ions are normally included in the growth medium. 

4. Susceptibility to antibacterial agents 
(a) Protqplasts. By virtue of the definition used above protoplasts do not 
divide or revert to the parent form. Hence effects of drugs on the viability 
of these forms cannot be assessed quantitatively. However, when placed 
in a suitable growth medium (e.g. Fountain and Russell, 1969) proto- 
plasts are capable of growing in size and will carry out metabolic functions 
similar to those of the parent. The effects of drugs on growth can be deter- 
mined by measuring changes in turbidity and more specific information 
can be obtained by determining the synthesis of protein, DNA and RNA 
in the presence of the drug. The effects of drugs on membrane synthesis 
and function can also be determined by methods employed for normal 
bacteria, and total counts are made easier by the comparatively large 
size of these forms. For resting protoplasts, drug action can be determined 
by measuring total number of cells, changes in turbidity and changes in 
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membrane integrity (leakage). Microscopy can also be employed to study 
the effects of drugs on structure. For electron microscopy these forms can 
be fixed with glutaraldehyde (see also Munton and Russell, 1970b). 

(b) Spheroplusts. The minimum inhibitory concentration of drugs against 
spheroplasts can be determined in either liquid or solid media. Sphero- 
plasts are capable of reversion and MIC determinations are a measure of 
the inhibition of this process. The  media are supplemented with increasing 
concentrations of drug and are seeded with the spheroplast which has 
been freed of the inducing agent. The lowest concentration preventing 
growth after 24 h incubation is the MIC. It is feasible that a similar pro- 
cedure could be adopted to achieve an MIC against spheroplast develop- 
ment, but this would necessitate the presence of the inducing agent and 
would not always be successful because insufficient growth would occur 
to allow visual determination of the MIC to be made. Both methods also 
suffer from the disadvantage that it is difficult to achieve 100% conversion 
to spheroplast form during the inducing procedure. The parent cells 
remaining can complicate the findings particularly using liquid media. 

Changes in turbidity of cultures of growing spheroplasts can be measured 
as for protoplasts and the concentration that produces a 50% inhibition of 
growth compared with the control can be determined. (This can also be 
applied to protoplast growth.) Changes in protein, DNA, RNA and mem- 
brane synthesis can be determined also using methods similar to those 
used for parent bacteria and it is also possible to measure the viability of 
these forms. Once more this is a means of measuring the ability of these 
forms to revert to the parent and serial dilutions are made in hypertonic 
diluting medium, e.g. a 0 . 3 ~  sucrose and 0 . 0 1 ~  Mg++ buffer solution and 
recovery is made in a hypertonic agar medium, e.g. nutrient agar containing 
0 . 3 ~  sucrose and 0 . 0 1 ~  Mg". In  this way the bactericidal action of a 
drug can be quantified, but it is necessary to account for any parent cells 
that may be present initially. This is achieved by carrying out a duplicate 
determination of viability, but using hypotonic diluting, e.g. water and, 
as recovery medium, nutrient agar. It is imperative to remove the inhibitory 
effects of the inducing agent and this is done by dilution or by using an 
inactivating agent (p. 103). 

Similar determinations can be made with resting spheroplasts and as 
with protoplasts total counts can be determined and can be utilized to 
explain any observed changes in turbidity. 

Sensitivity to drugs can also be determined in solid media using impreg- 
nated discs and by electron microscopy (Davies et ul., 1968). 

(c) L-forms. As for spheroplasts, changes in turbidity, macromolecular 
syntheses, membrane structure and function and total numbers can be 
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determined using L-forms. True viability can also be determined and the 
number of colony forming units is measured by diluting to a suitable 
number and plating into a suitable agar medium. Colonies develop over a 
period of 2-6 days and can be counted under a microscope or by eye. 
Total counts are somewhat more difficult because of the irregular mode of 
division of these forms. MIC determinations can be carried out in either 
liquid or solid media, the inducing agent having been removed prior to 
the addition of the drug under investigation (by definition, L-forms will 
not revert to the parent after removal of he inducing agent) (Panos, 1965). 

(d) Mycoplama. Strains of mycoplasma usually grow very slowly and it is 
therefore difficult to follow the effects of drugs on these organisms. For 
routine testing of susceptibility to drugs, innovations have been intro- 
duced in order to obtain results over a relatively short period of time. 
Measurement of turbidity is not always satisfactory and some species have 
a tendency to clump. MIC determinations can be made in either liquid or 
solid media and the media are supplemented with indicators that change 
colour if the organisms are growing. The most popular indicator is phenol 
red and depending on the species of organism is used in conjunction with 
arginine or glucose. The indicator changes colour long before there are 
visible signs of growth and the MIC is the lowest concentration that 
prevents colour development. Normally observations are made until the 
MIC is the same on two consecutive days. Another variation is to use 
discs saturated with different levels of drug and placing these on the surface 
of agar seeded with the organism. A standard zone diameter is set for the 
MIC and the clear zone is surrounded by an area of colour due to the 
indicator incorporated in the medium. The MIC is that level of drug that 
produces the arbitrary size of inhibition zone. 

Viability can be determined using the method of most probable numbers 
but a high degree of replication is necessary to reduce the errors likely 
with this technique. The number of colony forming units can be deter- 
mined by carrying out the necessary dilution and dropping the culture 
on to agar without spreading. Counts are made after 4-6 days of incubation 
using a microscope and this is facilitated by staining the colonies. In this 
way the minimum mycoplasmicidal concentration can be determined. 
Changes in turbidity of cultures can also be determined. 

X. DNA DAMAGE 

A. DNA synthesis 
Methods of estimating DNA synthesis have been well described in 

Vol. 5 of this Series, and will not be repeated here. Drugs which inhibit 
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DNA synthesis include mitomycins, nalidixic acid, phenethyl alcohol and 
novobiocin. 

B. Interaction of drugs with DNA 
Several drugs are known to interact with DNA, with a consequent 

inhibition of DNA or RNA synthesis. Preliminary, but hardly quantitative, 
information as to the extent of binding of a drug to DNA can be obtained 
by washing treated bacteria free of the drug and resuspending the cell in 
drug-free media. A rapid resumption of growth and of DNA (or RNA) 
synthesis parallel to control (untreated) bacteria suggests little (or weak, 
reversible) binding of the drug to DNA. Thus, the antibiotic novobocin, 
which among its many actions inhibit DNA synthesis, is unlikely to be 
strongly bound to DNA (Morris and Russell, 1970). 

The experimental procedures described below have, in many cases 
been widely used in studying drug/DNA interactions. It must, however, 
be pointed out that sources of DNA, e.g. calf-thymus DNA, other than 
bacterial DNAs are frequently employed, and that only rarely has DNA 
been examined after treatment of a bacterial culture with a drug, i.e. the 
usual procedure has been to extract the DNA from bacteria, usually by the 
procedure of Marmur (1961), and to study the effects of drugs on this 
isolated fraction. The tendency then has been to assume that the in oitro 
interaction of a drug with DNA is the same as that which occurs inside the 
bacterial cell, and that this interaction effects the mode of action of the 
drug. 

1. Spectral changes 
(a) Changes in the visible and/or ultraviolet spectrum. Such studies have been 
made with the acridines, triphenylmethane dyes, and various antibiotics 
including the mitomycins (e.g. mitomycin C, porfiromycin) and the actino- 
mycins. Experiments can be carred out in a spectrophotometer of drug -t 
DNA against a blank of a suitable buffer; of drug +DNA against a control 
solution of the drug; or of drug +DNA against a control solution of DNA. 
The last two examples are di f lume spectra, and have been used in, e.g. 
studying the interaction of proflavine with DNA (Walker, 1965), between 
actinomycin D and guanine-containing DNAs (Cerami et al., 1967) and 
between various antibiotics and DNA or different polynucleotides (Ward 
et al., 1965). The procedure of Ward et al. (1965) for carrying out difference 
spectra is briefly described to examplify the method: changes in optical 
density (A0.D.) against wavelength were carried out for a drug against that 
drug +DNA or polynucleotide (in 0 . 0 1 ~  Tris hydrochloride, pH 7.4 
containing 0 . 0 1 ~  NaCI). This gives a qualitative indication of whether or 
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not binding of a drug to DNA will take place. In contrast, the difference 
spectra method carried out by Walker (1965), in which O.D. changes were 
measured for the drug +DNA against DNA, gives a quantitative measure- 
ment of the binding of that drug to the DNA. This is described more 
fully below. 

Interaction of a drug with DNA results in a change in the visible and/or 
ultraviolet spectrum of that drug, e.g. proflavine shows two sharp maxima 
on spectrophotometric examination, one at 260 nm and the other at 445 nm. 
The addition of calf thymus or bacterial DNA causes a progressive dis- 
placement of the absorption maximum in the visible range to regions of 
higher wavelength (Walker, 1965). From a decrease in the absorption at 
440 nm, a measure of the fraction of the drug bound to the DNA (moles 
of drug/mole of DNA phosphorus = r )  may be obtained by the method of 
Peacocke and Skerret (1956), who point out that the measurement of the 
association of a small molecule or ion with a macromolecule (in this case 
DNA) involves the determination of an equilibrium concentration, c, of free 
ligand and of the amount (Y) of ligand bound by unit amount of macro- 
molecules. In their procedure, the ligand is proflavine. 

In the spectrophotometric method (Peacocke and Skerret, 1956), if TA 
and T L  represent the total concentrations (molarities) of DNA and ligand, 
respectively, D1, the O.D. of the free ligand when r = 0, and (L) = TL, 
D Z  the O.D. of the bound ligand (when (L)=O and YTA= TL) and D 
the O.D. of a mixture of free and bound ligand. 

(L) +YTA= T L  ( 9  
then D=((L) /TL)  017 + ( ~ T A / T L ) D B  (ii) 

Peacocke and Skerret point out their equation (ii) applies only under the 
following conditions : 

(i) when the macromolecule A (DNA in this case) is non-absorbing at 

(ii) when both free ligand and bound ligand obey Beer’s law over the 

(iii) when the extinction coefficient of the bound ligand is constant and 

If the fraction of total bound ligand is represented by a, then from 

the wavelength used. 

experimental range of concentrations. 

does not vary with r. 

equations (i) and (ii), 

a= YTA/TL= Dl-DIDl-  Dz 

When the sites on DNA which bind a drug are of a single type, and 
behave independently of each other, the binding process can be described 
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in simple mass action terms, giving 

c(n - r )  k = -  
Y 

or 

Y 7 1 Y  

c = k - k  

(iii) 

in which k is the dissociation constant of the complex, c is the molar 
concentration of free drug, Y is the number of drug molecules bound per 
nucleotide, and n is the number of binding sites per nucleotide (Waring, 
1965). A plot of r/c  against Y gives a straight line. If, however, the binding 
process involves more than one single type of site, or the binding at one 
site affects the interaction at neighbouring sites, a plot of Y/C against Y 

gives a curvature, and the more detailed treatment, described above, of 
Peacocke and Skerrett (1956) must be used. 

I t  must be noted that the amount of drug bound may depend on ionic 
strength (I) e.g. Walker (1965) has shown that the amount of proflavine 
bound to DNA at increasing sodium chloride or sodium phosphate con- 
centrations decreases with increasing I .  

It must also be pointed out here, that the absence of changes in optical 
density of a drug in the presence of DNA or of a polynucleotide need not 
necessarily mean the absence of binding of that drug, e.g. the antibiotic 
chromomycin forms complexes with Mg++ and other cations, and it is 
only this chromomycin Mg++ complex which interacts with DNA. 

A useful spectrophotometric technique which may be employed is to 
use pairs of matched cells in tandem, i.e. the pair in the reference beam of 
light will contain separate solutions of the two main components, and the 
pair in the measuring beam will contain a mixture of identical amounts of 
the two components and a solvent blank. If the “difference” curve is 
non-horizontal, then interaction is present. It must also be added that 
unmatched cells will give a horizontal line displaced from zero. 

For a discussion of the uses and pitfalls of this method, and of spectro- 
photometric methods in general, the excellent book by Donbrow (1967) 
should be consulted. In  particular, p H  changes and DNA, sensitivity of 
the instrument and stray light should be considered. 

(b) Base speciJicity. Considerable information may be obtained as to the 
nature of the reaction by studying the effect of base specificity of DNA, 
e.g. spectral changes of the drug in the presence of polynucleotides such as 
poly dGdC, poly dAdT, poly dIdC and poly dAT should be made. In  
the experiments carried out by O’Brien et al. (1966), solutions contained 
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5 x 10-5w quinacrine (an antimalarial drug which also shows antibacterial 
activity), k 1.6 x 10-4w polynucleotide phosphorus and 5 x 1 0 - 3 ~  Tris 
buffer, pH 7.5. 

(c) Use of urea. The stability of drug-DNA complexes can be examined by 
measuring the absorption spectra of the drug in the presence of 6~ urea 
in the presence and absence of DNA. A suitable method of showing this 
is the one described by O'Brien et al, (1966) for quinacrine: this involves 
the difference spectra of a 1 0 - 4 ~  solution of the drug, &DNA ( l o - 3 ~  
as phosphorus), in 6~ urea and 5 x 10-3 Tris buffer, pH 7.5. The dissolu- 
tion of a DNA-drug complex can then be measured by plotting A absor- 
bancy against wavelength. 

Abolishment of the drug-DNA complex by 6M urea suggests that the 
complex is originally formed by hydrogen bonding. 

(d) Use of acid-denatured DNA. This can be produced by adding 0 . 1 ~  
HCl to DNA to give a pH of 3.3, and then carrying out all spectral studies 
at this pH. Alternatively, an acid spectrophotometric titration of DNA in 
the presence of a drug can be carried out. In  this procedure (Gellert 
et al., 1965), varying amounts of HCl are added to a spectrophotometric 
cell containing fixed amounts of DNA and the drug under test, and the pH 
is measured via semimicro electrodes inserted in the cell. This type of 
experiment indicates whether or not measurable binding of the drug 
occurs to disordered DNA. 

(e) Use of apurinic acid. When DNA is treated at pH I 3 at 2 60°C, the 
phosphodiester backbone is unaffected, whereas the sugar purine bonds 
are broken, giving the apurinic acids. 

Apurinic acid is a useful substance to use in these studies, since there is 
no increase in absorption in the ultraviolet range when it is heated to 
100°C. This absence of hyperchromicity suggests that there is a complete 
lack of secondary structure in this polymer (Walker, 1965). Walker (1965) 
has carried out difference spectra of proflavine ( 1 . 2 ~  l o - 5 ~ )  in the pres- 
ence of apurinic acid (0.2 mglml), and has shown that spectral changes were 
similar to those obtained with native DNA. 

(f) Interaction of drugs with other polymers. Waxing (1966) has made the 
pertinent point that only a small proportion of the mitomycin C taken up 
by bacterial cells can be involved in the cross-linking of DNA (see p. 146), 
and that this must be taken into account in assessing its mode of action, 
especially as another mitomycin (labelled 1%-porfiromycin) is bound to 
protein and to the ribosomal fraction. Thus, spectrophotometric studies 
should also be made with bacterial RNA and with polyribonucleotides. 
These are of the difference spectra type, involving a solution of the drug 
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against a solution of the drug containing RNA, poly A, poly I, poly U 
or poly C. Measurements with various drugs have been made (Ward 
et al.,  1965) in 0 . 1 ~  Tris hydrochloride, pH 7.9, with a drug concentra- 
tion of 40 pg/ml and a polynucleotide concentration of 4-00 pglml. 

- 

2. Thermal denaturation studies 
High temperatures bring about a collapse of the helical structure of 

DNA by a dissociation of hydrogen bonds, a complex helix-coil transi- 
tion giving an increase of ca. 40% in the O.D. at 260 nm. Renaturation is 
temperature dependent, and can be prevented if the thermally-denatured 
DNA is rapidly cooled. The effects of drugs on both the melting profile 
of DNA and the renaturation process have yielded information as to their 
modes of action. 

(a) Melting profile and drugs. The binding of a drug to DNA will stabilize 
the macromolecule towards thermal denaturation. The  effect of a com- 
pound on the melting profile of DNA can be investigated in a spectro- 
photometer, fitted with an electrically heated cell compartment, whereby 
a temperature range of 20-100°C may be employed. The  transition tem- 
perature Tm of DNA (the temperature corresponding to the mid-point 
of the transition) in the presence or absence of the drug can be obtained, 
as shown in Fig. 8. This is carried out at 260 nm with DNA+drug in the 
standard cell, and drug (or buffer) in the blank cell. In  addition, the absorp- 
tion at the maximum wavelength of the same drug-DNA solution relative 
to a phosphate buffer blank can be studied at increasing temperatures. 

Temperature ("C)  

FIG. 8. Determination of Tm value of DNA in presence and absence of a drug. 
A :  TI,! of DNA; R: T,,, of DNA in the presence of a drug, e .g .  ethidium (Waring, 
1966). 
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An increase in absorption at 260 nm results from destruction of the DNA 
helix; an increase at 420 nm (with actinomycin D: Gellert et al., 1965) 
or 440 nm (proflavine: Walker, 1965) arises from dissociation of the drug- 
DNA complex. 

(b) Renaturation. In this procedure, DNA extracted from drug (e.g. 
mitomycin C)-treated organisms is compared with DNA from control 
cells. The DNA from both sources is heated, and the O.D. at 260 nm 
determined. Next both DNAs are rapidly cooled (quenching) and the 
O.D. at 260 nm again measured. If the drug forms cross-links between the 
complementary DNA strands, thereby preventing the melted strands from 
separating completely during rapid cooling, a much larger decrease in 
O.D. will occur during the quenching process of this DNA in comparison 
to normal DNA (Iyer and Szybalski, 1963, 1964). 

3.  Fluorescent complexes 
At high salt concentrations, some drugs form a fluorescent complex 

with helix polynucleotides (Le Pecq and Paoletti, 1967; Chan and van 
Winkle, 1969). 

Fluorescence measurements may be made. 

(i) in an Aminco Bowman spectrofluorimeter: see the section dealing 
with membrane damage. 

(ii) by means of a fluorescence attachment, ZFM4, of the Zeiss spectro- 
photometer PMQ11. In this apparatus, a mercury lamp and a filter 
provide monochromatic excitation light, and the monochromator and 
the photomultiplier of the spectrophotometer are used to measure 
emitted light. In the experiments described by Le Pecq and Paoletti 
(1967), a slit of 0.2mm was used at the entrance of the mono- 
chromator, the wavelength of excitation was 546 nm and of emission 
590 nm. 

(a) Ewaluation of amount of bound dye. The fluorescent intensity ( l o )  of 
pure drug solution equals the linear function of drug concentration, co, i.e. 

l o  = kco ( 4  

If 11 represents the total fluorescence intensity when DNA is added, 
and I b  and If are respectively the contributions to fluorescence due to the 
bound and free dye, with cb and cf representing the respective concentra- 
tions, 

and 
(vi) 

(vii) 
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If V is the ratio between the fluorescence intensity emitted by bound and 
free dye when excitation is produced under the same conditions of wave- 
length, concentration temperature and solvent, then 

therefore 

(viii) 

Thus cb can be determined by measuring the fluorescence intensities 
under appropriate conditions. The  above calculation assumes that the 
ratio V is constant; the validity of this has been confirmed by Le Pecq 
and Paoletti (1967). 

(b) Effect of pH. It would be expected that pH changes would affect the 
fluorescence intensity, and abrupt changes of fluorescence will occur at 
the pHs of acid and of alkaline denaturation of native DNA, which implies 
that for binding to occur, a double-stranded structure is required. 

4. Analytical ultracentrijbge 

A decrease in sedimentation coefficient occurs when the DNA helix is 
intercalated with a drug, the helix + intercalated drug then behaving as a 
stiffer, more slender rod in solution. Sedimentation coefficients have been 
determined (Waring, 1970) by boundary sedimentation in a Beckman 
model E ultracentrifuge equipped with ultraviolet absorption optics. 
Films are scanned with a Joyce-Loebl recording microdensitometer, and 
the positions of the boundaries taken as the 50% concentration point. 
Sedimentation coefficients may be calculated by the method of Markham 
(1960); see also Crawford and Waring (1967). Le  Pecq and Paoletti (1967) 
measured buoyant densities in caesium chloride in an analytical ultra- 
centrifuge using an ultraviolet absorption optical system, photographs 
being taken after 20 h at ca. 45,000 g. See also Bauer and Vinograd (1968, 
1970), and Kersten et al. (1966). 

5 .  Viscosity measurements 

An understanding of the nature of drug binding to DNA can be obtained 
from a study of the viscosity of DNA in the presence and absence of that 
drug. An increase in viscosity occurs because the DNA helix plus an 
intercalated drug behaves as a stiffer, more slender rod in solution (Waring, 
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1970), e.g. the intrinsic viscosity of DNA increases when it complexes 
with proflavine (Gittelson and Walker, 1967). A pertinent discussion of the 
effects of dye intercalation on viscosity has been given by Lerman (1961). 

A suitable apparatus for measuring viscosity is a concentric cylinder 
viscometer, which consists essentially of two parts separated by the material 
under test. The two parts can rotate relative to each other about the same 
axis. As one part rotates, the other tends to be dragged round with it, 
because the test material transmits a torque to the second part. 

6. Equilibrium dialysis 
The principle of this method is that the unbound ligand is allowed to 

equilibrate across a membrane which is impermeable to the macromolecule 
(Peacocke and Skerrett, 1956). DNA solution is placed inside Visking 
dialysis tubing (the membrane) and the unbound ligand concentration in 
the outer solution is determined. Peacocke and Skerrett used a spectro- 
photometric technique for this determination ; Wells and Larson (1970) 
used a tritiated drug, and carried out radio-active measurements after 
72 h. Peacocke and Skerrett (1956) made the important point that adsorp- 
tion of proflavine to the membrane could occur, and thus made an appro- 
priate allowance for this via adsorption isotherms. A variation on this 
procedure is described by Gellert et al. (1965), who use buffer one side and 
DNA plus tritiated actinomycin in various ratios on the other side of the 
membrane. The cells are shaken for several days to ensure equilibration, 
samples from both sides of the membrane are removed, diluted, and counted 
in a scintillation counter. However, Gellert et al. (1965) also use the tech- 
nique described earlier to check their equilibration procedure. 

Peacocke and Skerrett (1956) describe the following equation for meas- 
uring the amount Y of ligand bound by unit amount of macromolecule 
(in this case DNA) at equilibrium: 

(4 clVo-cVt - c l - c ( x  +1) 
T A V ~  TAX 

y=---- 

where VO is the volume of outer solution, V, the volume of inner solution, 
Vt the total volume, TA the total molar concentration of macromolecule 
(A) inside the bag, c 1  and c the initial and final concentrations of unbound 
ligand, and x is V,/Vo. 

7. Other procedures 
Various other techniques for studying drug-DNA interaction have been 

described. Examples of these are listed below. 

(a) X-ray study. Suwalsky et al. (1969) have made an X-ray study of the 
interaction of DNA with spermine. A solution of DNA (2mglml) in 
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0 . 0 0 5 ~  sodium chloride is added dropwise to a 0 . 1 ~  solution of spermine, 
and fibres of the DNA-spermine complex are pulled from the resulting 
precipitate with a fine needle. The fibre specimens are photographed in a 
specially constructed cell in which they are kept under tension, by means 
of a spring, and in equilibrium with saturated salt solutions of known 
relative humidities. 

(b) Infrared spectra. A method for studying the interaction of DNA and 
phleomycin is provided by Pietsch and Garett (1968). In  this procedure, 
DNA was dissolved in water and divided into two aliquots. Cu++ phleo- 
mycin was added to one, thereby precipitating the DNA fibres as robin’s 
egg blue, spoolable threads. This precipitate was washed briefly in several 
changes of water to remove excess antibiotic and then placed in ethanol. The 
second aliquot, after precipitation in ethanol, was spooled untreated. 
Mineral oil mulls were prepared of the fibres and of the phleomycin, and 
infrared spectra recorded at 1670-1690 cm-1. 

(c) Electron microscopy. Friefelder (1971) has carried out an electron 
microscope study of the DNA-ethidium bromide complex and has found 
that the DNA increases in length, as a result of drug intercalation, by as 
much as 27% at saturation. The electron microscope study is carried out 
by the method described by Klenschmidt et al. (1965), in which molecules 
are spread in a monomolecule film of a basic protein floating on water. 
The basic molecules adsorb to the primary phosphate acid groups of the 
DNA, so that both its thickness and visibility are increased. The com- 
plexes are collected on a membrane and examined. 

(d) Temperature-jump relaxation kinetic studies. Such studies have been 
carried out recently (Li and Crothers, 1969) to study the proflavine-DNA 
complex. The principle of the method is that the drug is mixed with DNA 
until binding equilibrium is reached; this is then perturbed by a rapid 
temperature jump, which is brought about by discharging a high voltage 
capacitator through the solution. The temperature rise takes only a very 
short period (ca. 1 micro-second) and if the restoration of equilibrium is 
longer than this, the “relaxation time” of the system to its new equili- 
brium can be determined from the variation of absorbance with time. 

(e) Interaction with supercoiled DNA. Closed circular duplex DNA is 
different from other types of DNA in that the number of rotations of one 
strand about the other remains constant, which is responsible for the 
supercoiling which has been observed in all naturally occurring closed 
DNAs (Bauer and Vinograd, 1970). Superhelix density is defined as the 
number of superhelical turns per 10 base pairs. Supercoiled DNA from 
OX 174 RF (obtained from infected cells of E. cdi)  (Waring, 1970; Bauer 



3 50 A. D. RUSSELL, A. MORRIS AND M. C. ALLWOOD 

and Vinograd, 1970) and polyoma virus (Crawford and Waring, 1967) 
have been used in studies with intercalative drugs. Exposure of super- 
coiled DNA to a denaturation process, e.g. heat with formaldehyde, or 
high pH, converts it into a form which has a sedimentation velocity similar 
to that of unsupercoiled DNA. 

Intercalative drugs, e.g. ethidium, acridines, duanomycin, cause a 
local uncoiling of the double helix of OX 174 RF DNA, whereas drugs 
which interact with DNA by a method other than intercalation, e.g. 
spermine, mithramycin and chromomycin, do not show this local uncoiling 
(Waring, 1970). 

(f) Effect on RNA polymerase reactions. In addition to studying the binding 
of actinomycin D to DNA, Wells and Larson (1970) also investigated the 
effect of the antibiotic on RNA polymerase reactions. RNA formation 
was followed by the incorporation of radioactive ribonucleoside triphos- 
phates into acid-insoluble polynucleotide. The reaction mixtures con- 
tained per 0.05 ml: 40 mM Tris HC1, pH 8; 4 mM MgC12, 1 mM MnC12, 
12 mM mercaptoethanol, 500 nmol of each ribonucleotide triphosphate 
complementary to both strands of DNA used as template (one of the 
triphosphates bearing a 14C-label), then E. coli RNA polymerase was added. 
20 pl samples were removed after a 20 min incubation, and assayed for 
acid-insoluble radioactive material. 

C. Mutagenic effects 
Several drugs which affect DNA synthesis exert mutagenic effects, and 

a method for measuring such effects has been described by Cook, Goss 
and Deitz (1966), using the streptomycin-dependent (SmD) strain of 
E. coli ATCC 11 143. The principle of this method is to treat non-growing 
cells of this organism with the drug under test and then determine the 
increase in frequency of Sm-independent cells among the survivors when 
these are placed on Sm-containing and Sm-free agar. A long period (7 days) 
of incubation at 37°C is required for colony development. An alternative 
procedure is to carry out tests for mutagenicity with proliferating cultures. 

D. Photoproducts in ultraviolet irradiated bacteria 
As will be shown below, U.V. light induces the formation of photo- 

products (PS) in sporing and in non-sporing bacteria. An understanding 
of the nature of experiments designed to show PS production and removal 
in terms of sensitivity and resistance of bacteria to U.V. means that an 
initial consideration of the theoretical implications is essential. For this 
reason, theoretical as well as practical details are dealt with where appro- 
priate. 
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1. Dose-survivor curves, sensitivity and resistance 
A preliminary assessment of U.V. sensitivity or resistance of bacteria or 

their spores is made by carrying out viable counts for the enumeration of 
survivors at various U.V. dose levels, as described in Section II .B,  3. A 
plot of the surviving fraction against dose will then give responses depicted 
in Fig. 9 (a, b, c). Note that the shape of the dose-survivor curve may be 
more apparent than real, e.g. depending on the abscissa scale, a response 
may appear to be concave down (Fig. 9a) or exponential (Fig. 9b). 

FIG. 9. (a) Sensitivity to ultraviolet irradiation (abscissa 0-100 ergs/rnmZ). 
(b) Sensitivity to ultraviolet irradiation (abscissa 0-1000 ergs/mm2). (c) Comparative 
sensitivities to ultraviolet of vegetative bacteria and bacterial spores. 

Ultraviolet-resistant vegetative cells (uvr+) may be resistant at low U.V. 

doses and killed at higher doses, so that the dose-survivor curve shows an 
initial shoulder followed by exponential death. M .  radiodurans is particu- 
larly resistant to U.V. as well as to ionizing, radiations, since it possesses 
efficient mechanisms of dark repair (see below) of both processes; how- 
ever, mutants of this organism which are very u.v.-sensitive have been 
described (Moseley, 1968) and these will obviously be of importance in 
comparing effects of U.V. on wild-type and mutant cells. 

Bacterial spores are considerably more resistant than vegetative cells 
to u.v., and this is depicted in Fig. 9(c). 

2. Theoretical aspects of u.v. damage 
(a) Formation of PS. Ultraviolet light induces dimer formation (PS) between 
any two adjacent pyrimidine bases (cytosine (C), thymine (T)) in a DNA 

strand, but TT homodimers are more readily induced than CT or CC 
dimers (see Howard-Flanders, 1968 ; Witkin, 1969, for excellent reviews). 
In  bacterial spores, cyclobutane-type thymine dimers are not produced, 

A A A 
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but other thymine PS are formed (Donnellan and Stafford, 1968; Stafford 
and Donnellan, 1968). 

Thymine Thymine f? Homodirner 

(b) Photoreactiwation (PR). This is defined (Jagger, 1958) as being the 
reversal with near U.V. light, or visible light, of U.V. radiation damage. A 

photoreactivating enzyme monomerizes TT in situ, thereby restoring 
normal DNA function. PR occurs in vegetative bacteria, in vegetative 
cells of some, but not all bacilli, but not in spores (Stuy, 1956). 

(c) Excision repair. This is a dark repair process, and is an alternative 
mechanism for removing dimers from bacterial DNA. In contrast to PR, 
however, the dimers are not chemically altered, but are removed physically 
form the DNA of UVY+ strains. This may involve the introduction of two 
single-strand breaks (by an endonuclease) from either side of the dimer, 
with the subsequent release (by an exonuclease) of a single stranded 
oligonucleotide. This includes the pyrimidine dimer and a small number 
of bases on either side of it. The excision of these dimers is accompanied 
by extensive DNA degradation of neighbouring nucleotides, thus releasing 
these PS into the cold acid-soluble fraction of the cell (see below) and into 
the medium. This excised material is then replaced by normal DNA, i.e. 
by insertion of nucleotides, by means of a localized resynthesis, or repair 
replication, the template consisting of the undamaged region of the com- 
plementary DNA strand, with a rejoining of the 3',5'-phosphodiester 
linkage by the action of the enzyme DNA ligase. Thus, the process overall 
is a 2-step one, involving (i) the sensing and removal of the defective 
region; (ii) the subsequent replacement of the excised nucleotide sequence 
by bases complementary to the removed strand. 

Both TT dimer excision and DNA degradation occur in wild-type 
uvr+ E. cob, but both are greatly reduced in certain u.v.-sensitive (UWY-) 
mutants, notably strains B,-1 and K-12 uwr- (Aoki et al., 1966; Boyce, 
1966; Howard-Flanders, 1968 ; Moseley, 1969). 

(d) RecombinationaE repair. This is responsible, at least partly, for the 
greater U.V. resistance of normal bacteria in comparison to recombination- 
deficient (rec-) mutants. Rec-mediated repair occurs independently of UWY 

functions, but depends on the product of the recA gene which is also 

A 

A 
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required for genetic recombination. Rec- strains show a decreased capacity 
for genetic recombination and increased sensitivity to U.V. and X-irradiation 
(Smith and Meun, 1970; Radman et al., 1970; Rupp et al., 1971; Monk 
et al., 1971). 

Recombinational repair is active in excision-deficient mutants, and thus 
enables survival and colony formation to take place after U.V. exposure 
even though the DNA contains several pyrimidine dimers, e.g. E. coli 
K-12 uvrA 6 (Rupp and Howard-Flanders, 1968). 

Other theoretical points will come to light during a consideration of the 
practical methods outlined below. 

3. Practical aspects of U.V. damage 
(a) Presence of PS.  The techniques of Donnellan and Setlow (1965) and 
Jagger, Stafford and Snow (1969) may be used to demonstrate the presence 
of PS in u.v.-irradiated bacteria. The  principle of this method is that over- 
night cultures of the organisms are labelled with 3H-thymidine before 
being exposed to U.V. After exposure, the suspensions are hydrolysed with 
98% formic acid at 175"C, and the PS separated by paper chromatography 
using n-butanol : water (86 : 14) in one direction and a saturated ammon- 
ium sulphate, M sodium acetate and isopropyl alcohol (80 : 18 : 2) solvent 
in a second direction. Regions of the paper containing thymine (1st direc- 

tion) or TT dimer (2nd direction) are then cut into strips, eluted with 
water, placed in a scintillation counter and counted. Alternatively (Donnel- 
lan and Stafford, 1968), acid soluble material may be removed with 5% 
cold TCA prior to hydrolysis, and paper chromatographic separation of 
PS after hydrolysis may then be made with a butanol : acetic acid : water 
(80 : 12 : 30) solvent system. Some 5-7% of the total radioactivity in 
unirradiated or u.v.-treated spores occurs in compounds other than thymine. 
Phenol extraction of DNA prior to hydrolysis gave no significant difference 
in the amounts of PS recovered as compared with unextracted spores, but 
does eliminate the 5-7% of the radioactive non-thymine material in 
unirradiated spores. 

At certain times in their germination, spores of various bacilli become 
much more resistant to U.V. as measured by viable counting (Irie et al., 
1965; Donnellan and Stafford, 1968; Stafford and Donnellan, 1968), and 
at this point, the amount of thymine-containing PS is only a fraction of 
that found in vegetative cells or dormant spores. This phase is then followed 
by one in which an increase in sensitivity of the germinating spores to 
U.V. takes place, these forms eventually becoming more sensitive than the 
dormant spores, and the population approaches the sensitivity of vegetative 
cells. 

A 
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(b) Photoreactivation. After U.V. exposure, photoreactivating light may be 
obtained from a large quartz-prism Hilger monochromator illuminated 
with a 500 W high pressure mercury arc lamp (Jagger et al., 1969). In many 
experiments, however, PR is unwanted, as in dark repair studies, the 
u.v.-irradiated cells can then be handled under yellow light to avoid PR. 

Muhammed (1966) has described the isolation of a PR enzyme from 
yeast. 

To determine, quantitatively, the effect of PR, viable counts are made 
on the initial suspension and on U.V. irradiated suspensions with and 
without exposure to PR. Then (Jagger, 1958) if No is the number of viable 
cells before u.v., ND the number after U.V. (dark survival) and N L  (light 
survival) the number after PR, 

N L  
No 

% light survival = - x 100 

N L - N D  
NO - N D  

% of P R =  100 (xii) 

(c) Excision repair, etc. A measure of single-strand breaks in DNA can be 
obtained by using the technique of McGrath and Williams (1966) in which 
there is a decrease in sedimentation velocity of labelled DNA in an alkaline 
sucrose gradient. The method is described in the Section dealing with 
DNA damage caused by ionizing radiation, and is explained diagrammati- 
cally in Fig. 10. 

The principle of the methods for measuring the excision of pyrimidine 
dimers is to determine the decrease of dimers in the acid-insoluble fraction 

Cells + ,3H-TdR 

Irradiate 
J. 
1 

Lyse' i n  top of an alkaline 
INaOH: pH 12) 5-25% sucrose 
gradient (15 min) 

Centrifuge 
J. 
J. 
4 

Tubes punctured and fraction collected 

Count of TCA-insoluble material 

Usually by lysozyme, followed by exposure to detergent or alkali. With M. radiodurans, 
use R1 enzyme (from Srreptornyces albus) then, 5 min later, treat with SDS. 

FIG. 10. Scheme for measuring DNA strand breakage. 
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of the cells and their appearance in the acid-soluble fraction. The pro- 
cedure described by Setlow et al. (1968) illustrates this method. Note that 
these authors also examined the supernatant fraction after removal of the 
cell fraction by centrifugation, thereby obtaining also a measure of DNA 
degradation. 

DNA degradation after U.V. may also be studied by determining the 
changes in the amount of 3H-thymidine remaining in the TCA-insoluble 
fraction. Basically the method (Howard-Flanders and Theriot, 1966; 
Walker, 1970; Paterson et al., 1971) is to grow the organisms in media 
containing 3H-thymidine to label the DNA uniformly before irradiation. 
After irradiation, the bacteria are resuspended in unlabelled medium 
(Howard-Flanders and Theriot, 1966) supplemented this with 20 ,ug/ml 
thymine to minimize re-incorporation of any radioactive nucleotides 
released) and the extent of degradation from cold TCA-insoluble to TCA- 
soluble fragments determined ; this is usually expressed as the percentage 
of 3H-thymidine remaining in the TCA-insoluble fraction. Such degrada- 
tion could, or course, occur in both dead and living cells. A technique for 
“classifying” DNA degradation is described by Reiter (1970) based on the 
autoradiographic method of Eberle and Lark (1967). In  this, the number 
of grains/cell is a direct measure of the amount of radioactive label 
(3H-thymidine) in cell DNA. The  number of grains in cells in each of 
three classes (single cells-not recovered, unable to grow or divide; long 
forms or “snakes” with no visible septa; cells divided several times to 
give “microcolonies”) in an u.v.-irradiated suspension is compared with 
an unirradiated control suspension to give an estimate of the relative loss 
of DNA from each of the three categories of irradiated cells. 

DNA synthesis after U.V. may be determined by transferring the cells 
to a suitable minimal medium containing deoxyadenosine and 3H-thy- 
midine and measuring the incorporation of label into the cold TCA- 

precipitable material. In  E. coli able to excise TT, exposure of the cells 
to moderate U.V. doses causes a lag in DNA synthesis, after which there 
is a resumption in DNA synthesis at a rate almost equal to a control. 
Not all the cells are necessarily viable in such a population, since colony- 
forming ability may be quite low, whereas processes such as respiration 
are found to be more resistant to U.V. (Hamakalo and Swenson, 1969). 
After irradiation of uvr- mutants of E. coli, inhibition of DNA may be 
permanent, or such synthesis may certainly not be as much as 10% (of 
the control (Aoki et  al., 1966)). 

Repair replication is the ability of an organism to fill the gap left by 
pyrimidine dimer excision. Walker (1970) used thymine-requiring rasf 
and m s -  strains which were grown for ca. 4 generations in 3H-thymidine 
medium, washed, u.v.-irradiated and shifted to low-phosphate minimal 

A 



156 A. D. RUSSELL, A. MORRIS AND M. C. ALLWOOD 

medium containing BUdR and W'. The DNA was extracted and subjected 
to equilibrium density gradient centrifugation. Billen et al. (1967) used 
D20-15N-13C as a density label for studying DNA repair replication 
after U.V. or X-ray exposure of E. coli strains. I n  this procedure, cells were 
grown in a medium containing DzO, 15NH4Cl and 13C-glucose, then 
transferred to a similar medium (HzO, 14NH4C1 and 12C-glucose) and 
subsequently U.V. or X-irradiated. After incubation of the irradiated cells 
in medium containing 3H-thymine, cell lysates were obtained by a lysozyme- 
pronase procedure and subjected to CsCl density gradient analysis. X-ray 
irradiation of cells did not lead to a repair process similar to that of u.v.- 
irradiated cells. 

(d) Recombinational repair. As pointed out above, this mechanism is active 
in certain excision-deficient mutants and is thought to occur after the 
replication of dimer-containing DNA. Newly synthesized DNA from 
u.v.-irradiated cells will sediment more slowly in CsCl gradients than DNA 
from unirradiated cells, but with continued incubation of the cells the 
sedimentation rate of DNA from the former cells approaches that of 
control DNA (Rupp and Howard-Flanders, 1968). Howard-Flanders and 
Theriot (1966) investigated the ability of Rec- mutants of E. coli K-12 
to form recombinants with Hfr donor strains by mating for 2 h with a 
Hfr strain and then plating on agar selective for Thr+Leu+StrR or Ile+ 
His+ recombinants. 

(e) Host cell reactivation (Hcr). This is the ability of bacterial strains to 
propagate u.v.-irradiated phage. Three genetic loci (uwrA, uvrB and 
uvrC) control the reactivation of phage. T1 or h phage irradiated with 
U.V. form more plaques when plated on wild-type cells than when plated 
on radiosensitive mutants which are unable to excise pyrimidine dimers 
in the dark. 

In Howard-Flanders and Theriot's (1966) method T1 bacteriophage 
irradiated in phosphate buffer (pH 7) is then plated in soft agar seeded with 
various strains of bacteria poured over YET (yeast extract +tryptone) agar 
plates. The plaques are counted after incubation overnight at 37°C. The 
numbers of u.v.-irradiated phage forming plaques are then expressed as a 
fraction of the numbers formed by unirradiated phage at different U.V. 

dose levels. A similar type of technique has recently been carried out by 
Paterson et al. (1971) and by Walker (1969). Bacterial strains which can 
propagate u.v.-irradiated phage are then referred to as Hcr+, and those 
which cannot as Hcr-. 

(f) Transformation. The transforming ability of DNA falls after U.V. treat- 
ment, and use has been made of this to show the presence of PS in the 
irradiated DNA. Moseley and Setlow (1968) have shown that Micrococcus 
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radiodurans can undergo genetic transformation and can repair u.v.- 
irradiated transforming DNA with the same high frequency that it repairs 
its own DNA. 

An example of the transformation procedure is provided in a recent 
paper by Moseley and Mattingly (1971). Transforming DNA, in their 
technique, is prepared from a streptomycin-resistant strain of M. radio- 
durans by a lysozyme + sodium dodecyl sulphate treatment, with subsequent 
purification of the DNA by the method of Marmur (1961). The  procedure 
for transformation is as follows : to 0.2 ml of a streptomycin-sensitive 
strain of M .  radiodurans is added 0.05 ml of transforming DNA or 0-05 ml 
of 0 . 0 6 7 ~  phosphate buffer and 0.05 ml of a crude extract of wild-type 
bacteria (obtained by French press disruption and subsequent removal of 
vegetative cell and cell wall debris), which enhances the frequency of 
transformation in M.  radiodurans (Moseley and Setlow, 1968). The 
resulting mixtures are shaken gently at 30°C for 3 h, appropriately diluted 
with chilled medium, and 1 ml samples covered with molten agar at ca.40"C. 
Incubation is carried out for 8 h at 30"C, and then 10 ml of molten agar 
containing 200 pug streptomycin/ml poured on top. The colonies derived from 
transformed bacteria are counted after incubation at 30°C for at least 4 days. 

Streptomycin is a frequently used marker, but other drugs, e.g. catho- 
mycin (novobiocin), have also been employed (Rahn et al., 1969, in studies 
with Haemophilus injuenzae). 

The survival of biological activity in u.v.-irradiated transforming DNA 
can be determined by loss of transforming activity with increasing radiation 
dose, i.e. fewer colonies of streptomycin-sensitive M. radiodurans will 
develop (after the above transformation procedure) in streptomycin- 
containing agar. 

Temperature may have an important role in studies on transforming 
DNA. At very low temperatures, there is only a relatively low yield of 
pyrimidine dimers (measured as described earlier in this Section) in u.v.- 
irradiated transforming DNA prepared from H.  injuenzae, and only a 
small inactivation by U.V. of this transforming DNA (Rahn et al., 1969). 
This method may, in fact, be used to study U.V. inactivation and dimer 
formation, since there is a close relationship between inactivation and 
dimers in H .  injluenxae transforming DNA irradiated at temperatures 
between 25°C and - 196°C. This method assumes further importance 
when it is realized that an additional photoproduct, chromatographically 
indistinguishable from the PS obtained from u.v.-irradiated bacterial 
spores, appears at low temperatures which is not photoreactivable. It may 
thus be concluded that the non-photoreactivable damage by U.V. treatment 
at low temperatures is to a large extent accounted for by spore-type PS 
(see earlier). 
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(g) Bromouracil-containing DNA. Bacteria containing 5-bromouracil (BU) 
in DNA instead of thymine are very sensitive to U.V. light. Hutchinson 
and Hales (1970) grew B. subtilis for 2.5 generation times in a defined 
medium containing 50 ,ug/ml of S-bromo-2'-deoxyuridine. Double 
labelled, hybrid and unlabelled DNAs were separated from the extracted 
DNA by CsCl density gradient centrifugation. They made the important 
practical point that, when used, BU-DNA should be handled in the dark 
as far as possible, to minimize photochemical effects from sunlight or 
light from fluorescent fixtures. DNA in which all the thymine is replaced 
by BU shows a loss of transforming ability, as determined by the method 
described above, and this can be quantitatively accounted for by single- 
strand breaks induced by u.v., since there are additional sites of degrada- 
tion in DNA containing BU; this does not depend on the action of the 
excision because DNA degradation studies with uvr+ and UVY- strains of 
E. coli indicate that it occurs to approximately the same extent when these 
are exposed to U.V. 

Boyce (1966) prepared cells containing BU and labelled with W- 
thymine by growing them in a salts-glucose medium containing Casamino 
acids, 5 pg/rnl 1%-thymine and 50 ,ug/ml BU. 

(h) Recent developments with mutant strains. An additional u.v.-sensitive 
X-ray-resistant mutant of E. coli K12, designated YUS-, has been isolated 
by Walker (1969,1970). The YUS- mutant and ras+ have normal recombina- 
tional activity (method as earlier) and Hcr+ activity as measured by the 
reactivation of u.v.-irradiated bacteriophages T1 and A. After u.v., there 
is an excessive amount of DNA degradation in ras- (decrease in 3H- 
thymidine in cold TCA-insoluble fraction) and a delay in DNA synthesis 
(incorporation of 3H-thymidine into cold TCA-insoluble fraction). 
However, pyrimidine dimers are excised at the normal rate by ras-, and 
PR at 405 nm reverses the effect of u.v. Walker (1969,1970) thus presumed 
that the ras locus is involved in pyrimidine dimer repair, participating at a 
step after pyrimidine dimer excision. 

Monk, Peacey and Gross (1971) have recently investigated the repair of 
U.V. damage in DNA polymerase-defective E. coli cells (pol Al);  viable 
counts indicated that cells of this organism were four times as sensitive 
to U.V. as wild-type cells. Cells of the E. coli mutant uor A6 (which are 
unable to excise dimers) were 12 times as sensitive as wild-type cells, 
whereas the double mutant pol A1 uwr A6 was only slightly more u.v.- 
sensitive than the uorA6 single mutant. It was thus concluded that the 
U.V. sensitivity associated with a defect in DNA polymerase was primarily 
the result of a reduction in the efficiency of the excision-repair pathway, 
and that the rerA repair system which is involved in excision repair 
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in pol A1 cells, could substitute for DNA polymerase in repairing the 
gaps produced by dimer excision. Somewhat similar studies with pol A1 
have been made by Paterson, Boyle and Setlow (1971). 

(i) Preparation of endonuclease. Recently, studies have been carried out 
with endonuclease both in oitro (Nakayama, Okubo and Takagi, 1971) 
and in oivo (Okubo, Nakayama and Takagi, 1971). Nakayama et al. (1971) 
have described methods for purifying about 750-fold on endonuclease from 
crude extracts of M .  lysodeikticus, using phase partition, TEAE-cellulose, 
and phosphocellulose column chromatography and isoelectric focusing. 
The endonuclease induces single-strand breaks in u.v.-irradiated (but 
not non-irradiated) double- or single-stranded DNA. Ultraviolet endo- 
nuclease activity can be assayed by measuring the degradation of 32P- 
labelled, u.v.-irradiated DNA from E. coli, i.e. by an increase of 32P in 
the acid-soluble fraction. 

B. Strand breakage 
The detection of strand breaks in DNA using sucrose density gradients 

was introduced by McGrath and Williams (1966). This elegant technique 
overcame the problem of introducing strand breaks during the manipula- 
tion of the isolated chromosome prior to centrifugation, by lysing the cells, 
preformed into spheroplasts, directly on top of the sucrose gradient. Using 
prelabelled samples, changes in the molecular weight as a result of strand 
shearing can be followed by denaturation in alkali (pH 12.0) which separates 
the two strands of the DNA. Single or double strand breaks will cause a 
lowering of the molecular weight of the DNA fragments and consequently 
a reduced rate of sedimentation through sucrose gradients. For a general 
discussion of this technique consult Sykes, this series, Vol. VB. 

1. Strand breaks in denatured DNA 
(a) Methods. The method described by McGrath and Williams (1966) is as 
follows (Fig. 10); cells in the logarithmic phase of growth are labelled 
with 3H-thymidine. After washing and exposure to the lethal agent, cells 
of E. coli are formed into spheroplasts by the lysozyme-EDTA method. 
A sucrose gradient containing 4.8 ml of 5-25% sucrose in 0 . 3 ~  sodium 
hydroxide in prepared. For E. coli 0.1 ml of the spheroplast suspension 
(containing ca. 5 x 106 cells) is added to 0.1 ml 1 . 0 ~  sodium hydroxide 
placed on top of the gradient. Cells of Micrococcus radiodurans are treated 
with sodium dodecyl sulphate (SDS) +RI enzyme fraction of Streptomyces 
albus 9 in 0 . 0 4 ~  veronal buffer containing 0 . 0 1 ~  EDTA pH 8.6 (Dean 
et al., 1969). 0.1 ml of the spheroplast suspension is placed in 0.1 ml of 
5% w/v SDS on top of the alkaline sucrose gradient. Tubes are centrifuged 
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at 30,000 r.p.m. for 90 min of 20°C in a Spinco Model centrifuge with 
swing-out head, or equivalent. Two drop samples are taken and collected 
on paper discs after piercing the base of the tube, and assayed for radio- 
activity. 
(b) Calculation of molecular wezght. The average molecular weight of a 
sample of DNA sedimenting through a sucrose gradient may be calculated 
from the average distance D travelled by the material in the gradient. The 
sedimentation coefficient for any segment of DNA 

P . 0  
so20,w = ~ rpm2. t 

(xiii) 

(Burgi and Hershey, 1963). ,8 is a constant and t is the centrifugation period 
(hours). At low concentrations of DNA individual rates of sedimentation 
are constant. Thus. 

0 2  (M2)k 
m=(M1) (xiv) 

where M is the molecular weight of the fraction. The two constants, ,8 
and k, can be calculated using alkaline DNA of known molecular weight, 
obtainable from bacteriophage (Burgi and Hershey, 1963); ,8 is dependent 
on such experimental conditions as temperature and ionic strength and 
should be determined with standard DNA from bacteriophage isolated 
by the method of Thomas and Abelson (1966). 

is directly propor- 
tional to molecular weight, Studier (1965) derived the empirical relation- 
ship 

where K and a are constants. 
Using DNA isolated from bacteriophage Tz, S O Z O , ~  = 73 and M= 6-7 x 107, 

then in the alkaline gradient S O ~ O , ~ =  0.0528 Mom400 which may be employed 
for DNA of molecular weight up to 1 x loB. 

Results from McGrath and Williams (1966) suggest that the molecular 
weight of unirradiated DNA obtained in alkaline sucrose gradients by 
their method is that of the single strand of the genome. In  measuring 
the number of single strand breaks, it was assumed that the mean peak 
sedimentation value was valid for calculating strand breaks. Hagan (1 967) 
has shown this to be incorrect and suggests that the number average 
molecular weight Mn should be employed in the equation 

Assuming that the sedimentation coefficient S O z o .  

So20,w= KMa ( 4  

z wi 
C (Wi/Mi) 

Mn = 

Mi is the mean molecular weight of the fraction i (di is the distance between 
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centres of starting fraction and the ith fraction); Wi is the weight of DNA 
in fraction i (proportional to the amount of radioactivity). However, the 
calculation of Mn is critically dependant on the accuracy of the sedimenta- 
tion coefficients of the slowly sedimenting species. Small errors in Wi or 
di for the top few fractions can invalidate the calculation of Mn. The 
value of Mw (the weight average molecular weight) is insensitive to these 
small errors and should be used in preference to calculate Mn (Lett et al., 
1970) : 

X Wi.Mi 
Z Wi 

MW = (xvii) 

The relationship Mw = 2Mn holds true provided that the distribution of 
molecular weight is random (for a discussion of this point see Lett et al., 
1970), which may be confirmed according to the method of Dean et al. 
(1969). A plot of log, ( C / M .  A M )  against M will be linear if the distribution 
of particles is random (M is the mean molecular weight of the fraction; 
C is the radioactivity in each fraction and AM the molecular weight range 
covered by that fraction). The equation Mw=2 Mn holds true provided 
that the molecular weights are not too high, equivalent in bacterial samples 
to at least 5-10 breaks per genome (Lett et al., 1970). For DNA of mole- 
cular weight greater than 1 x 108, a slower speed of centrifugation (less 
than 10,000 r.p.m.) may provide for a random distribution of DNA 
fragments (Lehmann and Ormerod, 1970) since the sedimentation behaviour 
of large DNA fragments is dependent on the speed of centrifugation. A 
recent report suggests that the method cannot be applied to very high 
molecular weight DNA (Ormerod and Lehmann, 1971). 

To calculate the number of breaks per strand, the following relationship 
may be used : 

number of breaks per gram DNA(#) = N - - - 
G Z  nfr,) (xviii) 

N is Avogadro’s number; Mo is the number average molecular weight of 
DNA before irradiation and MI after irradiation with dose I. Where n is 
directly proportional to D (distance moved by the DNA peak in the 
gradient ) 

(xix) 

K being a measure of the efficiency of strand breakage. 
Certain doubts have been expressed concerning the accuracy of the 

McGrath-Williams technique to calculate the molecular weights of DNA 
over wide variations in size. Ginsberg and Webster (1969) suggest that 
the method is quantitatively reliable particularly if comparative and no 

I 
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absolute data are derived. However, Friefelder (1968) doubts if the quanti- 
tative results hold true for large molecular weight DNA or at high DNA 
concentrations. If the initial molecular weight distribution is heterogeneous 
as is invariably true, and the molecular weight measured from the sedi- 
mentation peak for small doses of irradiation (i.e. small number of strand 
breaks), the weight will be underestimated since the breaks are more 
likely to occur in the large molecules before the average-sized ones. This 
error may be excessive when estimating the relationship between single 
strand breaks and inactivation when small doses of irradiation are employed. 

2. The detection of double-strand breaks 
(a) Methods. Double-strand breaks in DNA should be detectable by means 
of a sucrose gradient in the absence of strand-splitting. This is achieved 
in a neutral gradient. However, the presence of alkali-labile cell compo- 
nents can lead to spurious results and consequently modifications are 
necessary in the cell preparation procedures to detach these cell compo- 
nents from the genome. Lehmann and Ormerod (1970) suggest that, to 
be meaningful, the assay for double strand breaks should fulfil the follow- 
ing conditions : 

(i) The sedimenting DNA is not contaminated by other cellular 

(ii) The DNA sediments according to theory. 
(iii) All the radioactivity is recovered from the gradient. 

A method has been described by Burrell et al. (1971) suitable for the 
study of M. radiodurans. Cells are labelled with 3H-thymidine and har- 
vested in late log or early stationary phase. Cells are suspended in 0.04111 
Veronal buffer pH 8.6 + 0 - 0 1 ~  EDTA, centrifuged and washed three times 
in the Veronal buffer +EDTA solution saturated with n-butanol. After 
one further washing in buffer+EDTA, the cells are suspended in two 
volumes of Veronal buffer +1 volume of Streptomyces RI fraction (or 
lysozyme-see Driedger and Grayston (1970)). After 30 min at 20°C, 
spheroplast formation should be complete. After slow speed centrifugation, 
spheroplasts are Iysed in 0.1 ml SDS on top of the sucrose gradient. The 
neutral gradient (5-20% sucrose) is prepared in 0 . 0 1 ~  'rris buffer pH 7.5 + 
0 . 0 1 ~  EDTA and sodium chloride (0.01-1.0~). After adding the sphero- 
plasts, the gradients are maintained at 20°C for 30 min prior to centrifuga- 
tion. 

materials. 

(b) Calculation of molecular wetght. According to Burrell et al. (1971) the 
sedimentation coefficients are related directly to molecular weight over the 
range of rotor speeds 10,0004,000 r.p.m. provided that the molecular 
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weight does not exceed 2 x 108. With large DNA fragments, speeds below 
20,000 r.p.m. should be used. Sedimentation rates are unchanged in 
gradients varying in ionic strength between 0.02 and 1.0111. Employing the 
preparation technique described, DNA peaks were found not to be con- 
taminated with protein, lipid or RNA. 

The sedimentation coefficient for natural DNA is calculated from 
equation (xiii), the constant p derived from bacteriophage T2 DNA 
sedimenting in neutral gradients. Molecular weights can then be calculated 
from Studier’s equation: 

Sozo,w = 0.0882M0.346 

Number average molecular weights are calculated as previously described 
after assessing that DNA fragments are randomly distributed in the neutral 
gradient. Burrell et al. (1971) reported that such is the case at least after 
exposure of M. radiodurans to X-rays over the range 50-700 krads. The 
rate of double-strand breaks was directly proportional to X-ray dose over 
this range and may be calculated from the slope of the graph of Mn-1 
against X-ray dose, or as previously described. The DNA from cells 
exposed to less than 50 krads sedimented anomalously at rotor speeds 
above 15,000 g and the distribution in the gradient was non-random. 

Double-strand breaks appear to be introduced into the DNA backbone 
as single events during exposure to ionizing radiation. The introduction 
of two single strand breaks in opposite strands in close proximity to each 
other would result in a non-linear relationship between Mn-1 and dose of 
exposure (but would vary as the square of the dose with respect to Mn 
values in neutral gradients). Such “double-event” breaks have also been 
found to depend on the ionic strength of the gradient (Corry and Cole, 
1968). It is therefore essential to examine both of these parameters before 
inferring numerical values to double-strand breaks as determined in neutral 
sucrose gradients. 

XI. RNA DAMAGE 

For a general discussion of methods for the detection and quantitative 
analysis of nucleic acids see Herbert et al., this Series, Vol. 3B. This Section 
will be concerned with those methods which are applicable to detecting 
damage or degradation of ribonucleic acids (RNAs). Nucleic acid degrada- 
tion can be measured by the increase in the nucleotide content of the cell 
metabolic pool (cold TCA extract) and leakage of nucleotides from the 
cell in relatively large quantities. It may be confirmed by the measurement 
of the RNA fraction of the cell by extraction (this Series, Vol. VB) or by 
the use of prelnbelled cells (Leive, 1965). 
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A. Ribosome breakdown and loss of activity 

1. Release of small molecular weight nucleotide material from isolated ribo- 

The isolation of ribosomes from bacterial cells has been described 
(this Series, Vol. VB). The breakdown of rRNA may be detected by 
separating the supernatant fluid from ribosomes after intervals of exposure 
to the lethal agent. Any degradative activity is stopped by the addition of 
an equal volume of 10% trichloroacetic acid (TCA) followed by cooling 
to 0°C for 30 min. The mixture is centrifuged at 10,000 g for 10 min and 
the supernatant fluid examined for RNA material. The reaction mixture 
held at 37°C should contain 0 . 0 1 ~  Tris buffer pH 7.4 and 0 . 0 1 ~  magnesium 
acetate to reduce the degradative activity of RNAse present in the ribo- 
somal particles. Alternatively, if suitable, a strain of E. coli can be employed 
with low RNAse activity. A control consisting of ribosomes not exposed 
to the agent should be incorporated into the experiment to determine 
endogenous RNAse activity, which may also be heat-activated (Haight 
and Ordal, 1969). 

2. Viscosity measurements 
Changes in the viscosity of ribosome suspensions and rRNA will be 

indicative of alterations in the shape or size of the RNA particles. This may 
be measured in an Ostwald or Ostwald-Fenske Viscometer (Tal, 1969). 
Concentrations of 2 mg/ml of ribosomal particles or 0.25 mg/ml rRNA 
in Tris buffer have been employed. 

somes 

3 .  Changes in the ability of ribosomes to function in protein synthesis 
The ability of ribosomes to incorporate amino-acids into protein can 

be determined using Poly U-directed incorporation of 14C-phenylalanine 
into compounds insoluble in hot TCA. The influence of a lethal agent on 
this process may be estimated in isolated ribosomes or ribosomes separated 
from cells exposed to the agent. The requirements for ribosomal protein 
synthesis in cell-free systems have been summarized by Ciferro and Parisi 
(1970). The following incubation mixture has proved successful for poly 
U-directed protein synthesis by heat-treated ribosomes isolated from 
€3. stearothermophilus (quantities in micro-Moles unless otherwise stated) : 
Tris chloride buffer pH 7.8,4.0; magnesium acetate, 4.0; potassium chloride, 
24.0; /3-mercaptoethanol (as source of -SH groups), 1.4; adenosine tri- 
phosphate, 0.25 ; guanosine triphosphate, 0.01 ; phosphoenol pyruvate, 
1.25; phosphoenol pyruvate kinase, 12 pg; polyuridylic acid (Poly U), 
100 pg; 14C-phenylalanine, 0 . 7 6 ~  Moles; washed ribosomes, 0.5 mg RNA; 
activating enzyme preparation (a source of transfer enzymes, RNA and 
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phenylalanine tRNA synthetase), 0-2 mg protein (obtained as a super- 
natant after centrifugation of the ribosome fraction at 105,000 g for 90 min). 
Total volume of the system is 0.4ml and this mixture is incubated at 
37°C for 20-30 min. The reaction is then stopped by adding 1 ml of 
10% TCA containing 4 mg/ml 14C-phenylalanine, the pellet harvested 
by centrifugation, washed in cold 5% TCA containing 14C-phenyl- 
alanine and then in hot 5% TCA for 20 min at 100°C. After a final cold 
rinse in 5% TCA, the pellet is dissolved in 1 ml of 0 . 1 ~  sodium hydroxide 
and dried on a planchet before measuring the radioactivity of the sample. 

Poly U-directed protein synthesis is satisfactory for detecting the effects 
of lethal agents on the normal functioning of ribosomes. This technique 
should also operate for the translation of natural mRNA or a heteropoly- 
ribonucleotide chain provided that chain initiators (N-formylmethionyl 
tRNA) together with initiator and terminator factors are present in the 
activating enzyme preparation. A mixture of L-amino-acids is added to the 
reaction mixture. However, the cell-free biosynthesis of complex poly- 
peptides may prove more difficult in practice. 

4. Sucrose density centrifugation 
This method for separating ribosomal praticles has been described in 

detail by Sykes, this Series,Volume 5B. It may be used to measure changes 
in the molecular weight of ribosomes resulting from exposure to lethal 
agents. 

B. Changes induced in RNA 
1. RNA chain scission 

Pollard and Weller (1967) describe a technique for the quantitative 
assay of changes in the molecular weight of nucleic acids using a turbi- 
dimetric measurement for the precipitation of large molecules in 10% 
TCA. Macromolecules of RNA in high concentration will form a colloidal 
suspension in TCA causing increases in turbidity relative to the quantity 
of large molecules present, whilst small molecules (less than about mono- 
mers) will remain in true solution. The process of nucleic acid breakdown 
by strand scission can be followed by measuring the optical density of a 
mixture of RNA after the addition of TCA. For calibration purposes, a 
series of concentrations of RNA in buffer is prepared, one part added to an 
equal volume of 10% TCA and the precipitate allowed to form at room 
temperature for 10 min. The optical density (O.D.) is then read against a 
suitable blank at 425 nm and used to construct a calibration curve of 
O.D. ers RNA concentration (0-100 pg/ml). Test samples, after exposure 
to the lethal agent, are treated identically and the amount of large molecular 
weight RNA determined from the calibration curve. This method has been 
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found to be sensitive for RNA but the technique is less satisfactory for 
DNA. 

2. Hypochromic effects 
Alterations in the helical structure of rRNA may be indicated by hypo- 

chromic effects after treatment with urea, thermal denaturation or hydro- 
lysis (Suzuki and Kilgore, 1967). Thus, rRNA or ribosomes from treated 
and untreated cells are suspended in Tris buffer containing 0 . 0 1 ~  Mg++, 
diluted to produce a suitable O.D. at 260 nm and treated as follows: 

(1) Equal volumes of 8~ urea are added at 20°C for 30 min; 
(2) Thermally denatured in a water-bath at 90°C for 60 min; 
(3) Hydrolyzed in alkali by the addition of one part of 1~ potassium 

hydroxide to two parts of sample at 37°C for 20 h, and finally neutral- 
izing the mixture with hydrochloric acid. After these processes, 
drug-induced changes may be detected by comparing the O.D. of 
control and test samples at 260 nm. 

3. Changes in Tm 

by lethal agents (for details of the method see p. 145). 

C. RNA synthesis 

and will thus not be considered further here. 

The thermal denaturation profiles of ribonucleic acids can be influenced 

Methods of estimating RNA are described in detail in this Series,Vol. 5, 

XII. PROTEIN DAMAGE 

A. Protein synthesis 

ways: see this Series, Vol. 5, for details. 

1. Cell-free systems 
Procedures for utilizing cell-free systems have been described in detail 

by Nirenberg (1964) and involve lysing the bacteria, removing remaining 
intact cells and debris by low-speed centrifugation and small molecules 
by dialysis. A number of factors are necessary for the systems to operate 
properly including Mg++, ATP and messenger RNA, which can be of 
natural origin (Nathans et al., 1962) or be a synthetic polyribonucleotide 
(Lengyell et al., 1961 ; Nirenberg and Matthaei, 1961). The various compo- 
nents of the protein synthesizing system can be fractionated further 
(Traub et aZ., 1966; Likeover and Kurlard, 1967; Traub and Nomura, 
1968). 

Methods of assessing protein levels can be determined in a number of 
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A number of well-characterized systems have been developed for study- 
ing particular steps involved in protein biosynthesis. 

(a) Binding of m-RNA and aminoacyl t - R N A  to ribosomes. In  many 
bacteria, initiation of protein synthesis involves the binding of m-RNA 
to the 30s subunit followed by the binding of f  Met t-RNAp (Okomota 
and Takanami, 1963; Kaji et aE., 1966; Anderson et al., 1967; Nomura 
and Lowry, 1967). Evidence for complexation can be obtained by two 
main methods-filtration of the reaction mixture through nitro- cellulose 
filters (Nirenberg, 1964) and gradient centrifugation (Kondo et al., 1968). 
The basis of the filtration technique is that any complex formed with 
the ribosome or ribosomal subunit will be retained on the filter and 
the free aminoacyl t-RNA and m-RNA will not. This method is much 
more rapid and is advantageous because a complex may dissociate during 
centrifugation (see Lengyell and Soll, 1968). Labelled derivatives are used 
for determining binding. 

(b) Puromycin-dependent release of peptide chains. Peptide bond formation 
and translocation. Puromycin inhibits protein synthesis by binding to 
peptide chains and causing the release of incomplete peptides from the 
ribosomes (Yarmolinsky and de la Haba, 1959). It was realized, therefore, 
that this antibiotic would be useful for studying peptide bond formation 
(Gilbert, 1963 ; Nathans, 1964; Traut and Monro, 1964) and translocation 
(Cundliffe and McQuillen, 1967; Pestka, 1968, 1970; Igarishi et al., 1969). 
Ribosomes to which peptidyl t-RNA is bound can exist in two states. If 
the peptidyl t-RNA is attached to the P site puromycin can react to form 
peptidyl puromycin. If the peptidyl t-RNA is bound to the A site, 
puromycin will not react unless GTP and high speed supernatant fraction 
is added. The latter catalyse the translocation from site A to site P. Thus 
using ribosomes in the first state peptide bond formation can be deter- 
mined, whereas when in the second state, both peptide bond formation 
and translocation can be followed. Inhibition of the puromycin reaction 
by a drug suggests that the drug inhibits peptide bond formation, some 
other function of the 50s subunit or possibly both. If no inhibition occurs 
then the drug interferes with the 30s subunit if it inhibits protein synthesis 
in vivo (Cundliffe and McQuillen, 1967). The reaction is followed using 
labelled derivatives of aminoacyl t-RNAs, and the technique is summarized 
inFig. 11. 

(c) Reconstitution of functional ribosomes. Under suitable conditions ribo- 
somal components will reassociate to produce functional ribosomes. If 
complementary components derived from resistant and sensitive bacteria 
are reassociated, the determination of the effects of a drug on the synthetic 
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FIG. 11. Determination of the effect of antibiotics on  the puromycin reaction. 

capabilities of the ribosomes will indicate the site of action of the drug 
(Davies, 1964; Nomura et al., 1968). 

(d) SpeciJc binding of the drug. Methods for determining binding have been 
described earlier (p. 119). It remains only to be mentioned, therefore, that 
such studies with inhibitors of protein synthesis have indicated whether 
binding occurs to the 50s subunit, the 30s subunit, or both (Vasquez, 
1964; Chang and Weisblum, 1966; Kaji and Tanaka, 1968; Maxwell, 
1968) and to what component of these subunits (Okura ei al., 1970). 

B. Substances inducing protein misreading 
Streptomycin (Sm) has for many years occupied an important place 

in antibacterial therapy. Nevertheless, despite extensive experimentation, 
its exact site of action remains in doubt. Anand and Davis (1960), for 
example, showed that Sm caused membrane damage in E. coli. More 
recent studies have shown that Sm has a highly specific effect in protein 
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synthesis in being able to cause an inhibition or misreading (miscoding), 
depending upon the amino-acid, or amino-acid sequences in growing 
polypeptide chains. 

The subject of the effect of Sm and of other aminoglycosidic antibiotics 
on protein synthesis has been well reviewed by Jacoby and Gorini (1966). 
Spotts and Stanier (1961) postulated that Sm sensitivity, resistance and 
dependence was a function in each case of the same cellular unit, the 
ribosome, and Flaks et al. (1962) found experimentally that the difference 
between sensitivity and resistance to, and dependence upon, Sm was 
caused by a difference in the ribosomes obtained from the different bacter- 
ial strans. In particular, ribosomal sensitivity to Sm is associated with the 
30s ribosomal subunit, as will be described in the various methods below. 

1. Binding of aminoacyl t - R N A  and of ol&onucleotides to ribosomes 

(a) Use of homopolynucleotide template. Homopolymers which can be used 
as homopolynucleotide templates are poly U, poly A, poly C and poly I. 
Poly G is a poor template. The action of an antibiotic on the specificity of 
RNA codon recognition, i.e. prior to peptide bond synthesis, can be studied 
by measuring its effect on polynucleotide-directed binding of 1%- 

aminoacyl t-RNAs to ribosomes. Ribosomes should be used from both 
SmS and SmR bacteria. For the assay (Pestka, Marshall and Nirenberg, 
1969) 50 ,ul reaction mixtures are used containing 0 . 0 3 ~  magnesium 
acetate and 1-2 A260 units of ribosomes, and 1%-aminoacyl t-RNA (as 
specified by the authors) added last to initiate the binding. The incubation 
period is usually 20min at 24°C) and the extent of binding determined 
after washing the ribosomes on nitrocellulose filters. 

(b) Trinucleotide template, Asimilar technique may be used involving the effect 
of Sm, or other drugs, on the recognition of RNAcodons prior to peptide bond 
synthesis by directing the binding of 14C-aminoacyl t-RNAs to Sms and SmR 
ribosomes with trinucleotide templates. The trinucleotides used are pCpCpC, 
pApApA, ApApA, UpUpU and UpUpC, where p to the left of the nucleoside 
initial represents a 5'-phosphate and p to the right a 3'-phosphate. 

(c) Use of dissociated and reassociated ribosomes. Ribosomal sub-units 
have been extensively employed in studying the localization of the action 
of Sm and dihydrostreptomycin (DHSM). The preparation of 30s and 
50s units from 70s ribosomes, e.g. by dialysis at low Mg concentrations, 
has been described earlier. Ribosomes from SmS, SmR and SmD bacteria 
can be used. 

(d) Binding of m-RNA to ribosomes. The effect of Sm on the attachment of 
poly U to ribosomes may be studied by the sucrose density gradient method 
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as described by Davies (1964). In this, 14C-poly U is mixed with a pre- 
incubated crude bacterial extract at 0°C and sedimented through a gradient ; 
fractions are assayed for optical density (260 nm), TCA-precipitable poly U 
and ability to incorporate phenylalanine. In similar experiments involving 
Sm, the antibiotic ( l o - 4 ~ )  is added to the extract and incubated prior to 
addition of the poly U and running the gradient. 

2. Polypeptide synthesis 

(a) Use of hmopolymers. The effects of antibiotics on polypeptide synthesis 
directed by various polyribonucleotides (poly U, poly A, poly C and poly I) 
can be studied by the method of Davies, Gorini and Davis (1965) and 
Nishimura et al. (1965). Here, the in vitro amino-acid incorporating system 
contained, in a total volume of 1 ml: 100 pmol Tris HCl, pH 7.8; 10 pmol 
magnesium acetate; 50 pmol KCl ; 6 pmol /3-mercaptoethanol; 1 pmol 
ATP, 5 pmol phosphoenolpyruvate, 20 pg phosphoenolpyruvate kinase, 
0.5-1 p C  of 14C-amino-acid, 0.25 pmol GTP, 20 O.D. units of ribosomes, 
200 pg of 100,OOOg supernatant fraction, 30 O.D. units of E. coli t-RNA 
and the polynucleotide as specified. Incubation was usually carried out 
at 37"C, and aliquots (0.01-0.02ml) taken and analysed for different 
amino-acids as specified. 

(b) Use of ribopolynucleotides containing two nucleotides in alternating sequence 
as templates. The ribopolynucleotides poly UG, poly AG, poly UC, and 
poly AC are efficient templates in the cell-free protein synthesizing 
system (Nishimura, Jones and Khorana, 1965 ; Jones, Nishimura and 
Khorana, 1966; Davies, Jones and Khorana, 1966). As two of these poly- 
nucleotides contain G, misreading of this base can be tested (compare 
above); also, the position of a base in all three positions of a triplet can be 
studied in its susceptibility to misreading. 

The first step in this study involves the synthesis of poly UG, poly AC, 
poly UC and poly AG from poly d-TC : AG and poly d-TG : AC. For 
poly UC, for example, poly d-TC : AG is used as template in the presence 
of RNA polymerase, UTP and CTP. 

The second step utilizes step 1 in polypeptide synthesis in the presence 
and absence of the drug. In the procedure described by Nishimura, Jones 
and Khorana (1965), the reaction mixture contained/ml: 60 pmol Tris 
hydrochloride, pH 7 4 , 9  pmol of magnesium acetate, 2 pmol of magnesium 
chloride, 12 pmol of ,8-mercaptoethanol, 0.5 pmol of manganese chloride, 
50 pmol of potassium chloride, 0.25 pmol of GTP, 2 pmol of ATP, 
5 pmol of phosphoenolpyruvate, 20 p g  of phosphoenolpyruvate kinase, 
20 O.D. units of ribosomes, 16 O.D. units of t-RNA, 0-5-2 pC of 14C- 
amino-acid (as specified), 63 nmol of 1ZC-amino-acid where indicated, 
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and poly d-TC : AG, poly UC, excess nucleoside triphosphates and RNA 
polymerase as introduced from step 1. This reaction mixture was incubated 
at 0°C for 10 min, and to it was then added 200 pg of 100,000 g super- 
natant fraction, with subsequent incubation at 37°C. For routine measure- 
ment of amino-acid incorporation, portions of the reaction mixture were 
taken at intervals, and a radio-active counting procedure employing 
Whatman 3MM filter paper discs (ca. 1 cm2 in area) used as described in 
detail by these authors. An alternative procedure was to measure the 
incorporation of radio-active material from 14C-amino-acids into poly- 
peptidic material by applying portions of the reaction mixture, after an 
alkaline treatment, to paper chromatograms. The appropriate areas were 
then cut out, and counted for radioactivity. 

(c) Use of ribosomal sub-units. The effect of Sm and DHSM can be studied 
on poly U-directed polyphenylalanine synthesis with hybrid and with 
reconstituted parental ribosomes. 30s and 50s subunits are preincubated at 
0°C for 30min in the absence of poly U to allow 70s hybrid ribosome 
formation. Note that the Mg concentration in this system must be care- 
fully controlled, as the degree of inhibition by Sm and DHSM of poly- 
peptide synthesis directed by various ribopolynucleotides varies with this 
cation concentration. Cox, White and Flaks (1964) and Davies (1964) 
have shown that only those hybrids containing 30s ribosomes from SmS 
strains are susceptible to Sm. 

Van Knippenberg et al. (1965) observed varying effects on ribosomes 
from SmS cells with messengers of viral origin and endogenous messengers, 
and showed that, depending on Mg concentration, stimulation or inhibition 
could be achieved. 

(d) Double-labelling technique. Old and Gorini (1965) have described an 
interesting method for showing a simultaneous effect of Sm on protein 
synthesis (phenylalanine incorporation) and protein misreading (iso- 
leucine incorporation) in a poly U-directed incorporating system. The  
technique is a double-labelling one involving 3H-phenylalanine and 
14C-isoleucine. I n  the absence of Sm, the polypeptide contained only 
phenylalanine, and in the presence of Sm both phenylalanine (although 
in a greatly reduced amount) and isoleucine. The incorporation of these 
amino-acids into polypeptides was measured by a radio-active counting 
procedure after extraction with TCA at 90°C and Millipore filtration. 

(e) Use of a subunit of the 3 0 s  ribosome. As described above, the deter- 
minant of Sm sensitivity resides on the 30s ribosomal unit. When 305 
or 50s ribosomes are centrifuged to equilibrium in 5 . 2 ~  caesium chloride 
solution containing 0 . 0 4 ~  Mg++, they dissociate into free protein and 
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protein-deficient ribonucleoprotein cores, which have sedimentation 
coefficients of 23s and 42S, respectively. The dissociated protein accumu- 
lates at the meniscus, whereas the cores give a band in the gradient. Poly 
U-directed polyphenylalanine synthesis in vitro is not supported by the 
cores, but only takes place when the cores are combined with the corres- 
ponding meniscus fraction and dialysed to remove the caesium chloride. 
Use has been made of this procedure by Staehelin and Meselson (1966) 
in studying the in oitro incorporation of phenylalanine and isoleucine in 
the presence and absence of Sm. 

3.  Ribosomal changes 
The experiments described above have postuated that Sm and Nm 

combine with the ribosome, the conformation of which is thereby altered, 
leading in turn to improper codon-anticodon alignment. Leon and Brock 
(1967) thus examined the direct effects of Sm and of Nm on the physical 
properties of the ribosomes from Sms and SmR strains of E. coli with the 
aim of obtaining information on alterations in ribosomal conformation. 

The experiments described by Leon and Brock (1967) are of interest 
and will thus be described briefly. A part of their study is based upon the 
fact that purified 70s ribosomes show a marked hyperchromicity on heating, 
and the melting profile of 70s ribosomes in the presence and absence of Sm or 
Nm was carried out. Other experiments, below, gavemore useful information. 

(a) HzIph-temperature ultracmtrifugation. The RNA component of the 
ribosomes contributes mainly to the hyperchromicity observed during 
thermal denaturation, and Leon and Brock studied the sequence of events 
during this denaturation to ascertain whether RNA melted within the 
ribosome, or whether separation into ribosomal subunits was also involved. 
This was carried out by analysing the 70s ribosomes, in the presence and 
absence of Sm or Nm, in the ultracentrifuge at different temperatures 
(full practical details are provided in the original paper). The Schlieren 
optical system was used. 

(b) Protection against ribosomal dissociation. The principle of this experiment 
is to ascertain whether drugs can protect 70s ribosomes from dissociating 
when placed in an environment of low Mg++ concentration. T o  carry out 
this experiment, the antibiotics are mixed with preparations of 70s ribo- 
somes from Sms and SmR strains, the mixture diluted into low Mg++ 
(0.001w)-Tris buffer and analysed in the analytical ultracentrifuge, and 
the percentage of the 70s component calculated. 

4. Binding to ribosomes 
To study the binding of DHSM to bacterial ribosomal subunits, Kaji 

and Tanaka (1968) used the following typical reaction mixture : 20 pg of 
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305 subunits (there was no binding to 50S), 1Opg of poly U, aH-drug, 
and (in /rmol/0.05 ml of total reaction mixture) Tris hydrochloride 
(pH 7.2) 3, KCl 2, magnesium acetate 1. The binding process was carried 
out for 20 min at 24"C, and the mixture then appropriately diluted. Milli- 
pore filters were used to retain ribosomal subunits containing any bound 
drug, the latter being counted by means of a scintillation counter. 

XIII. CONCLUSIONS 

In this Chapter, we have described and discussed some of the ways in 
which the mechanism of action of certain chemical and physical processes 
on bacteria can be assessed. We feel that the following points are of con- 
siderable importance in this assessment : 

(a) the role of mutant strains of bacteria in determining the type of 
damage inflicted has been considered under various Sections, and 

(b) useful though they are, techniques with cell-free systems must not 
be taken in isolation, but must be considered in relation to the bacterial 
cell as a whole ; 

(c) as many different techniques as possible should be used to measure 
damage to the bacterial cell, and an attempt made to correlate the results. 
It must be emphasized that damage to the cell might result from the 
inactivation of several sites in the organism and that the earliest measurable 
inhibition of some metabolic process need not necessarily in fact be 
responsible for loss of viability. 
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I. INTRODUCTION 
A. Background 

One of the strange coincidences of nature is that the size of bacterial 
cells and the wavelength of visible light are approximately the same. 
Typically, bacteria have an average diameter from 500 to lOOOnm, 
whereas green light has a wavelength of about 520 nm. As a consequence 
of this closeness of size, bacterial cells will scatter visible radiation in a 
rather complicated manner since they are in resonance with the incident 
waves. Pijper (1919, 1931) originally interpreted these phenomena as 
surface diffraction effects and used them somewhat successfully to deter- 
mine the mean size of bacterial cells. Actually, of course, the scattering 
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phenomena in the resonance region arise mainly because of more complex 
interference effects ; the contributions at the surface playing a secondary 
role. Ponder (1934, 1944) and Cox and Ponder (1941) extended the work 
of Pijper considerably, again explaining the phenomena in terms of 
surface diffraction. On the basis of some elementary theoretical calcula- 
tions, they were able to get a better estimate for bacterial size using some 
features of dz&rential l+ht scattering by which we mean the variation of 
scattered light intensity with respect to the angle of scattering (the direction 
of the incident beam taken as 0"). 

In related work, Lewis and Lothian (1954), Fikhman (1959, 1963), 
Koga and Fujita (1961), and Petukhov (1965) applied various aspects of 
theoretical light scattering to the determination of bacterial size and average 
refractive index. Barer (1952, 1954), Ross and Billing (1957), and others 
(Barer et al., 1953; Davis et al., 1954) used methods of immersion refrac- 
tometry to determine further the average refractive index and size charac- 
teristics of bacteria in solutions. Although these refractometry methods 
are somewhat inapplicable in the resonance region, they do nevertheless 
yield results that agree with more recent determinations. 

Much of our theoretical understanding of light scattering by these 
so-called resonance particles came from the theory that explains the manner 
by which small homogeneous spheres scatter light. This theory is often 
referred to as Mie (1908) scattering theory but was in fact developed by 
Ludvig Lorenz (1890) 18 years before Mie. The calculations based upon 
this complete theory were most difficult to perform until digital computers 
became readily available. Various approximation techniques were devel- 
oped during the interim, primarily the so-called Rayleigh-Gans-Debye 
theory (cf. Kerker, 1969) that permits simplification in the calculations 
yet allows the scattering characteristics of complex structures to be approxi- 
mated equally well. Several papers by Koch (1961, 1968a, b) were devoted 
to the exposition of many of these approximation methods together with 
possible applications of the exact theory. Discussions by Oster (1955) and 
Kratovhil (1964, 1966) provide extensive bibliographies on various appli- 
cations of light scattering including bacterial systems. Gotterer et al. 
(1961) interpreted various measurements in terms of the appropriate 
theoretical background. Some papers by Packer (1963) and others (Packer 
and Perry, 1961 ; Packer et al., 1963) contain interesting and related meas- 
urements on chloroplasts and mitochondria. Studies on photo-phos- 
phorylation (Packer, 1963 ; Dilley and Vernon, 1964; Hind and Jagendorf, 
1965) using light scattering techniques are also of interest. Wyatt (1968, 
1970) extended the earlier work considerably and established many 
of the analytical bases for deducing structure from experimental measure- 
ments. 
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B. New tools 
Three technological developments of the past decade have rekindled 

considerable interest in the further applications of light scattering tech- 
niques to the study of bacterial systems. In  particular, we refer to lasers, 
microelectronics and digital computers. Lasers represent an almost ideal 
means for illuminating specimens for they are in general highly mono- 
chromatic, exceedingly well collimated, easily polarized, coherent (though 
this feature is not of primary importance for bacterial scattering measure- 
ments), available at various wavelengths and powers, and relatively inex- 
pensive. The power of analytical instruments has been enormously 
enhanced in recent years by miniaturization and the incorporation of 
various signal processing features. Microelectronics have simplified the 
basic operation of many of these instruments and permitted some to be 
virtually automatic in their performance of certain routine analytical 
functions. Light scattering instrumentation for the study of bacterial 
systems has developed rapidly by incorporating such electronic features 
for both automation and control. 

The  interpretation and understanding of the complex resonance scatter- 
ing phenomena have been made considerably more tractible and simple 
with the advent of improved digital computers. Large scale computers 
now routinely calculate in seconds the scattering characteristics of complex 
bacterial structures that but a few decades ago might not have been 
completed in a lifetime. More important perhaps than the ability to predict 
light scattering features of potential experimental significance is the capabil- 
ity (using appropriately programmed computers) to deduce structural 
features of bacterial systems from differential light scattering measure- 
ments. Without digital computers, the existing potential of light scattering 
measurements on bacterial systems might have remained in a relatively 
dormant state. 

C. Objectives of the Chapter 
This Chapter is not concerned with the detailed mathematical analysis 

of light scattering phenomena, references to which are appropriately noted 
with some discussion in the brief appendix which follows. It is intended 
primarily to familiarize the reader with the basic techniques of measure- 
ment and the general features of their interpretation. 

As will be readily apparent in the Sections which follow, the experimental 
procedures are for the most part simple and easily performed. Not sur- 
prisingly, there are very few experiments relating to any facet of bacterial 
growth and metabolism or their interaction with various chemicals and 
biological agents that are not readily accessible to light scattering tech- 
niques. Indeed, such techniques are in many cases far more sensitive for 
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monitoring subtle morphological changes than any of the more conven- 
tional methods. Recent applications of such methods to antibiotic sus- 
ceptibility testing (Berkman et al., 1970; Wyatt et al., 1972), for example, 
have resulted in methods and instrumentation whose speed for determination 
of such effects is unequalled by the conventional approaches. As an 
example, the susceptibility of mycobacteria to antibiotic agents can be 
determined from an exponential phase culture within a matter of minutes 
(Reich, 1973). 

Light scattering techniques, especially those relating to resonance 
scattering phenomena, will no doubt play an increasingly important role 
in the microbiology laboratory for many years to come. Although this 
Chapter will allude to many of these applications in detail, there are many 
others that have not been presented nor for that matter attempted. Section 
I1 is concerned with a detailed explanation of the meaning of differential 
light scattering and includes various theoretical results that can be used 
as a basis for interpretation. Experimental procedures and means by which 
interpretations are achieved are discussed in Section I11 together with 
selected applications and measurements on bacterial systems using differ- 
ential light scattering. Section IV is concerned with further applications 
that extend the methods to areas somewhat outside of general micro- 
biology. A brief mathematical appendix summarizes the more important 
mathematical theories used in interpreting and predicting various results. 

The main purpose of this Chapter, of course, is to familiarize the reader 
with the techniques of measurement and hopefully to erase the mistaken 
concept that light scattering measurements are difficult to understand 
and perform. Although much quantitative analysis still remains to be com- 
pleted on many of the measurements performed to date, many of the 
qualitative features of light scattering measurements should provide a 
useful means for rapidly understanding the biophysical phenomena 
affecting the bacterial system being studied. 

11. THE PHYSICAL BASIS OF DIFFERENTIAL LIGHT 
SCATTERING AS APPLIED TO BACTERIAL SYSTEMS 

A. Classical light scattering and polarization 
In the classical sense, electromagnetic radiation is generated when charged 

particles (e.g. electrons) are accelerated, i.e. when their velocity changes 
with time. The scattering of electromagnetic radiation (light) is most 
easily thought of as a two-step process: first, the incident light waves 
accelerate the electrons that are bound in the molecules of the illuminated 
particle ; these accelerating electrons then reradiate light, in general at the 
same wavelength as the incident light. (For some materials, at particular 
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frequencies, part of the incident radiation is selectively absorbed by pro- 
moting the electrons to a higher energy state during excitation.) I n  some 
substances the induced motion of the electrons is damped by collision and 
energy is lost. (This is equivalent to electrical “resistance”.) Although the 
electrons oscillate at the same frequency (when no absorption is present), 
the radiated waves emanating from each will not in general be in phase 
since the electrons of the scatterer are spatially displaced from one another. 
In addition, if the scatterer is inhomogeneous, the radiating electrons 
contained therein will be bound differently corresponding to the different 
chemical bonds involved. Such differences in chemical bonding produce 
additional phase differences in the reradiated waves. 

The  intensity of the scattered light is a superposition of all the reradiated 
waves from the bound accelerating electrons. Because of the aforementioned 
phase differences, some of these reradiated waves will interfere destruc- 
tively in certain directions and constructively in others. These “inter- 
ference” effects result in variations of the scattered light intensity with 
respect to the angle of observation (or detection). Restricting ourselves 
to measurements in a plane, Fig. 1 shows a typical scattering geometry. 

D 

FIG. 1. Schematic set-up of a scattering measurement. Radiation (light) source 
(S) illuminates scatterer (0), and detector (D) records scattered intensity at angle (0) 
as it rotates about (0) at a tixed distance from it. 

An incident beam of light illuminates a particle (or ensemble) while a 
detector rotates about it. The variations in scattered light intensity are 
measured and recorded. The recorded scattering pattern is called the 
diflerential scattered light intensity or difJerentia1 light scattering pattern. 
(The term “differential” refers to the incremental light flux d F  collected 
by the detector that intercepts scattered light within a very small solid 
angle, dQ.) Note that the detector is usually restrained to rotate in a 
circular arc about the scatterer. At all angular locations the detector will 
be at the same distance from the scatterer. This is necessary since the 
scattered energy falls off inversely as the square of the distance from the 
scattering particles. The recorded scattering pattern will therefore depend 
only on the angular position of the detector. 

In  much of the discussion which follows, we shall assume that the 
incident light is monochromatic and polarized and that the scattering 
particles are isotropic (i.e. non-crystalline). By vertical polarization we 
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mean that the electric field of the incident light waves is perpendicular to 
the plane in which the scattering measurements will be made. Thus all 
the accelerating electrons of the scattering particle will be forced by such 
a polarized incident field to oscillate perpendicularly to the scattering plane. 
Similar remarks apply to horizontally polarized incident light. 

B. Small and very large particles 
Extremely small particles, i.e. particles whose spatial dimensions are of 

the order of a hundreth of the wavelength of the incident light or less, 
will scatter vertically polarized light isotropically. A detector rotating 
about such a particle per Fig. 1 would record the same intensity of scat- 
tered light at all scattering angles. Since the size of such a particle is so 
small, no appreciable phase difference exists between the reradiating 
electrons and thus the scattering pattern would be devoid of interference 
effects. Once the size of the particle approaches dimensions of the order 
of a tenth of the incident wavelength, the scattering pattern becomes 
slightly peaked in the forward direction due to the onset of interference 
effects. The relative amount of light scattered, of course, depends upon 
the chemical composition of the particles manifest in terms of their index 
of refraction, or variations thereof. Figure 2 illustrates the pronounced peak- 
ing in the forward direction for spherical homogeneous particles of differ- 
ent refractive indices whose radius is 100 nm. All of these scattering curves 
have been normalized at 30". The incident light is vertically polarized at a 
wavelength of 514.5 nm. Figure 3 shows similar scattering data for hori- 
zontally polarized incident light. Note how these latter curves (normalized 
at 60") could be used to differentiate (and thereby identify) the refractive 
index by the ratio of scattered light intensity at a large scattering angle 
(say, 140") to the intensity of 60" (Figs 2 and 3 are from the Atlas of 
L&ht Scattering Curses, 1971). 

Particles very large compared with the incident wavelength scatter 
light predominantly via diffraction of light passing near their surface, 
most of the scattered energy being directed forward. Many experimental 
results may be interpreted in terms of geometrical optics combined with 
diffraction theory (cf. Kerker, 1969, Van de Hulst, 1956). Some experi- 
mental results for such large particles may be found in the recent work of 
Blau et al. (1970). 

C. Particles in the resonance region 
1. A dehydrated bacterium in air 

The particles of prime interest for this Chapter are bacteria and bacter- 
ial spores, i.e. scatterers in the so-called resonance region. Let us now 
examine their scattering characteristics in greater detail and begin with an 
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Vertical 
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FIG. 2. Differential light scattering patterns for homogeneous spherical particles 
of radius 100 nm. The incident light is of wavelength 514.5 nm (argon-ion laser 
green line) and is vertically polarized. The particles (in air) are of refractive indices 
corresponding to water (1 *33), hydrated protein (1 *39), glass (1 *SO), and poly- 
styrene latex (1.59). 

individual airborne cell. Although experimental measurements of such 
individual air-suspended cells require specialized instrumentation, the 
theoretical interpretation of their differential light scattering characteristics 
is somewhat simpler than for liquid-borne suspensions. In a recent paper, 
Wyatt and Phillips (1972b) analysed the light scattering characteristics 
of individual cells of Staphylococcus epidermidis. These airborne cells were 
found to have an average refractive index of 1-52 rf: 0.02; a value corres- 
ponding to almost completely dehydrated protein (cf. Ross and Billing, 
1957). The  average cell wall thickness was 25 _+ 8 nm and the refractive 
index of the dehydrated cytoplasm and cell wall were found to be 1.50rf: 
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R = 100 nm 

0 20 40 60 80 100 120 140 160 180 
Scattering angle 

FIG. 3. Same as Fig. 2, but horizontally polarized incident light. 

0.02 and 1.54 k 0.02, respectively. Choosing these values as representative 
of airborne Gram-positive organisms, a variety of theoretical curves may 
be generated (see Appendix) as a function of radius to illustrate the effects 
of size within the resonance region. Figs 4 through 11 present the differ- 
ential light scattering patterns (Atlas of Light Scatten?zg Curves, 1972) for 
both vertically and horizontally polarized incident light at a wavelength 
of 514.5 nm. The bacterial size varies from an overall radius of 270 nm 
to 420 nm. Note how more scattering peaks occur in the patterns with 
increasing bacterial size. 

Table I presents the angular positions (in degrees) of the scattering 
extrema as a function of overall radius for the aforementioned theoretical 
parameters. The principal sequence differences (the difference between 
the angular positions of the last maxima and the first minima) are listed 
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T A B L E  I 
Extrema angular positions (in degrees) of the theoretical vertical 

differential scattering patterns of dehydrated spherical bacterial cells 

R(nm) min rnax rnin max rnin max rnin max rnin max min max min 

200 
220 
240 
260 
270 
280 
290 
300 
310 
320 
330 
340 
350 
360 
370 
380 
390 
400 
410 
420 
430 
440 
450 
460 
470 
480 
490 
500 
510 
520 
530 
540 

100 
77 108 
75 106 
72 98 
66 79 
58 77 
56 76 
55 76 
5 5  76 
55 74 
55 68 
48 59 
44 60 
43 60 
43 60 
43 60 
43 58 
40 49 
35 47 
34 47 
34 48 
33 48 
33 48 
32 45 
28 39 
27 39 
26 39 
26 39 
27 40 
26 39 
23 35 
21 33 

160 
145 
140 
142 
107 
105 
105 
104 
104 
104 
108 
83 
83 
83 
83 
84 
87 
69 
68 
69 
70 
70 
71 
60 
57 
57 
58 
58 
59 
66 
49 

126 
128 
129 
130 
130 
131 
132 
100 
101 
102 
103 
102 
103 
80 
82 
83 
84 
85 
85 
65 
69 
70 
71 
72 
72 
72 
59 

148 
153 
157 
157 
156 
154 
154 
117 124 153 
121 139 155 
122 140 158 
122 141 161 
121 141 161 
121 142 161 
97 108 122 142 160 

101 113 126 143 159 
101 115 129 145 158 
102 117 132 147 160 
102 117 132 147 162 
102 117 133 148 164 
82 87 102 117 132 148 164 
86 95 108 120 131 148 164 
86 98 112 122 130 148 163 
87 100 116 125 135 150 162 
88 100 115 126 137 151 163 
88 101 116 127 139 152 163 
88 101 114 127 139 152 164 
75 83 94 103 114 127 139 153 165 

in Table I1 together with the number of secondary maxima and the inten- 
sity ratios of the last maximum to the first minimum. Such curves and 
tables have been shown to be useful for the rapid characterization of 
bacterial size. (Stull 1972). Note how the principal sequence difference is 
an essentially monotonically increasing function of cell size, 

Another representation of the differential light scattering characteristics 
of individual cells is by means of a polar plot. Fig. 12 presents a polar plot 
of the predicted light scattering characteristics of the 380 nm-radius cell 
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Scottcring on& 

FIG. 4. The differential light scattering patterns for bacterial cells in air illu- 
minated by vertically polarized light of wavelength 514-5 nm. The model chosen 
consists of a concentric structure with a cell wall 25 nm thick. The refractive 
indices of cell wall and cytoplasm were 1.54 and 1.50, respectively, corresponding 
to dehydrated cells. Cell radii 270 nm to 300 nm. 

of Fig. 8. The bacterium is illuminated from the left with a vertically 
polarized plane wave. The relative intensity of scattered light in a particu- 
lar direction is proportional to the distance from the origin to the inter- 
section with the plotted curve. Thus were we to “walk around” such an 
illuminated particle, we would observe the scattered light intensity to 
fluctuate considerably as we observed it in our excursion from 0” (looking 
head-on into the illuminating beam) to 180” (the back of the bacterium). 
The arrow indicates the direction of the incident beam. Note that the 
scattering pattern is symmetric on either side of the beam. Such symmetry 
is typical of spherically symmetric cells or cells exhibiting axial symmetry 
with respect to the incident beam. The detector of Fig. 1 records the 
relative intensity of the scattered light as it “walks around” the illuminated 
bacterium. Referring again to Fig. 12, we note (for example) that when the 
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TABLE I1 

Principal sequence differences, A (last max- fist min) 

R (nm) A (degrees) No. sec max. X(lms$lmin) 

200 
220 
240 
260 
270 

280 
290 
300 
310 
320 
330 
340 

3 50 
360 
370 
380 
390 
400 

410 
420 
430 
400 
450 
460 

470 
480 
490 
500 
510 
520 
530 

540 

31 
31 
26 
23 

68 
72 
74 
75 
75 
76 
84 

91 
96 
97 
98 
98 
101 

107 
109 
111 
114 
114 
116 

120 
121 
122 
124 
124 
126 
129 

132 

1 
1 
1 
1 

2 
2 
2 
2 
2 
2 
2 

3 
3 
3 
3 
3 
3 

4 
4 
4 
4 
4 
4 

5 
5 
5 
5 
5 
5 
5 

6 

0.495 
1 -355 
2 * 928 
4.172 
1 *646 
0.788 
0.128 

0.374 
0.500 
0.750 
1,352 
0,758 
0.555 

0.534 
0 600 
0.500 
0.500 
0.578 
0.505 

0.667 
1 a270 
1 *823 
1.538 
1.000 
0.686 
0.956 

4.300 

detector (or observer) looks toward the bacterium from about 40°, a 
sharp decrease in its apparent brightness is seen. Increasing the angular 
position to about 60" results in an appearance of brightness, then again 
another null near 85", etc. Most of the total scattered energy appears in 
the forward direction, as indicated. (The forward lobe is truncated by the 
right hand margin of the figure.) 

8 
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FIG. 5. Same as Fig. 4, horizontally polarized incident light. 

2. Bacteria in liquids 
(i) Predicted characteristics of individual cells. Bacterial systems are most 
easily examined in a liquid medium since this is most similar to their 
natural environment. In a liquid (such as water), however, the structural 
characteristics of the cells are quite different from corresponding values 
in an airborne, dehydrated state. Wyatt (1970) has shown, for example, 
that the cell wall is considerably thicker which confirms an earlier assump- 
tion of Knaysi (1951). In its fully hydrated state, the cell wall of S. aureus 
would be expected to be almost three to four times as thick as when 
dehydrated. The refractive indices of the cytoplasm and cell wall are 
found for such hydrated cells to be about 1-37 and 1.42, respectively. These 
values are quite close to the refractive index of water, viz. 1.33. Accord- 
ingly, such waterborne cells scatter light weakly; the intensity of light 
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Scattering angle 

FIG. 6 .  Same as Fig. 4, vertically polarized incident light. Radii 310nm to 
340 nm. 

scattered being proportional to the square of the difference between the 
average refractive index of the cell and that of water. A single dehydrated 
airborne cell will thus scatter many thousands of times as much light as its 
waterborne counterpart (see Appendix). Not only is the amount of light 
scattered by waterborne cells quite different, but the qualitative features 
of the differential light scattering patterns are changed as well. 

The effects of size on the differential light scattering characteristics for 
waterborne cells of the type described above is shown in Figs. 13 through 
18. (Contrast the differential light scattering patterns for the airborne 
cells of Figs. 4, 6, 8 and 10.) The incident light is polarized at 514.5 nm 
and all cells have a fixed wall thickness of 80 nm; the refractive indices 
of cytoplasm and cell wall are 1.37 and 1.42, respectively (Wyatt, 1970). 
Note the monotonic shift towards smaZZer angles of the first maximum as 
the cell size increases. (The first maximum here is defined as the first 
maximum beyond the forward 0" scattering lobe.) If the average cell size 
changes (and all other features remain constant), then an estimate of this 
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FIG. 7. Same as FIG. 6, horizontally polarized incident light. 

change may be obtained from the expression 

2 kR sin 812 = constant, (1) 
where R is the average radius of the cell, k = 2nno/Ao and B is the angle of 
the first maximum or any of the angular extrema (see Appendix B). 
The refractive index of water and the wavelength of the incident vertically 
polarized light are no and Ao, respectively. Whenever all the measurements 
are performed at the same wavelength and in the same medium (i.e. k is 
constant), Eqn. (1) may be simplified to 

R sin 812 = constant. (2) 

As an example, consider a measurement made on a suspension of cells 
that yields a light scattering pattern (for kertically polarized incident light) 
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Scattering ongle 

FIG. 8. Radii 350 nm to 380 nm, vertical polarization. 

with a maximum at 55" (cf. Fig. 15). After adding a certain chemical 
to the suspension, say the recorded light scattering pattern has shifted 
slightly such that this same maximum feature is now at 50". We can now 
easily estimate that the average size change that occurred by using Eqn. (2) 
as follows: if the initial average cell radius was R and after the addition of 
the chemical, the final average cell radius is R'; then 

= R sin 55"/2 = R sin 27.5" = const. R sin 1312 

R' sin 8'12 = R' sin 50"/2 = R' sin 25" = const. 

or R' sin 25" = R sin 27.5". 

R sin 27.5" ( sin 25" 
Hence (R' - R)/R = 

=(1.114-1)=0.114=AR/R, 

i.e. we may conclude that the average cell radius increased by about 11%. 
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FIG. 9. Same as Fig. 8, horizontal polarization. 

If the differential light scattering characteristics of the same bacterial 
system are measured at different wavelengths, specific extrema will shift 
to different angles more or less in accordance with Eqn. (1). The differ- 
ential light scattering patterns are always a function of the ratio of size 
to incident wavelength (kRocR/h). Thus decreasing the wavelength of the 
incident light will produce an effect equivalent to increasing the particle 
size. Theoretical curves may therefore be scaled as follows: a calculation 
at wavelengthhl and size R1 will correspond exactly to a size Rz for incident 
wavelength hz (providing that the refractive index is the same at the two 
wavelengths), where 

Thus, for example, a measurement on a bacterial suspension with, say, 

Rz = Rlhz/A1. (3) 



VI. DIFFERENTIAL LIGHT SCATTERING TECHNIQUES 199 

Verticol 
R =390 to 420nm 

Scattering angle 

FIG. 10. Radii 390 nm to 420 nm, vertical polarization, 

an average radius of 340 nm at a wavelength of 514.5 (Argon-ion laser) 
will produce a light scattering pattern almost identical to that obtained 
from a suspension of larger cells (average radius R) for a measurement 
performed at 632.8 nm (He-Ne laser red line), if 

R = 340 x 632.8/514.5 N 418 nm. 

This latter result is a direct consequence of Eqn. (3) and assumes that the 
refractive index structure of the two bacterial suspensions are almost 
identical at the two different wavelengths. 

If the curves of Figs. 13, 15 and 17 (vertically polarized incident light) 
were all multiplied by cos2 0 (where B is the scattering angle), the results 
shown for the horizontally polarized cases (Figs. 14, 16 18) would be 
rather well reproduced except for very large or small scattering angles. 
(The curves of Fig. 14 would be in very poor agreement beyond 1lOO.) 
This proportionality between vertically and horizontally-polarized scat- 
tering data is a consequence of the weakly scattering nature (cf. Kerker, 
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1969) of liquid suspended cells (see Appendix). Since little additional 
structural information is thereby derivable from measurements of these 
horizontal data, most measurements of the light scattering characteristics 
of liquid-borne bacterial cells are usually performed only for vertically 
polarized incident light. 

Figure 19 presents differential light scattering patterns illustrating the 
effect of cell wall thickness variation. The incident radiation (light) is 
vertically polarized at 514.5 nm. All the cells have the same overall radius 
(350 nm), the same cytoplasm and cell wall refractive indices (1.37 and 
1.42, respectively), and are assumed to be immersed in water (no= 1.33). 
The four curves shown correspond to the four different cell wall thick- 
nesses 40, 60, 80 and 100 nm, respectively. All curves have been normal- 
ized at their first peaks. Note that the major effect of increasing cell wall 
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FIG. 12. Polar plot of differential light scattering pattern of 380 nm-radius cell 
of Fig. 8. 

thickness is to decrease (slightly) the relative intensity of light scattered at 
the larger scattering angles. Referring to the second peak near 100” in 
Fig. 19, we note that the effect of increasing the cell wall thickness is to 
move this peak very slightly toward larger angles. 

Although the effects of changing cell wall thickness upon the differential 
light scattering patterns (Fig. 19) are not particularly vivid, slight changes 
in the refractive indices of the cytoplasm and cell wall produce consider- 
ably greater shifts in the patterns. Figure 20 shows the effects produced as 
the cytoplasm refractive index varies from 1.33 (water) to 1-44. The  
refractive index and thickness of the cell wall are fixed at 1.42 and 80 nm, 
respectively. The cells are all of the same size, viz. radius of 350nm. 
The shift of the first maximum as in Fig. 20 might tend to be confused 
with a change in average cell size per Figs. 13, 15 and 17. Fortunately, this 
confusion will not occur since the cytoplasm refractive index of most 
waterborne bacterial cells will lie in the very restricted range 1-36-1.39. 
Such a restriction is a natural consequence of the relatively high water 
content of bacteria. 

Because of the occurrence of capsules and slime layers on certain 
bacteria grown under various conditions, we would expect that the refrac- 
tive index of the “cell wall region” might vary appreciably. Again the high 
water content of this part of a hydrated cell results in a rather restricted 
range of the associated refractive index, probably between 1.40 and 1-44. 
Figure 21 illustrates the scattering variations possible as the cell wall 
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FIG. 13. Differential light scattering patterns for water suspended bacterial cells. 
Incident light vertically polarized at 514.5 nm. The model chosen consists of a 
concentric structure with a cell wall 80nm thick. The refractive indices of cell 
wall and cytoplasm were 1-37 and 1.42, respectively, corresponding to fully hydra- 
ted cells. Cell radii from 260 nm to 320 nm. 

refractive index varies from an unrealistic value of 1.35 (less than the 
refractive index of the cytoplasm) to 1.44. Note that within the range 1.42 
(from Fig. 15) through 1.44, the angular positions of the extrema vary 
minimally. 

(ii) Suspension of cells. Figs. 13, 15 and 17 present the salient scattering 
features of individual spherically symmetrical waterborne bacteria for 
vertically polarized incident light. Because such cells scatter weakly, the 
scattered light intensities from several thousand such cells must be 
simultaneously detected in any practical experiment. The recorded 
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FIG. 14. Same as Fig. 13, but for horizontally polarized incident light. 

pattern from such an ensemble will represent a linear superposition 
of the patterns of all the contributing members provided, however, 
that (1) the mean distance between cells is large compared to the 
wavelength of the illuminating radiation, (2) the mean-free-path is larger 
than the dimensions of the cuvette containing the suspension, (3) geo- 
metrical foreshortening effects are adequately compensated for, (4) 
internal reflections occurring within the cuvette are minimal, and ( 5 )  the 
liquid medium in which the cells are suspended is not too strongly absorb- 
ing at the wavelength of the illuminating radiation. Let us examine these 
conditions in greater detail. 

Condition (l), the so-called coherence requirement, states that if scatterers 
are too close to one another they will not scatter light independently. If 
the number of scatterers per unit volume is N, the refractive index of the 
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FIG. 15. Same as Fig. 13, but radii from 340 nm to 400 nm. 

suspending medium no, and the illuminating wavelength ho, then condition 
(1) requires 

1 / W 3  %= Ao/no (4) 
At a wavelength of 514.5 nm in water this requires that the cell density 
must be considerably less than 1013 cells/ml, a condition always satisfied. 

Condition (2) is the requirement that once a cell has scattered light, 
this scattered light will not be subject to further (multiple) scattering 
before it is recorded. Multiple scattering obviously tends to wash out the 
recorded light scattering pattern and must be avoided. If the dimension 
of the cuvette path is d and the effective scattering cross-section of an 
individual cell r, then this condition becomes 

l/(Ab)B d. (5) 
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FIG. 16. Same as Fig. 15,  but for horizontally polarized incident light. 

Typical scattering cross-sections for water suspended cells are about 20% 
of their geometrical cross-section. (More realistically, this scattering cross- 
section fluctuates between 3% and 50% of the geometrical cross-section. 
This resonance fluctuation is responsible for various anomalies in tradi- 
tional turbidity and nephelometric measurements and seems to be over- 
looked by most microbiologists.) If a standard cuvette has a mean diameter 
of about 2-5 cm and if the geometrical cross-section of a typical bacterium 
is 10-8 cm2, then Eqn. ( 5 )  requires that the cell density N must be con- 
siderably less than 2 x 108 cells/ml. For smaller cuvettes this limit may be 
somewhat greater. We have found experimentally that multiple scattering 
effects are negligible when the cell density is less than 107 cells/ml. 

Figure 22 represents an enlarged cross-section of an illuminated suspen- 
sion of cells in a cuvette. The incident laser beam illuminates a narrow 
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FIG. 17. Same as Fig. 13, but radii from 420 nm to 480 nm. 

cylinder of cells as shown. The detector is collimated so as to accept any light 
scattered into the cone indicated. (This cone is usually about 2" wide.) 
Thus the only cells whose scattering characteristics are recorded (since 
no multiple scattering is assumed to occur) are those indicated in the 
cross-hatched volume Vo. Note, however, that the volume VO (and there- 
fore the number of contributing cells) increases as the angle between the 
detector and the illuminated pencil decreases. To a first approximation 

VO a l/sin 0, (6) 
where 0 again is the scattering angle. The differential light scattering 
patterns recorded from such suspensions of cells should thus be muZtipZied 
by sin 19 to compensate for this effect, so that condition (3) be satisfied. 

Although the detector only records the scattering patterns between 0" 
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FIG. 18. Same as Fig. 17, but horizontally polarized incident light. 

and 180" (the patterns from randomly oriented cells are symmetrical 
about 180"), the illuminated cells will of course also scatter light between 
180" and 360". If the cuvette is of circular cross-section or of the Witnauer- 
Scherr type (1952), a fraction of this light will be reflected back on to the 
scattering cells and reappear in the range 0" to 180". At the cell exit window 
some of the incident light is reflected at the interface and re-illuminates 
the cells from the direction opposite the incident beam. These two types of 
reflections result in a modification of the recorded intensity, IR(O), at an 
angle B (Kratohvil and Smart, 1965), viz. 

IR(B) CI I(0)  + 2f I (180" - O), (7) 
where I(0)  is the scattered intensity in the absence of extraneous incident 
beams and f is the fraction of incident light reflected at the air-cuvette 
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FIG. 19. Effects of cell wall thickness on the differential light scattering patterns 
for vertically polarized 514.5 nm light. Same model as Fig. 13, radius 350 nm, 
thickness 100, 80, -60, and 40 nm. 

interface. These reflection effects are illustrated in greater detail in Section 
111. Other second order internal reflections further add to the recorded 
pattern. Using a cuvette with slightly pitched sides (Berkman and Schoefer, 
1971) (a section of a cone), will eliminate many of these internal reflections 
and the scattering signature will be accordingly enhanced. If a standard 
test-tube cuvette is used, condition (4) warns us that quantitative inter- 
pretations, especially at larger scattering angles, may be difficult. 

Many liquid media are pigmented and therefore absorb light at various 
wavelengths. Condition ( 5 )  points out that if the media are too strongly 
absorbing, the scattered light may not even reach the detector. As long 
as the absorption is not too great, the recorded signal will be proportional 
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FIG. 20. Effects of cytoplasm refractive index variations on the differential light 
scattering patterns for vertically polarized 514.5 nm light. Same model as Fig. 13, 
Iadius 350 nm, for cytoplasm refractive indices 1.33, 1.36, 1.40, and 1.44. Cell wall 
80 nm thick and refractive index 1.42. 

to the superimposed scattering patterns of the ensemble of scatterers since 
the attenuation of the scattered signal is independent of direction. Never- 
theless extreme care must be directed to the interpretation of any results 
involving absorbing media since (a) the intensity of illumination may vary 
over the spatial volume occupied by the scattering ensemble, and (b) the 
paths from different parts of the scattering volume Vo to the surface of 
the cuvette (and thence into the detector) may be slightly different, thereby 
permitting absorption to distort the recorded patterns somewhat. 

Although the five conditions discussed above are the most important 
ones to consider in the interpretation of differential light scattering pat- 
terns from suspensions of cells, several others are worthy of mention. Some 

9 
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FIG. 21. Effects of cell wall refractive index variations on the differential light 
scattering patterns for vertically polarized 514.5 nm light. Same model as Fig. 13, 
radius 350 run, for cell wall refractive indices 1.35, 1.39, 1.41, and 1.44. Cell wall 
80 nm thick, cytoplasm refractive index 1.37. 

geometrical aberrations will occur at the surface of the cuvette when 
scattered light from cells not at the centre of curvature of the cuvette is 
non-normally incident. Certain plastic cuvettes as well as some of un- 
tempered glass often depolarize both the incident and scattered light. This 
depolarization often varies with the scattering angle itself. 

3. Polydisperse systems 

The recorded differential light scattering patterns from suspensions of 
cells will not in general contain all the features that might be expected from 
the superposition of the patterns of the several thousand contributing cells 
because of variations of size and morphology in the scattering ensemble. 
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Cuvette 

FIG. 22. Laser-illuminated suspension of bacteria (top view) showing the volume, 
VO, whose cells’ scattered flux is collected by the detector. 

Neglecting the effects of non-spherical cells for the time being (we shall 
return to this facet shortly), any suspension of unsynchronized cells will 
have at least a 26% size spread. (The volume of a new “daughter” cell 
is V and division is assumed to occur when the cells reach a volume 2V. 
Since the cell diameter D is proportional to the cube root of the volume, 
this parameter will vary between D and 1-26 D.) Other factors tend to 
broaden this distribution even further. Figure 23 presents (Wyatt et al., 
1972) the relative scattered light intensities (differential light scattering 
patterns) for vertically polarized incident light ( A  = 632.8 nm) from sus- 
pensions of cells of the same average size (D = 900 nm), but for different 
breadths of the size distribution. The cells are again assumed of a structure 
similar to that of water suspended S. aureus, except that the cell wall is 
not fixed in thickness, but rather is 18% of the cell radius (Wyatt, 1970). 
The size distribution chosen is quite similar to a Gaussian distribution, 
but given instead by 

0, z< -1 

P ( D ) =  (1 - 2214, - 1 I Z I  1. (8) 1 0, z>1 

where Z =  1.082328 (D-Do)/(AD).  The average cell diameter of the dis- 
tribution is DO. The full width of the distribution at half maximum 
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FIG. 23. Effects of size distribution on the differential light scattering patterns 
for vertically polarized 632.8 nm incident light. Cell wall thickness is 0.18 D. 
Mean diameter of cells in 900 nm. Refractive indices of cytoplasm and cell wall 
are 1-37 and 1.42, respectively. 

is AD. The differential light scattering patterns of Fig. 23 are presented in 
terms of AD expressed as a percent of DO. Figures 24 and 25 present similar 
scattering patterns for cells of smaller average size (Do = 600 nm) at 30% 
and 50% breadths, respectively. 

Figures 26 and 27 present plots (on a relative logarithmic scale) of differ- 
ential scattered light intensity distributions of bacterial cells about a mean 
radius of 400nrn. The cells were assumed to be uniformly distributed 
within the size distribution indicated. The cell wall thickness was again 
fixed at 80 nm and the refractive indices of cytoplasm and cell wall were 
chosen as 1.37 and 1.42, respectively. The uniform distributions are 
unrealistic but of interest as they show clearly the damping of the scatter- 
ing patterns with increasing distribution breadth. The sharp minima are 
no longer present in such a plot, although the extrema are still very easy 
to locate. Again note that the major effect associated with the presence of a 
distribution of sizes is the smoothing out of the scattering pattern that 
would be associated with cells of identical sizes. 
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FIG. 25. Same as Fig. 24 but for size distribution of 50%. 
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FIG. 26. Logarithmic plot of differential light scattering pattern from a homo- 
geneous size distribution of bacterial cells of average radius 400 nm. Cells assumed 
uniformly distributed between 350 and 450nm. 
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FIG. 27. Same as Fig. 26, but for cells uniformly distributed between 250 and 
550 nm. 
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Another important type of size distribution (for which, unfortunately, 
no calculations have as yet been completed) is the multimodal type that 
would be expected to arise because of the presence of agglomerates among 
typical cellular suspensions. Thus a particular bacterial suspension will 
always have a certain proportion of single cells, doublets, triplets, etc. 
Each of these multiplet sub-groups will have a characteristic size distri- 
bution, perhaps of the type given by Eqn. (8). Iffl,.fz,f3, . . . refer to the 
fraction of singlets, doublets, triplets, . . . present in a particular suspension, 
where 

f l + f 2 + f 3 +  - .  . = I ,  

then a multimodal distribution based on Eqn. (8) would be of the form 

Irrespective of the particular form of the individual distributions, the 
presence of relatively small numbers of cellular agglomerates will often 
produce a dramatic smoothing of the differential scattering pattern. Thus 
even if the individual cells have a very narrow size distribution, the pres- 
ence of a few doubles and larger agglomerates will cause a scattering 
pattern degradation similar to that produced by broadening the size dis- 
tribution of a single cell ensemble, Degraded scattering patterns may there- 
fore correspond to an increase in the relative numbers of agglomerated 
cells, a general broadening of each size distribution present, or a lysis and 
disintegration of the cells. (See also Note added in proof, p. 257.) 

4. EfJect of cell density on logarithmic plots 

The differential light scattering patterns from suspensions of cells are 
often most conveniently recorded on a logarithmic scale. This tends to 
compress the vertical excursions of the recorded patterns while at the 
same time compensating for modest changes in cell numbers. This latter 
fact is clearly evident from the following brief discussion. 

In order to predict the differential scattered light intensity that would 
be recorded from an ensemble of scatttering cells we must integrate over 
the distribution present. If p(D), as before, represents the number of cells 
with diameters between D and D + dD and if there are NO cells per unit 
volume, then 

n. 
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where p(D) = Nog(D)  and g ( D )  is a normalized distribution function such 
that 

T g ( D )  dD= 1. 
0 

Consider now the differential light scattering pattern that the ensemble 
of NO cells/ml would produce. If a cell of diameter D yields the pattern 
I(8, D), the superimposed pattern would be simply 

m 

I(8) = I p(D)1(8, D) 
0 

a, 

= N O  I g(D)I(B, D) dD. 
0 

If we now plot log [ I (S ) ]  ws 8, we obtain the important result 

1% [1(0)l= log “ o M a  
= log N~ + log ((el, 

where 
m 

E(0) = I g ( W ( 0 ,  D) dD. 
0 

Equation (12) shows that if we plot the logarithm of the differential scattering 
pattern, the shape of the scattering pattern will be independent of the number 
of cells/mZ, NO, since the only effect of number density variation is the 
vertical displacement (proportional to log No) of the scattering pattern. 
This independence of shape upon the number of cells present is not true 
for linear plots. In addition, even in the logarithmic plotting mode it will 
remain true, only if multiple scattering is not present at any of the con- 
centrations, NO, being studied. Implicit also is the assumption that the 
distribution itself does not vary with concentration. Evidence exists which 
shows that the distribution does indeed change as cells pass from their 
“lag” phase, through exponential phase, into stationary phase. This 
change, though, is usually not so great as to invalidate Eqn. (12). 

5 .  Non-spherical bacteria and agglomerates 
We now direct our attention to a consideration of the scattering charac- 

teristics of non-spherically symmetric cells. These include rods, chains, 
packets, and diplococci, as well as pleomorphic forms. No exact calcula- 
tions have as yet been performed to predict (let alone interpret) the 
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differential light scattering patterns of inhomogeneous aspherical struc- 
tures. Some procedures initiated by Waterman (1965) for perfect conduc- 
tors and more recently Waterman (1969) and Erma (1969) for dielectrics 
have resulted in methods (Barber, 1973) by which one may calculate the 
exact differential light scattering patterns of homogeneous prolate spher- 
oids or rods whose ends are capped with hemispheres. Although such 
results represent a somewhat crude approximation to any actual cell 
structure, especially since the effects of the cell wall are completely missing, 
they provide an excellent quantitative starting point. The  appropriate 
scattering codes are quite time consuming to construct and not generally 
available. 

Because of the weak scattering qualities of liquid suspended cells, the 
Rayleigh-Debye approximation (see Appendix) may be used to predict 
their light scattering characteristics, taking their more complex structure 
into account, with reasonable accuracy if the cells are not too large. This 
means that for many bacterial ensembles suspended in water, we can 
predict to at least first order the expected differential light scattering 
patterns. The approximation is not without its shortcomings, however, 
and principal among them are the extremely deep minima and slight 
displacements of angular positions. Furthermore, if the cells are too large 
or contain inclusions (such as spores) whose refractive index differs appre- 
ciably from that of the suspending medium, the results will be again in 
error, though many of the correct qualitative features of the scattering 
patterns will remain. Since we are dealing with aspherical inhomogeneous 
objects, the scattering will also depend upon the orientation of the cell 
with respect to the direction of the incident light. 

Early experimental measurements of the differential light scattering 
patterns from some suspensions of rod-like bacteria (Wyatt, unpublished ; 
Wyatt, 1969, 1972b) yielded scattering patterns equally crisp and sharp 
as from suspensions of cells known to be spherically symmetric. (Examples 
are shown in the next Section.) This result is surprising since one would 
think that the tumbling motion of the rods would tend to wash out the 
associated scattering patterns considerably. An explanation of the simil- 
arity between the scattering characteristics of prolate spheroidal cells and 
spherical cells is readily seen by examining the Rayleigh-Debye approxi- 
mation for both (Wyatt, 1968). The mathematical form of the scattering 
patterns is identical except that for the spheroidal case the angular depen- 
dence is a further function of the orientation of the cell. If we simply 
replace the orientation functional dependences by their average values, 
then the predicted differential light scattering patterns are identical in all 
respects to spherical cells if the equivalent “radius” of the ellipsoid is 
replaced by its root mean square semi-axis. Thus a suspension of ellipsoids 
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of semi-major and minor axes a and b, respectively, will scatter light in 
virtually the same manner as a suspension of spherically symmetric cells 
of radius 5, where 

g= + 2 +  b2)/2. (13) 

Equation (13)is aconsiderable over-simplificationthat, nevertheless, seems to 
correlate quite well with the recorded data. In any event, it forms a 
qualitative basis for estimating the relative average “size” of liquid- 
suspended short rods. 

Since suspensions of larger cells produce light scattering characteristics 
suggestive in most regards of larger spherically symmetric cells, the 
effective equivalent radius deduced from such measurements should be 
interpreted as representing an approximation to a mean size such as 
implied by Eqn. (13). Until more detailed analyses of aspherical cells are 
accomplished, there is very little we can use to interpret the light scattering 
patterns except by means of such an admittedly crude equivalent sphere 
description. 

Cross and Latimer (1972) have recently performed measurements of the 
differential light scattering patterns from suspensions of Escherichia coli. 
They interpreted these results with the Rayleigh-Debye approximation 
assuming that the cells were prolate spheroids of uniform density and 
diameter, but of varying lengths. (Size distributions were obtained from 
Coulter counter measurements.) They also tried to fit the data with the 
addition of a cell wall whose thickness was proportional to the length of 
the radius vector from the centre of the spheroid. The random orientations 
of the cells and their size distribution were taken into account using an 
unpublished scheme of B. Tully. Despite the inaccuracies of the Rayleigh- 
Debye approximation, the somewhat unrealistic shape chosen to charac- 
terize the cells (the cells are really short rods, not spheroids), and the 
unrealistic cell wall structure and thickness, their results were in fair 
agreement with the experimental data. (At larger scattering angles the 
data differed from the theoretical results by a factor of 2-5.) Equally good 
fits (or perhaps slightly better) could have been achieved using a spherically 
symmetric model whose average radius could have been associated with a 
root mean square average for the ellipsoids chosen. 

From the Rayleigh-Debye approximation (see Appendix), which pro- 
duces qualitative agreement with many experimental measurements 
of bacterial cells, we find that the total amount of light scattered by a cell 
is directly proportional to the square of the cellular volume. Thus we 
would expect double cells to scatter twice the total light that the two 
individual cells alone would scatter. A triplet scatters nine times the light 
of a single cell, or three times the total light scattered by the three individual 
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cells. In  addition to the increased amount of light scattered by cellular 
agglomerates, they also produce more complex scattering patterns, as is 
evident from examining the effects of increasing size in Figs. 13-18. Thus 
the presence of a relatively small number of cellular agglomerates in a 
bacterial suspension could easily wash out the scattering pattern charac- 
teristic of the average cellular unit. Pleomorphism tends to create similar 
effects. 

Most bacterial suspensions produce differential light scattering patterns 
which show some features. Means for preparing such suspensions are 
adequately described in Section 111. Certain suspensions will produce 
curves virtually devoid of either extrema or even inflection points. Such 
featureless curves will arise (1)  if the suspension contains a very broad 
size distribution caused either by agglomerates, age, significant physio- 
logical damage to the cells, or broad pleomorphism; (2) if the average 
cell size is very large, since large structures differing only slightly in size 
will produce differential light scattering patterns that are significantly 
dissimilar and thereby tend to cancel one another; (3) if highly refractile 
inclusions such as spores are present in appreciable numbers (a single 
spore will scatter three to ten times the total amount of light as a vegetative 
cell of equivalent size), (4) if multiple scattering is present. 

6.  Complex structures and agglomerates in air 

The differential light scattering patterns from individual airborne cells 
and spores can be interpreted exactly only for spherically symmetric 
structures. For more complex inhomogeneous structures virtually no 
approximations such as the Rayleigh-Debye theory exist to permit even 
qualitative interpretations. Pijper (1919), as mentioned earlier, proposed 
that the patterns from rod-like bacteria be interpreted via diffraction 
theory treating the cells as two dimensional slits, but such a treatment 
ignores all internal features and yields quantitatively erroneous results 
as well. Homogeneous structures such as spheroids and sphere capped 
cylinders have already been discussed in the last Section. Erma (1969) and 
Barber (unpublished, 1972) have developed codes to treat these homo- 
geneous structures. Most rod-like organisms may be closely approxi- 
mated by forms such as these and, as more theoretical results become 
available in the next few years, the quantitative interpretation of many 
recent measurements will eventually be achieved, The effects of inhomo- 
geneity, however, can only be estimated by reference to the equivalent 
spherical cases. 

Individual cells and spores suspended in air for light scattering measure- 
ments by means of quasi-static electric fields (Wyatt and Phillips, 1972) 
will tend to align in the field direction thereby producing light scattering 
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patterns characteristic of that orientation to the field. The apparent noise 
of the recorded patterns arises because of the tumbling of the individual 
cell or agglomerate. If the cell is of regular structure (both internally and 
externally) the noise component will be small. On the other hand, the 
light scattering patterns from irregular particles invariably exhibit noise 
components, though the correlation between the noise fraction and degree of 
irregularity has not yet been examined in detail. 

Diplococci, packets, and other irregular structures (e.g. cells containing 
terminal spores) are the most difficult to approximate for analytical pur- 
poses. If their scattering patterns can be measured, then it has been found 
that the basic features of such patterns can be reproduced using an 
equivalent spherical model. The similarity of the scattering patterns from 
such spherically symmetric structures to the experimental data from 
irregularly shaped cells is remarkable. Indeed, even the scattering patterns 
of rods seem to be readily reproduced by a spherical model. An analysis 
of the relationship between the best-fit spherical structure and the data 
measured from aspherical cells has not as yet been completed. Hopefully, 
this will be done soon, though relatively few laboratories are currently 
making such light scattering measurements on individual cells. 

111. EXPERIMENTAL PROCEDURES, DATA, 
AND INTERPRETATIONS 

The experimental data presented in this Section were produced pri- 
marily at the Science Spectrum, Inc. laboratories using commercially 
available laser light scattering photometers (Phillips, 1971 ; Wyatt and 
Phillips, 1972a). Although a great amount of other information concerning 
light scattering measurements on bacterial systems may be found in the 
literature, the vast majority of that material relates to conventional turbi- 
dimetric (cf. Bateman, 1968) and nephelometric measurements and is 
not, therefore, of particular interest for this Chapter. The major purpose 
of this Section, of course, is to familiarize the reader with the preparation 
techniques and measurements currently found to be the most representative. 

A. Bacterial suspensions 
1. Instruments 

Having become familiar with the general types of results expected on 
theoretical grounds as outlined in Section 11, we now turn our attention 
to the specific measurements and their interpretations. We begin first with 
the simplest types of measurements, namely those involving suspensions 
of bacterial cells. For this purpose, a laser light scattering photometer of 
the Diflmentiul I type (Phillips, 1971) is most easily used. Other photo- 
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measurements on bacterial suspensions. 
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meters, such as the Brice-Phoenix (Brice et al., 1950), may be modified 
for making these measurements by including some type of automatic 
scanning circuit and a means for graphical display. 

Figure 28 shows a Dz#iential I equipped with an x-y recorder and a 
low power (1  mW) tunable argon-ion laser. (The rear end of the laser is 
clearly visible as a black cylinder behind the recorder.) Included in the 
rear housing of the laser is a prism adjustment which permits the laser to 
be tuned to any of the characteristic lines of A+. The relative intensities 
of the lines available are quite varied; the strongest are 514.5 nm (1.0 mW), 
496.5 nm (0.34 mW), 488.0 nm (0-6 mW), 476.5 nm (0.36 mW), and 
457.9 nm (0.08 mW). The laser beam (diameter approximately 1 mm) is 
reflected internally and passes diagonally through the scattering module 
shown to the right of the control panel. Cuvettes are introduced through 
the hinged door at the top of the module and rest securely in a holder 
which aligns the cuvette at the centre of the laser beam. The various 
functions of the control panel are indicated in Fig. 29. Included among 
them are buttons for sin 8 correction, log amplifier, variable scan speeds 
and ranges, photomultiplier detector voltage adjust (gain), electrical filters 
and recorder controls. A “stationary position” control permits the instru- 
ment to be used as a turbidimeter and nephelometer. Within the restricted 
range of wavelengths available, the instrument can also function as a 
spectrophotometer if the spectral response of the photomultiplier detector 
is known. Various digital interfacing options permit direct computer 
processing from punched cards or tapes. 

2. Cuvettes 
Optical grade cuvettes (diameter approximately 25 mm) of cylindrical 

form, perhaps of the Witnauer-Scherr (1952) type which have a flat 
entrance and exit surface normal to the illuminating beam, are readily 
available from most spectrometer manufacturers, though they are relatively 
expensive. In addition, any type of a test-tube may be used that can fit 
into the instrument, though such containers often require small modifica- 
tions for holding purposes. In addition, of course, their optical quality is 
rather poor and the scattering curves may exhibit effects associated with 
optical distortion as the test-tube is rotated. The effects of optical distor- 
tions on the recorded patterns decrease as the test-tube diameter increases. 

From much of our work we have found a cuvette of the Berkman- 
Schoefer type (1972) to be most suitable. This consists of a conical section 
and is most often available in the form of disposable plastic cups manu- 
factured by several vendors. These cups are of clear polystyrene, have a 
wedge angle of about 7”, hold 25 ml of solution, and have a base diameter 
of 25 mm. They are also available with caps and are easily destroyed by 



Y 

S~1111l119 116LI 

Indicates the angular pos l t lon of th. d o t u t o r  (0. - lwk- 
Ing Into th. Itsor boy111 

1111 
D l l t C l O l  

Contro ls  pawr t o  thr whole unit .  
Controls hlgh voltig8 to  th. detector p h o t a u l t i p l i w  
(and Ievitttor p h 0 t m u l t l p l l o r i  I n  tho D l f f o r o n t l r l  I 1  
modulol. 

LA111 Turns l a s e r  on and O f f .  

0111c101 

Selects the voltaqe applied t i  the  p h o t w l t l p l i e r s  
(500v I f  no pusnbvtton i s  depressed). T h .  higher th. 
voltage, the mre s e n i l t i ~ e  the photbmlt lp l iors  tro 
f o r  weakly scattering p a r t i c l e s .  

l 1 C O l O I l  

Y I l X  Maker a mark on the recorder chart when pressed. 

I". 11" Turns recorder On ma spreads char t  Pattern over 9 
Inches or 18 Inches per 180 degrees I20 degrnr pr 
l och  01 10 degrees per inch).. 

?I1 Lweri pen onto  c h a r t  paper. 
1111 P a s s e l  the  detector  Output through the I C t l V O  f l l t O r ;  

time constant i s  0.1 s e ~ o n d  I f  fL:R switch I s  not  depro!sed. 
I l X f  Hvltiplier t h e  detector output  by the sine of tho 

sCatterlnq angle. Normally used uith Oif ferent la l  I mlaulo; 
do not  use w i t h  o i f f e r e n t i a l  11 module. 

LOP Pisier the detector output  through a I o q r r i t t m l c  ampl l f ler  
so t h a t  s i g n a l  amplitude I s  shown on 6 five-dectdo 
I ~ g a r l t t m i ~  scale ins tead  o f  a l inear  one. 

needed t o  cover 0.05 d q r e e s  of scan. 
110.1.3.411 Select f ixed time Constants of 0.10, 0.12. 0.25. and 

0.4 IeCOndi re IpeCt ivLly .  

dark current  t o  s i t  recordai pen on zero. 
n e w  5.0. 

l eve l  t o  expand or c o n t r a c t  Vertical extent o f  
p i t t e r n  on recorder. Should be set a t  not h s r  than 
1.0 11 v o l t  f u l l  scale) t o  use the f u l l  he ight  Of t 4  
chart: may be set a t  any nigher l eve l  witnout dmtge 
t o  the rocorder. 

O f f  Turns r e c w d c r  o f f .  

1 O l Y  A u t m i t i c a l l y  Selects t ime  cons tan t  equal t o  the tiw 

z t ~  Ten-turn potent imeter  with  lock. syppresses d e t e c t o r  
Nonnally set 

I I S Y I L  L t V I L  Ten-turn wtenticmter w i t h  lock. Var los  signal 

I 0 1  101. .... MI3 The LO PuIhbUttOnS Select the lower I l m l t .  and th. H I  
urhbut tonr  the upper l i m i t ,  o f  the scan angle. A LO 

L t c h  wit  be s e l e c t d  t o  scan i n  the - d i r r c t l o n  and 
a H I  swi tch  t o  scan I n  the t d l m c t l o n .  The LO and HI 
l i m i t s  may be set a t  any desired angles betwan a h t  
8' and 172'. 

I U I O  RCICII.~ the scan when the selected l i m i t  Is rerch*d. 
I f  not depresses. scan stops a t  the l i m i t .  Both t H I  
and a LO l i m i t  mst be selected f o r  AUTO t o  wrk. 

110 ,..., IYI scan speed s e l e c t o r s :  1 1 . 1 .  22.5. 45. go. and 180 
degrees r mlnute I160 degroas per minute  If  rm wood 
selectedr 
Yhen t h i s  S t a t l o n a r y  Positlon swi tch I s  dopresrwd. th. 
recorder will move but  the detect0r rill not. for  

t P . . C O t  Start tho scan  In  the d l rect ion indicated. a t  the 

I? 

It"d,.).Of the tim r l r l a t l o n  O f  rcr1r.ring I t  I f l i e d  
a n g l e .  

**RecOrdii s p e d  and dotmctw tlm conrttnt are s t i l l  controlled by tH KCORDER and Klll controls. iihcn tno 
18" button I s  dopiassod. rocordar sped i s  l - I / 8 %  2-lf4, 4 - l f 1 ,  9 o r  18 k h . r  pr ninuto for  110, 2 .  3 ,  4 .  
or 5nl scan swd; hal f  thoso S w d c  I f  9" h t t o n  Is dapresl.d. 

FIG. 29. Control functions of an automatic light scattering photometer (Differ- 
ential I) providing versatility for measurements on bacterial suspensions. 
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autoclaving. Their conical shape virtually eliminates all internal reflection 
difficulties, though some other distortions are evident. Clear polystyrene 
pill boxes or pill containers available from most supply houses (base 
diameter approximately 25 mm) are also adequate for most purposes, 
though the internal reflections can be bothersome and will tend to mask 
some of the larger angle scattering characteristics. In  addition, most 
polystyrene vessels (because of strains introduced during manufacture) 
depolarize the incident and scattered light somewhat. For the most part, 
these effects are not of particular importance though they should be 
considered if precise quantitative interpretations are to be made. By rotat- 
ing the cuvette containing a bacterial suspension and recording the scatter- 
ing pattern for different orientations of the cell, one can immediately 
obtain a realistic estimate of the severity of depolarization, if indeed it is 
to be a problem. 

3 .  Concentration 
We have already noted in Section I1 that the required range of bacterial 

concentration is between 105 and 107 cells/ml-with a density of approxi- 
mately 106 cells/ml as optimum. (The cuvette diameter is assumed to be 
approximately 25 mm.) If the exact number density is not important for a 
particular measurement, then the appropriate concentration is readily 
obtained by adjusting the suspension until it is just barely turbid to the 
eye. By just barely turbid we mean that another dilution by a factor of five 
would render the solution indistinguishable (to the naked eye) from a clear 
solution. 

4. Suspending media 
Bacteria can be examined directly in broth provided that the broth 

does not appreciably absorb the incident or scattered light (see Section 11. 
C, 2(ii)). If broths are too pigmented, then it is recommended that they 
be diluted with water or isotonic solution so that unattenuated differential 
light scattering patterns may be recorded. After dilution, if the cellular 
concentration falls below about 5 x lO5/ml, it may have to be increased 
slightly to obtain a good scattering pattern. An ideal preparation procedure 
consists of adding a few tenths of an ml of a turbid broth culture to 15 to 20 ml 
of pure distilled water. If the distilled water contains particulate contam- 
inants, it should first be filtered through 0.2 p m  Nuclepore filters. These 
filters (manufacturered by General Electric Co. and distributed by most 
laboratory supply houses) are recommended for light scattering studies 
since they are considerably stronger than conventional cellulose filters, 
have well-defined cylindrical holes in a tough substrate, and do not dis- 
charge filter debris into solutions passing through them. 
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5. Cells from plates 
Bacterial cells growing on plates are readily examined by resuspending 

them in distilled water and diluting until the appropriate turbidity has 
been achieved. A small loop of cells is adequate for most purposes and 
provides enough cells for a suspension of about 50 ml. It is extremely 
important that cells removed from plates and resuspended be well agitated 
so as to break up any agglomerates that may be present. Debris from the 
agar media should not be introduced into the cuvette. If large quantities 
of debris and agglomerates are present, the recorded scattering patterns 
will in general exhibit noise. For certain species, cellular agglomerates 
are unavoidable and cannot be broken up by agitation. Recourse to selective 
filtration may be necessary. For example, in the case of mycobacteria, it is 
often necessary to prefilter even broth suspensions through a 5 p m  filter 
prior to scanning. Reich (1973) is currently developing new broth media 
and techniques for measuring differential light scattering patterns from the 
mycobacteria. Bacterial laden urine, cerebrospinal fluid, and serums often 
require prefiltering to remove the large non-bacterial contaminants. 

A suspension is ideal, of course, if it produces the characteristic differ- 
ential light scattering patterns discussed in detail in the previous Section. 
Depending upon conditions of growth, it often occurs that differential 
light scattering patterns do not approach the ideal. This is also often due 
to the particular strains and/or growth conditions used. Wolfe and 
Amsterdam (1972), for example, recently found that different strains of 
Staphylococcus epidermidis (distinguished by certain agglutination proper- 
ties) produced distinctively different curves, some of which are virtually 
featureless. The relative absence of features in such scattering patterns is 
usually an indication of the presence of multicellular agglomerates. Occas- 
ionally certain strains or species cannot be removed from plates and resus- 
pended in distilled water. Accordingly, different types of media may have 
to be used or the bacteria grown directly in liquid media. 

6. Interactions with biochemicals 
For many types of measurements, a suspension of young cells will 

produce the most suitable differential light scattering patterns. Broths are 
heavily inoculated and then incubated for approximately 60 min (in the 
case of rapidly growing cells) or a few hours for the more fastidious organ- 
isms. (The mycobacteria may require several days growth in broth before 
suitable for examination by light scattering techniques.) 

Although isotonic solutions may be used, most of our own work has 
made use of pure distilled or demineralized water with a neutral pH. 
For most species such distilled water suspensions produce good scattering 
characteristics for many hours. Nevertheless, even the more fragile species 

10 
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including anaerobes are easily examined in distilled water since the measure- 
ment requires only a few seconds; a period quite short compared to typical 
survival times. Anaerobic organisms are readily examined by removing 
directly from anaerobic conditions and resuspending in distilled water 
for immediate measurement. 

The effects of antibiotics and biochemicals upon cells may be seen in 
various ways. Sometimes their differential light scattering patterns are 
observed periodically while they grow in a broth medium in the presence 
of the biochemical of interest. Alternatively, young broth cultures may be 
immediately transferred to distilled water solutions containing the bio- 
chemical. In the latter case, the bacterial suspension is kept at incubation 
temperatures for a period of approximately 60 min before measurement. 
The effects of the biochemical on the cells is evident via the changes in the 
differential light scattering pattern. (See Section 111. C, “Data represen- 
tations”.) Whenever such changes are being measured, a control specimen 
(suspension without the biochemical) is prepared at the same time from an 
aliquot of the initial culture. 

In summary, therefore, the preparation procedures required for the 
examination of bacterial suspensions are relatively simple. The investi- 
gator may often wish to introduce his own special techniques and by and 
large there are very few that will not produce adequate differential light 
scattering patterns. 

7. Plotting modes, angular range, signal processing, cuvette effects 
As indicated earlier in Section I1 the differential light scattering patterns 

are usually recorded with an x-y recorder in one of two modes. Either the 
relative scattered intensity or its logarithm may be plotted as a function 
of angle. This latter mode presents the scattering curves in a more com- 
pressed form (approximately one order of magnitude for each three inches 
of scale is usual) and generally eliminates the effects of concentration 
(provided, however, that the initial inoculum is less than 107 cells/ml). 
Some instruments are equipped with a sin 0 correction setting that multi- 
plies the recorded pattern by this foreshortening factor (see Section 11. 
C, 2(ii)). 

The most important features of the differential scattering patterns of 
bacteria are usually found in the 20” to 160” scanning range. Instruments 
capable of scanning within this range are most suitable, Various scanning 
speeds may be used with equal success, though a total scan time of approxi- 
mately 10 sec is adequate for most purposes. If the suspensions are particu- 
larly noisy, some types of electrical filtering may result in better quality 
scattering curves. 

A variety of light sources are available, though for the most part verti- 
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cally polarized laser sources are preferable. These highly collimated and 
monochromatic sources simplify considerably much of the interpretation 
associated with the recorded curves. If a vertically polarized light source 
is not available, an unpolarized one will provide essentially equivalent 
curves since the horizontally polarized component affects the recorded 
signal negligibly. 

For the types of 25 mm cuvettes mentioned earlier, the light beam should 
have a diameter no greater than 2mm.  In  general, this can be obtained 
from non-laser sources by suitable masking and collimation. For laser 
sources a beam diameter of less than 1 mm is not unusual and permits the 
use of cuvettes that do not have flat entrance and exit faces without fear 
of distortion of the incident beam. (In other words, the diameter of the 
incident light beam should be very small compared to the radius of curva- 
ture of the cuvette being used. If this condition cannot be met then the 
cuvette should have flat faces for both entrance and exit apertures.) If 
cylindrical cuvettes rather than the conical type are used, improved 
scattering results will be obtained if black absorbing paint is applied 
to the back side of the cuvette, i.e. the side farthest from the detector scan. 
The effects of internal reflections upon the light scattering patterns are 
readily noted if the cuvette is painted. Most of the internal reflections 
contribute signals at the larger scattering angles, i.e. greater than about 
110" for cuvettes of conventional design. 

Figure 30 shows the effects of internal reflection in a standard Witnauer- 
Scherr (1952) cylindrical glass cuvette. The flat entrance and exit aper- 
tures of the cell are clearly indicated. The  back surface is frosted to reduce 
internal reflections. Such reflections arise from two sources as indicated in B 
and C of this figure. Since part of the incident light is reflected at the exit 
window, this reflected beam then acts as a source from the right and pro- 
duces a scattering pattern that is the complement of the primary pattern 
recorded per Fig. 30A. In  Fig. 30C we see the effects of the cell back sur- 
face that refocuses scattered light, thereby producing another contribution 
that is complementary to the primary recorded pattern. 

Figure 31 shows a differential light scattering pattern from a suspension 
of 1-2 pm-diam. polystyrene latex spheres. The  effect of painting the back 
of the cell in reducing the scattering pattern in the backward direction is 
clearly indicated. Note however that within the range from 40" to approxi- 
mately 120" the curve is quite similar to that of the unpainted cell. Figure 32 
shows the effect of scattering cell misalignment; namely, when the front 
entrance window of the cell is not aligned perpendicular to the incident 
beam the scattering pattern will be displaced in angle. This misalignment 
problem is never found when cells of conical or cylindrical cross-section 
are used provided that the incident beam is not of too great a cross-section. 
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FIG. 30. Contributions of internally reflected rays to the scattered intensity 
recorded at 0 for WitnauerScherr cell. 

8. Speciation 
One of the earliest motivations for obtaining differential light scattering 

patterns from bacterial cells (Wyatt, 1968, 1969) was the hope that the 
patterns for different species would be significantly distinct to provide a 
means for identification. Figure 33 shows an example of one of these earlier 
measurements upon suspensions of Streptococcus lactis and Serratia 
marcescens. Nutrient agar plates were inoculated with these cultures and 
incubated at 37°C for approximately 36 h. An inoculum was then removed 
from a region of confluent growth, suspended in distilled water, and exam- 
ined in the modified Brice-Phoenix (Brice et al., 1950) light scattering 
photometer. Part of the light scattering patterns are shown. The noisy 
appearance of the curves is a consequence of the cellular and agar plate 
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FIG. 3 1. Effect of painting Witnauer-Scherr scattering cell upon the differential 
light scattering pattern from 600 nm-radius polystyrene latex spheres. A =  632.8 nm, 
vertical polarization. 

140" 120' loo9 80° 60° 
SCATTERING ANGLE 

FIG. 32. Effects of scattering cell (with flat entrance and exit faces) misalignment. 
Curves labelled 1, 2 and 3 correspond respectively to properly aligned, rotated 
8 degrees clockwise, and rotated 8 degrees counter-clockwise. Latex suspension, 
A= 632.8 nm, vertical polarization. 
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FIG. 33. Differential light scattering patterns for vertically polarized 632.8 nm 
light from Streptococcus lactis and Serratia marcescens. The distilled water suspen- 
sions were prepared from 36-h nutrient agar colonies. 

debris present in the suspension. Relative to the broad differential scatter- 
ing peaks, the noise contributions are usually negligible. Note that the 
scanning range for these earliest runs was quite restricted and the first 
peaks (ew30') are not even shown. The illumination source was a verti- 
cally polarized He-Ne laser producing a 1 mW beam at 632.8 nm. 

Figure 34 presents the differential light scattering pattern for vertically 
polarized light from a mercury arc lamp for the species Proteus morgunii. 
Two recordings were made from this suspension-one at 546 run and the 
other at 436nm (two of the stronger lines of mercury). The cells were 
removed from 12-h heart infusion agar plates incubated at 37°C. These 
scattering curves were obtained at three different amplifier gains. In this 
manner the larger angle scattering data may be emphasized, since the 
intensity of light decreases rapidly with increasing scattering angles. The 
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FIG. 34. Differential light scattering patterns for vertically polarized 546 nm 
and 436 nm Hg arc light from Proteus morgunii. The distilled water suspensions 
were prepared from 12-11 heart infusion agar colonies incubated at 37°C. 

relative change in gain is readily determined by comparing each curve with 
the curve below it produced at a lower gain setting. All curves were traced 
from the recorded data and do not, therefore, exhibit the superimposed 
noise shown earlier. Note also that the curve produced at the shorter 
wavelength has been displaced to the left, i.e. towards smaller scattering 
angles. Since the scattering characteristics of bacterial cells (and indeed 
most small particles) are primarily a function of the ratio of the size of the 
cell to the wavelength of the incident light, we see that the effect of 
decreasing the wavelength is equivalent to increasing the size of the cell, 
since in either case the ratio of size to wavelength would have increased. 
A manifestation of an increasing size is a corresponding shift of the scatter- 
ing pattern towards the smaller scattering angles as discussed in Section 11. 
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FIG. 35. Differential light scattering pattern for vertically polarized 632.8 nm 
light from Escherichia coli. The colonies were incubated for 6 h at 37°C and at 
room temperature for an additional 18 h. These heart infusion agar-grown colonies 
were then suspended in doubly distilled water. 

Figure 35 presents the differential scattered light intensity for vertically 
polarized helium-neon laser light incident upon a suspension of E. coli cells. 
These cells were grown on heart infusion agar incubated at 37°C for 6 h 
and then allowed to grow at room temperature for 18 h. The higher curve 
again represents an amplification of the lower one achieved by increasing 
the photomultiplier gain. Unless otherwise stated none of the figures in 
this Chapter have been corrected for geometrical foreshortening, i.e. the 
sin 0 correction discussed earlier. 

Figures 36 and 37 present the light scattering patterns (with signal ampli- 
fication as previously described) for the same strain of Klebsiella grown 
under two different conditions. In both cases the cells were removed 
from agar plates that were heavily inoculated initially and then incubated 
at 37°C for several hours. Note in particular the difference in the scattering 
pattern produced by Klebsiella grown for 24 h on heart infusion agar 
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FIG. 36. Differential light scattering pattern from cells of Klebsiellu prepared 
per Fig. 35. 

(Fig. 36) (and then resuspended in water) with that produced from cells 
grown in HIA broth for 3 h (Fig. 37). Cells from the young broth culture 
produced a scattering pattern showing three distinct peaks at approxi- 
mately 40", 70" and 110". The older agar-grown cells produced only two 
peaks at about 50" and 90". From these curves we can immediately deduce 
that the younger broth-grown cells were of larger average size. Since the 
average size of the cell suspension is inversely proportional to sin 8/2 
where 8 is the angle of the first maximum, the relative change in size of 
the two suspensions is readily calculated (see Section 11. C, 2(i)). 

The  approximate root-mean-square average size of the two Klebsiella 
suspensions that produced Figs. 36 and 37 may be deduced from Figs. 15 
and 17 by comparing the angular positions of the maxima of the scattering 
patterns. Note, however, that the theoretical curves (Figs. 13 through 17) 
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FIG. 37. Differential light scattering patterns from cells of KZebsieZZa from heavily 
inoculated 3-h heart infusion broth culture incubated at 37”C, centrifuged and 
then resuspended in distilled water. L = 632.8 nm. 

for monodisperse suspensions of bacteria in water are presented in terms 
of an illuminating light source at a wavelength of 514.5 nm. Figures 31 
through 37, on the other hand, were produced using a He-Ne laser operating 
at 63243 nm. Neglecting slight variations of cell refractive index with wave- 
length, a particular scattering curve corresponds to a particular kR= const., 
i.e. Rcc l/K=Ao/(2nno). Thus the “radii” of the cells producing these latter 
experimental curves may be interpreted in terms of the theoretical curves 
by multiplying the deduced theoretical values by the factor 632.8/514.5.5 = 
1.23. This type of calculation is discussed in greater detail in Section 
11. C, 2(i). (Measurements made with the argon-ion laser wavelength of 514.5 
nm, however, may be interpreted directly.) We should also point out that the 
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FIG. 38. Differential light scattering pattern from cells of P. vulgaris incubated 
4 h at 37°C in heart infusion broth. 3. = 632.8 nm. 

Wittnauer-Scherr cuvettes used in most of the He-Ne measurements 
produced a large background signal due to distortions at the larger scatter- 
ing angles thereby masking out the third peak that would have been 
present from the cells producing Fig. 36. (Note also that the 632-8 nm 
curves were not usually corrected for the sin0 foreshortening effect 
discussed earlier.) Applying the peak positions of Fig. 15 to the data of 
Fig. 36 shows an effective rms radius between 360 nm and 380 nm which 
must be multiplied by the wavelength change factor 1.23 to yield a value 
between 443 nm and 468 nm. The cells producing Fig. 37 may similarly 
be compared with the curves of Fig. 17 to yield an approximate rms average 
radius between 566 nm and 590 nm. Only the first two peaks were used 
to deduce the above values which are only approximate. In addition, the 
theoretical curves correspond to spherical Gram-positive cocci which are 
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FIG. 39. Same culture a8 in Fig. 38, but for 74 h incubation. 

expected to have cell wall structures distinctively different from the Gram- 
negative rods of the current example. See Section 11. C, 2(i) for other effects. 

Although it was found in practice that some speciation of agar-plate- 
grown cells could be achieved by examining their light scattering charac- 
teristics, it was soon realized that the scattering patterns depended critically 
upon the particular growth media and incubation conditions. Later methods 
relied more heavily upon broth suspensions (cf. Fig. 37) and greater 
uniformity within a species was obtained. Nevertheless, the identification 
of cells from their differential light scattering patterns produced from 
suspensions was at best a marginal approach and required as much 
attention to growth conditions as some of the more common biochemical 
procedures. Figs. 38 and 39, for example, show differences in cultures of 
Proteus vulgaris that were grown in broth for 4 and 74 h respectively. 
(Again note how the older cultures invariably yield curves characteristic 
of smaller cells.) 



VI. DIFFERENTIAL LIGHT SCATTERING TECHNIQUES 237 

FIG. 40. Differential light scattering patterns from live and heat-killed cells of 
E. coli. Cells were grown on heart infusion agar at 37°C for 6 h before heat treat- 
ment. A = 632.8 nm. 

9. Heat 
As already mentioned and discussed in some detail in the last Section, 

the effects of changing size on the light scattering patterns is to shift the 
pattern either towards smaller angles if the cells are increasing in size or 
towards larger angles if the cells on the average are decreasing in size. 
Figure 40 presents an interesting example of the effects of heat on a suspen- 
sion of E. coli cells. These cells were grown for 6 h on heart infusion agar 
at 37°C and then suspended in distilled water. The  suspension was divided 
into two parts, one of which was heated to 85°C for 5 min. The  displace- 
ment of the heat-killed cells' first peak (from approximately 50" to 60") 
relative to that of the live cells shows quite clearly that the heat treated 
cells decreased in size. Further analyses of the effects of heat on cellular 
suspensions by Berkman and Wyatt (1970) showed that the effect of heat 
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FIG. 41. Differential light scattering patterns from same strain of Staph. Q U T ~ U S  

grown under three different growth conditions. I = 632-8 nm. 

is primarily to shrink the cells yet leave the cell wall thickness for the most 
part unaffected. 

10. Growth conditions 
The differential light scattering patterns of growing bacteria are affected 

both as regards the relative intensity of the peaks as well as the angular 
position of the extrema. Figure 41 shows three different light scattering curves 
(vertically polarized incident He-Ne laser radiation of 632.8 nm) obtained 
for Staphylococcus aureus cultures treated as follows: for Curve A the 
cells were grown on brain heart infusion agar overnight at 37°C followed 
by incubation in BHI broth for 20 min at 37°C; for Curve B, they were 
grown at 37°C in Mueller-Hinton broth diluted 25% its normal concentra- 
tion in distilled water (25% MH broth), followed by incubation for 1 h at 
37°C in 5% nutrient broth; for Curve C, the cells were grown on BHI 
agar overnight followed by incubation for 8 h in 2% BHI broth. 
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FIG. 42. Effects of 0.25% phenol on the differential light scattering patterns of 
20-h cultures of E. coli grown on nutrient agar. (A) untreated, (B) treated cells after 
3 min, (C) treated cells after 21 h. 1=632*8 nm. 

The three curves shown in Fig. 41 were displaced right or left depending 
upon these growth conditions. Curve A is characterized by a shift to smaller 
angles suggesting that mean cell size is larger than those producing the 
other curves shown, This result confirms the expected relation between 
cell growth and size. Furthermore, cells grown under starvation conditions 
(Curve C) tended to be smaller since the peaks are shifted towards larger 
angles. The sharper peaks of Curve C relative to Curve A suggest a 
rather narrow size distribution of the former. Such conclusions are con- 
firmed in the literature and also by theoretical analyses. One obvious 
implication of these results is that differential light scattering curves can 
be enhanced by growing the test organisms under controlled conditions. 
Such refinements often improve resolution and facilitate species differen- 
tiation. 
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FIG. 43. Effects of 2% formalin on the differential light scattering patterns of 
20-h cultures of E. coli grown on nutrient agar. (A) untreated, (B) treated cells 
after 10 min, (C) treated cells after 12 h. A= 632-8 nm. 

1 1. Phenol and formaldehyde 
The effects of phenol and formaldehyde on differential light scattering 

patterns (vertical polarization, 63243 nm) were studied on a culture of E. coli. 
Figure 42 reveals the effects of phenol (0.25%) on E. coli cultures grown on 
nutrient agar for 20 h at 37°C. Curve A of this figure represents the un- 
treated control, Curve B shows the effect of phenol after only 3 min, and 
Curve C after 21 h at room temperature. (Not shown is a 40-min curve 
which appeared to be similar to Curve B.) The effects of phenol were 
minimal, consisting mainly of a moderate shift of the scattering patterns 
to higher scattering angles, indicative that some cell shrinkage had 
occurred. 

The effect of formaldehyde, a so-called gentle fixative, on cultures of 
E. coli i s  shown in Fig. 43. The light scattering characteristics of untreated 
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cells is indicated by Curve A, while Curve B and C show the light scatter- 
ing characteristics of cultures after 10 min and 12 h in 2% formalin, 
respectively. Curves A’, B‘ and C’ are amplifications of the secondary 
peaks of the initial curves to show the extrema more clearly. In some res- 
pects the effect of formalin is similar to that of phenol, since the scattering 
peaks were shifted to higher angles as the length of treatment increased. 
A 12-h treatment, however, resulted in a markedly distorted primary peak 
(Curve C), in contrast to the more uniform effects of phenol. Again, the 
data agree well with the known fact that formalin fixation is gentle if 
restricted to relatively short periods. The marked degradation of the differ- 
ential scattering patterns for the longer treated cells is characteristic of a 
broadening of their size distribution and probably a modification of their 
cell walls. 

12. Antibiotic susceptibilities 
One of the most interesting recent developments with differential 

light scattering has been the realization that these techniques provide a 
means for rapidly determining the antibiotic susceptibility of challenged 
specimens. Two to 3 ml of broth are inoculated with several colonies 
removed from an isolation plate and the broth culture is then incubated 
for about 30min. Several tenths ml of the broth are then added to pre- 
warmed distilled water-antibiotic mixtures and allowed to incubate for an 
additional 60 min. The light scattering characteristics of such antibiotic- 
treated specimens are then compared with their untreated counterparts ; 
i.e. a control made from suspending an equal aliquot of the broth inoculum 
in distilled water. Figure 44 shows a typical result for penicillin-susceptible 
cells of S. aureus. The shift to smaller angles of the penicillin-treated bacteria 
is characteristic of the cells having become larger as a consequence of the 
weakening of their cell wall in the presence of high osmotic stress. Un- 
treated or resistant cells can withstand the added osmotic stress of the 
distilled water and show little or no shift of their scattering patterns during 
the measurement period. Vertically polarized 514.5 nm light from an argon- 
ion laser was used. Such experiments are often performed in a 30% broth 
medium. 

A typical result for the aminoglycoside gentamicin is shown in Fig. 45. 
Broth cultures of Pseudomonas aeruginosa were added respectively to a 
control cuvette containing distilled water and a test cuvette containing, 
in addition, 25 ,ug/ml of gentamicin. Within 15 min the effects indicated 
in Fig. 45 were obtained. The susceptibility of this particular Pseudomonas 
strain, clearly evident by the dramatic degradation of the differential 
scattering pattern, is typical of an increased breadth of the size distribution 
that must have occurred because of a condition of unbalanced metabolism; 
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FIG. 44. Effect of penicillin on the differential light scattering pattern of sus- 
ceptible cells of S. a u r w .  1=514.5 nm. 
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FIG. 45. Effect of gentamicin on the differential light scattering pattern of sus- 
ceptible cells of Pseudomonas aeruginosa. A= 514.5 nm. 

i.e. the treated cells produced a light scattering pattern characteristic of 
the size distribution having been broadened. (Recent evidence points to 
the secondary action of most antibiotics at the cell wall since cell wall 
metabolism is not necessarily affected immediately by protein synthesis 
blockers (Rohatgi and Krawiec, 1972).) The curves from Pseudmonas 
were obtained using an argon-ion laser source operating at a wavelength 
of 514.5 nm. 

A similar effect is shown in Fig. 46 when a susceptible strain of 5'. aureus 
was challenged with streptomycin. The streptomycin concentration used 
was 100pg/ml and the distinctive change in the scattering curve shows 
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FIG. 46. Effect of streptomycin of the differential light scattering pattern of 
susceptible cells of S. aurezis. t=632.8 nm. (A) Initial, (B) 10 min, (C) 15 min. 

not only the presence of possible cell lysis, but again we see the pattern 
smoothing characteristic of a broadening of the size distribution. Measure- 
ments on slower growing cells (Wyatt et al., 1972) showed clearly that a 
major effect of streptomycin on susceptible cells is the weakening of the 
cell membrane thereby permitting leakage of the cytoplasmic contents. 
The  light scattering patterns showed substantial shifts to  larger angles 
after streptomycin treatment, i.e. the cells shrank. In  an isotonic solution, 
however, no such shift was observed. 
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When cells are challenged by antibiotics to which they are resistant, the 
differential light scattering patterns for both the control and challenged 
cells are similar. An interesting effect is often observed with penicillinase- 
producing cells that are able to metabolize penicillin even in distilled 
water after several hours. The scattering curves change in a manner 
indicative of the cells having again started to grow. The features sharpen 
up considerably and the patterns shift to larger angles suggestive of the 
cells becoming smaller, 

13. Detection of bacteria in jluids 
Once a bacterial concentration in solution exceeds about 5 x 105 cells/ml, 

the characteristic light scattering patterns discussed earlier and illustrated 
in many of the Figures are readily observed. It remains a relatively simple 
task, therefore, to inoculate a broth solution with a suspect contaminated 
solution, incubate, and examine the inoculated broth at 30 min intervals 
until the characteristic scattering pattern is observed. Other workers 
(Khan et al., 1972) have been able to detect the presence of bacteria in 
urines, cerebrospinal fluid, and blood cultures using this procedure within 
periods of less than 3 h. Naturally care must be taken to eliminate any 
larger particles whose presence would tend to mask out the characteristic 
bacterial signatures. Inocula are therefore often prefiltered through a 5 ,um 
Nuclepore filter (General Electric Co., Pleasanton, Calif.) to remove any 
large debris prior to incubation and subsequent light scattering observa- 
tions. 

14. Determination of minimum inhibitory concentrations and serum levels of 
antibiotics 
An important application of differential light scattering to antibiotic 

susceptibilities relates to the rapid determination of minimum inhibitory 
concentrations (MIC’s). By definition the MIC is the lowest concentration 
that will inhibit bacterial growth. The translation of traditional in vitro 
determined MIC’s to realistic therapeutic in vivo values is often ambiguous, 
especially for those drug/bacteria combinations that prevent cell division 
yet permit an increase in biomass via filament formation (“snaking”). 
Two procedures have currently been developed by which MIC’s may be 
determined using differential light scattering. Both seem equally applicable 
to aerobic and anaerobic species as well as the more fastidious myco- 
bacteria. It should be pointed out, however, that no “conventional” 
procedures are at this time fully developed for the anaerobes with which 
the differential light scattering methods could be compared. In addition, 
the differential light scattering methods do not seem to yield ambiguous 
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results, whereas such results are often present in conventional tube dilution 
procedures. 

Both procedures are based on the hypothesis that the light scattering 
pattern of affected cells will differ from that of a control suspension con- 
taining no antibiotics. The first method consists simply of adding small 
equal aliquots of an exponential phase broth culture into cuvettes contain- 
ing distilled water and varying concentrations of the antibiotic whose MIC 
is to be determined. An example of this procedure is shown in Fig. 47. 

L~~~~~ f f ' I ' I I 
20 x) 40 20 30 40 20 X, 40 20 32 40 20 30 40 50 60 70 80 90 100 

Scallering angle (degrees) 

FIG. 47. Change of differential light scattering patterns with changes in con- 
centration of nafcillin for a susceptible strain of s. aureus. It = 632.8 run. 

Several tenths of a ml of exponential phase S.  aureus broth (cellular con- 
centration approximately lO'/ml) were added to 15 ml preheated distilled 
water containing the indicated concentrations of nafcillin (Wyeth). The 
control cuvette contained no nafcillin. The cuvettes were incubated at 37°C 
for 1 h and the differential light scattering patterns were recorded on a 
three decade logarithmic scale. Note that the scattering curve for a con- 
centration of 0.04 ,ug/ml is almost identical to that of the control, thereby 
establishing an MIC between 0.2 ,ug/ml and 0.04 ,ug/ml. (See Section 
111. C for a further discussion of data representation.) 

Khan et al. (1972) combined a detection procedure with an MIC deter- 
mination and have thereby developed a different differential light scattering 
technique. To ten cuvettes of broth containing varying concentrations of 
gentamicin (plus one control consisting of broth alone), they added a small 
inoculum of spinal fluid directly from the tapped specimen. The cuvettes 
were then incubated at 37°C and their light scattering curves recorded at 
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30 min intervals. By 24 h, characteristic curves had begun to evolve from 
some of the cuvettes and the control (showing the presence of bacteria in 
the initial inoculum). Comparing the drug treated cuvette curves with 
those of the control permitted an immediate identification of the MIC 
level that was confirmed 20 h later by conventional tube dilution deter- 
minations. 

Serum levels of unbound antibiotics may be easily determined in a 
reciprocal manner. The serum is filtered through 0.2 pm Nuclepore 
filters and then added in various dilutions to cuvettes containing pre- 
warmed distilled water (a control with no serum is also prepared). An 
exponential phase broth culture of a species whose susceptibility (to the 
antibiotic in the serum) is known is prepared and equal aliquots added to 
the cuvettes. These are then incubated and after about 3060min, their 
differential light scattering patterns recorded. Comparing the patterns of 
the control cuvette with those containing the serum immediately identifies 
the serum dilution corresponding to the MIC of the species being used 
(see Section 111. C). 

B. Single bacteria and spores 

1.  Sample preparation and measurement 
Bacterial cells and spores, prior to measurement in a single particle 

light scattering photometer (Wyatt and Phillips, 1972a), are usually cleaned 
by washing in distilled water. Spores are often subjected to more extensive 
cleaning procedures in order to remove the exosporium. Once cleaned the 
cells, or spores, are resuspended in distilled water and placed in a nebulizer 
by which means they may be aerosolized and, in the process, electrostati- 
cally charged. 

Figure 48 presents an exploded view of the Dz@rentiaZ II scattering cell 
in which the measurements are made. Because of the charge acquired 
during their aerosolization, the cells are electrostatically suspended in a 
“Millikan oildrop” apparatus, the upper plate of which is the settling 
chamber with the base forming the lower plate. An insulated pin electrode 
located at the centre of the upper plate provides an inward directed radial 
field that keeps the particle centred. The transparent scattering cell is 
shown beneath the upper O-ring and provides a light trap, entrance mask 
(through which the laser beam enters), and side port for viewing the scat- 
tering particle through a low powered microscope (not shown). Part of 
the scattered signal observed through the side port provides a measure 
of the particle’s position which is then used by a servo system to auto- 
matically maintain the particle position at the centre of the cell. Further 
details may be found in the paper by Wyatt and Phillips (1972a). 
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FIG. 48. Exploded view of the single particle light scattering chamber with 
electrodes used in the Differential I1 to make differential light scattering measure- 
ments on individual bacteria or spores. 

2. Some typical measurements and interpretations 
Figure 49 presents the differential light scattering patterns from a single 

cell of S. epidermidis (Wyatt and Phillips, 1972b). The lack of any depolar- 
ized signal was indicative of a spherically symmetric cell and permitted 
an immediate application of the appropriate scattering theory summarized 
in the Appendix (Wyatt, 1962). 

For this %mple” geometry, a least square fit of the theory to selected 
experimental points yields essentially unique values of cell radius, cell 
wall thickness, and average refractive indices of cytoplasm and cell wall. 
The results of this analysis are summarized in Section 11. C,1. 

Figures 50 and 5 1 present the differential light scattering patterns (vertical 
and horizontal polarized incident light) for a single spore of Bacillus 
sphaericus. Again we have a spherically symmetric scatterer though 
producing considerably noisier scattering curves than the S. epidermidis 
cell, probably because of the presence of exosporium remains. Least 
squares analysis of these curves (Wyatt, 1972a) yielded a spore radius of 
483 5 nm, coat thickness of 80f 10 nm, and cortex and coat refractive 
indices of 1.56 f 0.02 and 1.48 f 0.03, respectively. Note that the spore coat 
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FIG. 49. The differential light scattering patterns from a single cell of S. epider- 
midis. Two successive traces each for vertical and horizontal polarized light of 
wavelength 514.5 nm are shown together with the associated background curves. 
Also shown are the so-called depolarization curves obtained by fitting the detector 
with a polarizer crossed with respect to the polarization of the incident light. 

has a refractive index even less than the index of the cell wall of dehydrated 
S. epiderrnidis. 

Although spherically symmetric cells are relatively simple to analyse, 
bacteria of more complex structure may be only approximated. This 
subject has been discussed in considerable detail in Section 11. Suffice it to 
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FIG. 50. Differential light scattering patterns from a single spore of Bacillus 
sphaevicus. Incident light vertically polarized at 514.5 nm. 

remark that much additional analytical work will probably be undertaken at 
such a time as the information derivable from single cell measurements 
takes on added importance. The author believes (Wyatt, 1968) that these 
measurements and procedures will play an important role in epidemiology 
where the rapid identification of bacteria is often desirable. Some pre- 
liminary and as yet unpublished data and analyses seem to indicate that 
speciation based upon the examination of the differential light scattering 
characteristics of a few hundred individual cells is possible. 

Single cell measurements may be very useful for an accurate determina- 
tion of size distributions. As already mentioned in Section 11, the cells 
dehydrate almost immediately upon removal from their liquid environ- 
ment (Wyatt and Phillips, 1972b). Thus any size distribution deduced 
(Stull, 1972) will correspond to a distribution of dried cells. However, the 
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FIG. 51. Same spore as used Fig. 50, but for horizontally polarized incident 
light. 

potential resolution obtainable from light scattering is so much greater 
(perhaps by more than an order of magnitude) than that obtainable via 
electron microscopy (Cooke and Kerker, 1972), that there is good justifica- 
tion for making these measurements-at least for the case of cells exhibiting 
spherical symmetry. Besides, measurements of the size distribution of 
dehydrated cells will yield a better understanding of the total biomass 
distributions, which are probably of more importance than a determination 
of the volume distribution occupied by cells in solution. Although equiva- 
lent “spherical” size distributions may be obtained from light scattering 
measurements of aspherical cells by the analyses discussed in Section 11, 
the correlation between such derived distributions and the actual distri- 
butions has still not been attempted at the present time. 
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C. Data representations 
V. R. Stull (unpublished) has recently examined in some detail the 

problem of extracting meaningful information from recorded differential 
light scattering curves. Although he directed his primary attention to 
measurements made on particulate suspensions, most of his analyses apply 
equally well to single cell measurements. This Section summarizes some of 
his work concerned primarily with the comparison of a pair of recorded 
light scattering patterns. Such a pair of curves may correspond to treated 
and untreated bacterial suspensions, the same suspensions measured at 
different times, etc. 

1. Data generation 
Only after the light scattering photometer has been carefully aligned and 

checked should measurements be initiated. During this check-out phase 
it is often useful to make a measurement using a suspension of mono- 
disperse latex particles of a diameter of about 1OOOnm. Such calibrated 
particles are available through the Dow Chemical Company and other 
manufacturers. This recorded pattern should then be compared with a 
satisfactory pattern produced during earlier measurement programmes, or 
with the test pattern supplied by the photometer manufacturer for cali- 
bration purposes. For bacterial suspensions, it is most useful to record 
the light scattering patterns on a logarithmic scale (see Section I11 .A, 7). 

Suppose now that we want to compare the light scattering patterns of 
cuvette A and cuvette B. Record the scattering pattern of cuvette A, 
noting the starting angle and ending angle of the scan. As a rule, the former 
should be as small as possible and the latter as large as possible within the 
restraints of distortions or abberations that may be present in the equip- 
ment being used. It is wise to start with this angular interval quite wide. 
It can be narrowed later; but it is often useful to see the full scattering 
curve initially. 

Avoid signal saturation if at all possible. This merely puts a meaningless 
straight line (or false feature, if the sin0 correction is used) at the top 
of the chart paper for small scattering angles. If too much saturation is 
present, the photomultiplier gain should be reduced or the suspension 
diluted further. Now record the scattering characteristics of B super- 
imposed on A! (A different colour pen is heIpful for this purpose.) The 
usefulness of overlaying the curves cannot be overemphasized. Displaced 
curves can be of interest in some rare cases, but not very often. If you have 
a second (or third, etc.) cuvette to compare with A in the experiment, 
record A again on a new section of chart paper. It only takes a minute. 
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2. Reading the data 
(i) Angular shifts. A possible resultant pair of curves A and B is shown in 
Fig. 52. We note that in this example there are three maxima in curves A 
and B. The angular differences, AO, between corresponding “peaks” may 
be read from the superimposed plots. These shifts, individually or added 
together, can be recorded as the “observable” of the measurement and 
plotted against, for example, the difference in drug concentration of 
cuvettes A and B if the effects of a particular drug were being investigated. 
The angular displacement of the minima could equally well have been 
used as the observables. 

0 

A 

I 

Scattering angle 

FIG. 52. Superimposed differential light scattering characteristics from two 
different measurements A and B which illustrate the angular displacements of the 
extrema. The scattering angle and logarithmic intensity scales are omitted. 

There are also inflection points in the curves which can be used, par- 
ticularly when there are no maxima and minima. Recall an inflection point 
occurs where the slope of the curve goes from increasing (decreasing) to 
decreasing (increasing), or in other words the curvature changes from 
convex (concave) to concave (convex). (You should be pleasantly sur- 
prised at how readily inflection points can be located with a little practice.) 

I t  is important to note that the angular shift observable should be used 
only when curves A and B are qualitatively similar. That is, they must have 
the same number of maxima and minima and/or the same number of 
inflection points. There must be assurance of a true correspondence 
between the points whose angular displacement is recorded. 

(ii) Slope diflerences. Another possible resultant pair of curves A and B is 
shown in Fig. 53. The inflection points have been marked Al, Az, As, Ad, 
A,, and B1, Ba, Bs, Bq and B,. A straight line drawn tangentially through 
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FIG. 53. Superimposed differential light scattering characteristics from two 
different measurements A and B which illustrate changes in slope at various corres- 
ponding regions of the curves. 

each inflection point (as shown for A1 and B1) can be used to determine the 
corresponding slope; i.e. a straight line defines a vertical distance AI  
for a given horizontal distance Ae, permitting the calculation of the slope 
AI/AO. If we always use the same Ae, this quantity is redundant and may 
be dropped. Thus it is only necessary to record AI for each tangent at 
each inflection point. 

The slope difference observables to record for the pair of curves A and 
B are [AI (A l )  - AI ( 4 1 ,  [AI(Az)  - AI(Bz)],  etc. 

(iii) “Area” between curves. Whenever there is a difference in particle 
abundance between cuvettes A and B (not caused inadvertently, but as a 
“real” effect of the difference between these samples), this will manifest 
itself by a greater overall intensity in one or the other of A or B (i.e, 
these curves will be displaced vertically). Also there may be cases where the 
angular shifts and slope differences are obscured by gross shape differences. 
For such situations we need a more general observable. A readily measured 
quantity which fulfills this requirement is the area between the curves 
as illustrated by the total shaded area in Fig. 52. This is not an arbitrarily 
selected quantity, for it represents a well-known measurement of the 
correlation between two curves. When the curves are defined by the sets 
of angles 0 ~ 1 ,  0 ~ 2 ,  . . ., e A n  and O B I ,  OB2, . . ., e B n ,  then their correlation 

is essentially the area between the curvcs. 
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6 .  

5 .  

3. Data processing 
Once the comparison of curves A and B has been quantified by one or 

several or a combination of the foregoing observables, the rest is up to the 
individual performing the experiment. Presumably, he has “designed” a 
known difference between A and B (drug concentration, time, etc.). 
The light scattering observables can be plotted as a function of this designed 
difference. Several such plots can be compared and meaningful conclusions 
drawn. 

Figure 54 presents two examples of such plots. It shows the results of a 
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FIG. 54. Plots of the effects of varying methicillin and nafcillin on concen- 
trations on the angular shifts of the differential light scattering patterns from 
suspensions of Staph. aureus (Giorgio). The minimum inhibitory concentrations 
may be derived from an extrapolation of the data to zero angular shift. 
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large series of light scattering observable measurements vs the corres- 
ponding drug concentrations for two drugs. A measure of the differ- 
ence in effectiveness and minimum detectable concentration for the drugs 
may be readily obtained from these plots. 

Although the graphical recording of the differential light scattering 
curves forms an excellent basis for making subsequent plots and thereby 
interpreting the data, many subtle features of the curves and sets of poten- 
tial observables are overlooked because of the time consuming nature of 
most such types of data reduction. These problems can often be alleviated 
by use of digital computers many of whose variants now fall within the 
budgets of even the most modest of laboratories. All that is required is 
that the data be recorded digitally on magnetic or punched paper tape or 
on cards by means of an analogue-to-digital converter interfaced between 
the light scattering photometer and the digital output device. These 
units are readily available and may even be used to interface the photo- 
meter with a computer directly. Once the data is in digital form they may 
be subjected to a myriad of different calculations and algorithms in 
extremely short periods of time. The  modern microbiology laboratory 
would do well to familiarize itself with the enormous analytical capabilities 
of computers, if it has not already done so. 

IV. FURTHER APPLICATIONS OF DIFFERENTIAL 
LIGHT SCATTERING 

Differential light scattering techniques clearly offer considerable experi- 
mental opportunities for microbiology. Many new applications are 
currently under investigation at various laboratories and other applica- 
tions will certainly be developed in the years to come. Unlike turbidimetric 
and nephelometric measurements which have traditionally been used to 
measure morphological changes in suspensions of microparticles, differ- 
ential light scattering measurements provide a more sensitive and far less 
ambiguous means for monitoring the fine structural details associated with 
such changes. 

Among the many types of further applications that have been considered 
to be of significant importance are those that relate to studies of bacterial 
sporulation and germination. No measurements of this type are known as 
yet to have been attempted, though some rather straightforward experi- 
ments do seem obvious. Because of their high relative refractive index and 
pleomorphism, bacterial spore suspensions should yield essentially feature- 
less scattering patterns. Upon germination, however, such suspensions 
would revert to vegetative cells which would be expected to produce the 
characteristic light scattering patterns discussed in this Chapter. Thus 
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the degree of germination should be monitorable by measuring the evolution 
of the light scattering pattern features. Conversely, we would expect the 
presence of appreciable spores in a suspension of vegetative cells to result 
in a degradation of the corresponding light scattering pattern. This latter 
effect could therefore be used to monitor sporulation phenomena. 

An interesting series of experiments of an ecological nature is currently 
in progress at the Rensselaer Polytechnic Institute (Troy, New York) 
laboratory of L. S. Clesceri. She is performing studies (using differential 
light scattering techniques) of the interactions between micro-organisms 
by exposing pure cultures to the metabolic products of controlled mixed 
populations. As in the case of antibiotics and other biochemicals, the 
effects of such metabolic products could be expected to result in marked 
changes in the differential light scattering patterns of the interacting 
micro-organisms. 

A number of interesting serological applications should also be mentioned. 
In an unpublished series of measurements, R. M. Berkman examined the 
light scattering characteristics of a Salmonella typhi suspension interacting 
with its specific antiserum. He found that the light scattering pattern 
suggested that the average cell size had decreased after the addition of the 
antiserum, even though the measurement was performed under hypo- 
tonic condition$. A large number of additional possibilities suggest them- 
selves in this same regard since the experimental results may be obtained 
within a matter of minutes after the addition of specific antisera. 

Historically, one of the most important applications of light scattering 
techniques is related to the determination of molecular weights (cf. Kerker, 
1969) using so-called Zimm-plots and measurements at relatively small 
scattering angles. Monitoring changes in molecular weights, i.e. molecular 
interactions, should, therefore, be a rather obvious extension of these 
earlier-developed procedures. Some preliminary and unpublished measure- 
ments have been performed to detect the presence of the Australia antigen 
(HAA) by measuring changes in differential light scattering patterns at 
very small angles subsequent to the addition of antibody-containing 
serum. Such a procedure may prove particularly sensitive at very low 
antigen levels, i.e. one to two orders of magnitude below those levels 
required to yield a visible precipitate. More work in this general area is 
certainly required. 

An important guideline when considering the possible application of 
differential light scattering techniques is an answer to the question: are 
the phenomena that I wish to monitor associated in any way with structural 
changes? An aftirmative answer generally suggests that the method is 
worth considering. However, it should be stressed that the method works 
best when the size distribution of the suspended particles is relatively 
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narrow and the average particle size is comparable to the wavelength of 
visible light, i.e. that the particles are within the resonance region. Note 
that the overall size of the suspended particles should be comparable to 
the wavelength of visible light even though we may wish to monitor 
structural changes occurring in constituents much smaller than the cells 
themselves. These small secondary changes are often sufficient to affect 
the resonance scattering characteristics in a clearly discernable manner. 

It seems judicious to close this Section by presenting a few questions 
asked by the Editors of this book during the final stages of preparing this 
manuscript. They all relate to other potential areas of application that have 
not been discussed in much detail. Nevertheless, they are suggestive 
of areas which could perhaps be of considerable importance for further 
research using differential light scattering techniques. Among the impor- 
tant questions/suggestions presented, the following are particularly inter- 
esting: Might the techniques be applied to studying changes in macro- 
molecular constituents of cells that occur during lag phases and stationary 
phases, such as ribosome synthesis or polymer deposition or subsequent 
utilization? Are there applications connected with the synthesis of organ- 
elles within eucaryots, such as yeast or the development of membrane 
systems in photosynthetic organisms? Can the techniques be applied to 
studying virus or phage replication? All of these questions can be answered 
affirmatively, though to varying degrees. The  most important feature of 
any particular measurement, however, is the means by which the available 
tools (light scattering in this case) are adequately exploited in the design 
and strategy of an experiment. 

Note added in proof 
A rather unusual effect upon the differential light scattering patterns has 
recently been found by M. Goldschmidt of the University of Texas (to 
be published). While investigating the effects of certain disinfectants upon 
suspensions of viable bacteria, she noted that the scattering curves tended 
to wash out with increased disinfectant concentration. In addition, the 
associated scattering curves became significantly displaced upwards. The  
source of these unusual degradation phenomena (which resulted in curves 
resembling those produced by too high a bacterial concentration) was not 
a change of the size distribution, but rather arose from the fact that many 
cells had collapsed into highly refractile spore-like bodies. These added 
polydisperse features caused a considerable degradation of the scattering 
patterns. 

1 1  
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APPENDIX 

MATHEMATICAL FORMULATION 

With the exception of spherically symmetric structures (cf. Wyatt, 1962 ; 
Kerker, 1969), no explicit mathematical procedures have been formulated by 
which the scattering characteristics of inhomogeneous particles may be calculated. 
Non-spherical homogeneous particles of regular shape (spheroids and hemi- 
spherically capped rods, for example) may be treated exactly by methods developed 
by Barber (1973), Waterman (1969), and Erma (1968); however, the calculational 
procedures are difficult and time consuming. We expect within a few years that 
computer programs will be more readily available to the interested investigator 
with access to the required large scale digital computers. In this Appendix only 
two types of particles will be explicitly discussed : those that are spherically 
symmetric and those that scatter light so weakly that their light scattering char- 
acteristics may be approximated by the so-called Rayleigh-Debye theory. It is a 
relatively simple matter to construct or borrow computer programs that will 
permit the rapid calculation of light scattering patterns from bacteria and spores 
satisfying either one of these criteria. 

A. Spherically symmetric particles 
The refractive index of a spherically symmetric particle is a function only of 

the distance from the centre of the particle, Y. If the particle is absorbing then the 
refractive index n(r), will be complex, i.e. contain an imaginary part. T o  calculate 
the differential light scattering pattern of such a particle we must in general find 
appropriate solutions of the following two differential equations (Wyatt, 1965) 
for all values of the integer 1 greater than zero 

and 

where p = kr = 2nnor/20, and t(r) = n(r)2 

particles these become 
The solutions we seek must have no singularities at p=O. For homogeneous 

Wdp) = Gdp) =pnjz(np) = Mnp) ,  (16) 

where j i  is the spherical Bessel function of order 1. In the general case c(r)  is 
given and Eqns. (14) and (15) must be integrated from p=O to p= ka, where (I is 
outermost radius of the scatterer. 

The intensity of light scattered by the particle in the direction 0 with respect 
to an incident plane polarized wave is given by 

or 
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according as to whether the incident light is polarized parallel (11) or perpendicular 
(I) to the plane of scattering. Parallel and perpendicular polarizations are fre- 
quently referred to as horizontal and vertical polarizations, respectively (see Section 
11. A). The incident intensity is l o ,  the distance from the particle to the detector R, 
and nl and ti are functions of the scattering angle 8, wiz. 

(19) 
and 

(20) 

The “electric” and “magnetic” scattering coefficients are given by 

TZ = P$(cos e)/sin 0 

t l  = (d/de)zv(cos 0)  = z(z+ i)pi(cos e) - nI cos 0. 

where x = ha, and Dt and rt are the logarithmic derivatives of $1 and &(I), viz 

D1= $i’ ( X ) l $ l ( X ) ,  

The function (x) = xht(1) (x), where hi(l)(x) is the spherical Hankel function 
of the first type. 

As 1 +03, the coefficients of Eqns. (21) and (22) tend to zero, so that the sums of 
Eqns. (17) and (18) can be truncated for 1 slightly greater than about x+5. In 
general, a computer program that calculates the differential light scattering 
characteristics of the particle [via (17) and (18)] will truncate the summations as 
soon as a particular term yields a contribution less than, say, of the sum 
collected by that time. 

Spherically symmetric bacteria are readily treated by this formalism by assum- 
ing that there is a smooth, yet rapid, transition from the homogeneous cytoplasm 
to the homogeneous cell wall, thereby permitting direct integrations of Eqns. (14) 
and (15). An alternative procedure would consist of using the method of Aden 
and Kerker (1951) for treating structures of concentric shells. This latter procedure 
requires extensive calculations of additional Bessel functions and, although not 
requiring the explicit integration of differential equations, does not save appreci- 
able computer time. Specific details of the computer formalism for the general 
inhomogeneous case may be found in Wyatt (1962). 

B. The Rayleigh-Debye approximation 
The Rayleigh-Debye (or often called the Rayleigh-Gans) approximation is 

most useful for obtaining semi-quantitative results for liquid surrounded cells 
of arbitrary shape and structure. The approximation has two stringent require- 
ments, however, that limit its usefulness considerably. They are : 

11 -n/nol<l (24) 
and 

2kall -n /nol<l  

where n is the average refractive index of the scatterer of average radius a. Equa- 
tion (24) states that the refractive index difference between the cell and its surround- 
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ing medium is very small, whereas Eqn. (25) is the requirement that the total 
phase shift of a wave passing through the cell is also very small. Reasonably 
small bacterial cells in water satisfy these conditions fairly well. 

If the cells are in a medium of refractive index no, then the intensity of light 
scattered in the polar direction (0, 4) is given by 

according as whether the incident light is polarized parallel (11) or perpendicular 
(J.) to a reference plane of scattering. The scattering amplitude 

ik3 
(28) S(0,4)=,,R(& 41, 

where 

the integration of Eqn. (29) being performed over the entire particle volume V 
and 6 is the phase difference measured with respect to an arbitrary (fixed) origin. 
The latter explanation of Eqn. (29) is valid whenever Eqn. (24) is valid. 

For the case of homogeneous spheres. Eqn. (29) may be shown (Wyatt, 1968; 
Kerker, 1969) to reduce to 

R(e, 4) =R(e) = V G ( ~ )  (3 0) 

where V=4/3nu3, u= 2ku sin(0/2), and 

G(u) = (3/u3) (sin u - ti cos u). (31) 

The function G(u) may also be expressed in terms of the Bessel function of order 
312, viz 

G(u) = (9n/2u3)V3,&). (33) 

For a spherical cell of radius a and cell wall thickness t ,  the scattering amplitude 
S(0, +)=S(0)  may be shown to be (Wyatt, 1968; 1969) 

(34) I ik3 s(e)=- ( W - I ) R ~  (e)+(m2-ml)Rz (0) 
2T [ 

where the refractive index of the cell wall is n1, the cytoplasm is n2 and m l = n i /  
no, mz=nz/no. The functions R l ( 0 )  and R2 (0) may be simply expressed in terms 
of the function, G, viz 

(3  5) 

(3 5) 

R1 (O)=jna3G(u) 4 

R2 (0) =in(a - t)3G(u - tu/a). 
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Setting 

(Wyatt, 1970) 
f= 1 - t /u,  q = (mz - ml)/(ml- l), and V= 4/3 nu3 yields the simpler form 

(3 6) 
ik3 

S(e) = %v(mi - 1) [G(4 + d3GCf41. 

For a prolate spheroid of semi-major and minor axes a and b respectively, and 
cell wall thickness t, a remarkably similar form to Eqn. (36) may be obtained, viz. 

where V= 4/3 m b 2 ,  

z = 2k[& cos2 f l+  b2 sin2 sin (0/2), (3 8) 

and is the angle between the bisectrix and the major axis of the spheroid. The 
bisectrix is the vector that bisects the angle between the incident plane wave and 
the direction of observation (0, 4). If a is the angle between the incident beam and 
the major axis of the spheroid, then 

cos ,8 = - cos a sin (8/2) + sin a cos 4 cos (0/2). (39) 

Equation (39) shows that the scattering pattern will in general be a function of 
the orientation of the spheroidal cell. 

Inserting Eqn. (36) or (37) into Eqns. (26) and (27) will yield the appropriate 
differential scattering patterns for spherical (36) or spheroidal (37) bacteria having 
a cell wall of thickness t .  The maxima and minima of the scattering patterns are 
thus seen to correspond to the roots of the derivatives of the resultant expression, 
i.e. u = const. or z = const., respectively. This is the basis for the interpretation of 
the shifts of the scattering patterns as described in Eqns (1) and (2) in Section 11. 
C, 2(i). 

The scattering characteristics for more complex structures may be generated 
beginning with Eqn. (29) and modifications thereof (Kerker, 1969). Since most 
measurements of liquid suspended cells involve averaging over the scattering 
characteristics of thousands of cells, approximations more elaborate than the fore- 
going seem somewhat superfluous. Indeed most scattering characteristics of 
bacterial suspensions are probably adequately described, at least qualitatively, 
using a simple spherically symmetric model. As mentioned in Section 111, the 
differential light scattering characteristics of bacterial suspensions manifest certain 
general features that seem virtually independent of shape or detailed structural 
considerations. The differential light scattering patterns from most bacterial 
suspensions thus seem adequately characterized in terms of an equivalent spherical 
model. Even in their airborne state, bacterial cells seem to yield scattering patterns 
quite similar to particles of spherical symmetry. 
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endonuclease action on, 159 
equilibrium dialysis of, 148 
genetic transformation by, 156-157 
melting profile of, 145 
molecular weight of, 160-163 
photoreactivation of, 152-1 54 
PS formation in, 151-153 
renaturation of, 146 
sedimentation coefficient of, 147 
strand breaks in, 154, 159-163 
sucrose density centrifugation of, 

supercoiled, 149-150 
synthesis of, 140-141 
thermal denaturation of, 145-146 
U.V. degradation of, 151-159 
viscosity of, 147-148 

“Depression” culture, 73 
Dibromohydroxymercurifluoroscein, 

(see under mercurochrome) 
Difference spectroscopy, 122 
Differential light scattering photo- 

Differential light scattering patterns, 

159-163 

meters, 221-223, 246-247 

cell suspensions, from 202-210, 220- 

comparison of, 251-255 
single cells, from, 192-201, 247-250 
small spherical particles, from 189- 

246 

190 
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antibiotic susceptibility testing, for, 

bacterial detection by, 244 
bacterial speciation by, 228-236 
bacterial suspensions, for 194-246 
cell size measurement by, 184 
cellular agglomerates, for, 215, 218- 

chloroplast measurement by, 184 
coherence requirement in, 203-204 
cuvettes for, 222-224, 226-229 
data representation in, 251-255 
digital computors in, 185 
geometrical foreshortening in, 203 , 

large particles, for, 188 
light sources in, 185, 226-227 
mathematical formulation in, 257,261 
media pigmentation in, 203, 208-210 
mitochondria1 measurement by, 184 
multiple scattering in, 204-205 
non-spherically symmetrical cells, 

for, 215, 218-220 
photometers for, 220-223, 246-247 
photo-phosphorylation studes, for, 

plotting modes in, 226 
polydisperse systems, for, 210-215 
refractive index measurement by, 184 
resonance region particles, for, 188- 

sample preparation for, 225-226, 246 
scanning range in, 226 
single cells, for, 188-201, 246-250 
small particles, for, 188-190 
spherically symmetrical particles, for, 

spores, for, 246-250 
suspending media for, 224 

183-262 

186, 241-246 

220 

205-206 

184 

226 

258-259 

Diffraction, 12 
Digital computers, 

languages for, 58 
light scattering techniques, in, 185 
mathematical models and, 56-58 
programme for, 56-57 

Dihydrostreptomycin (DHSM) , 169, 

Dipicolinic acid, (DPA), 98-99 
171-173 

Drugs, 
bacterial adsorption of, 119-123 
bacterial damage by, 97-99, 102-103 

bacterial permeability to, 106-1 12 
bacterial resistance to, 106-1 19 
bacterial viability and, 102-103 
DNA interaction with, 141-150 
L-form sensitivity to, 139-140 
membrane damage by, 13 1-1 35 
mucopeptide synthesis and, 131 
mutagenic effects of, 150 
mycoplasma sensitivity to, 140 
protoplast sensitivity to, 138-139 
spheroplast preparation by, 137-1 38 
spheroplast sensitivity to, 139 

106-1 50 

E 

Electron detector system, 9 
Electron gun, 4, 6 
Electron lenses, 4, 6 
Electron microscope, 

cell size measurement by, 124-125 
imaging systems in, 2-4 
scanning type (see under scanning 

transmission type, 3 
electron microscope) 

Electron source, 6, 7 
Electron particle counter, 126 
Electrophoresis, 

Empirical curve fitting, 47-49 
Endonuclease, 159 
Enterobacteriaceae, 

Escherichia coli, 

bacteria] of, 121, 123 

R-factor transfer in, 117 

cold damage in, 99, 104-105 
drug resistance in, 107-109, 113, 115, 

ionizing irradiation of, 105-106, 158 
protoplast preparation from, 136-1 37 
R-factor transfer in, 11 7-1 18 
spheroplast preparation from, 136- 

116 

137 
Ethidium, 145 
Ethidium bromide, 149 
Ethylenediamine tetra-acetic acid, 106- 

106-9, 137 
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Exponential growth, 49-52 

F 

Faulkner and Lillie staining method 

Fluorescent antibody technique, 82-83 
5-fluorouracil, 

spheroplast preparation, for, 138 
Fucidin, 107 

81-82 

G 

y-modulation, 29 
y-irradiation, 

Gallochrome (see under Mercuro- 

Genetic transformation, 156-157 
Gentamycin, 245-246 
Geometrical foreshortening, 203, 205- 

206 
Giemsa stain, 79, 80 
Glutaraldehyde, 97 
Gram-negative bacteria, 

bacterial damage by, 101 

chrome) 

drug resistance of, 106-110 
mucopeptide from, 127 
permeability of, 106-110 
protoplast preparation from, 136-1 37 
spheroplast preparation from, 107, 

137-138 
Gram-positive bacteria, 

drug resistance of, 110-1 11 
protoplast preparation from, 136 
spheroplast preparation from, 137- 

wall lipids in, 110-1 11 

membrane permeability to, 134 

microbiological models, in, 46-55 

138 

Gram-stain, 

Graphical methods, 

Griseofulvin synthesis, 43 
GTY broth, 67, 71 
GYP medium, 67 
GYPT medium, 67-69 

HE medium, 67 
High vacuum evaporator, 17 
Host cell reactivation, 156 
Human body louse (see under Pediczrlus 

humanus) 
Human relapsing fever, 76, 77, 93 

I 

Immobilizine test, 90-91 
Ion etching, 29-30 
Ionizing radiation, 

bacterial damage by, 101, 105-106 

J 
Jenner-Romanowski stains, 79 

K 

Klebsiella sp., 
light scattering patterns from, 232-236 
R-factor transfer in, 118 

Krajan staining method, 81 

L 

L-forms, 
drug sensitivity of, 135, 139-140 
preparation of, 136, 138 

8-lactam drugs, 114-115, 138 
8-lactamase, 11 2-1 16 
Laser light scattering photometers, 

185, 220-223 
Least-square fit method, 53-55 
Leishman’s stain, 79 
Lens aberrations, 

Leucozyme C, 

Levaditi staining method, 81 
Linear graph paper, 49 
Lysin test, 91 
Lithium chloride, 

Listeria monocytogenes, 

Logarithmic death rate, 50 
Logarithmic graph paper, 52-53 

electron microscope, in, 12 

spheroplast preparation by, 137 

spheroplast preparation by, 138 

protoplast preparation from, 136 H 

Haemtophiltis infuenzae, 
transforming DNA in, 157 Ludvig Lorenz scattering theory, 184 
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L-form preparation by, 138 
protoplast preparation by, 137 

L-form preparation, by, 138 
protoplast preparation by, 136 
spheroplast preparation by, 137 

Lysozyme, 

M 

Mass balances, 
microbiological models, in, 39-42 

Mathematical models, 35-58 
antibiotic production, of, 43 
classification of, 37-39 
computer analysis of, 56-58 
construction of, 36 
continuous culture systems, of, 42-43, 

formulation of, 39-41 
graphical methods in, 46-55 
mass balances in, 39-42 
microbiological systems, of, 35-58 
rate expression in, 39-40 
thermal death rate, of, 4 3 4  
waste treatment plants, of, 42 

45 

May-Griinwald stain, 80 
Merbromin, (see under mercurochrome) 
Mercurochrome, 83-84 
Methicillin, 99, 112 
Methyl violet, 84 
Methylene blue, 79 
Michaelis-Menten equation, 47, 54-55 
Microbiological system models, 

(see under mathematical models) 
Mie scattering theory, 184 
Minimum inhibitory concentration 

(MIC) determination, 244- 
246 

Micrococcus lysodeikticus, 
endonuclease from, 159 
mucopeptide from, 127 
protoplast preparation from, 136 

DNA damage in, 162-163 
genetic transformation in, 156-157 
spheroplast preparation from, 159, 

M .  radiodurans, 

162 
Mitochondria, 

light scattering estimation of, 184 

Mitomycin C, 141, 144 
Mucopeptide, 

cross linking in, 129 
estimation of, 126 
precursors of, 127-1 28 
synthesis of, 127-1 3 1 

Muralytic enzymes, 136-138 
Mycoplasma sp., 

drug sensitivity of, 140 

N 
Nafcillan, 245 
Nichols medium, 86 
o-nitrophenyl-/I-D-galactoside, 

Nucleic acids, (see under DNA and 
(ONPG), 134-135 

RNA) 

0 

Optimization techniques, 

Ornithodorus sp., 
mathematical models, in, 47 

Botrelia sp. vectors, as, 76-77, 86-87, 
93 

P 
Panoptic staining, 80 
Pediculus humanus, 

Penicillin, 
Borrelia sp. vector, as, 76, 77 

inactivation of, 103, 11 3-1 15 
mucopeptide synthesis and, 131 
sporogenisis and, 99 

Penicillinase, (see under /I-lactamase) 
PEP medium, 67 
Phleomycin, 149 
Photoproduct (PS) formation, 150-151, 

153 
Photoreactivation, (PR), 152-1 54 
Physarum polycephalunt, 

morphology of, 23-24 
Polymyxins, 135 
Polypeptide synthesis, 

Polyribonucleotides, 

Porfiromycin, 141 

drug effect on, 170-172 

drug effect on, 144-145 
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apurinic acid and, 144 
DNA interaction with, 142, 146, 149 
resistance to, 97 

biosynthesis of, 168-173 
damage to, 166-173 
drug binding by, 168 
estimation of, 132 

drug resistance of, 109-110 

light scattering patterns from, 230- 

Protein, 

Proteus mirabilis, 

P .  morganii, 

23 1 
P .  vulgaris, 

light scattering patterns from, 235- 

Protoplasts, (see under bacterial proto- 

Pseudomonas sp., 

Psetrdomonas aeruginosa, 

236 

plasts) 

cold damage to, 99, 104 

drug resistance in, 108-109, 113 
light scattering patterns from, 241- 

spheroplast from, 137 

leakage of, 132 

242 

Purines, 

Puromycin reaction, 167-168 
Pyrimidines, 

leakage of, 132 

R 

Rate expressions, 

Rayleigh-Gans-Debye approximation, 

Recombinational repair, 152-1 53, 156 
Refractive index, 184 
Reiter’s spirochaete, 82-83 
Relapsing fever, 76, 77, 93 
Resistance (R) factors, 11 7-1 18 
Resonance region particles, 188-220 
Rhizopus sp., 

taxonomy of, 20 
Rhizopus stolonifer, 

spore germination in, 26, 28 
Ribonucleic acid, RNA, 

damage to, 163-166 

mathematical models, in, 3 9 4 1  

184, 217-218, 259-261 

drug interaction with, 144-145, 164 
protein synthesis and, 164-165, 167 
synthesis of, 166 

actinomycin D and, 150 

drug sensitivity of, 171-1 73 

damage to, 164-165, 172-173 
isolation of, 164 
protein synthesis in, 164-170 
reconstitution of, 167-168 

RNA polymerase, 

Ribosomal sub-units, 

Ribosomes, 

Ristocetin, 131 
Runge-Kutta methods, 56 

S 

Saccharomyces cerevisiae, 

Salmonella anatum, 

S.  typhi, 

morphology of, 25, 27-28 

damage repair in, 119 

cold shock in, 99 
R-factor transfer in, 11 7-1 18 

damage repair in, 119 

protoplast from, 136 

apertures in, 3-4, 6 
astigmator in, 4, 6 
cathode ray tubes in, 11-12 
chopping coils in, 4, 6-7 
contrast formation in, 7-11 
depth of focus in, 13 
electron gun in, 4, 6 
electron lenses in, 4, 6 
electron optical column in, 4-7 
imaging system in, 2 4  
lens aberrations in, 12 
magnification in, 13 
primary electron beam in, 7, 8 
record display unit in, 11-12 
resolution in, 13 
scanning coils in, 4, 6 
secondary electron detector system in, 

signal detection in, 7-1 1 
vacuum system for, 7 

S.  typhimurium, 

Sarcina lutea, 

Scanning electron microscope, 2-13 

8, 9 
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Scanning electron microscopy, 
ancillary techniques to, 28-30 
applications of, 18-28 
instruments for, (see under scanning 

electron microscope) 
microbial morphology and, 18-28 
spccimen preparation for, 13-1 8 

Scanning transmission electron micro- 
scopy, 28 

Semilogarithmic graph paper, 49-52 
Serratia marscesens, 

light scattering patterns from, 228, 
230 

Shigella sonnei, 

Silver impregnation methods, 81-82 
Simpson’s rule, 56 
Simulation languages, 58 
Single particle light scattering photo- 

meter, 246-247 
Specimen stubs, 

Spherical aberration, 12 
Spermine, 148-149 
Spheroplasts, (see under bacterial sphero- 

Spirillum gracile, 

Spirochaeta sp., 

U.V. damage in, 105 

electron microscopy, for, 15-16 

plasts) 

growth veil in, 68 

classification of, 61-62 
colony growth of, 68, 71 
DNA content of, 62 
growth media for, 67-71 
isolation of, 61, 63-68 
metabolism of, 61-62, 69-71 
sue of, 62 
storage of, 71-73 

Spirochaeta aurantia, 61-62, 66-67, 71 
S. litoralis, 62-65, 69-70, 73 
S. plicatilis, 62 
S. stenostrepta, 62-64, 67-69 
S. zuelzerae, 61-62, 70 
Spores, (see under bacterial spores) 
Spray apertures, 3-4, 6 
Staphylococci sp., 

Staphylococcus aureus, 
methicillin resistance in, 1 12 

light scattering patterns from, 194, 

mucopeptide estimation in, 127 
238-239, 241-243, 245 

Staph. epidermidis, 
light scattering patterns from, 189, 

“Stereoscan” scanning electron micro- 

Strand breaks, 

Streptococcus faecalis, 

S. faeciunt, 

S.  lactis, 

225, 247-248 

scope, 5 

DNA, in, 159-163 

protoplast from, 136 

protoplast from, 136 

light scattering patterns from, 228, 
230 

Streptomyces griseus, 

Streptomycin, 
muralytic enzyme from, 136 

inactivation of, 11 6 
ribosomal sensitivity to, 169-1 73 

Sulphonamides, 103 
Sulphones, 103 
SZ medium, 67, 70 

T 
Tetrazolium dyes, 134 
Thermal death, 

mathematical model of, 43-44 
Three-dimensional analysis, 

electron microscope and, 28-29 
Ticks, (see under Ornithodorus sp.) 
N-tolyl-a-naphthyl-amino- 8-sulphonic 

acid, (TNS), 134 
Transforming DNA, 156-1 57 
Transmission electron microscope, 3 
Transpeptidation, 130 
Trapezium rule, 56 
Treponema zuelzerae, (see under Spiro- 

Triphenylmethane dyes, 141 
2,3,5-triphenyl tetrazolium bromide, 

2,3,5-triphenyl tetrazolium chloride, 
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Turbidimetric methods, 124-1 25 
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U 

UDP-acctyl muramyl peptides, 131 
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U.V. irradiation, 
bacterial damage by, 100-101, 105, 

150-159 

V 
Vancomycin, 

E.  coli sensitivity to, 109 
L-form preparation for, 138 
mucopeptide synthesis and, 131 

Vincent’s angina, 77 

W 

Waste treatment plant, 
mathematical model of, 42 

Witnauer-Sherr cuvette, 222, 227-229 
Wolman and Wolman medium, 84, 86 
Wright’s stain, 79-80 

x 
Xenodiagnosis, 93 
X-rays, 

bacterial damage by, 101 
electron microscope, in, 11 

Z 

Ziehl-Neelsen carbol fuchsin dye, 78-79 
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