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FOREWORD/INTRODUCTION

Access, distribution and processing of Geographic Information (GI) are basic
preconditions to support strategic environmental decision-making. The
heterogeneity of information on the environment today available is driving
a wide number of initiatives, on both sides of the Atlantic, all advocating
both the strategic role of proper management and processing of environment-
related data as well as the importance of harmonized IT infrastructures
designed to better monitor and manage the environment.

The extremely wide range of often multidimensional environmental
information made available at the global scale poses a great challenge to
technologists and scientists to find extremely sophisticated yet effective
ways to provide access to relevant data patterns within such a vast and
highly dynamic information flow.

In the past years the domain of 3D scientific visualization has developed
several solutions designed for operators requiring to access results of a
simulation through the use of 3D visualization that could support the
understanding of an evolving phenomenon. However 3D data visualization
alone does not provide model and hypothesis-making neither it provide
tools to validate results. In order overcome this shortcoming, in recent years
scientists have developed a discipline that combines the benefits of data
mining and information visualization, which is often referred to as Visual
Analytics (VA).

This book addresses the specific vertical domain of VA related to the
access, management, processing of Geographical Information (GI), called
GeoVisual Analytics, presenting the top issues emerged during the NATO
Advanced Research Workshop (ARW) on “Geographical Information
Processing and Visual Analytics for Environmental Security”. The event,
which took place in Trento (Italy) from 13 to 17 October 2008, provided the
unique opportunity to focus on environmental issues from the regulations,
technological as well as scientific point of view, involved in the access and
processing of GI to increase environmental security.

This book illustrates a the top issues emerged during the event, which
gathered more than 50 top experts worldwide with different expertise in
disciplines ranging from Geographical Information Systems (GIS), Visual
Analytics (VA), disaster management, politics, computer visualization,
environmental monitoring, data processing and remote sensing. The event
was also joined by representatives from regional and national authorities
from NATO Countries as well as from NATO Partner or Mediterranean
Dialogue countries.
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The main goal of this volume is to pin-point critical issues, to define a
priority list to be addressed by the research agenda as well as to put forward
recommendations and guidelines. The resulting volume tackles a wide
range of application domains, all relevant to environmental security, it
highlights current industrial trends, technological requirements and, last but
not least, possible emerging market interests.

The book reflects the dual nature of the event in that it presents the
current state of art and it highlights new research trends and technologies.
The volume identifies a set of guidelines to deploy a new generation of
computational tools capable of providing better environmental security.

The volume is articulated into five macro sections each result of a specific
topic targeted by the ARW, focusing on a different specific horizontal
issues of interest for the theme of environmental security:

1. The importance of harmonization of environmental data access and
processing.

2. The role of Gl-based technologies for a sustainable development and
protection of the environment.

3. Advanced Interactive Visualization and Analysis for environmental
security.

4. International, regional and national legal frameworks and constraints.

5. Political, economical and social factors in the protection of the
environment.
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A SHOWCASE OF SPATIAL DATA INFRASTRUCTURES
AND RELATED TECHNOLOGIES

UWE JASNOCH"
Intergraph Deutschland GmbH,
Reichenbachstr 3, 85737 Ismaning, Germany

Abstract. This chapter first gives a rational perspective why spatial data
infrastructures are getting more and more importance. Different application
fields and necessary services are introduced. The chapter tries to clean-up
with the misleading usage of SDI, denoting concepts, technologies and
implementations. Afterwards, it embraces on existing and necessary tech-
nologies — especially data harmonization. Data harmonization is a crucial
element in sharing pan-national data. Examples are given showing working
applications of these technologies in different organizations. Finally, critical
question about future and missing parts of SDI are stated.

Keywords: Spatial Data Infrastructures, Interoperability, Data Harmonization.

1. Introduction and Background

Geographic information is vital to making sound decisions at local, regional,
and national government levels, and it is applicable to several different areas,
such as:

o Border security, primarily at the national government level.

- Emergency management, involving prevention planning, monitoring,
and analysis of natural disasters and large public events.

o Infrastructure management for water and wastewater systems, transport-
ation systems, city services (garbage, snow, parks), field equipment, and
some utility systems.

" Dr.-Ing. Uwe Jasnoch, Intergraph (Deutschland) GmbH, Reichenbachstr. 3, 85737 Ismaning, Germany;
e-mail: uwe.jasnoch@intergraph.com

R. De Amicis et al. (eds.), GeoSpatial Visual Analytics: Geographical Information Processing 3
and Visual Analytics for Environmental Security,
© Springer Science + Business Media B.V. 2009



4 U. JASNOCH

o Land information management, including cadastre, forestry, agriculture,
natural resources, urban planning, environmental protection, and econo-
mic development.

o Mapping and cartographic production, primarily at the regional and
national government level.

« Public services (e-Government), including businesses and citizens pur-
chasing government information, accessing government information, and
requesting services.

The above areas are just a few examples where decision makers are
benefiting from geographic information, coupled with the associated spatial
data infrastructure (SDI) that supports information discovery, access, and
use of this information in the decision-making process. The examples also
clearly indicate the importance of collaboration between organizations —
interoperability for spatial data and publication of spatial information.

Figure 1 illustrates the relationships of data access in an end-to-end
resource discovery, evaluation and access paradigm, forming the funda-
mental for each SDI activity. Successive iterations of resource discovery via
a metadata catalogue, followed by resource evaluation (such as Web mapping)
lead to data access either: direct as a data set or indirect via a data access
service.

Producls

Figure 1. Geospatial resource access paradigm (Nebert, 2004).

From a software technology point of view, services are the heart of the
spatial data infrastructure. These services embrace the following areas:
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o Human-interaction Services (Portal Services) — Client services for the
management of user interfaces, graphics, multimedia, and presentation
of compound documents.

o Model/Information Services (Data and Catalogue Services) — Services
for the management of the development, manipulation, and storage of
metadata, conceptual schemas, and datasets.

o  Workflow/Task Services — Services supporting specific tasks or work-
related activities conducted by humans. These services support the use
of resources and product development involving a sequence of activities
or steps that may be conducted by different persons.

o Processing Services — Services that perform large-scale computations
involving substantial amounts of data.

o System Management Services — Services for the management of system
components, applications, networks, user accounts, and user access
privileges.

o Communication Services — Services for encoding and transfer of data
across communications networks.

Geospatial information, however, is an expensive resource, and for this
reason, appropriate information and the resources to fully use this spatial
information may not always be readily available, particularly in the developing
world. Many national, regional, and international programs and projects are
working to improve access to available geospatial data, promote its reuse,
and ensure that additional investment in spatial information collection and
management results in an ever-growing, readily available and useable pool
of geospatial information. Also included in such initiatives is an emphasis
on harmonizing standards for spatial data capturing and exchange, the
coordination of data collection and maintenance activities, and the use of
common data sets by different agencies.

For Europe, the European Commission has recognized that the availability
of relevant and standardized geospatial information is a vital prerequisite
for efficient political action. As such, they set up the Infrastructure for
Spatial Information in Europe (INSPIRE) initiative (http://inspire.jrc.it/
home.html) to coordinate activities to improve utilization of geographic
information on a European level. This initiative provides a European legal
standard, which, as envisaged, took effect in 2007, and will regulate the
structure of a European geospatial data infrastructure (European Spatial Data
Infrastructure — ESDI) by using the national geospatial data infrastructures
of the European Union members.

The next chapter will give some hints for the philosophy and architecture
of an SDI.
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2. Philosophy and Principle Architecture for SDI

To become a node in an SDI, organizations must first accomplish several
key steps:

Identify the related parties and persons.

Identify and define the process which is to be supported by the infra-
structure.

Identify the spatial resources and empower them with appropriate
technology.

Identify the needs of the infrastructure and outline how to meet those
needs.

These steps make it clear that applying only software and hardware

is not sufficient to become a node of an SDI. Indeed, becoming a well-
respected node requires the implementation of a fully empowered solution
covering all different aspects of processes, organization, infrastructure, and
software.

From a technology point of view, being a node in an SDI requires

different technologies for:

Providing interoperable services
Consuming interoperable services
Structuring geospatial data according to determined models

Publishing/displaying the geospatial data

SDI-enabled
Enterprise
Client
/
i Enterprlse GIS i
sDi SpI

o ; .
riter Services Local Reader Services
GDB/MDB
T
SDI structured SDI-Node
GDB/MDB

Figure 2. Principle architecture of an SDI node.
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This leads to architecture for storing, reading, writing, and displaying data
in an SDI-technology manner, as shown in Figure 2. Enterprise GIS includes
all the existing geospatial software and infrastructure available in this node.

The mission, from the technical point of view, is to set up an SDI
technology, which gives users a customizable turnkey solution. The major
objective for this technology is to fulfil the core requirements of sustainability,
interoperability, and flexibility.

Sustainability is important, as it pertains to the upcoming changes in
related standards. The solution must be open for users to adapt the new
versions in an easy-to-modify manner. Interoperability relates to the usage
of standards. Model inherent, SDI is a network theme where different players
each have their own role. Interoperability of data and services is reached
through the use of standards. Flexibility applies to different solution charac-
teristics. The solution must be easy to integrate into an organization’s
environment, adopt its security policies, and adapt to its corporate standards.

Flexibility and scalability also refer to the needs of different kinds of
users. From municipalities to nations or even pan-national organizations, all
must realize the node of an SDI in an appropriate scale and manner, each
with their different requirements in services and scales. For example, a state
or nation SDI node has a strong demand for harmonizing the data provided
by services to generate a homogeneous “picture” of geospatial data, whereas a
municipality’s needs relate more to acquiring metadata for geospatial data.

3. Data Harmonization: A Special European Dimension

To use a very abstract image, the spatial information landscape resembles
the seas around Antarctic or Antarctica filled with icebergs. Icebergs are not
swimming on top of the sea; actually 90% of their compound is below the
surface.

The same is true for the variety of spatial information sources. A vast
amount of collected geographical information is not accessible or even not
detectable by potential users.

Making spatial data searchable and accessible is only the first step. The
second step to exploiting digital geographic information is the ability to
seamlessly combine spatial information sources — that is where data harmoni-
zation or the standardization of data comes to the fore.

According to INSPIRE, data harmonization is a “process of developing
a common set of data product specifications in a way that allows the provision
of access to spatial data through spatial data services in a representation that
allows for combining it with other harmonized data in a coherent way.”
This process also includes agreements about coordinate reference systems,
classification systems, application schemas, etc. Notwithstanding, it is common
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understanding within INSPIRE that a total “data harmonization™ across all
EU nations is not achievable due to a variety of reasons. The challenge is to
find solutions for a “virtual harmonization™ that allows data providers to stay
with their grown and established data specifications and data models but that
also supports data users that need a “common geo data language” in Europe.

Data harmonization is also the common denominator of two ongoing
EU projects. HUMBOLDT is funded by the 2005 GMES call and aims at
enabling organizations to document, publish and harmonize their spatial
information, thus contributing to the implementation of the European SDI
according to the INSPIRE Directive. GIS4EU is part of the eContentPlus
program and it is targeted to making digital content in Europe more
accessible, usable and exploitable.

Within HUMBOLDT, data harmonization is understood as “creating the
possibility to combine data from heterogeneous sources into integrated,
consistent and unambiguous information products, in a way that is of no
concern to the end-user”.

The data harmonization process(es) from a given source to a certain
target, should be examined from two perspectives: one is the target definition
aspect and the other is the technical harmonization aspect itself.

Within INSPIRE, the target definition aspect comprises the work of the
Data specification teams. For each data theme defined in the INSPIRE
Annexes, a common target (data model) is defined. This specification of a
target is based on expert decisions and is applicable for data sources that
cover the same theme, for instance transportation networks or administrative
units.

Technical Process Q @

P'W”s"‘ﬂ Prooessmg HUMBOLDT Framework

Processing
Technical
Decision-based specifications
specifications

National Data Sources different themes

on the same therme,

e.g. parcels BBB ﬂﬁﬂ

INSPIRE ——/HUMBOLDT scenarios

Figure 3. HUMBOLDT — data harmonization aspects (Giger, 2008).
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The technical harmonization aspect comprises the actual harmoniz-
ation processes, for instance the transformation between different Coordinate
Reference Systems, as shown in Figure 3.

As a legal framework followed by technical implementation rules,
INSPIRE has got high impact on both projects. The Drafting Team on data
specifications identified 20 aspects of data harmonization that need to be
tackled. Based on findings of the RISE (Reference Information Specifications
for Europe) project, INSPIRE defined 20 components of data harmonization,
as shown in Figure 4. The theoretical 21st component could be the comput-
ational models (process models) together with their constraints and parameters.

(A) INSPIRE Principles (B) Teminology (C) Reference model
(D) Rulesfor application || ) o otiot and temporal || (F) Multi-iingual text and
Schemas and feature ds e
| aspe cultural adaptibility

(G) Coordinate refe- (H) Object referencing (I) Data translation
rencing and units model modeling model/guidelines

(K) Identifier (L) Registers and
Clait e Management registries
(M) Metadata (N) Maintenance (O) Quality

(Q) Consistency (R) Multiple
(e UG e between data representations
(S) Data capturing (T) Conformance

Figure 4. Twenty components of harmonization (according to INSPIRE, 2007, p. 23).

But before one gets lost in the variety of aspects, the basics of data
harmonization shall be addressed: data model harmonization which is also
referred to as schema mapping. The Model Driven Architecture (MDA) as
promoted by the OMG (Object Management Group) proves to be the most
promising approach. Figure 5 gives an impression of schema mapping idea.
The conceptual schema could be an UML-model or even a textual description,
mappings between the source and target model could be provided by an
application expert.
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\ /

DA0m e Target

PK| ID canceplual sChema mapping PK| ID
7F —
e — | [
BExtort of :__________————' Geomeatry
Logical § Priysical schama transiabon Logical/Physical
Schema A Schama B

nstenca translador

Figure 5. Model driven architecture, abstract view (according to OMG group).

4. Examples for Spatial Data Infrastructures

Several government agencies and organizations around the world have
experienced success with solutions. The examples below showcase organi-
zations that have successfully implemented and are enjoying the benefits of
spatial data infrastructure technology.

4.1. SITGA — GALICIA, SPAIN

As a result of the demands generated by the District Development Plan of
Galicia (PDC), Galicia created a land planning and management tool at the
local and district government levels. This, known as the Territorial Information
System of Galicia (SITGA), compiles socioeconomic, physical, and infra-
structural data from a variety of sources.

SITGA’s many responsibilities include developing GIS applications for
system users and publishing cartographic maps in different scales. SITGA
stores Galicia’s geospatial data in a catalog located on different servers,
enabling other government municipalities of the region to access this inform-
ation as needed. Conversely, this process can prove laborious, requiring too
much time to push this data to the different servers. SITGA’s objective is to
provide users with as much geographic information as possible while allowing
them to access this information from other servers and applications through
the use of international standards.
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The main objectives of the project were:

o Create a user-friendly environment to facilitate geospatial data manage-
ment.

o Make spatial data commonly available, based on international standards.

o Share resources and procedures with other regional government munici-
palities.

o Introduce GIS functionalities to decision makers.

SITGA decided to implement a Web-based solution with two levels of
access: an intranet for technicians of Galicia’s regional government and an
Internet site for other interested users and communities. Based on their past
experience with Intergraph GeoMedia software, SITGA partnered with
Intergraph (Spain) to develop the Web solution. Intergraph used GeoMedia
WebMap Professional as the basis for the solution. GeoMedia WebMap
Professional enables the manipulation of valuable geographic information,
allowing SITGA to create custom dynamic, open, and scalable Web mapping
applications on the fly.

e SITGA * IDE

RaRTORANA ZLEx S8l

e L s L

Figure 6. SITGA’s new Web-based solution.

SITGA’s new Web-based solution (see Figure 6) allows users to easily
retrieve spatial data relating to the Galicia region. Users can access a database
with basic and thematic cartography at different scales, as well as an aerial
and satellite images stores. The solution also incorporates various services such
as CSW, WFS-G, WMS, and WFS.

Through their new Web-based solution, SITGA now has an easy-to-use
cartographic server complete with a wide array of services needed to manage a
large amount of cartographic information. By promoting the development of
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online information services in the government of Galicia, this solution is a
major step toward creating an entire Galician Spatial Data Infrastructure.

4.2. STATE OF BADEN-WUERTTEMBERG

The Survey Administration of State of Baden-Wuerttemberg is responsible
for the collection, update, and dissemination of all geospatial base data,
such as cadastre, topographic data, and analogues or digital maps for the
whole state, which has about 11 million inhabitants and an area of 36,000
km?, making Baden-Wiirttemberg the third largest state in Germany.

The state office has been running a geoportal known as GEODIS for
data dissemination since 1998, based on Intergraph GeoMedia WebMap
technology for online ordering and selling of their geospatial data. Due to a
new German wide standard data and process model on cadastre and topo-
graphy, the entire structure for production, storage, and dissemination
needed to be updated. Additionally, new responsibilities in the field of SDI
were granted to the state office. Consequently, it serves as an active node in
the national SDI (called GDI-DE) and for the INSPIRE directive of the
European commission.

To fulfil these new challenges, updates and extensions of the existing
geoportal environment to the new standards and upcoming needs of
INSPIRE and GDI-DE wherever necessary. A new database for product
generation and Web Services based on a new German wide data model was
implemented. This is integrated into the existing SAP-connected e-shop
system by a rich set of services. The state office decided to extend their
system with several OGC" services for data delivery, including WMS,
WES, and WCS. Additionally, the system provides metadata based on the
OGC" Catalogue Service — Web Standard. For local searches, a Gazetteer
Service, using OGC" WFS-Gazetteer profile, helps users find the information
they need. As official geospatial data in Germany is subject to a charge, the
functionality for secured services fulfils a critical task. It protects the data
services from unauthorized use and tracks how services are being used by
authorized users. It also integrates with a privilege management and SAP-
based accounting system.

The resulting new GEODIS geoportal of the Survey Administration of
State of Baden-Wuerttemberg serves as an innovative node in the expanding
European SDI, and it helps to optimize the processes of data discovery and
delivery to Baden-Wiirttemberg, Germany, and Europe.

5. SDI: Brave New World?

While in the beginning the specifications of the Open Geospatial Consortium
were far ahead existing solutions and the demands of the customers, situation
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has changed. A couple of necessary documents are still in the standardization
and discussion pipe urgently demanded from the market.

Especially service and content monitoring and protection is to be named.
As shown in the example of Baden-Wuerttemberg, there is an urgent demand
for higher valued services.

To protect data owner services from illegal usage, secured services with
the following protection methods for rights management are necessary:

o User authentication:
= User name and password (as parameter of HTTP-header)
= [P address of the caller
o User authorization:
= Access rights on feature classes/layers
= Access rights on geographic extent (bbox)
= Time-based access rights

As part of an SDI, each participating node should have a clear under-
standing of its serving capabilities. To be a reliable part of an external value
chain, these nodes will be “confronted” with Service Level Agreements
(SLA), which guarantees a certain level of quality of the services. The
service provider must have valid, up-to-date information about its services for
this to be successful. Classical operational monitoring tools alone are not
sufficient. Furthermore, monitoring the content is also essential, especially
whenever these services are connected to a billing system. These monitoring
functionalities seem to be very valuable:

o Events logging:

= No response from resource

= No connection

= Incompatible version of request and grounding service
o Performance measurements:

=  Number of calls/s

=  Average service response time
o Content logging:

= Requested layers

= Requested spatial extend

= Requested feature objects

In terms of Enterprise Application Integration (EAI) or Service Oriented
Architectures (SOA), the transport protocol is also an issue. OGC® services
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typically relay on the http post/get paradigm, while EAI and SOA are
typically looking for Simple Object Access Protocol (SOAP) bindings.

Last but not least, how many infrastructures there are within the spatial
data infrastructure? Today, talking about SDI most often leads to a discussion
of software technology aspects. Despite this valuable discussion, hardware
and networks and their operation do play an important role in the game too.

6. Conclusions

This chapter clearly highlights the benefit of using SDI technology for
collaboration and distribution of geospatial data. In some regions around the
world, providing data is enforced by law, and there is a strong demand for
sharing geospatial data from business perspective as well. In terms of
interoperability, this technology helps to streamline processes and improve
efficiency. To summarize, the technology for cooperation and collaboration,
denoted as SDI technology brings a lot of opportunities and also challenges.
Even with these tools in hand, open issues have to addressed and closed
very soon, especially data harmonization and security.
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TOWARDS INTEROPERABLE ENVIRONMENTAL SECURITY
APPLICATIONS — THE ROLE OF OPEN GEOSPATIAL SERVICE
PLATFORM

THOMAS USLANDER®
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Germany

Abstract. One of the key issues for the analysis and the management of
environmental security is the integration of information that is related to
environmental security. There is a growing importance towards open geo-
spatial service platforms based on international standards in order to achieve
cross-boundary interoperability. The chapter outlines the major technological
trends that have determined the design of environmental information systems
as kernel components of environmental security applications in the last
years following the requirements of the stakeholders. It presents an open
architecture for environmental risk management that has achieved best-
practices status at the Open Geospatial Consortium (OGC), and it discusses
the integration of sensor networks based on OGC® standards. The chapter
concludes with the discussion of ongoing research topics such as the
exploitation of semantic technologies, emerging Web service paradigms
and design methodologies for service-centric computing.

Keywords: Environmental Security Applications, Open Geospatial Service Platform,
Service-Oriented Architecture, Open Geospatial Consortium.

1. Introduction

One of the key issues for the analysis and the management of environmental
security is the integration of information that is related to environmental
security (NATO, 2008). On the one hand, environmental information from
various sources, being in-situ, airborne or space borne sensors or environmental
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data bases, is required to protect humans, natural resources or human-made
artifacts from environmental hazards, either being subtle effects or sudden
environmental events such as Earthquakes, storms or forest fires. On the
other hand, information resulting from the continuous monitoring of natural
resources is a key factor to assess the short-term or long-term impact of
human activities upon the environment. Public safety from environmental
dangers, one of the five key elements in Environmental Security, has to
be considered “within and across national borders” (Landholm, 1998). As a
consequence, environmental security applications shall enable an efficient
and flexible exchange of information as well as the remote call and eventually
the reuse of their embedded functional components across system boundaries.
Thus, there must be an agreement on information models and service inter-
faces — in the best case based on international standards.

et @H

Environmental Security Application

act
query

i ' @ Decision support
i v ‘ (e.g. models)
e Environmental /

i Information
3 System (geo-referenced)
@ information

___________________________________________________________________________________________________________________________

,,,,,,,,,, observations

o actions

z v
¥ actuator sensor

environment

—

Figure 1. Structure of environmental security applications.

Environmental security applications usually contain Environmental
Information Systems (EIS) as kernel components for the gathering, processing
and rendering of environmental information (see Figure 1). EIS play a key
role in the human’s understanding of the past, current and future status of
the environment. Usually based on large databases that are indirectly (offline)
or directly (online) coupled to environmental sensors, they allow the user
to query and process environmental information and visualize it through
thematic maps, diagrams and reports. More advanced functions cover, for
instance, the estimation of future values of environmental parameters based
on simulation or stochastic models as a basis for decision-support or early
warning. Resulting actions are performed either by human activities outside
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of the EIS or through actuators triggered by the EIS. In the last 1015 years,
the design of EIS has undergone fundamental changes following both the
requirements of the users and the capabilities of the underlying information
and communication technologies (ICT).

This chapter first identifies the major trends that have determined these
changes, it deduces the growing importance of open service platforms for
the design of EIS and it concludes with an overview about ongoing research
topics aiming at establishing the basis for a so-called “Single Information
Space for the Environment in Europe” as requested by the European
Commission (Coene and Gasser, 2007). The design of such an information
space may constitute a blueprint for an analogous objective in the field of
environmental security.

2. Trends in Environmental Information Systems

Three major trends resulting from the demands of the stakeholders have
determined the design of EIS in the last years (Uslander, 2008):

1. Domain Integration
2. Wider Distribution

3. Functional Enrichment

2.1. DOMAIN INTEGRATION

Domain Integration responded to the demand of enabling the correlation
of EIS information and services across various thematic domains, mainly
driven by the needs to understand the complex inter-domain relationships
in ecological systems. The European Commission (2008) follows this trend
in its ambition to conceive a “Shared Environmental Information System”
in Europe. End-users are expected to make investments to “render their
existing systems interoperable and link them to an integrated system of
systems”.

From the perspective of open ICT solutions, these demands have resulted
in the development of open middleware technologies such as CORBA
(Common Object Request Broker Architecture). Although only partially
successful as standard for distributed EIS middleware, CORBA laid the
basis for thinking in terms of “distributed architectures” based on the notion
of “interfaces” specified in a platform-neutral interface definition language.
Nowadays, “Web services” have emerged as the middleware of choice also
for distributed Web-based EIS applications crossing thematic and organi-
sational boundaries following these initial ideas.
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2.2.  WIDER DISTRIBUTION

EIS have opened up to a wider spectrum of users (from employees in
environmental agencies, over politicians in ministries, up to the citizen) and
the design of the functions of an EIS is based on callable units from other
applications. Environmental information has to be offered in a variety of
formats and aggregation levels to a multitude of users.

The answer, in ICT terms, to these demands has been essentially
influenced and pushed forward by the growing acceptance of the World
Wide Web as “computing platform” and not only as information medium.
The acceptance of “service-oriented architectures (SOA)” also for the design
of EIS resulted from the encouraging perspective of deploying an EIS as a
set of re-usable components (services) with well-defined interfaces. These
services shall be callable from the Intranet/Internet, thus offering environ-
mental information in an “open” manner to an increasing and heterogeneous
user community.

2.3. FUNCTIONAL ENRICHMENT

More sophisticated functions such as environmental simulations or geo-
processing capabilities shall be made directly available within an EIS in
order to reduce purchase, development, user training and maintenance costs.
Here, the SOA approach has helped a lot as these functions may also just be
loosely-coupled with the EIS as a remote Web service, instead of being
provided in stand-alone systems, e.g., a Geographic Information System
(GIS). Standardised geospatial Web services (e.g., the Web Map Service) as
specified by the Open Geospatial Consortium (OGC) have captured the
generic parts of such remote functions.

The emergence of these IT solutions has created a more challenging
vision: an “ideal” IT support that would make information available on
demand for the end users and would enable service providers to offer high-
quality services at considerably lower cost in a plug-and-play manner. As
illustrated in Figure 2, EIS applications of various types, running in control
or information centres and tailored to the analysis of environmental data or
to its visualisation in maps or diagrams, have to be coupled with data of
various types. Data Sources encompass geospatial thematic data, documents
or information about environmental phenomena observed by monitoring
stations, cameras or satellites — a vision formulated by Denzer (2005) of a
functionally rich but generic platform as a need to effectively build
environmental decision support systems.
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3. Open Geospatial Service Platform

An essential element of such an ideal IT support is an “open geospatial
service platform” which provides seamless access to resources (information,
services and applications) across organisational, technical, cultural and
political borders, thus overcoming real-world heterogeneity and assuring a
sustainable investment for the support of future, yet unknown requirements.
“Open” hereby means that service specifications are published and made
freely available to interested vendors and users with a view to widespread
adoption. Furthermore, an open service platform makes use of existing
standards (e.g., ISO and OGC) where appropriate and otherwise it contributes
to the evolution of relevant new standards. In the following two examples
open architectures are presented in more detail. Their development has been
partly funded by the European Commission in the unit “ICT for the
Environment”.

Figure 2. Open geospatial service platform.

3.1. THE ORCHESTRA ARCHITECTURE

Based on a systematic analysis of user and system requirements, the
European research project ORCHESTRA (Open Architecture and Spatial
Data Infrastructure for Risk management) has specified and implemented
a reference model and a series of architecture services that provide the
generic and platform-neutral functional grounding of such open geospatial
service platforms (Klopfer and Kannellopoulos, 2008). This Reference
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Model for the ORCHESTRA Architecture (Usldnder, 2007) has been accepted
as a best-practices document for architectural design by the OGC.

The reference model is built upon two main pillars: a conceptual model
and a process model. The conceptual model provides a uniform meta-model
including a set of rules on how to specify information models, interfaces
and services. The process model applies an incremental, iterative approach
for the analysis and design phases. Usually, a multi-step breakdown process
across several abstraction layers is necessary to analyse the functional,
informational and non-functional user requirements and map them to the
capabilities of a service platform. In practice, the individual process steps
are often interlinked. The reference model distinguishes between an abstract
service platform, that is specified independently of a given middleware
technology, and a concrete service platform, e.g., Web Services based on
the Web Service Description Language (WSDL) bound to the SOAP

protocol (Figure 3).

/I\ Requirements

analysis F : functional
| - informational
J Q : Quality of Service/non-functional
abst_ract F | Q
design

| rules ORCHESTRA
DL
Reference Model

| Abstract Service Platform

concrete

design
| Concrete Service Platform |<’”’i| W3C Web Services |

engineering
| Service Networks |<ru’i| Operation Policies |

Figure 3. Abstract and concrete service platforms.

The abstract design phase leads to platform-neutral specifications follo-
wing the rules defined in the conceptual model of the reference model. The
concrete design phase maps the abstract specifications to a chosen concrete
service platform. In the engineering phase the platform-specific components
are organized into service networks taking into account the qualitative
requirements and translating them into operational policies.
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3.2. INTEGRATION OF SENSORS INTO A SERVICE PLATFORM

The European research project SANY (Sensors Anywhere) (Havlik et al.,
2007) extends the ORCHESTRA architecture into a Sensor Service Archi-
tecture through the inclusion of sensors and sensor networks based upon the
OGC® Sensor Web Enablement architecture (Simonis, 2008). Sensors
provide the basic input data for environmental monitoring as well as for risk
management of natural and man-made hazards.

As a result, a high percentage of the required functionality of an
environmental security application may already be covered by applying and
tailoring the generic architecture services of both projects listed in Table 1.
They are based upon international standards but extend them where neces-
sary. For illustrative purposes, they are organised in the following functional
domains (see Figure 4):

User
Domain &

{

#

| User Interface Support |

Application | Visualisation Reporting

Domain .
Sensor Applications e.g. Dss
Processing Services (e.g. fusion)
Mediation &

Processing Phenomological Models Event and Alert Management
Domain
‘ Service Discovery, Sensor Planning

Sensor Services

Acquisition
Domain

Intermediate
Sensor Services

Sensor
Domain

Figure 4. Functional domains of the SANY sensor service architecture.

Services in the Sensor Domain cope with the configuration and the
management of individual sensors and their organization into sensor networks.
Examples are services that support communication between the sensors
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TABLE 1. List of major architecture services and interfaces required for an open geospatial
service platform (Usldnder, 2007; Schimak et al., 2008; Simonis, 2008).

Name of service and Application

interface type [functional

domain]|

Basic Interface Types [all] Enable a common architectural approach for all
architecture services, e.g., for the capabilities of service
instances.

Annotation Service [MP] Relates textual terms to elements of ontology (e.g.,

concepts, properties, instances).

Authentication Service [MP]  Proves the genuineness of principals (i.e., the identity of
a subject) using a set of given credentials.

Authorisation Service [MP] Provides an authorisation decision for a given context.

Catalogue Service [MP] Ability to publish, query and retrieve descriptive
information (meta-information) for resources of any
type. Extends the OGC® Catalogue Service by
additional interfaces for catalogue cascade management
and ontology-based query expansion.

Coordinate Operation Changes coordinates on features from one coordinate
Service [MP] reference system to another.
Document Access Access to documents of any type (e.g., text and images).

Service [MP]

Feature Access Service [MP]  Selection, creation, update and deletion of features
available in a service network. Corresponds to the
OGC® Web Feature Service but is extensible by schema

mapping.
Map and Diagram Enables geographic clients to interactively visualise
Service [AP] geographic and statistical data in maps (such as the
OGC® Web Map Service) or diagrams.
Ontology Access Supports the storage, retrieval, and deletion of
Interface [MP] ontologies as well as providing a high-level view on
ontologies.
Service Monitoring Provides an overview about service instances currently
Service [MP] registered within service network incl. status and
loaded.
User Management Creates and maintains subjects (users or software
Service [MP] components) including groups (of principals) as a
special kind of subjects.
Sensor Observation Provides access to observations from sensors and sensor
Service [A] systems in a standard way that is consistent for all

sensor systems including remote, in-situ, fixed and

mobile sensors.
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TABLE 1. (Continued)

Name of service and Application

interface type [functional

domain]|

Sensor Alert Service [A] Provides a means to register for and to receive sensor

alert messages.

Sensor Planning Service [A] Provides a standard interface to task any kind of sensor
to retrieve collection assets.

Web Notification Service Service by which a client may conduct asynchronous

[all] dialogues (message interchanges) with one or more
other services.

themselves, e.g., a take-over service in case of an impending sensor battery
failure. Services in this domain are abstractions from proprietary mechanisms
and protocols of sensor networks.

Services in the Acquisition Domain (tagged as “A” in Table 1) deal with
access to observations gathered by sensors. This includes other components
in a sensor network (e.g., a database or a model) that may offer their
information in the same way (as observations) as sensors do. They explicitly
deal with the gathering and management of information coming from the
source system of type “sensor”. The information acquisition process may be
organized in a hierarchical fashion by means of intermediate sensor service
instances (e.g., using data loggers).

Services in the Mediation and Processing Domain (tagged as “MP” in
Table 1) are specified independently of the fact that the information may
stem from a source system of type “sensor”. They mediate access from
the application domain (see below) to the underlying information sources.
They provide generic or thematic processing capabilities such as fusion of
information, the management of models and the access to model results. In
addition, support for resource discovery, naming resolution or service chaining
is grouped in this domain.

Services in the Application Domain (tagged as “AP” in Table 1) support
the rendering of information in the form of maps, diagrams and reports
directly to the end-user in the user domain.

The functionality of the user domain is to provide the system interface
to the end user. Usually, open generic architectures do not specify dedicated
services for this domain. Both projects consider this functionality to be
specified in a dedicated implementation architecture that also may take
proprietary components and products into account.
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4. Ongoing Research Activities

In the following sections, those research activities for service-centric distri-
buted applications are shortly presented that are highly relevant for the future
design of open geospatial service platforms.

4.1. SEMANTIC WEB SERVICES

There is ongoing research work in the field of semantic extensions of the
Web (Semantic Web) which has already led to a series of basic recommend-
ations of the World Wide Web Consortium (W3C) such as the Resource
Description Framework (RDF) as a general method of modelling information
as statements about resources in the form of subject-predicate-object
expressions, and OWL, the W3C Web Ontology Language to define and
instantiate ontologies.

Research work on semantic extension of Web Services (Semantic Web
Services) has resulted in competing submissions of sophisticated Semantic
Web Services frameworks to the W3C. As a first step, the W3C recommends
to use “Semantic Annotations for WSDL and XML Schema” (SAWSDL)
(Farrell and Lausen, 2007). SAWSDL defines a set of extension attributes for
the WSDL and XML Schema definition language as illustrated in Figure 5.

Semantic
Model OWL .
doc 5
/
-’ 3
/ ! .
: | Mmode /
./ -+ reference /
/ / 7 /
Service <wsd| interface>... [ ,/ /'
Type SAWSDL <wsdl.operation>... / .
doc <wsdl:inputioutput>...  /
<wsdl:fault>...

Figure 5. Model references of the semantic annotations for WSDL and XML schema.

The approach is to annotate elements of WSDL documents, in particular
interfaces and operations as well as their input, output and fault message
structures. This is realized by model references to concepts in semantic
models, e.g., ontologies. SAWSDL does not specify a language for repre-
senting the semantic models. The annotation mechanism is independent of
the ontology expression language.
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When applied to open geospatial service platforms, SAWSDL enables
service and data matchmaking on semantic level which may increase the
degree of interoperability. This benefit, however, has still to be validated in
practical use cases.

4.2. 'WEB SERVICE PARADIGMS

Looking at the technical foundation for the open service platforms, there is
an ongoing discussion about the basic Web service paradigm to be used.
The OGC® services have been designed before the W3C standards SOAP
and WSDL have been accepted. Thus, they are still specified with an
http/KVP (key-value pair) binding. Although the OGC® Technical Committee
has decided in June 2006 to provide additional WSDL/SOAP bindings for
the OGC" service interfaces, they have not yet reached the status of accepted
OGC" standards. Furthermore, the mass-market in the Geospatial Web tends
towards another paradigm, the RESTful web services (Richardson and Ruby,
2007). RESTful Web services aim at accessing and manipulating uniquely
identified resources based on a uniform interface with commonly agreed,
well-defined semantics such as the http-protocol of the World Wide Web.

Research is required how to govern this variety of Web service paradigms
both in the design but also in the operational phase. In particular, aspects of
ICT security (e.g., fine-grained access control) and dependability are not yet
sufficiently solved for such open environments.

4.3. SERVICE-ORIENTED ANALYSIS AND DESIGN

Up to now, methods to service-oriented analysis and design are still in an
early stage (Chang and Kim, 2007). Existing software development models
such as Object-oriented Analysis and Design and Component-based Develop-
ment need to be enhanced with additional facilities such as service modelling,
service interface design and composition.

Lutz (2007) describes a methodology for ontology-based discovery of
geo-processing services. However, his methodology aims at supporting the
automatic composition of geospatial services rather than helping a human
system architect in the design of a SOA where approximate matches are
sufficient (Toch et al., 2008). Although he has chosen a lightweight semantic
representation for operations (semantic signature), it is still too complicated
to be used in the practice of a SOA design where the requirements to be
matched are often ambiguous and incomplete.

None of these works describes a SOA design methodology that explicitly
takes the side-conditions of open geospatial information systems (e.g., the
compliance to the series of international standards) into account.
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5. Conclusions

Technologies for service platforms for environmental security applications
have continuously changed in the past and are expected to change in the
future. The ORCHESTRA and the SANY projects provide a sustainable
open service architecture with a series of generic architecture services that
have been systematically derived from user requirements. They favour an
efficient development of geospatial applications and may cope with the
pluralism of Web service paradigms. Although this architecture provides a
specification framework, there is a lack of model-driven design methodologies
for such open geospatial service platforms starting from formalised user
requirements. Semantic technologies will emerge but have to be validated
and taken up step-by-step into the series of OGC" standards.

Today, open geospatial service platforms still have some essential tech-
nological gaps to be closed by research activities. However, an “open”
approach based upon standards and supported by functionally rich geospatial
service platforms is indispensable when aiming at providing interoperable
solutions for environmental security applications.
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Abstract. The increasing popularity of web-based mapping services such
as Microsoft Virtual Earth and Google Maps/Earth has led to a dramatic
increase in awareness of the importance of location as a component of data
for the purposes of further processing as a means of enhancing the value of
the nonspatial data and of visualization. Both of these purposes inevitably
involve searching. The efficiency of searching is dependent on the extent to
which the underlying data is sorted. The sorting is encapsulated by the data
structure known as an index that is used to represent the spatial data thereby
making it more accessible. The traditional role of the indexes is to sort the
data, which means that they order the data. However, since generally no
ordering exists in dimensions greater than 1 without a transformation of the
data to one dimension, the role of the sort process is one of differentiating
between the data and what is usually done is to sort the spatial objects with
respect to the space that they occupy. The resulting ordering should be
implicit rather than explicit so that the data need not be resorted (i.e., the
index need not be rebuilt) when the queries change. The indexes are said to
order the space and the characteristics of such indexes are explored further.

Keywords: Spatial Indexing, Sorting, Geometric Data Structures.

1. Introduction

The increasing popularity of web-based mapping services such as Microsoft
Virtual Earth and Google Maps/Earth has led to a dramatic increase in
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awareness of the importance of location as a component of data for the
purposes of further processing as a means of enhancing the value of the
nonspatial data and of visualization. Both of these purposes inevitably
involve searching. The efficiency of searching is dependent on the extent to
which the underlying data is sorted. The conventional definition of the term
sort is that it is a verb meaning:

o To putin a certain place or rank according to kind, class, or nature
o To arrange according to characteristics.

The sorting is encapsulated by the data structure that is used to represent
the spatial data thereby making it more accessible. In fact, the term access
Structure or index is often used as an alternative to the term data structure
in order to emphasize the importance of the connection to sorting. The notion
of sorting is not new to visualization applications. One of the earliest examples
is the work of Warnock who, in a pair of reports that serve as landmarks in
the computer graphics literature (Warnock, 1968, 1969), described the imple-
mentation of hidden-line and hidden-surface elimination algorithms using a
recursive decomposition of the picture area. The picture area is repeatedly
subdivided into rectangles that are successively smaller while it is searched
for areas that are sufficiently simple to be displayed. It should be clear that
the determination of what part of the picture area is hidden or not is
equivalent to sorting the picture area with respect to the position of the
viewer. This distinction is also present in back-to-front and front-to-back
display algorithms. These algorithms form the rationale for the BSP tree
representation (Fuchs et al., 1980, 1983) which facilitates visibility calculations
of scenes with respect to a viewer as an alternative to the z-buffer algorithm
which makes use of a frame buffer and a z buffer to keep track of the objects
that it has already processed. The advantage of using a visibility ordering
over the z-buffer algorithm is that there is no need to compute or compare
the z values. Sorting is also used to accelerate ray tracing by speeding up
the process of finding ray-object intersections (e.g., Glassner, 1984; Samet,
1989a,b). Notwithstanding the above definition, sorting usually implies the
existence of an ordering. Orderings are fine for one-dimensional data. For
example, in the case of individuals we can sort them by their weight, and
given an individual such as Bill, we can use the ordering to find the person
closest in weight to Bill. Similarly, we can use the same ordering to also
find the person closest in weight to John. Unfortunately, in two dimensions
and higher, such a solution does not always work. In particular, suppose we
sort all of the cities in the US by their distance from Chicago. This is fine
for finding the closest city to Chicago, say with population greater than
200,000. However, we cannot use the same ordering to find the closest city
to New York, say with population greater than 200,000, without resorting
the cities.
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The problem is that for two dimensions and higher, the notion of an
ordering does not exist unless a dominance relation holds (e.g., Preparata
and Shamos, 1985) — that is, a point ¢ = {@i|l : i : d} is said to dominate a
point b = {bi|l : i : d}ifai: bi, 1 :i:d. Thus the only way to ensure the
existence of an ordering is to linearize the data as can be done, for example,
using a space-filling curve (e.g., Sagan, 1994; Samet, 2006). The problem
with such an approach is that the ordering is explicit. Instead, what is
needed is an implicit ordering so that we do not need to resort the data
when, for example in our sample query, the reference point for the query
changes (e.g., from Chicago to New York). Such an ordering is a natural
byproduct when we sort objects by spatial occupancy, and is the subject of
the remainder of this chapter.

2. Methods Based on Spatial Occupancy

The indexing methods that are based on sorting the spatial objects by spatial
occupancy essentially decompose the underlying space from which the data
is drawn into regions called buckets in the spirit of classical hashing methods
with the difference that the spatial indexing methods preserve order. In
other words, objects in close proximity should be placed in the same bucket
or at least in buckets that are close to each other in the sense of the order in
which they would be accessed (i.e., retrieved from secondary storage in
case of a false hit, etc.).

There are two principal methods of representing spatial data. The first is
to use an object hierarchy that initially aggregates objects into groups based
on their spatial proximity and then uses proximity to further aggregate the
groups thereby forming a hierarchy. Note that the object hierarchy is not
unique as it depends on the manner in which the objects were aggregated to
form the hierarchy. Queries are facilitated by also associating a minimum
bounding box with each object and group of objects as this enables a quick
way to test if a point can possibly lie within the area spanned by the object
or group of objects. A negative answer means that no further processing is
required for the object or group, while a positive answer means that further
tests must be performed. Thus the minimum bounding box serves to avoid
wasting work. Data structures such as the R-tree (Guttman, 1984) and the
R*-tree (Beckmann et al., 1990) illustrate the use of this method.

As an example of an R-tree, consider the collection of straight line seg-
ment objects given in Figure 1(a) shown embedded in a 4 x 4 grid. Figure
1(b) is an example of the object hierarchy induced by an R-tree for this
collection. Figure 1(c) shows the spatial extent of the bounding rectangles
of the nodes in Figure 1(a), with heavy lines denoting the bounding rectangles
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corresponding to the leaf nodes, and broken lines denoting the bounding
rectangles corresponding to the subtrees rooted at the nonleaf nodes.

e
—
[
"
"
"
"
"
"
L
e
[=|

o
N—0
Jm

x
.
L]
o
o

Y,

A
'-:"\-
o
(»)
Messssssssslehsssssnnns
L]

ot
N
+
)
L]
[”[
rs]
[+5]

Figure 1. (a) Example collection of straight line segments embedded in a 4 x 4 grid, (b) the
object hierarchy for the R-tree corresponding to the objects in (a), and (c) the spatial extent
of the minimum bounding rectangles corresponding to the object hierarchy in (b). Notice that
the leaf nodes in the (c) also store bounding rectangles although this is only shown for the
nonleaf nodes.

The drawback of the object hierarchy approach is that from the perspec-
tive of a space decomposition method, the resulting hierarchy of bounding
boxes leads to a non-disjoint decomposition of the underlying space. This
means that if a search fails to find an object in one path starting at the root,
then it is not necessarily the case that the object will not be found in another
path starting at the root. This is the case in Figure 1(c) when we search for
the line segment object that contains Q. In particular, we first visit nodes R1
and R4 unsuccessfully, and thus need to visit nodes R2 and R5 in order to
find the correct line segment object i.

The second method is based on a recursive decomposition of the under-
lying space into disjoint blocks so that a subset of the objects are associated
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with each block. There are several ways to proceed. The first is to simply
redefine the decomposition and aggregation associated with the object hier-
archy method so that the minimum bounding rectangles are decomposed
into disjoint rectangles, thereby also implicitly partitioning the underlying
objects that they bound. In this case, the partition of the underlying space is
heavily dependent on the data and is said to be at arbitrary positions. The
k-d-Btree (Robinson, 1981) and the R'-tree (Sellis et al., 1987) are examples
of such an approach.

The second way is to partition the underlying space at fixed positions so
that all resulting cells are of uniform size, which is the case when using the
uniform grid (e.g., Knuth, 1998), also the standard indexing method for maps.
Figure 1(a) is an example of a 4 x 4 uniform grid in which a collection of
straight line segments has been embedded. The drawback of the uniform
grid is the possibility of a large number of empty or sparsely-filled cells
when the objects are not uniformly distributed. This is resolved by making
use of a variable resolution representation such as one of the quadtree
variants (e.g., Samet, 2006) where the subset of the objects that are associ-
ated with the blocks are defined by placing an upper bound on the number
of objects that can be associated with each block (termed a stopping
condition for the recursive decomposition process). An alternative, as
exemplified by the PK-tree (Samet, 2004; Wang et al., 1998), makes use of
a lower bound on the number of objects that can be associated with each
block (termed an instantiation or aggregation threshold).

Quadtrees (Hunter and Steiglitz, 1979; Klinger, 1971) and their three-
dimensional octree analogs (Hunter, 1978; Meagher, 1982) have also been
used widely for representing and operating on region data in two and three
dimensions, respectively (e.g., Samet, 1988). In particular, algorithms have
been devised for converting between them and numerous representations
such as binary arrays (Samet, 1980a), boundary codes (Dyer et al., 1980;
Samet, 1980b), rasters (Samet, 1981a, 1984; Shaffer and Samet, 1987), me-
dial axis transforms (Samet, 1983, 1985), terrain models (Sivan and Samet,
1992), boundary models (Tamminen and Samet, 1984), constructive solid
geometry (CSG) (Samet and Tamminen, 1985), as well as for many standard
operations such as connected component labeling (Samet, 1981c¢), perimeters
(Samet, 1981Db), distance (Samet, 1982), image dilation (Ang et al., 1990),
and computing Euler numbers (Dyer, 1980). Quadtrees and their variants
are to be distinguished from pyramids (e.g., Aref and Samet, 1990; Tanimoto
and Pavlidis, 1975) which are multiresolution data structures.

The PM1 quadtree (Hoel and Samet, 1991; Samet and Webber, 1985)
(see also the related PMR quadtree (Nelson and Samet, 1986, 1987)) is an
example of a variable resolution representation for a collection of straight
line segment objects such as the polygonal subdivision given in Figure 1(a).
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In this case, the stopping condition of its decomposition rule stipulates that
partitioning occurs as long as a block contains more than one line segment
unless the line segments are all incident at the same vertex which is also in
the same block (e.g., Figure 2). A similar representation has been devised
for three-dimensional images (e.g., Ayala et al., 1985) and the references
cited in Samet (2006). The decomposition criteria are such that no node
contains more than one face, edge, or vertex unless the faces all meet at the
same vertex or are adjacent to the same edge.

-
/
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Figure 2. PM1 quadtree for the collection of straight line segment objects of Figure 1(a).

The principal drawback of the disjoint method is that when the objects
have extent (e.g., line segments, rectangles, and any other non-point objects),
then an object may be associated with more than one block. This means that
queries such as those that seek the length of all objects in a particular spatial
region will have to remove duplicate objects before reporting the total
length. Nevertheless, methods have been developed that avoid these duplicates
by making use of the geometry of the type of the data that is being repre-
sented (e.g., Aref and Samet, 1992, 1994; Dittrich and Seeger, 2000). Note
that the result of constraining the positions of the partitions means that there
is a limit on the possible sizes of the resulting cells (e.g., a power of 2 in
the case of a quadtree variant). However, this means that the underlying
representation is good for operations between two different data sets (e.g.,
a spatial join (Hoel and Samet, 1995; Jacox and Samet, 2007)) as their
representations are in registration (i.e., it is easy to correlate occupied
and unoccupied space in the two data sets, which is not easy when the
positions of the partitions are not constrained as is the case with methods
rooted in representations based an object hierarchy even though the resulting
decomposition of the underlying space is disjoint). For a recent empirical
comparison of these representations with respect to multidimensional point
data (see Kim and Patel, 2007).
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3. Example of the Utility of Sorting

As an example of the utility of sorting spatial data suppose that we want
to determine the nearest object to a given point (i.e., a “pick” operation in
computer graphics). In order to see how the search is facilitated by sorting
the underlying data, consider the set of point objects A—F in Figure 3 which
are stored in a PR quadtree (Orenstein, 1982; Samet, 1990b). The PR
quadtree recursively decomposes the space in which a set of point objects
lie into four equal-sized squares until each cell is empty or contains just one
object (i.e., the objects are sorted into the cells which act like bins). The PR
quadtree represents the underlying decomposition as a tree although our
figure only illustrates the resulting decomposition of the underlying space
into blocks (i.e., the leaf nodes/blocks of the PR quadtree).

The search must first determine the leaf that contains the location/object
whose nearest neighboring object is sought (i.e., P in our example). Assum-
ing a tree-based index, this is achieved by a top-down recursive algorithm.
Initially, at each level of the recursion, we explore the subtree that contains
P. Once the leaf node containing P has been found (i.e., 1), the distance
from P to the nearest object in the leaf node is calculated (empty leaf nodes
have a value of infinity). Next, we unwind the recursion so that at each
level, we search the subtrees that represent regions overlapping a circle
centred at P whose radius is the distance to the closest object that has been
found so far. When more than one subtree must be searched, the subtrees
representing regions nearer to P are searched before the subtrees that are
farther away (since it is possible that an object in them might make it
unnecessary to search the subtrees that are farther away).

12 10 6 7
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Figure 3. Example illustrating the neighboring object problem. P is the query object and the
nearest object is represented by point A in node 2.
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In our example, the order in which the nodes are visited is given by their
labels. We visit the brothers of the node 1 containing the query point P (and
all remaining nodes at each level) in the order of the minimum distance
from P to their borders (i.e., SE, NW, and NE for node 1). Therefore, as we
unwind for the first time, we visit the eastern brother of node 1 and its
subtrees (nodes 2 and 3 followed by nodes 4 and 5), node 6, and node 7.
Note that once we have visited node 2, there is no need to visit node 4 since
node 2 contains A. However, we must still visit node 3 containing point B
(closer than A), but now there is no need to visit node 5. Similarly, there is
no need to visit nodes 6 and 7 as they are too far away given our knowledge
of A. Unwinding one more level reveals that due to the distance between
P and A, we must visit node 8 as it could contain a point that is closer to
P than A; however, there is no need to visit nodes 9, 10, 11, 12, and 13.

4. Concluding Remarks

An overview has been given of the rationale for sorting spatial objects in
order to be able to index them thereby facilitating a number of operations
involving search in the multidimensional domain. A distinction has been
made between spatial objects that could be represented by traditional
methods that have been applied to point data and those that have extent
thereby rendering the traditional methods inapplicable. In our examples, the
sorting supported operations that involve proximity measured in terms of as
“the crow flies”. However, these representations can also be used to support
proximity in a graph such as a road network (e.g., Samet et al., 2008;
Sankaranarayanan et al., 2005).

The functioning of these various spatial sorting methods can be expe-
rienced by trying VASCO (Brabec and Samet, 1998a,b, 2000; Brabec et al.,
2003), a system for Visualizing and Animating Spatial Constructs and
Operations. VASCO consists of a set of spatial index JAVATM (e.g.,
Arnold and Gosling, 1996) applets that enable users on the worldwide web
to experiment with a number of hierarchical representations (e.g., Samet,
1990a,b, 2006) for different spatial data types, and see animations of how
they support a number of search queries (e.g., nearest neighbor and range
queries). The VASCO system can be found at http://www.cs.umd.edu/ hjs/
quadtree/. For an example of their use in a spatial database/geographic
information system (GIS), see the SAND Spatial Browser (Brabec and
Samet, 2007; Esperancga and Samet, 2002; Samet et al., 2003) and the QUILT
system (Shaffer et al., 1990). Such systems find use in a number of alternative
application domains (e.g., digital government (Marchionini et al., 2003)).
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GIS MODEL APPLICATIONS FOR SUSTAINABLE
DEVELOPMENT AND ENVIRONMENTAL PLANNING
AT THE REGIONAL LEVEL
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Germany

Abstract. A 5-year cooperation between the Universities of Munich
(Germany) and Redlands (USA) has resulted in the development of GIS
processing tools and models to support regional environmental planning
and management. Large spatial databases were structured and modern
geoprocessing technologies such as ESRI’s ModelBuilder were used to
develop frameworks of GIS models and decision support tools. The results
include a Decision Support System in the form of a complete database and
models that can be easily adjusted to different planning goals or regions and
allow identification of land use conflicts, sensitivity analysis, assessment of
development scenarios and their impacts, besides graphical representation
of the processing workflows and high quality output maps. Actual planning
projects were the bases for application examples in the Munich Region: the
Landscape Development Concept, and the urban growth model framework.

Keywords: Regional and Environmental Planning, Natural Resource Management,
Decision Support System, Modelling, GIS, ModelBuilder, Urban Growth, Munich.

1. Introduction — Models and GIS for Regional Planning

Regional planning is a complex and multidisciplinary task performed by
various institutions and government sectors. It is the practice of spatial planning
for the sustainable use of physical, biological and cultural resources of a
region (Ahern, 1999). Its purpose is to protect unique and rare resources,
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control the use of limited resources, avoid hazards, manage processes of
landscape change, and place human development in adequate locations
(Ahern, 1999). Regional planning is also a task of coordination of contra-
dictory social, economic and ecological interests; it is an attempt to develop
and order the space in a way that considers as much as possible all public
and private needs, but also solves and avoids conflicts.

Regional planning methods and instruments vary depending on the
planning goals and objectives, time frame and physical scale considered,
availability of data and knowledge, political support, level of participation
and driving issues (Ahern, 1999). Many technologies and tools, such as
Spatial Decision Support Systems (sDSS), may be used to help the decision
making process in regional planning; models are particularly useful.

A model is a representation of one or more processes of the real
world, an abstraction and simplification of complex systems (ESRI, 2007).
Nowadays, a model is usually a computer program that takes a digital
representation of one or more aspects of the real world and transforms them
(Goodchild, 2005). Models may be simple representations of real processes
or tools for prediction and forecasting, used to assess scenarios and reduce
uncertainties about the future. Models may be repositories of knowledge,
which may be used to assess scenarios and answer policy questions; models
can also contribute to generation of knowledge, when the execution of a
model reveals something previously unknown (Goodchild, 2005).

The GIS (Geographic Information System) technology has made it
easier to create and implement models for problems of spatial nature. GIS
tools help not only to process, analyze, and combine spatial data, but also to
organize and integrate spatial processes into larger systems that model the
real world (ESRI, 2000). Some GIS products, such as ArcGIS from ESRI
use graphical representations of models (diagrams), making it easy to
create, edit and execute geoprocessing workflows.

For the past 5 years, the GIS & CAD Laboratory of the Technical
University of Munich (TUM, Germany) and the Chair of GIS Science of the
University of Redlands (USA) have been working on the development of
new GIS software processing tools and models to support environmental
planning and management at the regional level.

The research cooperation involves the development of new applications
of ESRI’s ModelBuilder software for planning support, and is based on
the two institutions’ previous experience with both GIS technologies and
environmental management and planning. It focuses on the development of
GIS-based environmental modelling technology to provide new applications
in the field of regional environmental planning and assessment.

This chapter presents an overview of the results of this successful
cooperation, including the generation of the related geodatabases, the GIS
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processing model structures created with ModelBuilder technology, and two
examples of geoprocessing applications for real regional planning projects
in the Region of Munich, Germany — the regional Landscape Development
Concept (LDC) and the urban growth model framework.

2. GIS Modelling Technology

GIS technology is often used to support complex environmental and planning
issues. In a real regional planning, intensive spatial data processing is usually
required, using geoprocessing tools to produce output datasets. During a
usual GIS work for regional planning, GIS analysts use specific geoprocessing
tools to perform a logical sequence of tasks (a geoprocessing workflow).
They must keep track of the work steps performed and a good document-
ation of all input/output data; if something changes (e.g., a land use change),
most of the work has to be repeated.

A GIS spatial model makes this easier — it automates the workflows by
connecting tasks and processes together. It allows performing a workflow,
modifying it, and repeating it with one click of the mouse, making it easier
to manage the workflow and increasing the efficiency of geoprocessing.

2.1. THE “MODELBUILDER”

In the specific case of ESRI’s ModelBuilder GIS technology, the GIS model
is graphically represented by a diagram that facilitates to create, visualize,
edit and execute geoprocessing workflows, to use and reuse them, share and
to apply to different geographic areas. The ModelBuilder innovation allows
complex processes to be displayed in the form of flowcharts in a graphic
user interface. The user can plan the work to be carried out, which tasks to
perform and in which sequence, and then automate the workflow by easily
stringing processes and tools together in the model diagram. Thanks to the
diagram, every step of the process can be traced and documented on the fly.
Datasets (inputs and outputs) and geoprocessing tools can be selected by
drag-and-drop into the model window and connected graphically with
arrows according to the processing sequence.

Planners with no GIS expertise are able to run ModelBuilder models
because they are intuitive to use. The models also make it easier to share
the planning process with other planners, decision-makers, and the public.
The models may be stored and used as a template for different applications
or for planning other regions with similar planning requirements.
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2.2. CREATING MODELS WITH “MODELBUILDER”

The ModelBuilder allows to edit the structure of a model by adding and
deleting processes or changing the relationships between processes, to alter
inputs or outputs, to change values for the parameters of tools, and then to
re-run the model to test different results. The model is dynamically updated
when a change is made and the geoprocessing workflow is automated. The
model may be fully documented, including descriptions, help pages,
comments, and Web links in order to make it clear and easy for anybody to
use it. Features also include wizards to automate the creation or change of
processes, layout configuration and drag-and-drop tools, property sheets to
quickly modify the properties of model components, and the possibility to
save the entire model (except input data) in one XML file (ESRI, 2000).

The ModelBuilder window consists of a display window where the user
builds the model diagram, a main menu, and a toolbar that the user can use
to interact with elements in the diagram (Figure 1).
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Figure 1. ModelBuilder interface: model processes and elements.

In ModelBuilder, a spatial model is a graphical representation of a
geoprocessing workflow, i.e., one or usually multiple processes strung
together. A process consists of a tool (which may be a system tool, a model
or a script) and its parameter values (e.g., input and output data, a reclassific-
ation table). The components of this model graphical representation are
called elements, and may be of three types (Figure 1):

o Inputs (blue ovals): are the geographic data (vector or raster) that exist
before the model runs, used as input parameter values for tools in the
model. Inputs may also be values (i.e., non-geographic data parameter
values such as a cluster tolerance) or an SQL expression.
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«  Processes or tools (orange rectangles): are the operations to be performed
on input data. A process may be one of the numerous ready-to-use
system tools available in ArcGIS, which can be easily dragged from
the ArcToolbox and dropped onto the ModelBuilder window. It may
also be a script created with Python or other COM-compliant language,
or even an embedded model — when an operation is complex and
requires several processes it is better to arrange these processes in a
separated model and to embed it into the main model. The whole
embedded model appears in the main model as one single rectangle.

o Outputs (green ovals): are data generated when the model runs, created
by the tools or scripts and that don’t exist until the process is executed.
Once created, they may be input to another process. Derived elements
may also be values (non-geographic data) created by running a tool.

Input and output elements may be defined as “parameters” of a model,
i.e., information that must be specified by the user. Parameters are labelled
with a ‘P’ next to the oval symbol and are defined in the model’s dialog box
(Figure 2). This is the first interface that opens up when instruction is given
to run a model; it has all the model parameters, some description and help.
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Figure 2. Example of model dialog box with parameters defined by the user and help
section.

3. Application Examples — Munich Region

The greater Munich Region (or planning Region 14), with over 2.5 million
inhabitants in an area of 5.503 km?, comprised by the city of Munich and
186 municipalities in Southern Germany, is one of the fastest growing
regions in Europe. The dynamic growth observed in the past 150 years, and
the consequent development of infrastructure, commercial and residential
areas have brought about pressures to the region’s natural and cultural
resources, landscape changes, intensification of land use, and threats to the
quality of life. The inhabitants of the region are particularly concerned with
maintaining the existing outstanding quality of rural landscapes and the
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open spaces for recreation purposes. Furthermore, recent and expected future
developments at the national and European levels increase the uncertainties
regarding the sustainability of this region.

Regional and local authorities are faced with the challenge of planning
future developments for the Munich Region that guarantee a sustainable
balance between use and protection of existing resources, taking into
consideration the social, economic, cultural and ecological interests, public
and private needs, and avoiding as much as possible impacts and conflicts.

Planners and decision-makers in the Munich Region have used environ-
mental planning methods and modelling technologies to help planning and
implementing measures for the sustainable regional development. The
following sections describe two examples of practical applications of GIS
models and tools developed at the regional level, which demonstrate the
benefits of GIS-based modelling for decision support and scenario analysis
in face of this region’s complex planning issues and goals (Schaller et al.,
2008).

3.1. URBAN GROWTH MODEL FRAMEWORK

The first application example is related to just one aspect of the Munich
Region planning — urban development.

Most of the changes observed in this region in the past 150 years have
been driven by population growth and movements, and consequent settlement
development. In order to assess settlement suitability and potential future
settlement development scenarios in the region, an urban growth model
framework was developed, updating and upgrading existing preliminary
models, testing GIS technologies and methodological approaches that could
contribute to the regional planning (Mattos, 2007).

The work was divided into four consecutive phases: region characteri-
zation and segmentation; identification of development goals, principles and
objectives; models design and GIS-implementation; scenarios implement-
tation and analysis.

In a first step, existing GIS and statistical data were collected and
processed in order to provide a better understanding of the Munich Region
in terms of population, socio-economy, nature protection and other relevant
aspects and to identify eventual intra-regional differences and tendencies.

Cluster analysis and GIS display of statistical data showed that the
region is not homogenous, having at least four groups of municipalities with
distinct characteristics, development trends and requirements: (1) the densely
populated city of Munich and its surroundings; (2) the dynamic area under
influence of the Munich International Airport, an important source of
employment and driver of urban growth; (3) the wealthy and touristic
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southern area, with predominance of forests and water-rich landscape; and
(4) the other municipalities. Additionally, time series analysis of municipal
population data provided forecasts of future population development until
2025, which corroborated those intra-regional differences.

In a second step, a review of the current Regional Plan and the local
plans of four selected municipalities (one from each of the intra-regional
groups previously identified), complemented by interviews with local
planning authorities, provided an understanding of the planning process, the
main development goals and principles at regional and local levels. The
main spatial aspects related to settlement development that could be used as
basis for GIS modelling were identified in these plans.

Ten settlement development models were then designed based on the
Munich Region’s characteristics and on the identified regional and local
developments goals and principles:

o Eight “partial” suitability models (or sub-models) addressed relevant
criteria and identified the favourable locations for settlement develop-
ment: (1) exclusions, or forbidden areas for settlement, such as protected
areas; (2) restrictions to settlement development set by plans and laws;
(3) physical environment suitability, based on soil types and slope; (4)
land cover/land use suitability; (5) socio-economic suitability, based on
employment and education; (6) proximity to infrastructure; (7) proximity
to recreation; (8) scenery beauty.

e One main suitability model combined and weighted the outputs of sub-
models, adjusting them to the four intra-regional groups, and generated
a settlement suitability map for the entire Munich Region (Figure 3).

o A final dynamic model added a time scale to the main model to assess
potential future settlement developments in the region based on the
suitability mapping and on prognoses of population and urban growth,
and was used to assess potential scenarios of future development.

The models were implemented in a GIS environment with ESRI’s
ModelBuilder, using the available system tools in ArcToolbox and additional
functionalities implemented through Python scripts (see an example in
Figure 4). Various elements of the models (input/output data, suitability
values and relative weights of model criteria) were set as parameters so they
could be defined by the user.

The models’ dialog boxes were customized and all models documented,
including explanations about their purpose, constrains and limitations of
use, and instructions. A qualitative sensitivity analysis was used to adjust
model variables (relative weights of model criteria and suitability values).
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Figure 4. Graphical representation of the proximity to recreation suitability model.

Three development scenarios developed by local and state governments
were implemented using the dynamic time model and their consequences
were analyzed: (1) high migration scenario, resulting in 11% population
growth and 13,652 ha of new settlements until 2023; (2) stagnation scenario
with 6.6% population growth and 6,865 ha of new settlements until 2023;
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(3) airport expansion scenario (construction of a third runway) with 2,271
ha of new settlements until 2020 in 62 municipalities near the airport.

3.2. LANDSCAPE DEVELOPMENT CONCEPT (LDC)

Contrary to the previous example, this GIS modelling application is related
not only to settlement, but to all aspects of the Munich Region planning.

In face of the Munich Region’s characteristics, potentials and limitations,
past and future development trends, existing development guidelines and
norms, values and desires of the population, and many complex planning
challenges, a Landscape Development Concept (LDC) was developed by
request of the Regional Government of Upper Bavaria.

The LCD is a planning concept for the sustainable development of the
region that serves as a basis for decision makers in the fields of nature
protection, ecology and landscape development. It is a comprehensive regional
landscape development concept for nature protection and landscape manage-
ment, which also includes suggestions for the Regional Plan and measures
for areas beyond the regional borders, so as to ensure the sustainable
development of the Munich Region (Schaller and Schober, 2007).

But the LDC is more than just a document with goals and proposals.
Based on GIS and environmental planning methods and on advanced
modelling technologies that allow constant updating to follow up the impacts
of growth and the results of planning measures, the LDC is a decision
support system that makes an important contribution to the regional sustainable
development, natural resources management, conservation and visual land-
scape quality. The latest GIS technologies were used for its development,
including automated processing and documentation of geoprocessing work-
flows with the ModelBuilder tool.

Some of the main issues and questions faced by the planners in the
Munich Region included:

o The quality and sensitivity of natural resources.

o Environmental impacts of development on population.
o Nature and landscape scenery.

« Potential development scenarios.

o Which qualitative and quantitative changes are caused by these
developments and how can this be compensated by planning measures.

o How can complex issues be communicated efficiently to the decision
makers and to the public?
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The LCD addressed these issues and questions, having as goals:

o Maintenance, protection, and development of nature and landscape as
compensation for intensively used urban areas.

« Protection and sustainable use of natural resources.

o Development of open-space and green-belt concepts as a foundation
for the maintenance of the living quality.

o Development of proposals for sustainable land use and land use
development, especially for commercial, residential, transportation,
and water management uses, besides agriculture, forestry, and recreation.

The first step was the creation of an issue-based database structure
containing all necessary spatial information to solve these planning issues,
including abiotic and biotic resources, land-use data, and planning data
(e.g., master plans and landscape plans, regional resource plans, infra-
structure, protected areas, biotope conservation concept, regional water
management plans, etc.). The data was structured in an ArcGIS geodatabase
and documented with the software VISIO.

The next step was the assessment of the natural resources, their function,
quality and development potential. Biotic and abiotic resources were analyzed;
their actual state, functions (e.g., groundwater recharge, energy exchange,
ventilation, species diversity and biotope network, recreation) and main
risks (e.g., erosion, flooding, noise, deforestation, etc.) were documented
and mapped.
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Figure 5. Example of resource map — soils that require protection.
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Resource assessment maps or function maps were created: soils and
potential agricultural yield map, current land use map, ground and surface
water map, protection species and habitats map (Figure 5).

The following step was the assessment of the potential impacts (and
impact intensity) of actual and planned land uses on the natural resources,
as well as impacts on human requirements (e.g., recreation). The impacts
and conflicts were modelled and mapped using GIS geoprocessing and
modelling tools and the ModelBuilder. In a first design phase, very simple
conceptual models were developed to describe the relationships between
resource potentials and sensitivity of impacts. In a second design phase,
each conceptual model was further detailed, including direct relationships to
the existing geodatabase and scientific assessment criteria from literature
and expert ratings. Examples are groundwater recharge, flooding risk, soil
erosion hazard, and soil potential models (Figure 6).

Figure 7. Example of a goals map — protection of species and wildlife habitats.
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In order to assess potential impacts and formulate general and specific
goals for sustainable land use and resource protection, the resource and land
use maps were overlaid in a processing model to show the actual conflicts
between land use and resource functions. Based on the intensity of conflicts
in relation to the protection and sustainable development goals, general goal
maps were produced and displayed as thematic maps (Figure 7).

Based on the results obtained, an overall landscape concept was developed
for the Munich Region and landscape safeguard instruments derived from
the Regional Plan. Suggestions were also made on how to implement the
goals through actions.

Finally, the Decision Support System for planning and decision making
was delivered in the form of a complete database containing geodata and
ModelBuilder models, which can be edited, updated and used for assess-
ment of different land use-based development alternatives.

4. Conclusions

The results of the two applications described in this chapter exemplify the
benefits of using modelling and scenarios assessment in a GIS environment
to help regional planners visualize suitable areas for desired developments,
to locate and quantify the consequences of alternative scenarios, and to
reduce uncertainties about the future. These applications show the potential
of GIS-based modelling and particularly ModelBuilder to help optimize and
speed up planning procedures, to support decision-making, and to provide
new possibilities of documenting planning procedures and decisions.

The GIS-based models allowed integrating a lot of information in a
systemic way, to produce quantified, georeferenced, and visual outputs.
Despite limitations of GIS as a modelling platform, particularly for dynamic
time models, the implementation of models for the Munich Region was
facilitated by the ModelBuilder, where geoprocessing workflows were auto-
mated in a graphical environment that facilitates creating, changing, and
executing models.

The graphical workflow diagrams and model output maps made it easier
to communicate the complex planning and assessment steps that had been
carried out to decision makers and also to the public, facilitating partici-
pation, efficient teamwork and acceptance of the decisions taken.

Furthermore, these models developed for the Munich Region can poten-
tially be replicated and adapted to other areas, development goals, and
scales. The urban growth model framework, for instance, has already been
successfully adapted and tested for the region of Redlands, California.
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APPLICATION OF NEURAL NETWORKS IN IMAGE
PROCESSING AND VISUALIZATION
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Abstract. Artificial Neural Networks (ANNSs) are supporting tools for image
processing, even if currently they are no longer considered as the default
best solution to any classification or regression problem. ANNs conserve
their role as non-parametric classifiers, non-linear regression operators, or
(un)supervised feature extractors. The chapter reviews the applications of
ANN methodology in all the steps of the image processing chain, starting
from data preprocessing and reduction, image segmentation, up to object
recognition and scene understanding.

Keywords: Artificial Neural Networks (ANN), Image Processing.

1. The Connectionist Paradigm

The Artificial Neural Networks (ANNs) emerged more than 60 years ago as
biologically inspired tools for learning complex mappings from a set of
examples. The most important architectural feature that distinguishes an
ANN from other computing systems is that the computing power and
memory are not concentrated in its processing units, the artificial neurons,
but in the network interconnecting these neurons. On the other hand, the
most important functional feature of an ANN is its capacity to learn, i.e., to
define the action to take for each pattern applied at its input in the execution
mode, based on the examples presented to the system in the training mode.
The learning occurs at the level of the network interconnecting the neurons
and typically is ends when the system is in the execution mode. Traditional
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Turing-like computing machines typically process data by using a fixed
program, prepared in advance.

The mimicking of the brain makes the ANN very attractive for many
soft-computing tasks, but the history of ANNs was certainly not smooth.
Periods of spectacular developments and oversized expectations alternated
with periods of bitter disappointments and relative stagnation.

The first models of artificial neurons were introduced by McCulloch and
Pitts (1943) and the first physiological learning rule was formulated by
Hebb (1949). Hebb’s postulate simply states that the effectiveness of a
synapse between two neurons is increased by the repeated activation of one
neuron by the other across the synapse.

The way towards solving engineering and real-life problems was opened
by Rosenblatt (1958) who designed the perceptron. This approach allowed
applying ANNs for pattern-recognition and classification problems, the
basic tasks that define their specific capabilities even today. As a linear
version of the perceptron, Widrow and Hoff (1960) introduced ADALINE
(Adaptive linear element) based on the least mean square (LMS) algorithm.

A wave of optimism followed the development of these ANN models,
which seemed to be able compute everything. The full understanding of the
real state of the art occurred at the end of the sixties, when Minsky and
Papert (1969) published their famous monograph, which did not encourage
further work on perceptrons, demonstrating their limitations and restrictions.
At the time, only algorithms for training ANNs with one layer of mutually
independent neurons were known. Unfortunately, these single layer percep-
trons were inherently not able to solve problems that were not linearly
separable. On the other hand, no algorithm was then known for the training
of multilayer perceptrons, the ANNs that were in theory able to handle
problems of real-life complexity.

Therefore, the interest in ANNs decreased dramatically and, for almost
a decade, only a few pioneers continued their efforts to overcome the
drawbacks. Grossberg (1980) established the principle of self-organization
that provided a basis for ART (Adaptive Resonance Theory) networks,
Hopfield (1982) published his seminal paper on recursive networks, the
forerunners of modern ANNs, Kohonen (1982) developed the concept of
Self Organizing Maps (SOMs) and Kirkpatrick et al. (1983) introduced the
concept of simulated annealing.

The long waited for major breakthrough came when the Parallel
Distributed Processing Group at the University of California-San Diego, led
by Rumelhart and McClelland (1986), proposed the Back Propagation (BP)
algorithm. BP allowed the training of multilayer ANNs, overpassing the
limitations of linear separability. Ironically, the BP algorithm was in fact
published 12 years earlier by Werbos (1974), in his PhD thesis, but went
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un-noticed. This essential development greatly stimulated the research in
the field of ANNSs, as it became feasible to train not only single layer
perceptrons, but also ANNs having one or more hidden layers. Such ANNs
can, in theory, be trained to perform virtually any regression or discrimination
task. Moreover, no assumptions are made as with respect to the type of the
input variables, which may be nominal, ordinal, real or any combination
hereof.

Broomhead and Lowe (1988) designed a new feedforward network based
on Radial Basis Functions, as an alternative to the multilayer perceptron.
Several modalities for the implementation of the connectionist paradigm
and for training the networks (Moller, 1993) became available. The newly
considered neuron activation functions were able to generate any analogue
or discrete output values, by operating on a weighted sum of the inputs (first
order), a weighted sum of products (second order) or polynomials (higher
order) of the inputs.

It has been proven that feedforward ANNs, with only one hidden layer,
are universal approximators for analogue input and analogue output, as well
as for other combinations of inputs and outputs. On every compact support,
compact range function can be approximated as well as desired with regard
to uniform convergence, i.e., to the L., norm.

ANNs can be seen as elements of autonomous agents, featuring the
three basic features of intelligence: the potential to learn, to communicate
and to establish complex, yet flexible organizational structures (Fletcher
et al., 1998). Systems consisting of a population (or more) of agents adapting
their behaviour to the environment through evolution have a better capability
to handle tasks in a non-stationary environment involving chaos, randomness
and complex nonlinear dynamics (Fogel, 2000). This naturally leads to the
concept of Evolutionary Intelligent Agent (EIA), merging the agent-based
and the evolutionary computation approaches (Cristea, 2000; Cristea et al.,
2000). The EIA approach brings together the two main forces of adaptation:
learning, which occurs at the level of each agent, and evolution, which takes
place at the level of the population of agents and unfolds at the time scale
of successive generations. The EIA has the potential to efficiently address
complex real-life problems, describing systems in non-stationary environ-
ments, that cannot be handled by traditional algorithms. This approach moves
from the resources and capabilities of individual ANNSs, to the evolving
ANN populations. Applications of the EIA concept include multiresolution
conceptual learning (Meystel, 2000), information retrieval (Pereira and
Costa, 2000), personalized web learning/teaching (Cristea, 2000), authoring
models for adaptive hypermedia (Cristea, 2005), cluster optimization (Pereira
et al., 2007), etc.
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2. ANNs in Image Processing and Visualization

The connectionist paradigm has generated a great deal of excitement in
using ANNSs for tasks ranging from pattern recognition to identification and
control of dynamical systems with unknown nonlinearities or randomness.
This range includes the ANN application to image processing. Due to their
approximation capabilities, as well as their inherent adaptability, ANNs
present a potentially appealing alternative for all image processing steps,
from the low level pixel processing, up to the level of image understanding.
Furthermore, from a practical perspective, the massive parallelism and fast
adaptability of neural networks holds the promise of efficient implementation
of algorithms mimicking tasks performed by the visual and central nervous
systems of living organisms.

In most applications ANNSs are used as classifiers and the main difficulty
is the poor transferability of classifiers, especially when used in critical
applications, such as medical or military. A classifier trained on patterns
with a specific class distribution, can have a poor or even unacceptably
performance when working on patterns with another class distribution. The
solution has been to use an ensemble of classifiers and to exploit the
differences of their individual behaviour, based on the hypothesis that
classifiers will not fail simultaneously. Two of the most popular ensemble
algorithms are bagging (Breiman, 1996) and boosting (Schapire, 1990;
Freund, 1995; Freund and Schapire, 1996). Boosting changes adaptively the
distribution of the training set based on the performance of previously
created classifiers, whereas bagging changes stochastically the distribution
of the training set. Boosting uses a weight for voting determined by the
performance of each classifier, whereas bagging uses equal weight voting
(Kotsiantis and Pintelas, 2004). Ensemble algorithms outperform individual
classifier systems in all problems of practical interest.

Classification and regression problems tend to involve large input
dimensions, especially when the algorithms operate at the level of pixels.
Some modalities, such as confocal microscopy or CT/MR medical imaging
are 3D and require either feature-based pattern recognition or sparse
sampling of the images to provide a good computing efficiency (Candés
et al., 2006; Donoho, 2006).

A lot of interest has been shown recently in using ANNs, frequently
SOMs, for the automatic classification of land surface forms based on
morphometric features obtained from DEM - digital elevation models
compiled from contour lines or from other sources like SRTM — the Shuttle
Radar Topography Mission, combined with spectral information from
remotely sensed data. SOMs are unsupervised ANNs which cluster high
dimensional input vectors into a two dimensional output space revealing
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regularities and correlations in data (Kohonen, 2001; Li and Eastman, 2006).
SOMs have been used in a wide variety of areas such as classification of
remote sensing data (Duda and Canty, 2002 ; Jianwen and Bagan, 2005),
information visualization and knowledge discovery (Koua, 2003) or class
modelling (Marini et al., 2005).

The main tasks in an image processing chain are shown in Table 1 and

are briefly discussed in the following.

TABLE 1. Basic tasks in the image processing chain.

Task Operation Input Function Output
Preprocessi  Construction Input (raw) Image Restored or
ng of image from  data construction/restorati  enhanced
sensor (pixel or on/debluring/enhanc  image
data/filtering local) ement (pixel)
Contrast
enhancement
Noise reduction
Data Windowing to  Image Feature or structure Local features
reduction extract (pixel) extraction, (image
relevant parts compression, DCT, structure),
of the image or gabor and wavelet reduced size
to transform transformations image (pixels)
the image transformed
image (pixels)
Segmentati  Decomposition Image or Pixel segmentation Partitioned
on of the image in  feature sets (coherent partition, image
accordance to (pixel, local  colour recognition) (list of
certain criteria  structure) Feature segments and
segmentation clusters)
(segregation of
textures, clustering)
Object Identifying, Image, Pixel-based object Partitioned and
recognition  describingand  feature sets  recognition labeled scene
classifying and/or (template matching)  (list of objects)
objects in the Segments Feature-based object
image (pixel, recognition
image (position,
structure) orientation, scale)
Scene Eliciting of Feature-, Image analysis Meaningful
understandi  high level segment-, object
ng information or object- arrangement
from the image  sets (image (semantic
structure, knowledge)
list of
objects),
lighting,
context

The abbreviations listed at the end of this chapter will be used to specify
the types of ANNs mostly used for each specific task (after the compre-
hensive review by Egmont-Petersen et al., 2002).
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2.1. ANN DATA PREPROCESSING

Preprocessing is an essential step comprising a variety of tasks necessary to
make data adequate for the intended visualization and the subsequent steps
of image processing. This step can consist in preparing raw data from a
system of sensors, or use data received from external sources or retrieved
from data bases. Preprocessing ensures the coherence of input data, allowing
to be submitted to similar further processing. Preprocessing might restore
wrong or missing data, before being used to built the primary image. The
generated image can be morphological, i.e., describing the structure of an
object or scene, such as a photo, or functional, giving the spatial distribution
of the values of certain parameters of interest. The separation between the
two types of images is not a clear cut. In many applications a fusion of data
from various sensors (multimodal images) can be used. The filtering task is
a component of the same step, consisting in a change of the primary image
from the point of view of some selected features, usually without changing
the dimensions of the original image. Such operations include image
deblurring, contrast enhancement and noise reduction, which are usually
performed on a pixel or local basis. The fast parallel operation and the ease
with which ANNs can be embedded in hardware make neural implemen-
tation attractive for image preprocessing. ANNs such as FF(R), FF(C), HP,
CNN, GANF, ART, ADA, NF, and O are mostly used.

2.2. ANN DATA REDUCTION AND FEATURE EXTRACTION

The data reduction/feature extraction step consists of operations that extract
components representing the image, an object, an area or some characteristic
of the image. The two most important operations belonging to this processing
step are image compression and feature extraction. The image compression
is important for image transmission and storage, and it is directly related to
the coding/decoding of images. The recent success of compressive sensing
and coding has shown the effectiveness of {; minimization for recovering
sparse signals from a limited number of measurements, apparently cont-
radicting Shannon’s theorem (Candés et al., 2006, Donoho, 2006). The
feature extraction can focus on particular geometric or perceptual charac-
teristics of the image, such as edges, corners and junctions, or on an
application dependent characteristic, such as facial features. The number of
extracted features is usually significantly smaller than the number of pixels
in the input window, which facilitates subsequent image segmentation or
object recognition.

ANNGs such as FF(RG), FF(AA), FF(P), RBF, SOM, LVQ, HP, NF, O
are currently used for this processing step.
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2.3. ANN IMAGE SEGMENTATION

The segmentation step comprises the operations that partition an image into
regions that are coherent with respect to some criterion. One example is the
segregation of different textures. However segmentation can be based on
more complex combinations of texture, shape and other application depen-
dent features. The spectacular development of mobile devices has generated
stringent requirements for efficient memory and computing power manage-
ment, to allow further miniaturization, increased functionality and reduced
power consumption. Hence, segmentation is a major concern, to allow various
parts of an image to be processed differently, in accordance to their specific
role. Segmentation performed at pixel level is a classification task that
simply assigns labels to individual pixels or voxels. In another approach,
segmentation is a clustering, based on image local features. A large variety
of ANNs, comprising FF(RG), FF(CL), FF(RC), RBF, SOM, LVQ, HP,
CNN, AM, P, CP, NF, and O, are used for image segmentation.

2.4. ANN OBJECT RECOGNITION

The object detection and recognition is an important step towards image
understanding, but also towards an efficient tracking of the elements of
interest in an image. Determining the position and, possibly, the orientation
and scale of specific objects in an image, and classifying these objects, is
currently performed with FF(AA), FF(CL), FF(SW), FF(RC), SOM, HP,
ART, AM, NEO, HO, NF, and other ANNSs. This step is can be essential in
medical applications (Bobo and Lee, 2000, Cenci et al., 2000), and for a
better use of computing and bandwidth resources (Wang et al., 2005)

2.5. ANN IMAGE UNDERSTANDING

Image understanding is the ultimate goal of automatic image handling,
allowing to extract meaningful results from the vast and ever increasing
amount of continuously collected data and information. Progress in obtaining
high level (semantic) knowledge of what an image shows has been attempted
by using various approaches, using ANNs such as FF(CL), SOM, AM, DT,
BN and O. Unfortunately, image understanding remains a difficult and even
a controversial ANN application, because of the ANNs’ black-box character
and because of the need for a large number of images for the training and
testing sets.
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3. Neural Networks in Geographic Information Systems

In 2003, NASA released SRTM data that can be freely downloaded at
http://seamless.usgs.gov (Falorni et al., 2005; Miliaresis and Paraschou, 2005).
Consequently, landform information recorded in a DEM, as a regularly
spaced elevation matrix, became widely available and could be combined
with land cover information derived from multi-spectral satellite data (e.g.,
Landsat ETM+). This wealthy source of information stimulated many studies
that address a large range of applications such as topography and terrain
characteristics (Rabus et al., 2003; Gorokhovich and Voustianiouk, 2006),
volcano morphology (Wright et al., 2006), vegetation studies (Kellndorfer
et al., 2004), analysis of large aeolian bedforms (Blumberg, 2006), hydro-
logic modelling (Hancock et al., 2006; Ludwig and Schneider, 2006), glacier
flowing (Kéédb, 2005) and topography classification (Iwahashi and Pike,
2006).

Figure 1 shows schematically how a landscape can be described in
terms of its morphology (geometric shape), land cover (what lies upon it)
and land use (what it is used for).

Shuttle Radar Digital Morohometric
Topography Elevation > P
o2 Features
Mission Models
Landscape
Components
Satellite Multi-spectral
: Land cover
Remote Satellite —
- Land use
Sensing Data

Figure 1. Landscape component extraction.

The analysis of GIS images involves either supervised or unsupervised
classification. ANNs are increasingly used for the purpose of determining
spatial patterns. Unsupervised classification is based on pixel level analysis,
with the purposes of classifying image objects and entities, by using tone,
texture and hue (Ehsani, 2007). Supervised classification involves referencing
the pixels to actual site conditions and the colour balancing of the images.
Landscape patterns, important in the area of landscape ecology, can also be
ascertained through the analysis of pixels, i.e., their shape, colour, connec-
tivity, direction, edges and patchiness. The weighting of pixels and their
inter-relatedness provides clues about the relationships of objects on the
landscape.

In transportation problems (Miller, 1999), a dynamic approach is used.
The variations of the vehicular traffic through a city with respect to the time
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in the day, road network capacity and weather has to be taken into account.
In the case of an accident or some other event causing the flow of traffic to
change, ANNSs can be used to input all variables describing the event, and to
output the optimum re-routing until the traffic flow is stabilized. In such a
case, GIS mapping is used and spatial data acts as one of the input variables
into the ANN. A map server can be updated with the latest conditions and
transfer those to vehicles, allowing individual drivers to follow the best
selected re-routing. Such an approach is obviously useful for emergency
vehicle access purposes.

At another time scale, a Land Transformation Model (LTM) based on
ANNs and GIS has been developed to simulate land use change and urban
development (Pijanowski et al., 2001). LTM uses population growth,
transportation factors, proximity or density of important landscape features
such as rivers, lakes, recreational sites, and high-quality vantage points as
inputs to the model and tries to predict future developments in a transferable
approach. Information derived from an historical analysis of land use
change has been used to train such systems and conduct forecasting studies.
The results can be used by planners and resource managers to reach better
decisions affecting both the environment and local and regional economies.

4. Conclusions

The last decade has brought a change of attitude towards ANNs. On one
hand, ANNs are no longer considered as the default best solution to any
classification or regression problem. On the other hand, a large scale use of
ANNSs to solve GIS related problems can be observed. In many cases,
ANNs are now combined with genetic algorithms and with other Artificial
Intelligence methodologies, to generate new complex approaches. In fact,
only the basic bio-inspired features including the massive parallelism, the
distributed functionality, the avoidance of a predetermined program in favor
of the use of a set of examples are essential and are successfully used in all
applications. ANNs are interesting as tools in cases when there is a real
need for an adaptive approach or for a fast, parallel solution. The relatively
new approaches, such as the support vector machines (Vapnik, 1998),
provide valuable alternatives.

ANNs conserve their role as non-parametric classifiers, non-linear
regression operators, or (un)supervised feature extractors.
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Abbreviations and Symbols

AA Auto-association HO Higher order network

ADA ADALINE HP Hopfield

AM Associative memories LVQ Learning vector quantization
ART Adaptive resonance theory NEO Neocognitron

BN Neural belief network NF Neuro-fuzzy

CL Classification 0 Other

CNN Cellular P Perceptron

CP Counterpropagation network RBF Radial basis function

DT Neural decision tree RG Regression

FF Feed-forward SOM Self-organizing feature map
GANF  Generalized adaptive neural filters SW Shared weights
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DATA PROCESSING FOR HEAVY METALS ACCUMULATION
IN URBAN AREAS
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Abstract. Industrial activities, coal burning, and automobile exhausts are
mainly responsible for the increasing emissions of heavy metals into the
atmosphere. Heavy metals are easily dissolved in rainwater and deposited
over local, regional, and global scale making a major ecological and health
problem. In the urban area of Belgrade the ambient air concentration of Zn
in the PM10 and PM2.5 was the highest but the limit values of toxic trace
elements according to WHO and EC Air quality guidelines were not
exceeded with regards to Ni. In some surface waters of Serbia presence of
harmful substances Cr®" and Hg was also confirmed. Depleted Depleted
Uranium (DU) is toxic for living organisms as a heavy metal. An investing-
ation of the contents of DU in the soil of targeted locations on West Balkan
countries shows that mobile phases are in the range 50-90% which is
indicated strong affinity for DU mobilization through the soils and potential
dangerous for underground waters.

Keywords: Heavy Metals Accumulation, Urban Area.

1. Introduction

Heavy metals in the atmosphere are derived from a variety of sources
including natural phenomena (i.e., the Earth’s crust, the oceans, volcanic
activities, the biosphere), and a number of anthropogenic processes (i.e.,
fossil fuel burning, waste incinerators, various industrial activities, traffic,

" Dragana Pordevié¢, IChTM Centre of Chemistry, University of Belgrade, Njegoseva 12, P.O. Box
815, 11000, Belgrade, Serbia; e-mail: dragadj@chem.bg.ac.yu

R. De Amicis et al. (eds.), GeoSpatial Visual Analytics: Geographical Information Processing 73
and Visual Analytics for Environmental Security,
© Springer Science + Business Media B.V. 2009



74 D. PORPEVIC

etc.). Once in the atmosphere, heavy metals are easily dissolved in rainwater
and deposited over local, regional, and global scale making the perturbation
of biogeochemical cycles of trace elements a major ecological and health
problem. The two principal sources of toxic metals in soils, in addition to
contributions from the atmosphere, are the disposal of ash residues from
coal combustion and disposal of commercial products on land (Nriagu and
Pacyna, 1988). Roadway dust receives varying inputs of anthropogenic
metals from a variety of mobile or stationary sources, such as vehicular
traffic, industrial plants, power generation facilities, residential oil burning,
waste incineration, construction and demolition activities and resuspension
of surrounding contaminated soils. The presence of these potentially toxic
contaminants in particulate matter is traditionally characterized in terms of
total metal concentration, although it has been recognized that the environ-
mental significance of a metallic element depends, besides other factors, on
its specific partitioning within or on solid matrices.

Emissions into aquatic ecosystems stem mainly from the atmosphere, metal
smelters, coal burning and the dumping of sewage sludge. Due to mobilization
of metals into the biosphere, their circulation through soil, water and air has
greatly increased (Nriagu and Pacyna, 1988).

Recruitment of elements in evolution has not only been governed by
chemical properties but also by abundance in the Earth’s crust. There are
higher order elements that most likely have not become essential only
because of their lower abundance as compared to a lighter element of the
same group (Clemens, 2006). Therefore, heavy metals are entering in the
environment and sharing with natural cycles. For example, heavy metals
emitted in atmosphere are removing by atmospheric deposition. The contri-
bution of atmospheric deposition to heavy metal accumulation has been
evidenced for forest and other types of vegetation (Berthelsen et al., 1995).
Plant leaves are used as indicators of heavy metal pollution. In industrial
and urban areas, higher plants can give better quantifications for pollutant
concentrations and atmospheric deposition than non-biological samples.
Therefore, using plant leaves primarily as accumulative biomonitors of
heavy metals pollution has a great ecological importance (Tomasevi¢ et al.,
2004; Clemens, 2006). Relevant for plants and algae are mostly soil and
water metal content (Clemens, 2006). Of major concern, with respect to
plant exposure as well as human food-chain accumulation, are the metalloids
arsenic (As) and selenium (Se), and the metals cadmium (Cd), mercury (Hg),
and lead (Pb) (McLaughlin et al., 1999).
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2. Presence of Heavy Metals in Local Urban Areas

2.1. HEAVY METALS IN BELGRADE’S ATMOSPHERE

2.1.1. Atmospheric heavy metals deposition at urban locations in Belgrade

Direct collection of atmospheric deposition using bulk sampling devices
offers a practical approach to monitor atmospheric heavy metals deposition
providing valuable information on the influences of atmospheric inputs of
heavy metals on the surface environment. Samples of atmospheric deposits
were collected from June 2002 to August 2003 at the three urban locations
in Belgrade using bulk deposition samplers, and were analyzed for heavy
metal concentrations. Average values of daily atmospheric deposition of
heavy metals in the Belgrade urban area are given in Table 1.

TABLE 1. Average daily atmospheric deposition of heavy metals (ugm> day™') in the
Belgrade urban area.

Cd Cr As Ni \4 Zn Cu Pb
Student square  0.55 0.62 1.15 4.51 10.49 65.09  249.00 4437
Botanic garden 0.62 1.69 4.52 7.01 14.82 109.83 71.81 83.21
Autokomanda 0.63 259 1295 19.70 72.11 180.39 66.35 107.85

Based upon these results, the study attempted to examine elemental
associations in atmospheric deposition and to indicate the potential sources
of heavy metal contaminants in the region. Various sources were identified
by a principal component analysis as resuspended soil particles oil
combustion, emissions from industrial activities and traffic (Tasi¢ et al.,
2004).

2.1.2. Heavy metals contents in PM10 and PM2.5 airborne of urban air
in Belgrade

An assessment of air quality of Belgrade was performed by determining the
trace content in airborne PM10 and PM2.5 in 2 years period. Samples were
collected at two locations in a heavy polluted area. The total mean
concentrations of individual metals detected are shown in Tables 2 and 3.

TABLE 2. Heavy metal concentrations in PM10 (ng m ).

Pb Cu Zn Mn Fe Cd Ni \% Al Cr
Mean  46.5 713 1389.2 20.8 14629 14 177 36.6 873.8 10.2
c 1285 118.7 23134 159 19119 22 17.7 48.8 914.1 114

Results indicated that the ambient air concentration of Zn in the PM10
and PM2.5 was the highest. Also, the highest Enrichment Factor (EF) value
was obtained for Zn, following with high EF for Cd and Pb in PMIO,
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reflecting importance of anthropogenic inputs. The limit values of toxic
trace elements from WHO and EC Air quality guidelines were not exceeded
with expect to Ni (Rajsic¢ et al., 20006).

TABLE 3. Heavy metal concentrations in PM2.5 (ng m™).

Pb Cu Zn Mn Fe Cd Ni \4 Al Cr
Mean 21.0 20.8 1998.0 152 10812 09 284 59.8 11803 6.2
o 27.0 192 18464 13.7 1360.3 12 431 563 16574 3.8

The significant primary source of heavy metal emission in the air in
Belgrade region is Coal Fired Power Plants (CFPP) Nikola Tesla A and
Nikola Tesla B located at south west direction about 50 km away in
Obrenovac that are using low caloric lignite. Lignite combustion produces
huge amounts of ash, approximately 20% of the amount of lignite which
enters the process. Level of emitted toxic elements in the particles, oxides
and the gaseous phase depends on their contents in coal. To this day the
investigation did not include determination of toxical elements in flying ash
particles that are going into atmosphere. One of the investigations shows
that 1 t of Kolubara lignite during combustion is releasing 1.4 g As and 0.4 g
Hg (Vukmirovi¢ et al., 1997). It is important to mention that daily lignite
consumption in these plants is 90,000 t/day.

2.2. HEAVY METALS ACCUMULATION IN BELGRADE’S TREE LEAVES

The results of the measurements of heavy metal concentrations in tree leaves
from city parks showed the accumulation of Cu, Pb, Zn and Cd, reflecting
atmospheric concentrations and soil contamination. The influence of atmos-
pheric deposition, wet and dry, was significant, and the soil contamination
was mostly the result of it. Horse chestnut and linden could be a good choice
for Belgrade urban areas, where they are very abundant species. Especially
high heavy metal contents were measured in horse chestnut leaves, indi-
cating a better response to atmospheric heavy metal pollution. Leaves of
deciduous tree species horse chestnut (Aesculus hippocastanum L.) and
Turkish hazel (Corylus colurna L.) were used as accumulative biomonitors
of trace metal pollution in urban area of Belgrade. Two successive experi-
mental years (1996 and 1997) with remarkably different atmospheric trace
metal concentrations were analyzed. Trace metal concentrations of Pb, Cd,
Zn and Cu were analyzed on a single leaf level. An increase of trace metal
concentrations in leaves of A. Hippocastanum reflected a higher trace metal
atmospheric pollution. The contents of Pb and Zn in soil for the same period
also followed this trend. As accumulation of trace metals was more pointed
out in 4. Hippocastanum than in C. Colurna, the former may be suggested
as a suitable biomonitor (Tomasevi¢ et al., 2005, 2006).



HEAVY METALS IN URBAN AREAS 77

We evaluated the reliability of biomonitoring heavy metal pollution by
horse chestnut and linden leaves, common species found in Belgrade city
parks. The results show that the highest concentrations of heavy metals
were found in horse chestnut leaves at Studentski Park site, amounting to
110.2, 20.3 and 4.9 mg g ' dry weight for Cu, Pb and Cd, respectively,
which are considered above toxic levels for plants (Tomasevi¢ et al., 2004).

Analyses of Pb, Cu, Zn and Cd contents in single leaves pointed to a
high correspondence with the level of atmospheric pollution. The significant
concentration variability is a consequence of different trace metal concent-
rations in each single leaf. Leaf water status is correlated with the level of
plant resistance to trace element effects and leaf damage. The response of A.
hippocastanum to the change in concentrations of trace metals in the
atmosphere corroborates our choice of this plant species as a suitable bio-
monitor of air pollution in urban areas (Tomasevi¢ et al., 2008).

2.3. HEAVY METALS IN SURFACE WATERS OF SERBIA

The total water inflow in Republic Serbia is around 162.5 billion m’ per
year; the total runoff from our territory is about 178.5 billion m’ of water
per year; the total domicile water is around 16 billion m’ per year; the total
precipitation is around 65 billion m® per year and the total evaporation is
around 49 billion m’ per year. From the territory of the Republic Serbia
waters run in to Black Sea (approximately 176 billion m® water or 93%
through Danube and its tributaries), to Adriatic Sea (around 2 billion m’
through Drim and Plavska River) and to the Aegean See (around 0.5 billion
m’ through P¢&inja, Dragoviitica and Lepenac).

Hydrometeorological service of the Republic of Serbia permanent
controls surface water quality. Frequency of water sampling depends to the
program for investigation of water quality including comprehensive daily,
weekly, half monthly and monthly investigations.

Beside standard parameters that are defining surface water quality (like
total organic carbon, soluble O,, pH, Electroconductivity, Suspended matter,
etc.) monitoring has revealed traces of following elements: Zn, Cd, Pb, Cu,
Fe, Mn, Hg, Ni, As, Cr, Al, Se, Sn, Ca, Mg, Na and K.

According to the results of 2003—2004, the presence of dangerous and
toxic heavy metals is evident. Presence of Cr®" was confirmed in rivers such
as Danube, Brzava, TopcCiderska, Velika Morava and Veliki Lug as well as
in the network of channels Danube-Tisa-Danube. The presence of Hg was
confirmed in Stari Begej River and in the network of channels Danube-
Tisa-Danube. In all surface waters it was found a high content of Fe and Mn
as well as S
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2.4. PRESENCE OF DEPLETED URANIUM AT BOMBED LOCATIONS
IN WEST BALKAN COUNTRIES

2.4.1. Depleted uranium (DU) in the soil

During the war of the 1990s, more than 10 t of Depleted Uranium (DU)
were dropped onto the territory of former Yugoslavia (Assimakopolos,
2003). Depleted Uranium is chemically similar to natural uranium, thus it is
toxic for living organisms as a heavy metal, but it is also harmful due to its
radioactivity (Radenkovi¢ et al., 2003). To assess the environmental impact
of Depleted Uranium ammunition used in West Balkan countries, a compre-
hensive study was carried on investigating Depleted Uranium physical/
chemical behaviour and its status in contaminated soil a few years after the
appearance. Here will present results related to the soil samples collected in
2002, at contaminated locations. After the y spectrometric based investigation
on Depleted Uranium in soil, some samples are subjected to a modified five
step Tessier’s (Tessier et al., 1979) sequential extraction procedure and
further radiochemical treatment and isotopic analysis to determine Depleted
Uranium distribution in obtained extracts. The soil samples were collected
in Serbia, Montenegro and Bosnia and Herzegovina. The specific activities
of *U in topsoil samples taken at the projectiles entrance spot and path
through the soil were of 10* Bq/kg magnitude order, and in the nearest soil
layer it was 10° Bq/kg. The naturally occurring uranium concentration is
within 20-60 Bg/kg in investigated soils. Radiochemical characterization of
the projectile confirmed presence of the *'Np, ****Pu and *°U traces
indicating irradiated fuel origin of Depleted Uranium material but there are
no these isotopes in investigated soil samples. The potential present forms
of uranium are investigated also in the soil samples taken at the end of
2003, near the “hot spots” marked as contaminated areas. The results are
only preliminary and indicate that a detailed analysis is needed and that a
cleanup of contaminated areas is advisable. In all samples, the *¥**U
activity ratio was about 2 x 107, which is characteristic of Depleted Uranium
and it is an indicator for their presence in the contaminated soils.
Non-selectively bonded uranium (both poorly soluble and U(IV) and
soluble U(VI) forms) within various substrates in soil is extracted in the first
phase of the five-step Tessier’s procedure. In the second step, dissolution of
carbonates and manganese hydroxides is provoked where the soluble uranyl-
ion (VI) maybe expected. The presence of uranium in a high excesses in
these two phases of extraction in anthropogenic influenced and related to
contamination. Low clay and humus content in the most of the samples
indicated hydrous (crystalline) oxides of the iron and manganese as pre-
vailing substrates for uranium extracted in the third phase. Only in the surface
soil samples uranium shares are significant in the organic phase extracts.
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A strong dependence of the fractionation on the contamination levels was
evident resulting with weakly bonded exchangeable uranium in high
contaminated soils, no matter the soil geochemical structure. The results
indicate that uranium is mostly extracted in the first (extremely mobile) and
second (mobile) phases. From the eco-chemical aspect, high uranium contents
in the first two phases and its mobility are most relevant. The contents of
Depleted Uranium in the first two phases are in the range 50-90%; in the
first phase contents are between 30% and 80% which is indicated strong
affinity for DU mobilization through the soils and potential dangerous for
underground waters (Radenkovi¢ et al., 2003, 2006).

The present results indicate that a few years after use of DU ammunition
a considerable amount of uranium is still weakly adsorbed in the soil, probably
on the edaphic carbonates. Although the relationship between uranium
speciation and its bioavailability is still a matter of debate, it would be
reasonable to claim that the major forms of U (VI) are available to living
organisms, and their complexes with inorganic ligands apparently reduce its
bioavailability by attenuating the activity of UO,>" and UO,OH" ions. The
content of DU should regularly be monitored and controlled as it presents
possible risk of underground water pollution. Since the polluted water may
enter the food cycle in the area of targeted sites, it raises a potential risk to
human health, due to both chemical and radiological toxicity of uranium
(Radenkovi¢ et al., 2006, 2007).

2.4.2. An evidenced consequence on the air pollution during attacking
by DU ammunition

Besides influences on soil and potential dangerous for underground waters
some influence on ambient air pollution has been detected. 24-h samples of
total suspended particles (TSP) were measured in Hreceg Novi, 5 km away
from Cape Arza, located on the Lustica Peninsula, which was bombed with
Depleted Uranium (DU) on 30 May 1999. The radioactivity level in the
surface soil at Cape Arza was found to be 7-350 times higher than the
background level. This level was determined after the end of the NATO
campaign on 10 June 1999. In the meantime there has been no evidence of
how much radioactive material from the surface soil had been transported
by wind to a wider environment. In the sample of the total suspended
particles (TSP) taken in Hreceg Novi between 31st May and Ist June the
pulverous material was found. The TSP concentration was moderately
increased to 46.2 ug m~ but the SEM microphotograph indicated an
extremely pulverous material (see Figure 1d), completely different from
typical aerosols well known in literature (Figure 1 a—c).

The concentrations of trace metals in this sample, in ng m~ were: 0.2 of
Cd, 0.5 of Co, 0.7 of Cr, 7.6 of Cu, 1 of Ni, 6 of Pb, 2.7 of Hg, 10 of Ti,
202.5 of Fe and 6.4 of Mn (Pordevic¢ et al., 2004). US EPA initiated a study
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of developing emission factors of PM10 for propellants and explosives as a
function of energetic material (Mitchell and Suggs, 1998). There are no
reliable data on aerosol emission for open detonation of Depleted Uranium
ammunition. In every case, this emission depends on the obstacle that was
hit. It may be supposed that the maximum was reached when the rocks of
Cape Arza were targeted. Trajectory calculations were implemented in the
Eta model for the episode (Pordevi¢ et al., 2004).

Figure 1. SEM microphotograph of (a—c) typical aerosols known in literature and of
(d) sampled material.

Numerical simulations by the Eta model are initialized at 0000 UTC on
30 May for the forward trajectory calculation and at 0000 + 42 h for the
backward trajectory using the European Center for Medium-Range Weather
Forecasts (ECMWF) analysis as the initial conditions.

This part addresses the simulation of local air pollution originating from
Cape Arza at the seaside of Montenegro and its properties as reflected on
typical trajectories.

The air pollutants along trajectories below 1,000 m moved slowly over
Montenegro and northern Albania towards eastern Serbia in the first 30 h,
where they stayed up to 48 h. The pollutants along trajectories about 1,500
m moved over Montenegro in the first 8 h, and then, they moved over
Serbia towards Romania. Air pollutants below 1,000 m moved slowly in
anticyclonic circulation towards Herceg-Novi, over Cape Arza in the last
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few hours. Similarly, air along trajectory of about 1,500 m in anticyclonic
circulation arrived at Herceg-Novi.

The prevailing weather conditions during 30-31 May 1999 were stable.
Under such circumstances pollutant levels in the atmosphere may be
increased. In the observed case, transport of dust released during the attack
on the Cape Arza area was expected on the regional scale. A possible
Depleted Uranium deposition could be determined on local (0.1-5 km) and
short-regional scales (5-100 km) due to its acrosol size and high density.
However, DU resuspension with dust and surface soil particles from
bombed terrain is possible in the days after bombing. The backward trajec-
tories below 1,000 m, as well as the chemical and physical properties of the
collected particles (Figure 1d), indicated transport of an amorphous material
from Cape Arza to Herceg-Novi did take place on 31 May. It is difficult to
distinguish what happened subsequently. In September, 2001 Zari¢ et al.
(2002) announced decontamination of the ground on Cape Arza as current
and future activities, underlining that a part of the location should be
decontaminated. In any case, a fugitive source of particles with DU traces
existed a long time after the bombing. The later resuspension processes may
be less intense than on the day after the bombing, so that other, more
intense, processes might cover their contribution. Only one concentration
belonging to the highest range, appeared on 11/12 August 1999 from the
Cape Arza direction (Pordevi¢, Unpublished data).

Resuspension of dust and surface soil particles appears to be a major
contributor to increased TSP levels (Pordevi¢ et al., 2005) particularly in
the day after the intense bombing of Cape Arza, which is situated 5 km
south of the sampling site. The Eta trajectory analysis confirmed dust
transport from Cape Arza to Herceg-Novi during the day after the bombing.
This was to be expected because the surface soil of the Adriatic Coast is
poorly covered by plants, especially by dense grass which plays the role of
a particle sink. There is no evidence concerning how long the contaminated
surface soil was a fugitive source of airborne particulate matter in the
surrounding areas.

3. Conclusion

Through data processing of heavy metals accumulation in urban areas of
Serbia including air, water, urban tree lives and soil it can be summarized
that some parts of environment of urban areas are affected by specific heavy
metals. The limit value of Ni was exceeded in the urban air of Belgrade.
Presence of Cr’" and Hg was confirmed in some rivers and Danube-Tisza-
Danube channel. In all surface waters of Serbia higher contents of Fe and
Mn as well as S* were found. Some consequences of presence of Depleted
Uranium in environment are also confirmed. The present results indicate
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that a few years after use of DU ammunition a considerable amount of
uranium is still weakly adsorbed in the soil. The content of DU should be
regularly monitored and controlled as it presents possible risks of under-
ground water pollution.

The recognizing of concrete problems of heavy metals presence in urban
areas and recognizing mechanisms that are responsible for their distribution
in environment is key for proper management and processing of environ-
ment-related data as well as the importance of harmonized IT infra-
structures designed to better monitor and manages the environment.
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determining an optimal landfill monitoring procedure by using the Multi
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native for their particular landfill. A decision having to be delivered in such
a multidimensional and complex environment, seeks the utilization of
the MCDM theory, in particular when the problem is new and complex,
existing experience is insufficient, economic implications are significant. It
is justified to define an algorithm due to frequent incidence of the problem
and intuition is not an option, all of which is the case for the herein defined
problem: determining optimal landfill monitoring procedure.

* Ana Lazarevska, Institute for Hydraulics, Pneumatics and Automation, Faculty of Mechanical
Engineering, University “Sv. Kiril i Metodij”, Skopje, Karpos II b.b., P.O. Box 464, 1000 Skopje,
R. Macedonia; e-mail: ana.lazarevska@gmail.com.

R. De Amicis et al. (eds.), GeoSpatial Visual Analytics: Geographical Information Processing 85
and Visual Analytics for Environmental Security,
© Springer Science + Business Media B.V. 2009



86 AM. LAZAREVSKA ET AL.

Keywords: Landfill Monitoring, Multi-Criteria Decision Making (MCDM),
Environmental Pollution Prevention, Modelling.

1. Introduction

Anthropogenic modern society activities, interpreted primarily through an
economical prism and human comfort, implicate multifold irreversible
environmental impact — soil, water and air pollution — (IPCC, 2001, 2007),
integrally and adversely affecting the natural ecosystems. One of the sectors
contributing to environmental pollution is the Solid Waste Management
(SWM), inter alia the solid waste landfills.

In accordance with modern guidelines relating to SWM, landfills should
be well-engineered facilities, located, designed, operated and monitored in
such a manner to ensure compliance with prescribed laws and regulations
(Reinhart and Townsend, 1998, Haarstrick, 2005). They must be designed
to protect the environment from contaminants present in the solid waste
stream. Further, proper landfills’ management should provide minimum
environmental impact and minimum potential risk. Such design, manage-
ment and operation of landfill sites, requires well designed and reliable
on-site monitoring systems, which monitor for any sign of groundwater
contamination and landfill gas (LFG) emissions. Moreover, following the
integrated SWM concept, in line with greenhouse gases (GHGs) emission
reductions, appropriate monitoring procedures could indicate and assess
justification of installing an LFG collecting system and if possible electri-
city and/or thermal energy production installations, hence avoiding the
release of LFG emissions into the atmosphere.

In this chapter, we address the problem of determining optimal landfill
monitoring by using the Multi-Criteria Decision Making (MCDM) theory.
We introduce a novel conceptual approach that throws light to possible
landfill monitoring alternatives and offers landfill operators a powerful tool
when raised in front of the problem of selecting the most appropriate
monitoring alternative for their particular landfill. Landfill monitoring includes
numerous aspects depending on the monitoring goal and it is a function of
numerous parameters to be taken into account in order to design and conduct
a reliable monitoring procedure. Identified as a multifold problem which
incorporates various aspects and conflicting opinions, landfill monitoring
seeks the quantitative and comprehensible MCDM conceptual approach for
identifying, understanding and addressing the related conflicts and provide
options for their solution and trade-offs.
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2. Background, State-of-the-Art of the Problem

Landfill monitoring procedures and requirements are stipulated in corres-
ponding laws, regulations, guidelines which vary from country to country,
e.g., EPA QP&WS (2001), EPA TIreland (2000, 2006), US EPA (2008),
WDNRWMM (2007). However, an integrated approach to how a monitoring
procedure should be designed and selected in order to minimize environ-
mental impact and risk on one hand, and to minimize costs on the other
hand, while maintaining maximised reliability and taking into account all
influential parameters and variables, has not yet been regarded and analysed
systematically.

3. MCDM Theory and Background

A solution to be delivered in a multidimensional and complex environment
should indicate an optimal decision under given circumstances in precisely
defined temporal and space [limits. It implies tackling with conflicting
situations, solving derived problems, whereby seeking to choose the one
best answer (Dixon, 1966). In order to cope with such a structured problem,
the decision making theory adopts complex mathematical models, methods
and techniques, some using qualitative, others quantitative approach. The
quantitative approach, in particular the MCDM (Hwang and Masud, 1979,
Keeney and Raiffa, 1993, Hamalainen et al., 2000, Belton and Stewart,
2002), which we propose for addressing the problem of determining an
optimal landfill monitoring procedure, has shown to be the most favourable
instrument when:

Criteria set (S) Alternatives set (A)
subjectively defined objectively defined
abstract, subjective and tangible
concepmual measurable
subjective mapping At2Cr: X—»§ | ----—cmmd ey
objective mapping AU2ZAlt: X5 4

] 1
] 1
I At2Cri~ 1 :
; fidecision maker’s preferences) . | AUZAl #fidecision maker’s ]
: data collection, statistical analysis and : : preferences) ’
]

research models L
\ Attributes set (X) /

X=X(decision context.
DM'’s preferences)

Figure 1. Relations between components of the multi-criteria decision making process.
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The problem is vague, new or complex.

Economic implications are significant.

Existing experience (objective and/or subjective) is insufficient.
Intuition is not an option.

It is justified to define an algorithm due to the frequent incidence of
the problem.

COMPONENTS OF THE MCDM PROCESS

The main components of a MCDM process are the resources (attributes,
alternatives, criteria), the process of transformation (operators, mappings)
and the final state (decision) (Figure 1). The amount of existing knowledge
related to each component defines the rank of a well or a bad defined
decision making problem.

3.2. STEPS OF THE MCDM PROCESS

The steps in a MCDM process (Figure 2) include:

= — _,7:,>—| Problems and Opponunitiesl

—__Attributes — 4 Inventory and Forecast ]
;Sj_r_ = e I Formulate Plans ]
= Alternatives s
— Evaluation

“——={ Evaluation N _‘I

= ]
~—- Weights Comparison ]
e .
\\___ — - ~
—Drcision v |
= ’:-’-| Synthesis I

Figure 2. Steps of the multi-criteria decision making process.

Selection

Problem identification and research

Defining the problem relevant attributes (e.g., for the problem analyzed
here, all relevant attributes related to landfills and their monitoring)

Extracting relevant criteria (build the problem hierarchy, e.g., Figure 3)
Discussing and proposing alternatives (e.g., based on Table 1)

Recognizing alternatives and eliminating the infeasible ones



MCDM CONCEPTUAL APPROACH TO LANDFILL MONITORING 89

Making judgments: defining the criteria-related preferences
Building the decision matrix

Synthesizing and ranking alternatives

A

Examining, verifying and documenting the decision

3.3. MATHEMATICAL DEFNITION

Mathematical formulation to solving a MCDM problem is shortly presented
here. Further details are elaborated in Hwang and Masud (1979), Keeney
and Raiffa (1993), Belton (1999), Belton and Stewart (2002). The decision
matrix (step 7, Figure 2) aggregates the complete problem related infor-
mation and is a basis for the problem solution.

[x(j:fj(Ai)]MxN7i:15M7j:15N (1)

where, M, N are the number of alternatives and criteria, respectively;
x;= f{(4;) indicates the value of criterion X; with respect to alternative 4;; S
={f1, f2»---, fn} 1s the set of criteria, defined as

(Vxe X)X eS): X S={f(x)|xe X}; (2)

X ={x|g(x)<0} and g(x)<0 are the problem related set of attributes and
the corresponding vector of constraints, respectively; and 4 ={4;,A4,,..., Ay}
is the set of the identified feasible alternatives. A weighting factor, w;, can
be associated to each criterion indicating its importance.

Then, the “best” solution to a MCDM problem is defined as

max/minU(f) = ﬁ w, - u,(f,(x)) 3)

where, U(f) is the overall utility function, w; and u; are the weighting factor
and the utility related to a particular criteria and the corresponding alter-
native.

4. Definition of the Multi-Criteria Decision Making Conceptual
Approach for Optimal Landfill Monitoring

In this chapter, we focus on defining a general MCDM conceptual approach
seeking optimal landfill monitoring. Delivering a final decision related to a
particular landfill determined by corresponding sets of attributes, monitoring
alternatives and criteria can be completed when the proposed MCDM
concept is applied on a selected landfill. As a further step, this concept shall
be applied on a selected set of landfills belonging to a particular landfill type
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(e.g., MSW). The obtained results will be used for comparison and standardi-
zation of landfill monitoring procedures.

As mentioned in Sections 1 and 2, landfill monitoring is an open, not
yet strictly categorised problem, important not only from an operating and
design perspective (Reinhart and Townsend, 1998), but as well from a
regulatory point of view.

Properly designed landfill monitoring should provide:

o Determination of whether or not a landfill is operating as designed.

o Determination of whether or not the surrounding environment is being
adversely impacted.

o Early warning of environmental problems that could be corrected before
adverse impacts occur.

o An indication of any breach of environmental protection legislation.

— Compliance with applicable laws

L Initiation improvement of national environmental

> Legal Impact — policies, standards and legal requirements

—> Inclusion of immediate involved public parties

—> Monitoring costs Initial . FS, ME, Sq8,
Economical L~ Possible LFG R Experts
Aspects usage (Th+El) Operation N Personnel.
Transfer of costs Maintenance

_’ knowledge

Atmospheric PP — TG, GHG. EG. Dust
Ground Water PP — HM. OC. salts
Surface Water PP — HM. OC, salts

Soil PP — HM., OC, salts

Overall Environmental
Goal Impact

Mechanical stability

Software Reliability
— Monitoring Quality ‘E Hardware % Precision
Human Training

— Social impact (Enabling publicly available (relevant) information)

Level 1 Level 2 Level 3 . etc..

Note:  FS —Feasibility Study, ME — Monitoring Equipment,
$qS — Status quo Sampling, GHG - Greenhouse Gases,
TG - Toxic Gases, EG - Explosive Gases,
HM - Heavy Metals, OC = Organic Compounds,

PP - Pollution Prevention

Figure 3. Attributes generating (mapping into) criteria.
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Thus, we speak of (1) detection monitoring; (2) assessment monitoring
and under some circumstances (3) remediation monitoring, assessing the
effectiveness of remediation measures implemented to address a contaminant
release detected during (1) and characterized during (2).

4.1. ATTRIBUTES GENERATING CRITERIA AND ALTERNATIVES

Here, we focus on steps 1 through 4: problem identification, determining
related attributes, criteria and alternatives as per Figure 2, and partially on
step 5. Accordingly to analyzed available literature data and parameters
(OECD, 1993, Petts, 2000, Hamalainen et al., 2000, DESA, 2001, Yan,
2002, Haarstrick, 2005, Reichel et al., 2007), and in line with the general
MCDM approach (Figure 1), two sets of attributes were identified:

o  First set of attributes, mapping into criteria (Figure 3) and defining the
problem hierarchy, whereby, every criterion was proven whether
answering on the following question: “Could the attribute X be used
as a criterion for assessing the monitoring alternative A”.

o Second set of attributes, mapping into monitoring alternatives (Table 1).

TABLE 1. Attributes generating (mapping into) alternatives.

Attributes Sub-attributes Sub-sub-attributes

General site specifics Climatic conditions Precipitation, temperature,

(ambient) humidity, evaporation
Hydro-geological properties  Natural soil permeability
distance to the highest level

of the aquifer

Landfill specifics

Applied “system(s)”
on site

State of operation
LF age
LF size

LF positioning in the
landscape (topography)

Artificial base liner system

Cover liner system

Daily cover system
Existing installations

In operation/closed
young/mature/old

LF area, LF volume,
maximum waste height
Vertical positioning
(above/below, below, above)
positioning on a slope
Material (geomembrane,
mineral), permeability
Material (soil,
geomembrane), permeability
Existent/nonexistent
GCS/AS, LCS/LRS
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TABLE 1. (Continued)

Attributes Sub-attributes Sub-sub-attributes

Waste properties Composition Municipal, industrial, animal,
sludge, mixed, other
hazardous (toxic, medical,
heavy metals, etc.)

Reactions Biological, chemical, physical

Gas phase CH,4, CO,, H,S, NH; Temperature, pressure,
quantity/volume/flow rate

Leachate pH, electrical conductivity, alkalinity, temperature,

quantity/volume/flow rate TOC, DOC, BOD, COD, AOX,
DO, etc., cations (As, Fe, Cd, Cu, Pb, Hg, Cr, Zn, Mg, Mn)
SO4*, NH,", NO;~

Soluble fraction Parameters as in the leachate

In MSW (eluate)

Surface run-off Parameters as in the leachate

Ground water Parameters as in the leachate

Soil pH, temperature, El. conductivity (measured in the field),
TOC CI', Na*, NH,", NO;~ cations (Zn, Mg, Fe, Cd, Cu, Pb,
Hg, Cr, Mn, Mg)

Solid fraction (municipal) TOC, biodegradable organics, gas potential

waste composition Fe, Cd, Cu, Pb, Hg, Zn, Cr, Mn SO4%*, NH,", NO5~, S5,

OH™ compounds
Derived parameters COD/TOC, stabilization factor, models,
additional calculated/simulated factors, etc.

4.2. DETERMINING WEIGHTS

For the purpose of determining corresponding weights to the selected
criteria (step 5, Figure 2) a pool of experts and stakeholders is identified
(Table 2) and questionnaires are distributed among them. The Analytical
Hierarchy Approach (Saaty, 1986) is utilised to calculate the weights, i.e.,
they correspond to the elements of the normalized principle eigenvector of a
matrix A4,, derived by aggregating stakeholders opinions/judgements,

1 aln»

I N W @
a, .. 1

where L denotes the number of the hierarchy levels (Figure 3), whereby
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ij =1 &)

J=Ln;

Preliminary derived results are aggregated and presented in Figure 4. It
has to be emphasized that the survey is continued and the ongoing research
should cover the model refinement and adaptability to different landfills.

TABLE 2. Identified pool of experts and stakeholders for determining criteria related weights.

Institution No. of experts (approx.)
Selected pool of Landfill experts: Preferably 20-25
universities/consultancies

Representatives from landfill operators Preferably 10-15
Representatives from NGOs up to 1015

Bank representatives up to 10

Regulatory bodies up to 10

Representatives from relevant Gov’l authorities Up to 10-15
(national/local)

Total Up to 90

5. Conclusion

The herein presented MCDM conceptual approach to optimal landfill
monitoring represents the first step of defining an integrated procedure for
determining an optimal monitoring procedure referring to a particular
landfill. The parameters which are to be taken into account in order to
describe a particular landfill in an optimal way, vary for different landfills.
Therefore, this overall MCDM concept aims at encompassing as much as
possible existing and known landfill types, as well as disposed waste types,
with a focus on municipal landfills. The importance of such a classified and
built-in-a-hierarchy approach can be comprehended through the following
parallel: while a mathematical representation of a physical model can be
completed, e.g., through a set of differential equations, boundary and initial
conditions and its solving will result in a corresponding set of solutions, the
definition of a particular MCDM model for optimal landfill monitoring is
performed by identifying the corresponding attributes (pendant to the
differential equations), criteria (pendant to the initial and boundary conditions)
and alternatives (pendant to the solutions set) sets. The one optimal monitoring
solution, meeting the selected set of criteria, will be found among the set of
the pre-selected monitoring alternatives.
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Figure 4. Aggregated criteria related weights from the preliminary survey. Hierarchical
structure in compliance with Figure 3.

The verification of the behaviour of the herein proposed MCDM
conceptual approach will be based on experimental investigations imple-
mented in a scope of a relevant case study which will be presented as an
example in the oral presentation, whereby structuring the corresponding
MCDM model for determining the optimal landfill monitoring alternative
will be based on this conceptual approach. Consequently, if proven adequate
and easy to implement, this MCDM conceptual approach can be recom-
mended for wider utilization, with appropriate modifications and corrections
in accordance to landfill, local or country specific circumstances. Due to the
proposed hierarchical structure, the herein proposed MCDM conceptual
approach can also be used as a sound basis in terms of future (1) risk
assessment of landfills, since it is the key to selecting an appropriate level
of environmental monitoring required at a particular landfill and (2) sustain-
ability assessment. Furthermore, (3) coupling of the herein proposed MCDM
concept with GIS could be a future challenge, especially since such an
approach has already been used for land management and spatial planning
(Joerin and Musy, 2000).
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Abbreviations and Symbols

AOX Absorbable halogen organic GHGs Green-house gases:
compounds GIS Geographic information
AOX Absorbable halogen organic system
compounds IPPC Integrated pollution prevention
AS Aeration system control
BOD Biological oxygen demand LCS/LRS Leachate
BOD Biochemical oxygen demand collection/recirculation system
BODS5 BOD within 5 days LF Landfill
COD Chemical oxygen demand LFG Landfill gas
COD Chemical oxygen demand MCDM  Multi-criteria decision making
DESA Department of economic and TOC Total organic carbon
social affairs TOC Total organic carbon
DO Dissolved oxygen UN United Nations
EE Energy efficiency UNCSD  UN commission for SD
EPA Environmental protection UNEP UN environment programme
agency UNFCCC UN framework convention on
GB21 Gas formation within 21 days climate change
GCS Gas collection system UNSD UN statistics division
VOC Volatile organic compounds
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ENVIRONMENTAL PROTECTION AND INDUSTRY:
PARAMETERS NECESSARY FOR ENVIRONMENTALLY
RELATED DECISION MAKING
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Abstract. Industry, as one of the economy pillars, is to be accounted for the
development and improvement of a certain country’s well-being. Unfor-
tunately, the prosperity has and still is accompanied with direct and/or
indirect negative environmental impact, especially in the Western Balkans
countries with economies in transition. In this chapter, we focus on the
parameters necessary to identify, describe, parameterize, monitor and prevent
pollution deriving from industry for the purpose of alleviating the process of
decision making relevant to environmental protection. Illustrated are examples
from several industrial sectors including energy generation, public trans-
portation, cement industry and ferrous metallurgy.

Keywords: Environmental Pollution Prevention, Industry, Monitoring, Modelling,
Multi Criteria Decision Making.

1. Introduction: Problem Background and Definition

The proper implementation of the introduced environmental laws, depends
on the quality and reliability of the monitoring referring to operation and
functioning of the industrial facilities that are mandatory to comply with the
existing laws and regulations. Identifying pollution sources and indicators
for their monitoring, as well as their accessibility to the regulatory bodies, is
a prerequisite for delivering a reliable decision addressing to resolving and
preventing potential environmental pollution deriving from the industrial
capacities.
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1.1. ECONOMY AND INDUSTRY VS. ENVIRONMENTAL POLLUTION

Based on the level of public awareness for the environment impact of the
pollution, various stages in the global industrial development define and
practice corresponding approaches to environmental protection (McCann,
1998). Substantial portion of the industry activities, are related to energy
generation and consumption and they are interpreted solely through an
economical prism, whereby the fact that the energy has an irreversible
impact on the environment is very often disregarded (Ciconkov, 2002).

The Third (2001) and the Fourth (2007) Assessment Report of the Inter-
governmental Panel for Climate Change (IPCC) provide a firm proof of the
anthropogenic origin to the accelerated dynamics in the climatic changes and
their adverse return-effects on the natural ecosystems and humankind. Further,
as elaborated by United Nations Environment Programme (UNEP) and
the United Nations Framework Convention on Climate Change (UNFCCC)
(2001), these processes are associated with a substantial increase in the
average atmospheric temperature on a global scale, induced by the increase
in the atmospheric concentrations of the green-house-gases (GHGs), i.e.,
the so called green-house-effect.

In one of the latest publications of the International Energy Agency, it is
stated that the Western Balkans region currently and in the forthcoming
period will be facing significant economy and energy challenges. The origins
for these challenges could be identified in the following:

o The conflicts over the break-up of the former Yugoslavia damaged
much of the energy infrastructure and compounded the challenge of
providing reliable energy supply.

o The political, economical and social turmoil and instability, followed
by a transitional period in the newly established states, led to a period
of stagnation in any substantial investments in the industrial sectors,
not only due to lack of financial measures, but as well due to lack of
interest and discouragement of the foreign investors.

o The improper maintenance of the existing energy capacities and instal-
lations, reduced the reliability of the energy supply, causing unplanned
breaks in the production process.

o The constant growth of the oil prices in the past couple of years,
accompanied with the rising awareness for environmental protection.

o The general strategy of the countries in the region, which have already
started the processes of accession in the European Union, requiring
transposing the country legislative to comply with the European Union.
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Therefore, a priority list across the region of Western Balkans, as well

as in other countries with developing and transitional economies, is to be
defined,

Firstly, on the infrastructure and policies that can support the provision
of reliable, affordable and sustainable industry and energy supply.

Secondly, on the institutions that can support establishing, generating
and enforcing related legislation in compliance with the European
Community, providing minimum industry impact on the environment.

Thirdly, on the research and educational institutions, which are expected
to focus their research on using (a) Best Available Techniques (BAT)
in the industry,' (b) alternative energy sources, preferably renewable
and environmentally friendly.

1.2. CLASSIFICATION OF ECONOMY SECTORS

Industry, as part of the economy, is classified in accordance with numerous
general categorization models, developed by various international organi-
zations and associations. Those models, are usually further annexed and
refined in accordance with the country specific circumstances, and used as
basis for developing national categorizations of industry sectors. In this
section, an overview of several categorization systems is presented.

Classical Categorization Approach. In accordance with the general
classical categorization approach, industries are classified customarily,
whereby three major industrial sectors are identified: (1) primary
sector, raw material extraction industries (e.g., mining and farming);
(2) secondary sector, refining and manufacturing, further classified as
heavy and light; and (3) tertiary sector, dealing with services (e.g., law
and medicine) and distribution of manufactured goods. A fourth
category, referring to the new type of industry, relating to technological
research, design and development (e.g., computer programming and
biochemistry), has been introduced as quaternary sector. A general
presentation of the development in time and employment correlations
in those four major industrial sectors is given on Figure 1.

The International Standard Industrial Classification (ISIC). The most
complete and systematic industrial classification of all economic
activities has been prepared by the United Nations Statistics Division
and structured into the so-called International Standard Industrial

! For example, in accordance to the Integrated Pollution Prevention Control (IPPC) Directive.
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Classification (ISIC). ISIC is arranged so that entities can be classified
in accordance to the activity they carry out (Table 1).

Tertiary activities

Deindustrialization

No. of employed in
various sectors

Primary activities

Time

Figure 1. Clark’s sector model (Clark, 1957).

o Other Industry Classification Systems. The North American Industry
Classification System (NAICS) (Table 1) has replaced the US
Standard Industrial Classification system. It was developed jointly by
the US, Canada, and Mexico to provide new comparability in statistics
about business activity across North America. Other categorization
systems are used by various countries, such as the Global Industry
Classification Standard (e.g., in Macedonia).

1.3. CRITERIA FOR DETERMINING PARAMETERS RELEVANT
FOR ENVIRONMENTAL PROTECTION

In order to identify critical industrial sectors, to further canalize and focus
the research activities and to respectively identify parameters related to
environmental protection, the following relevant criteria are proposed in
this chapter. These criteria derive, fulfil and comply with the following:

o Sectors categorize in a first instance as primary and secondary
activities (see Section 1.2), and in a second instance as tertiary and
quarterly.

o Pollution deriving from the considered activities represent significant
part of the overall pollution in all sectors.

o Pollution reduction potential in the considered sectors is assessed as
significant.

o Potential for increasing energy efficiency is assessed as significant,
thus necessary/planned measures (could) lead not only to reduction in
energy consumption, but consequently to reduction in environmental
pollution.
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TABLE 1. Standardized categorization methods of the industrial sectors.

Sub-sector

Categorization method

Agriculture, forestry and fishing

Mining and quarrying

Manufacturing

Electricity, gas, steam and air conditioning supply
Water supply; sewerage, waste management and
remediation activities

Construction

Wholesale and retail trade; repair of motor vehicles and
motorcycles

Transportation and storage

Accommodation and food service activities
Information and communication

Financial and insurance activities

Real estate activities

Professional, scientific and technical activities
Administrative and support service activities

Public administration and defence; compulsory social
security

Education

Human health and social work activities

Arts, entertainment and recreation

Other service activities

Activities of households as employers; undifferentiated
goods- and services-producing activities of households
for own use

Activities of extraterritorial organizations and bodies

ISIC? (A), NAICS® (11)
ISIC (B), NAICS (12)
ISIC (C), NAICS (31-33)
ISIC (D), NAICS (22)
ISIC (E), NAICS (22,56)

ISIC (F), NAICS (23)
ISIC (G), NAICS
(42,44.45)

ISIC (H), NAICS (48,49)
ISIC (1), NAICS (72)
ISIC (J), NAICS (51)
ISIC (K), NAICS (52)
ISIC (L), NAICS (53)
ISIC (M), NAICS (54)
ISIC (N), NAICS (56)
ISIC (O), NAICS (92)

ISIC (P), NAICS (61)
ISIC (Q), NAICS (62)
ISIC (R), NAICS (71)
ISIC (S), NAICS (81)
ISIC (T), NAICS (22,81)

ISIC (U), NAICS (22,81)

Availability of data is sufficient for inception assessment and analyses.

Previous experiences and knowledge is significant.

Sectors where investment opportunities are expected, especially in
developing countries and countries with economies in transition.

Limitations from the enterprises for obtaining data due to data uncer-

tainty and unavailability.

2 ISIC - International Standard Industrial Classification.
* NAICS — North American Industry Classification System.
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o Reluctance to publicly dispose/disclose proper data concerning
environmental pollution, due to non-compliance with existing country-
specific regulations and laws.

As defined by the Ad Hoc Expert Group on biodiversity indicators
(UNEP, 2003), “Indicators serve four basic functions: simplification, quanti-
fication, standardization and communication. They summarize complex and
often disparate sets of data and thereby simplify information. They usually
assess trends with respect to policy goals. They should provide a clear
message that can be communicated to, and used by, decision makers and
the general public”. Figure 2 gives an overview of the relations between the
amount of information and the involved stakeholders described by the
information pyramid, and the corresponding theories, methods, techniques
and environmentally related regulations and policies in practice.

In accordance with the above listed criteria, whereby following the ISIC
categorization and the indicators’ definition, the focus in this chapter is set
on parameters and indicators significant for environmental protection,
elaborated through selected examples:

e Primarily in the following industrial (sub)sectors: (1) selected sub-
sectors of manufacturing; (2) electricity, gas, steam and air conditioning
supply; (3) water supply; sewerage, waste management and remediation
activities; (4) transportation (without storage).

o Secondarily on the following (sub)sectors: (1) agriculture (without
fishing/forestry); (2) construction; (3) accommodation and food service
activities; (4) Professional, scientific and technical activities; (5) Edu-
cation.

The order in the listing is not by priority, but in line with the original
categorisation.

2. Theories, Methods and Techniques

2.1. VARIOUS ASPECTS AND APPROACHES IN DETERMINING
ENVIRONMENTAL PARAMETERS

Different rules, aspects, approaches and languages move the world of
scientists, the world of policymakers and politicians and the world of
economics, industry and profit.

« Scientists are concerned with detail, reliability, replicability, accuracy,
etc. (Figure 2).

o Economy experts focus on the dimension of the potential profit to be
expected from the foreseen investments in industry and economy.
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o High-level politicians are interested in the broad picture, the key
message, preferably a value condensed in one figure on a scale from
0 to 10.

The profit-driven approach is, most probably, the origin of the success-
fulness of the economy experts in establishing information systems and
defining procedures related to aggregating industry parameters and indi-
cators into indices in nearly all countries. On the other hand, ecologists and
environmentalists failed in nearly all countries (Azar et al., 1996). This is
not due to the fact that the economy is less difficult and complex than
ecosystems to describe and assess. On the contrary, the laws driving the
environment and nature are on the same level of complexity, sometimes
even more complex.

Figure 2 gives a general overview of the theories, techniques and methods
used to analyse, assess and reduce environmental pollution and related risks,
categorised by the field and aspects of utilization. As presented, the under-
lined problem is multifold and complex, thus seeks the characteristics
and performances of a theory offering a holistic approach, observing and
consideration.

The multidisciplinary field known as Industrial Ecology (IE) deals with
this complex, holistic and sustainable combination of environment, economy,
social aspects and technology systems, which implies difficulties to under-
stand the system’s behaviour and may lead to rebound effects. Clearly,
identifying, defining and utilising cross-section and combined criteria,
parameters and indicators is limited under such circumstances (Robeyns and
van der Veen, 2007). This chapter aims to help this process of identifying
parameters related to delivering decisions in this complex environment.

2.2. MULTI CRITERIA DECISION MAKING (MCDM):
THEORY AND BACKGROUND

Living, planning and realizing actions in the human multidimensional and
complex reality implies coping and tackling with conflicting situations, i.e.,
solving derived problems and making decisions on different levels and on a
daily basis, seeking to choose the one best answer (Dixon, 1966; Belton,
1999). An optimal decision can be delivered only under given circumstances
in precisely defined time and space limits and quality measures. Decisions
are rarely unanimous and even more rarely universally supported, hence it
is essential that they are transparent and reflect compromise.

Decision making theories adopt complex mathematical models, methods
and techniques, some using qualitative, others quantitative approach
(Martinsons and Maris, 2001; Bell et al., 2002). The quantitative approach
is an optimal instrument when a problem is vague, new or complex,
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economic implications are extreme, existing experience (objective and/or
subjective) is insufficient, intuition is not an option, and it is justified to
define an algorithm due to the frequent incidence of the problem.

2.2.1. Steps and components of the MCDM process

As elaborated by Hwang and Masud (1979), Kereskenyi (2004), Lazarevska
(2007), a MCDM problem is defined by three basic sets: attributes, criteria
and alternatives, whereby defined are two mappings, the first, from the
attributes set to the criteria set, and second from the attributes set to the
alternatives set.

In this chapter, the attributes are derived and defined from the definition
of the industry (see Section 1, e.g., sectorial categorisation, policies, etc.),
including the environmental impact.

The corresponding environmentally related global set of criteria
(constraints) is presented in Figure 3 (see. examples in Section 3).

The set of identified feasible alternatives can be determined from the
identified environmental problem which has to be resolved for the particular
type of pollution deriving from the corresponding industrial facility (e.g.,
transport, electricity generation, cement industry, ferrous metallurgy, etc.).

Delivering the final decision related to the particular MCDM problem
is carried out through the following steps (Zeleny, 1982; Ortega, 2002):
(1) Problem identification and research; (2) Defining the problem relevant
objectives for the MCDM model; (3) Defining criteria, while preserving the
concept of Driving Force/State/Response (DF/S/R) (UN CSD, 2001) and
the (OECD, 1993); (4) Making judgments; (5) Discussing and proposing
alternatives; (6) Recognizing alternatives and eliminating the infeasible;
(7) Building the decision matrix for the MCDM model; (8) Synthesizing
and ranking alternatives; (9) Examining, verifying the decision; and
(10) Documenting the decision.

2.2.2. Mathematical formulation

The mathematical formulation of a MCDM problem is shortly presented in
this chapter. Details are given in (Hwang and Masud, 1979; Keeney and
Raiffa, 1993; Lazarevska, 2008). This formulation is based on defining a
K-dimensional vector, x, of design variables (attributes) the criteria and
constraints depend on. The vector of constraints is g(x) < 0. Then a feasible
set of attributes X = {x|g(x)<0} exists. Further, let the set of criteria
S ={f1, f>,..., fv} be defined as

(Vxe X)3f(x)eS): X — S ={f(x)|x e X} (1)

i.e., X is mapped into the criteria space S. If the set of the alternatives is
A ={4,, A,,..., Ay}, where every alternative is described through a set of
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N attributes, the MCDM problem can be described by Eq. (2) and subject to
a set of constraints Eq. (3), i.e.,

max{f;(x), f,(X),.... fy(X) | x € 4,dimx = K} (2)

g, (x)<0,r=1L (3)
The decision matrix (Eq. 4) aggregates the complete related information.
[x, =/, (A)] oy i = 1M, j=1LN (4)

where, M, N are the number of alternatives and criteria, respectively,
x;= f{A;) indicates the value of the criterion X; with respect to the
alternative 4, A weighting factor w; can be associated to every criterion
indicating the importance of that criterion. In problems where weighting is
applied (Keeney and Raiffa, 1993), the “best” solution to a MCDM problem
can be obtained by

max/ minU(f) = i w, -, (f,(x)) (5)

where U(f) is the overall utility function, u;, w; are the utility and weight
related to particular alternatives and criteria. If proven appropriate, use of
other forms of the utility function is justified.

3. Examples

Using the above shortly presented mathematical formulation, in accordance
with the listed criteria in Section 1.3, and the guidelines from OECD (1993),
UNCSD (2001), and UNEP (2003), in this chapter, an overall hierarchy to a
decision making procedure in relation to environmental pollution deriving
from industry is provided as presented on Figure 3. The number of environ-
mental criteria clusters in the second hierarchical level is N = 13, while the
number of indicators on the lower levels 3 and 4 is further defined on a
case-by-case basis.

Relevant environmental parameters for the following examples are identi-
fied, and proposed as relevant for observation and monitoring: (1) improve-
ment of the public transportation concept; (2) initial project assessment in
the sector electricity generation; (3) environmental impact in the cement
industry; and (4) energy efficiency measures in ferrous metallurgy.
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3.1. IMPROVEMENT OF THE PUBLIC TRANSPORTATION CONCEPT

As elaborated by Lazarevska (2007, 2008), whereby preserving the hierarchy
categorisation from Figure 3, while analysing a potential project that addresses
the multifold problem identified as “improvement of the public transportation
concept in the city of Skopje”, parameters relevant (1) to assess the project’s
environmental impact and (2) to monitor and prevent possible environmental
pollution, and (3) to integrate the environmental impact into the assess-
ment of the project’s contribution to sustainable development (SD), are as
presented in Figure 4.

=Legal Impact ___GHGs and EE rel. indices
etc.
= Economical Aspects
ODSandUV.B
e 1. Climate change I radiation indices
»2. Ozone Laver Depletion NP emissions in
water soil, BODDO
3. Eutrophication Acidifving substances: SOx,
o4, Acidification —— Oz, NHj, 2*::3‘w\i° .’;
e 5. Toxic contammnation =———sHeavy metals, OC
0. Utban environmental  __ L"bs“o" :'\.'g"“ {!g‘é
quakty noise, traffic, ete
r' Biodiversity -
Overall : Waste generation
— =5 Landscape [~ municipal, industnal
Goal AR SR T nuclear, hazardous
| Environmental | J»5 Waste J 1 ;
¢ h y —_— . [ntensity of use,
fmpact 10, Water resources costs. ete
=11, Forest resources Erosion nsk
‘ Land use changes,
b 12, Fish resousces Degree of top soil
| losses,
13, Soil degradation Rehabilitated areas
(desertification  erosion)
Popul. growth density
14. General mndicators, GDP growth
‘> nat atributable to Industnal production
specific issues Energy supply structure
Road traffic volumes
Road velucle stock
> Social Impact Agricultural production
Societal responses
> Institational Impact Envir -al expenditure
Public ops
> Monitoring Qualicy Palluton sbatement and
control expenditure
Level | Level 2 Level 3 Level 4

Figure 3. Overall hierarchy to a decision making processes related to preventing industry
related environmental pollution. Selected indices are given per given category.
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>1. Climate change ——>| (O, niissions and EE reL. fndioss oio.

Acidifying substal}ces:_SO__"?

4. Acidification

Environmental i i 6. Urban environmental quality

‘Urban air emlssmns.:'@
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noise, tratfic, ete.

->8. Landscape
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13. Soil degradation

: g >
(desertification / erosion) Degr e of top soil losse5:§
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_)_14. General indicators,
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——

Figure 4. Environmental parameters for the problem identified as “improvement of the
public transportation concept in the city of Skopje”.

3.2. INITIAL PROJECT ASSESSMENT IN THE SECTOR ELECTRICITY
GENERATION

Depending on whether the electricity generation process derives from fossil
fuel fired plants or hydro (renewable) resources, the pollution risks and
prevention differ significantly, e.g., the indicators associated with categories
such as climate change have an opposite meaning. While in fossil-fuel fired
plants due to the unavoidable CO, emissions the indicator indicates negative
environmental impact, in the case of renewable energy sources the indicator
points out the displaced CO, emissions through the generated green
electricity (MoESP, BES, 2007).

1. Climate change —>! GHGs and EE rel. indices etc.

Amdlﬁ ing substances: $O;, NO, ;
(pH 504 I\O )m “ater 5

4. Acidification (indirect) —>

. Utban air emissions
. 50,,NO,, VOC, PM
;[mpact L7 Biodiversity and ‘Number of threatened/extinct speczes
"""""""" ¥ [712. Fish resources i over the number of known species

. pr6. Urban environmental quality

3. Landscape and —> Extem of land use and land change
11. Forest resources b

10. Water resources o Intensﬂv of '1.1'5'6: costs ete.

14. General indicators, not
attributable to specific issues

——> Asper Fig. 3

Figure 5. Environmental parameters related to initial project assessment in the sector
electricity generation — hydro-power plant.

The hierarchy on Figure 5 refers to an initial project assessment in the
sector electricity generation from renewable (hydro) sources. The hierarchy
referring to the environmental parameters is constructed how it could be
later integrated into a more general MDCM model for assessing project’s
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contribution to SD. Thereby, the environmental impact will be complementing
the remaining conceptual pillars of the SD concept: economical, social and
institutional.

Similar hierarchy can be prepared for a fossil fuel fired power plant
taking into account the specifics of the thermal environmental pollution as a
separate indicator.

3.3. ENVIRONMENTAL IMPACT OF THE CEMENT INDUSTRY

According to the documentation for requesting an A-Adjustment Permit
with an Adjustment Plan (Usje, 2007), under the current Law of environ-
ment, the cement factory Titan Usje has registered 49 emission sources
classified as major (11) and smaller (38). Based on previous and present
studies (Nospal et al., 2003a,b, 2004), the hierarchy for assessing environ-
mental impact of the cement industry is given as in Figure 6.

> 1. Climate change

Acu:hfymg substances: SO NO,,

............... s ST . (pH,SO4NO;j)in water, a
Emlronmental 1 6. Urban environmental 5' !
,Impact : - An’ emissions: CO SO,. NO

PIDACH N = | quality ¢ PM, dust, VOC no1scﬂ Vlbratlo

Waste generatlo

T.
>9. Waste . municipal, mdustn

b»10. Water resources

14. General indicators, not
attributable to specific issues

Figure 6. Environmental parameters related to the cement industry Titan Usje, Skopje.

3.4. ENERGY EFFICIENCY MEASURES IN FERROUS METALLURGY

1. Climate change ———— GHGs and EE rel. indices ete.
P Ak " 50, NO, (pH, 50, NO in air, water
'l-.nzl;o;m-le;u;l-' 5. Toxic contamination - = Heavy metals, OC
,lmpaﬂ e : 6. Urban Air emissions: SO, NO,, PM. smoke,
[~ environmental quality  dust. fugitive emissions, noise, vibrations
=0 Waste » Waste generation: municipal, industrial,
10 Water resources = Intensity of use, types (cooling)
. 14. General indicators, As per Fig. 3

" not attributable to specific 1ssues

Figure 7. Environmental parameters related to the ferrous metallurgy, Makstil, Skopje.
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According to the documentation for requesting an A-Adjustment Permit
with an Adjustment Plan (Makstil, 2007) under the current Law of environ-
ment, the following hierarchy for assessing environmental impact of the
ferrous metallurgy is given as in Figure 7.

4. Conclusions

The presented MCDM model allows defining and determination of the three
basic sets: attributes, criteria and alternatives.

In this chapter we determine the sets of attributes and criteria, and
the mapping between them. An overview of some parameters and their
categorisation in view of delivering reliable decisions towards environ-
mental pollution prevention are given as concrete examples. The set of
corresponding feasible alternatives remains to be determined on a case-by-
case basis for the presented examples.

Continuous monitoring of environmental parameters and the indicators
of the environmental impact of the industrial processes is defined and
integrated in the existing and newly introduced environmental laws, laws
under revision and submission. Thus, establishing a polluters’ register,
integrated within a geographic information system is the first step towards
alleviating potential pollution accountable to the industry and defining,
predicting and preventing related risks. Moreover, such an integrated
system can be easily modified for further utilization in assessing the
contribution of the industrial facilities to the (non) sustainable development
of the region they operate in.

Abbreviations and Symbols

PM Particulate matter

BAT Best available techniques

CFCs Chlorofluorocarbons

DESA Department of economic and social affairs
EE Energy efficiency

GHGs Green-house gases

IPPC Integrated pollution prevention control

ISIC International standard industrial classification
NAICS North American industry classification system
ODS Ozone-depleting substances

SD Sustainable development

UN United Nations

UNCSD  UN Commission for SD

UNEP UN Environment Programme

UNFCCC UN framework convention on climate change
UNSD UN Statistics Division

vVOC Volatile organic compounds

TOC Toxic organic compounds
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Abstract. In the past 10 years the Time-Frequency (TF) techniques have
found significant importance for improvement and refinement of radar
images (both SAR and ISAR) and in extraction of objects’ features from
radar images. The main contributions in this direction are given by V. Chen
(Chen and Ling, 2002). Here, we will concentrate our attention on the radar
imaging and two novel strategies: S-Method (SM) imaging and Local
Polynomial Fourier Transform (LPFT) imaging. The application of these
ideas to radar imaging, as well as a procedure for setting design parameter
of the algorithms, will be presented. Transformations will be compared in
terms of calculation complexity and quality of the resulted radar images.
Moreover, it will be demonstrated that the LPFT-based algorithm has better
robustness to additive noise than the SM or the adaptive SM.

Keywords: Time-Frequency Signal Analysis, SAR/ISAR, Moving Targets.

1. Introduction

When radar transmits an electromagnetic signal to an object, the signal
reflects from it and returns to the radar. The reflected signal, as compared to
the transmitted signal, is delayed, changed in amplitude, and possibly shifted
in frequency. The parameters of the received signal contain information
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about the object’s characteristics. For example, delay is related to the
object’s distance from the radar. The Synthetic Aperture Radar (SAR) and
the Inverse Synthetic Aperture Radar (ISAR) are systems for obtaining high
resolution image of an object based on the change in viewing angle of the
illuminated object with respect to the radar. Relative motion between radar
and object produces these viewing angle changes. In the case of ISAR,
radar is fixed while the object is moving, while in the SAR case radar is
carried on an aircraft or spacecraft platform, moving a