


Latin American Economic Crises
Trade and Labour

This is IEA conference volume no. 136





Latin American Economic
Crises
Trade and Labour

Edited by

Enrique Bour
Universidad de Buenos Aires, Argentina

Daniel Heymann
Universidad de Buenos Aires, Argentina

and

Fernando Navajas
Universidad de la Plata, Argentina

in association with the
International Economic Association



© International Economic Association 2004

All rights reserved. No reproduction, copy or transmission of this 
publication may be made without written permission.

No paragraph of this publication may be reproduced, copied or transmitted
save with written permission or in accordance with the provisions of the
Copyright, Designs and Patents Act 1988, or under the terms of any licence
permitting limited copying issued by the Copyright Licensing Agency, 90
Tottenham Court Road, London W1T 4LP.

Any person who does any unauthorized act in relation to this publication
may be liable to criminal prosecution and civil claims for damages.

The authors have asserted their rights to be identified as the authors of this
work in accordance with the Copyright, Designs and Patents Act 1988.

First published 2004 by
PALGRAVE MACMILLAN
Houndmills, Basingstoke, Hampshire RG21 6XS and 
175 Fifth Avenue, New York, N. Y. 10010
Companies and representatives throughout the world 

PALGRAVE MACMILLAN is the global academic imprint of the Palgrave 
Macmillan division of St. Martin’s Press, LLC and of Palgrave Macmillan Ltd.
Macmillan® is a registered trademark in the United States, United Kingdom
and other countries. Palgrave is a registered trademark in the European
Union and other countries.

ISBN 0–333–99935–5

This book is printed on paper suitable for recycling and made from fully
managed and sustained forest sources.

A catalogue record for this book is available from the British Library.

Library of Congress Cataloging-in-Publication Data
Latin America economic crises : trade and labour / edited by Enrique Bour,

Daniel Heymann, Fernando Navajas.
p. cm. – (International Economic Association publications)

Includes bibliographical references and index.
ISBN 0–333–99935–5 (cloth)

1. Latin America–Economic conditions–1982–Congresses. 2. Financial
crises–Latin America–Congresses. 3. Latin America–Commerce–Congresses.
4. Labor market–Latin America–Congresses. 5. Income distribution–Latin
America–Congresses. I. Bour, Enrique. II. Heymann, Daniel. III. Navajas,
Fernando. IV. Series.
HC125.L3437 2003
338.5’42’098–dc21 2003045181

10 9 8 7 6 5 4 3 2 1
13 12 11 10 09 08 07 06 05 04

Printed and bound in Great Britain by
Antony Rowe Ltd, Chippenham and Eastbourne



Contents

The International Economic Association vii

Preface and Acknowledgements by Jacques Drèze ix

List of Contributors xi

Abbreviations and Acronyms xiii

Introduction by Enrique Bour, Daniel Heymann and xv
Fernando Navajas

Part I Macroeconomic Crises

1 A Comparison of Currency Crises between Asia and 
Latin America 3
Koichi Hamada

2 Latin America and the External Crisis of the Second Half 
of the 1990s 24
Vittorio Corbo

3 Banking Crises in Latin America in the 1990s: Lessons 
from Argentina, Paraguay and Venezuela 40
Alicia García–Herrero

4 On the Causes of the Latin American and Asian Currency 
Crises of the 1990s 58
Marcel Fratzscher

5 Contagion in Emerging Markets: When Wall Street 
is a Carrier 81
Guillermo A. Calvo

Part II Trade and Trade Agreements

6 Preferential Trade Agreements at the Turn of the Century 95
T. N. Srinivasan

7 The Role of Sub-regional Agreements in Latin  
American Economic Integration 115
Victor Urquidi

v



8 International Specialization and Trade Regimes in 
Argentina 1960–99 125
Luis Miotti, Carlos Quenan and Carlos Winograd

9 Testing the Short- and Long-run Exchange-Rate Effects
on the Trade Balance: The Case of Colombia 149
Hernán Rincón

10 External Shocks, Relative Prices and Sectoral 
Reallocation in a Small Open Economy: Evidence 167
from Mexico
Talan İşcan
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Introduction
Enrique Bour, Daniel Heymann and Fernando Navajas

This volume on Latin America focuses on studies of economic crises
during the 1990s. While the authors completed their research before
the 2001 crisis in Argentina, the analyses of macroeconomic issues
provide an insight into how economies can break down and even
degenerate into chaotic behaviour, while the chapters on Argentina
help to provide an understanding of recent events there.

Macroeconomic crises

The five chapters in Part I concentrate on financial crises. Latin
American economies have long experience of sudden breakdowns of
currency pegs, widespread bank failures or abrupt declines in spending
and output. Interest in studying crisis episodes surged recently as new
crises generated new analytical problems for study. The authors use
different approaches to analyse recent Latin American and Asian expe-
rience, and draw conclusions relevant to the management of large
macroeconomic disturbances.

Koichi Hamada, in Chapter 1, first examines Asian crises and associ-
ates crisis events with misjudgments in economic calculations. He
observes that in high-saving, high-investment Asian economies, a
rapid growth generated highly optimistic expectations on the part of
local agents and foreign lenders, and that ‘disillusionment triggered
the crisis in these overconfident economies’. Significantly, Hamada’s
argument does not depend on ‘bad’ current indicators before a crisis,
but only on the perception of future prospects being revised down-
wards. Hamada cites real-estate investment in Asian cities based on
unrealistic forecasts. He argues that the belief by market participants
that they have been overoptimistic can trigger a sudden fall in the
demand for a country’s assets. Turning to Latin America, Hamada
observes that, while in Asia most of the foreign debt was owed by the
private sector, in Latin America it was owed by governments, and he
highlights weaknesses in fiscal and monetary policies, which could
precipate a crisis.

Vittorio Corbo in Chapter 2 presents a broad overview of the
response of Latin American economies to the shocks that hit the
region in the late 1990s. Corbo identifies several disturbances which
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resulted in a sharp drop in export prices and tighter conditions of
access to foreign financing. He argues that the policy reforms under-
taken by many countries in the 1990s, including measures such as
strengthening bank regulations after the 1994–5 crisis, helped these
economies deal with shocks. They were also able to avoid imposing
trade restrictions or expanding domestic demand to compensate for
external shocks. His data show that in 1999, growth in the region had
virtually stopped; indeed, growth in several countries (including Chile
after over a decade of growth) contracted.

Corbo concentrates on monetary and exchange-rate systems. He
discusses inflation targeting, which several countries defined as their
preferred monetary framework, pointing out potential benefits and
possible problems such as output or exchange-rate volatility. In dis-
cussing exchange-rate regimes, the advantages of floating are stressed,
and he notes that the countries that suffered severe crises in the 1990s
all operated some form of fixed exchange rate. However, Corbo
observes that in practice ‘strong path dependence is the rule’ in the
choice of system, given that the trade-offs would have different out-
comes depending on past economic history.

In her study of three Latin American banking crises, Alicia García-
Herrero (Chapter 3) suggests that the macroeconomic consequences of
a crisis and the range of policy options may be influenced by features
of the financial sector and the nature of the problems. García-Herrero
identifies distortions in the behaviour of banks in a system without
adequate supervision as a major cause of the Paraguay crisis. In
Venezuela, inadequate regulation and control and a weak oil market
caused macroeconomic tensions and a distrust of government policies.
In Argentina, the author identifies the origin of the crisis in 1997 in
the provincial banking sector. The situation was exacerbated by the
effects of the Mexican shock on an economy with persistent current-
account deficits and a worsening fiscal situation.

The remaining two chapters in this section are devoted to models of
crises. In Chapter 4, Marcel Fratzscher presents a model of financial
crises. He considers the hypothesis that currency crises result from self-
fulfilling expectations driven by an external event. He proposes a
model with multiple equilibria which do not result from government
incentives (as in the case where, for example, expectations of a cur-
rency devaluation lead to high interest rates on debt, and induce the
authorities to devalue rather than raise taxes). In Fratzscher’s
argument, initial government reserves are fixed, and fully available to
defend a peg. The demand for foreign currencies originates from
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different sources: producers who buy imports and pay debt service;
foreign creditors who choose whether to refinance or recall the debt.
Then there is a set of speculators with limited resources, who attack the
currency when they anticipate a devaluation. Multiple equilibria arise
if the ‘fundamental demand’ for foreign currencies is such that reserves
will not be exhausted when creditors refinance and speculators do not
attack, but do not sustain a credit stop and/or a move by speculators.

The author uses regime-switching models to analyse empirically the
transmission of the crises in Mexico (1994) and Thailand (1997).
Fratzscher remarks that the assumption that changes in the intercept of
a regression represent shifts due to beliefs unrelated to fundamentals
ignores the possibility that those changes represent fundamentals
unaccounted for, or expectations about fundamentals. In order to
include variables that he interprets specifically as ‘sunspots’, the author
uses dummies for crises occurring in other economies. This model of
exchange-market pressure considers a number of fundamental explana-
tory variables (such as foreign debt and capital-flow indicators, trade
balances, real exchange rates, reserves, credit expansion and the budget
deficit). Fratzscher observes that in most cases a specification with
three regimes is appropriate. He also finds that crisis dummies are
significant, and argues that this provides evidence for sunspot phe-
nomena, although contagion effects may arise from a variety of
sources.

Guillermo Calvo’s analysis (Chapter 5) is inspired by the contagion
effects of the Russian crisis, which had strong repercussions in Latin
America. The basic assumption is that prospective asset-holders face
large fixed costs (relative to the funds they are prepared to invest in) in
obtaining knowledge about the economy whose debt they consider
buying. The argument does not specify if the costs result from a non-
zero price of raw data, or from difficulties in interpreting information,
which would imply that the ‘model of the economy’ is subject to
learning. Calvo notes that fixed costs create economies of scale, and
agents will be divided into two groups: those who will pay to be
‘informed’, and those who base decisions on the market price, and the
inferences drawn from observing the actions of the informed investors.

Calvo considers the case where the demand for a country’s assets by
the informed group depends on the conditions of that economy and
factors unrelated to those conditions (such as the liquidity position of
the agents). The model assumes that the idiosyncratic factors are
common to all informed agents (although the consequences of lifting
that assumption are discussed). The ‘non-informed’ face a signal-
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extraction problem, and may react strongly to the behaviour of the
influential segment of investors when there are no ‘fundamental
reasons’ to do so. Since the uninformed agents will tend to follow
more closely the actions of the informed the smaller the variance of
the idiosyncratic factors, episodes with large contagion effects of this
type would be relatively infrequent. However, Calvo argues that the
resulting shocks may have a strong impact on the borrowing economy,
especially if these are amplified by a fall in the productivity of capital
as a consequence of the sudden contraction of international credit.

These chapters – a sample of a large and growing literature on crisis
economics – indicate an active search for better analytical and practical
solutions. This implies that analysts are engaged in learning about the
origins and mechanisms of crises and in searching for appropriate poli-
cies to reduce their occurrence, and limit adverse macroeconomic
consequences. It seems natural to assume that private agents have also
been trying to learn from large disturbances. This observation is rele-
vant to any discussion of how to represent expectations in economic
models of those events.

Trade and trade agreements

In Chapter 6, T. N. Srinivasan argues strongly for free trade, and criti-
cizes several points of the theory of international trade negotiations.
Srinivasan argues against propositions that viewed a managed interna-
tional market and discriminatory trade arrangements as a good way to
close the ‘foreign exchange gap’ at GATT discussions. He considers that
the attitudes of developing countries were driven by ‘import-substitu-
tion ideology’, which ‘triply hurt them’: first, through the costs of
import substitution strategies; second, by allowing developed countries
to get away with their own GATT-inconsistent barriers; and, third, by
allowing industrialized countries to keep higher than average ‘most-
favoured-nation’ tariffs on goods of export interest to developing
countries. He concludes that had these countries adopted an outward-
oriented development strategy, they could have achieved ‘faster and
better growth’.

From the perspective of developing countries, Srinivasan proposes a
new agenda for the next round of trade negotiations under which
intellectual property and related concerns would be negotiated at the
World Intellectual Property Organization, not the World Trade
Organization. The author argues for rapid negotiation on the
movement of natural persons, the elimination of export subsidies by
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developed nations, and the removal of anti-dumping measures from
the arsenal of permitted trade-policy instruments. Srinivasan also pro-
poses the elimination of practices such as peaks in tariffs and the esca-
lation in tariffs by stages, which restrict the exports of developing
countries. The author suggests replacing GATT Article XXIV by extend-
ing preferences granted to a partner of a preferential trade agreement
to all members of the World Trade Organization within a specified
period. The proposals presented by Srinivasan also include abstaining
from negotiating a multilateral agreement on investment for the
present, and correcting flaws in the Dispute Settlement Mechanism.

Victor Urquidi (Chapter 7) disputes the notion that the whole of
Latin America should seek economic integration. In a discussion that
reviews the history of integration projects, he sees full economic inte-
gration between highly dissimilar countries as unrealistic in today’s
globalized economy. Instead, he recommends limited sub-regional
agreements. Pointing to the trade-creation role of investment, he fore-
sees clusters of suppliers emerging through sub-regional integration.
Urquidi expects the development of horizontal integration more
similar to existing arrangements among industries in industrialized
countries. To enable the lesser economies to acquire the necessary
skills, he recognizes the need for substantial long-term financing and
technological and management support. This would constitute a new
role for Mercosur and other international entities.

In Chapter 8, major shifts in the composition of external trade are
analysed by Miotti, Quenan and Winograd with reference to Argentina
and Mercosur. They reexamine the theories of comparative advantage,
technological development and the dynamics of international markets,
highlighting the pattern of capital goods, energy and labour. They
view these theories as complementary. They identify successive phases
of protection and trade liberalization, separated by crises which trig-
gered regime shifts. The authors conclude that trade liberalization is
not always accompanied by rapid export growth, as suggested by
simple economic theory.

Conventional wisdom argues that nominal devaluations entail an
improvement in the trade balance. Rincón (Chapter 9) tested this
proposition for Colombia, using a model that incorporates the effects
of income and money. He found that the behaviour of the exchange
rate and the trade balance conforms to the traditional analysis of
authors Bickerdike, Robinson, Metzler, Marshall and Lerner under the
‘small-country’ hypothesis. The econometric procedure is based on the
analysis of multivariate cointegrated systems developed by Johansen
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and expanded by Johansen and Juselius. One conclusion is that besides
varying with the exchange rate, the trade balance responds to decreases
in the money stock and increases in income.

Although the experience of nominal devaluations has certainly been
traumatic in Latin America, Talan İşcan, in Chapter 10, explores the
potential benefits of these policy measures. A key parameter of trade
models is the elasticity of substitution between the consumption of
tradable and non-tradable goods. He finds that the reallocation of
factors between sectors has been one of the more important conse-
quences of real devaluations in Mexico. Using cross-section and time
series for Mexico, the extent to which the real exchange rates and the
terms of trade have been conducive to reallocation in the Mexican pro-
duction sector are examined and a pattern of diverse behaviour is
revealed. However, the analysis finds significant sectoral output effects
of terms-of-trade shocks and real-exchange movements. Improvements
in Mexican terms of trade tend to be associated with a relative expan-
sion in the output of non-traded goods, while depreciation of the
Mexican peso correlates with contractions in that sector. The author
concludes that, in Mexico, the elasticity of substitution in consump-
tion between traded and non-traded goods seems to be lower than 1.
As to the effects of real exchange-rate movements, Iscan notes that the
response of a dynamic output regression model using a random
coefficient regression technique suggests that relative price effects on
sectoral output were highly significant. The short-run contractionary
effects of currency devaluations appeared to be temporary. The author
concludes that devaluations in Mexico increased the trade balance by
changing relative prices.

Afonso Ferreira and Andreu Sansó (Chapter 11) produce evidence
that exchange-rate variations were not substantially reflected in the
selling prices of Brazilian exported goods, and argue that this limited
the success of the exchange-rate policy. They analyse the ‘exchange
pass-through’ coefficient in the equation of external prices of
Brazilian manufactured goods; that is, the coefficient which relates a
variation of the exchange rate to a variation of the foreign currency
price. They calculate its range between 10 per cent and 27 per cent.
They argue that the reason for this relatively small coefficient is that
to preserve market share, exporters maintain prices in foreign cur-
rencies when exchange rates are perceived as transitory. They
suggest that the coefficient depends on the behaviour of the
exchange rate itself, with periods of exchange-rate instability being
reflected in low pass-through coefficients. More generally, their
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results validate the ‘small country’ hypothesis for Brazil, implying
that in times of domestic currency appreciation, exporters’ profit
margins tend to be squeezed, possibly to the point of eliminating all
incentive to sell abroad.

Employment and income distribution

The final section deals with labour issues and income distribution.
These topics have been at the top of the policy and research agenda
during the 1990s, particularly in Latin America. Deregulation of
domestic markets, trade liberalization, large-scale privatizations and
labour-market reforms are major examples of policies which changed
the configuration and the behaviour of Latin American economies.
However, with few exceptions, well-designed policies to deal with
social problems have lagged behind. The analysis of changes in
employment and income distribution and the evaluation of relevant
policies are ongoing processes. The chapters by Adriana Kugler and
Fernando Navajas discuss matters relating to structural reform and
macro-policy. Those by Ranjan Ray and Alessandro Cigno and Graciela
Pinal look, respectively, at household allocation and labour participa-
tion, and the impact on children.

Chapter 12 by Adriana Kugler contributes to the literature on job
security regulations on labour-market performance. She studies empiri-
cally the effects of a major Colombian labour reform. The relaxation of
job security regulations often recommended in Latin America and else-
where to improve the quality of employment and reduce unemploy-
ment has been controversial. The theoretical analysis of the net effects
of hiring and firing on employment and unemployment during the
1990s produced ambiguous qualitative results, which were not resolved
by empirical testing. Kugler tries to improve on previous testing
methods by avoiding the selection-bias problems that may have
influenced the econometric results of pooled time-series and cross-
section data models. She develops a model to explain how job security
provisions induce selection bias and tackles the compositional changes
between formal and informal workers – a relevant dimension in Latin
American economies – on grouping estimates. The empirical testing
focuses on the Colombian Labour-market Reform Act of 1990 using
National Household Survey data. The results show that after control-
ling for compositional change, the relaxation of job security regula-
tions appear to contribute to reducing unemployment. Kugler
concludes that labour reform in Colombia induced efficiency gains

Introduction xxi



through greater mobility, and welfare gains from lower unemployment
and the formalization of the economy.

In Latin America, Argentina was one of the more prominent econ-
omic reformers during the 1990s. As a result, major changes took place
in the organization of economic activities and government participa-
tion in public services. Fernando Navajas (Chapter 13) extends the
methodology used by Newbery for Hungary and the UK, to evaluate
the distributional effects of relative price changes after a decade of
structural reform. The model is developed from the theory and
measurement of marginal tax reform, and relies on the concept of the
distributional characteristics of goods. Using data from household
expenditure surveys and the price movements of detailed items in the
consumer price index, the chapter evaluates the overall welfare change
for different degrees of inequality-aversion. It also attempts to decom-
pose the causes of the observed aggregate changes in welfare. The main
finding is that, in Argentina, reforms induced relative price changes
leading to social welfare gains and positive distributional effects. This is
explained by the reduction in the relative price of goods with high
distributional characteristics such as clothing, food, durable goods and
to a lesser degree some public services. Thus, despite an increase in
income inequality, arising from higher unemployment or larger wage
dispersion, price changes associated with reforms did not themselves
harm the poor. Positive distributional impacts can be attributed to
measures such as trade reform and retail competition. Results were less
clear for privatizations, because of increases in public-sector prices in
recent years. However, other aspects of the distributional effects of
privatization, such as changes in the access of the poor to public infra-
structure services, were positive.

In Chapter 14, Alessandro Cigno and Graciela Pinal extend an earlier
model by Cigno on the interaction between child mortality and fertil-
ity decisions, to calculate the effects of the prices of child-specific
goods. In this model, household allocation under uncertainty about
children’s survival jointly determine fertility and infant mortality.
According to their hypothesis of endogenous survival probability,
parents know the effects of their resource-spending and fertility deci-
sions on child survival probabilities, and react to changes in the
observed aggregate survival rate on which they base their expectations.
The marginal benefits of resources spent on children, as perceived by
their parents, are increased by public spending programmes that raise
the aggregate survival rate, and by any fall in the price of child-specific
goods. Thus, complementarity between public and private spending
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reinforces the social productivity of public expenditure in sanitation,
preventive medicine and subsidies to child-specific goods. The authors
test the positive implications of the model on time-series data collected
from the province of Salta, in northern Argentina, during the last
quarter of the twentieth century. They find that fertility decisions are
negatively affected by the observed survival rate and positively affected
by the price of child-specific goods in a way consistent with the predic-
tions of their model.

The interaction of poverty and child labour has generated much
interest in research and policy-oriented debate. In particular, given the
undesirable consequences of child labour, child labour and the
identification of factors that affect child employment have become an
area of study. A common theme in the development literature,
although it seems to apply specifically to rural areas, is the hypothesis
that child-labour participation rises in response to temporary income
short-falls in the presence of credit rationing. In more general terms,
this analysis looks for links between household income, poverty and
child labour. Empirical testing of these factors has increased in recent
years.

In the final chapter, Ranjan Ray contributes to this study using the
Peru Living Standards Measurement Survey for 1994, obtained from
the World Bank Living Standards Measurement Study. Using probit
and tobit estimation procedures, he tests the determinants of child-
labour participation and child-labour hours, taking into account the
interaction with participation in schooling, and the effects of adult
male and female wages. In contrast to findings for other developing
economies, such as Pakistan, the main result is that the case of Peru
does not support any relation between poverty and child labour, but
suggests an interaction with school provision. The effects of male and
female wages on child-labour participation differ widely, but the
gender channel of interaction and the magnitude of the coefficients
(which are different from those obtained for Ghana) lead to ambiva-
lent conclusions.
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1
A Comparison of Currency Crises
Between Asia and Latin America
Koichi Hamada*

Within a month of inviting me to contribute to the XIIth IEA
Congress Rolf Mantel departed from us forever. In the early 1960s
when I came to Yale from Japan, I met many impressive graduate
students. Yet Rolf’s was the most brilliant, analytical mind. He was
truly a star in the econometric class of John Hooper and the math-
ematical economics class of Herbert Scarf. Intellectually challenging
problems presented no difficulty for Rolf. Ann Maria, his gracious
and brilliant wife, was also in our class, and we all admired his
talents, and his calm, thoughtful attitude towards economics. In his
letter of invitation, Rolf referred to the problem of endogenous rates
of time preference – a topic in which I also am interested. We
promised, in vain, to discuss the question in Buenos Aires. The ques-
tion of the variable time preference for developing nations indicated
the intersection of his deep analytical insight of this non-concave
optimization problem on the one hand, and his human concern
with people in developing nations who struggle to save for the
future on the other. May his soul rest in peace!

1 Introduction

To quote Alexander Pope, ‘To err is human’ and economic calculations
are no exception. Economic agents try to optimize, but due to imper-
fect and incomplete information and limited processing capacity, their
activities are subject to error. Since market participants often regard the
market as divine, they tend to expect the market to forgive their errors.
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* I am indebted to Yoshiko Inoue for assistance under the ROME (Research
Opportunity in Mathematics and Economics) project at Yale and to Carlyn
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At best, the market only corrects errors, although not instantaneously.
And correction is painful.

Before the collapse of a national currency, a string of errors will have
been committed both by lenders and borrowers – at least two parties
need to agree to a potentially delinquent loan. The market is supposed
to correct errors by giving economic agents appropriate signals (Hayek,
1949), but more often sustains incorrect beliefs and magnifies errors, as
observed in financial and currency market bubbles. When the market
corrects such errors, the bubble collapses, currencies are revalued,
leading as shown by Radelet and Sachs (1998) to a reversal of fund
flows and the difficult process of retrieval, readjustment and re-
construction. There are numerous studies of the causes of financial
collapse, so I shall concentrate on the adjustment process.

My analytical framework is the ‘portfolio’ or ‘assets’ approach to the
balance of payments. Introduced by Kouri (1976), Branson and
Henderson (1985) and others, this took account of imperfect substi-
tutability of international assets, and incorporated country risk into
the analysis. It was criticized because it failed to fully explain
exchange-rate movements and the degree of effectiveness of sterilized
interventions. I maintain that this approach is a proper explanatory
tool of currency crises, the recovery process and the evaluation of the
effects of alternative coping strategies.

What the portfolio approach captures is the interaction between the
adjustment in the flow dimension and the stock (assets) dimension.
For example, the flow dimension is captured by current-account bal-
ances and government budgets, whereas the stock dimension is cap-
tured by asset-holding behaviour and the movement between foreign
and domestic-held stocks. When the International Monetary Fund
(IMF) recommends budget tightening, it adjusts the flow dimension;
when it recommends raising interest rates, it adjusts the stock dimen-
sion. This distinction is often crucial.

In 1995, the IMF World Economic Outlook, as shown in Table 1.1,
compared Asian and Latin American performance before and after the
Asian currency crisis. Asian countries were generally higher saving,
their government budgets more balanced, and their monetary authori-
ties more disciplined. Real gross domestic product (GDP) growth rates
were higher in Asia and inflation rates lower. Indeed, these high-
saving/high-investment economies flourished so well that the pitfalls
were hidden. Fuelled by overoptimistic expectations, Asian countries
were vulnerable to any change in expectations, and disillusionment
triggered the crisis in overconfident Asian economies. The simple ana-
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lytical framework I propose provides relevant coordinates to events and
permits comparison between countries.

2 Asian growth and setbacks

In most crisis countries the balance on current account was a source of
worry, that is, the flow dimension was a concern. Many countries –
Malaysia, Korea and Thailand – suffered large deficits, and in some
countries, Thailand and Korea but not Indonesia, the government
deficit was a major concern. At a time of crisis, a sudden huge reversal
of capital flows (Radelet and Sachs, 1998) occurs. This can be inter-
preted as a shift of portfolio preference from assets denominated in
local currency to assets denominated in US$. Thus, in considering the
economic mechanism of a currency crisis, we must consider both the
flow and the stock aspect. As the driving force of financial crises, it is
probable that the dislocation of stock demand plays a direct and more
immediate role than the erosion of flows. For example, Indonesia’s
current account deficit was less serious than either Malaysia’s or
Thailand’s, but its currency depreciation was greatest. whereas the
Philippines with a large current account deficit escaped severe crisis.1

What made Indonesia’s crisis nearly catastrophic was the sudden shift
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Table 1.1 Macroeconomic indicators for selected developing countries 
(per cent of GDP)

Asia Latin America
1983–89 1990–94 1983–89 1990–94

Real GDP 6.2 5.5 3.1 3.5
Consumer prices 6.9 8.4 193.7 222.5
Money growth 20.0 18.1 200.5 258.1
Private consumption 62.8 58.5 64.4 68.0
Private saving 16.8 22.4 18.6 13.5
Fiscal balance �4.8 �2.8 �5.6 0.1
Current account balance �1.9 �2.7 �0.9 �2.4
Real effective exchange rate �6.3 �3.0 0.8 4.3
Total net capital inflow 2.0 4.1 �1.7 1.4
Change in reserves 0.4 1.9 0.3 1.2
Total saving 24.0 28.0 19.2 18.6
Total investment 25.9 30.7 20.1 20.0

Notes: Asia includes India, Indonesia, Korea, Malaysia, the Philippines, Thailand; Latin
America includes Argentina, Brazil, Chile, Colombia, Mexico, Peru.
Source: IMF World Economic Outlook (various issues).



in asset preferences ignited by a loss of confidence in political and
economic stability.

3 The portfolio approach to exchange-rate depreciation

There has been wide discussion of the relationship between stock equi-
librium and flow equilibrium. The flow relationship describes econ-
omic activity during a given period of variables such as savings, GDP
and the balance of payments.2 These flow variables affect the speed of
asset accumulation in a national economy and its international credit
and debt position, and the flow-dimension variables determine the
speed of change in the stock variables. The imbalances in government
current-account deficits are imbalances in the flow dimension. On the
other hand, the asset balance is the equilibrium in stocks, that is, out-
standing assets, denominated in different currencies. Thus the IMF rec-
ommendation to balance the government budget or the current
account balance was an attempt to remedy the flow side of the
problem, while the recommendation to adjust the asset market by
raising interest rates was an attempt to remedy the stock side of the
problem.

Whatever the causes, the common phenomenon is a sudden disloca-
tion of asset preference, and Radelet and Sachs (1998) refer to the
sudden, huge reversal of capital flows. As a phenomenon, the stock
rather than the flow aspect is the most important. Regardless of
whether or not disequilibria existed in the flow market, the sudden dis-
location of asset demands was the sine qua non of the Asian currency
crisis, and the flow imbalances were primarily important because of the
linkages to stock problems.

This conceptual framework is basically the portfolio (asset) approach
to the determination of exchange rates discussed in Kouri (1970).
Branson and Henderson (1984), for example, study the dynamics of
the exchange rate resulting from a stabilizing flow equation and a
destabilizing stock equation. Alternative versions exist for the formula-
tion of the portfolio approach to exchange-rate determination. The
model varies depending on alternative assumptions, for example
whether agents have rational expectations, whether residents have an
own-currency bias in asset choice, or whether agents in one country
hold another country’s assets in a cross-country way. My model using
Indonesian rupiah is similar to Kouri (1979).

Assume that Indonesians hold only one asset denominated in
rupiah, but that residents in the rest of the world hold assets in both

6 Macroeconomic Crises



rupiah and US$. This is a simplifying assumption, but the qualitative
nature of the results will hold even if Indonesians held US$-
denominated assets, provided each nation has a national-currency bias.
The national-currency preference implies that, other things being
equal, Indonesians would hold a higher proportion of their portfolio in
rupiah.

Let us denote the exchange rate in rupiah in terms of US$ as e, in
such a way that e � 1/8,000, meaning that one rupiah is worth
US$1/8,000 (note that this is the reverse of the usual expression of the
exchange rate as US$ in terms of rupiah – 8,000 rupiah � US$1). Let
the rest of the world’s total assets be Z rupiah. Then Indonesia’s
balance of payments will be a function of the exchange rate e and the
level of indebtedness Z. In terms of the increase in Z, that is, the nega-
tive of the balance of payments of Indonesia, one can obtain:

dZ/dt � f(Z,e) (1)

where fz � 0 and fe � 0
The portfolio-balance equation expresses the relationship that the

rest of the world holds a higher proportion of the Indonesian asset in
their portfolio when the expected rate of appreciation of the value of
the Indonesian currency is higher than other currencies. That is,
denoting the expectation by operator E,

(eZ)/(W � eZ) � g(π), where π � E[(de/dt)/e], and g′ (π) � 0 (2)

If we impose the assumption of rational expectations such that
E[(de/dt)/e] � π � de/dt)/e, we obtain from equation (2) the following:

de/dt � h(Z, e) (3)

where hz � 0, he � 0
Strictly speaking, the portfolio balance is meaningful for the nominal

exchange rate e, and the current account balance is meaningful for the
real exchange rate, because the current account is considered to
respond to the real exchange rate. This aspect is not considered further.

Figure 1.1 shows the portfolio approach to the exchange rate. The
phase diagram of simultaneous equations (1) and (3) is drawn as CC
and PP. CC shows the combination of e and Z that keeps the
Indonesian current account in balance, or maintains the value of
Indonesian assets held by the rest of the world constant. PP indicates
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the combination of e and Z that keeps the portfolio balance of the rest
of the world. This is an intrinsically unstable relationship, so that e
increases above PP and decreases below. The combination of these two
balances creates a phase diagram around the intersection of CC and PP
at point A – the well-known saddle-point diagram. Under changes in
exogenous factors, exchange rate e jumps to the saddle-stable path and
the balance of payments adjusts gradually to a new equilibrium.

Before the crisis, the Indonesian economy appeared so bright that
Indonesians borrowed from abroad to invest and lenders concurred
with this view. The rest of the world was willing to hold much of the
Indonesian debt; the country risk was considered small. Thus portfolio
balance PP was located to the right. Equilibrium was at a point such as
A, where Indonesian debt was large and the value of the rupiah high.
Suddenly, the asset demand for assets in rupiah declined precipitously;
the new equilibrium shifted to a point such as B. Since Z moves only
slowly, only e jumped, the path of variables took the trajectory from A
through B′ to B. This situation occurred in many countries including
Thailand and South Korea.

The model predicts, first, the sudden overshooting depreciation of
the Asian currency resulting from the dislocation of demand for the
currency, and, second, the gradual current account recovery of the
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Asian country. The predictive element of this model applies surpris-
ingly well to the Asian experience, as well, perhaps, as to that of Latin
American countries. Figure 1.2 shows the change in exchange rates
after the dislocation of currency demand, and the ensuing slow adjust-
ment of current accounts. In most countries (except Mexico) in 
Figure 1.2 one can detect jumps in exchange rates, and the reversal 
of the current account from deficit to surplus.

Technically, this model of stock–flow interactions could be analysed
more rigorously. Merton (1969) and Samuelson (1969) showed that
under the specification of constant relative risk-aversion utility, the
consumption decision in the flow dimension and the wealth-holding
decision in the stock dimension can be analysed separately. Using this
formulation, Branson and Henderson (1985, equation 3.19, p. 787)
derived the optimal wealth composition of foreign currency in the
international portfolio. The portfolio depends on the deviation from
the interest parity, the variance of the exchange rate, and the covari-
ance between the future exchange rate and the future price level. This
last term reflects the fact that the exchange rate works as the insurance
against inflation.

We can interpret this as follows. When market participants suddenly
realize that they have been overoptimistic about a country’s future
income, then the flow relation, equation (1), that is CC in Figure 1.1,
shifts to the left because participants no longer regard borrowing as
reasonable; the stock relation, equation (3), that is PP in Figure 1.1,
shifts drastically downward. The analysis also describes the dramatic
fall in the exchange rate.

This model analyses a floating exchange-rate regime where the
exchange rate is freely determined, a regime often recommended by
the IMF to ailing nations. While it might implicitly have endorsed
fixed exchange rates before the onset of the crisis, in Asia after the
crisis it recommended a flexible exchange-rate regime with fiscal and
monetary austerity to induce a shift in the national economy, CC and
PP above. The economy should return to a new, less-extravagant, equi-
librium position. In any economy, residents would experience hard-
ship from this sudden change in the exchange rate and the adjustment
process.

It is well-known that the impossible trilogy – a fixed exchange rate,
free capital mobility and an autonomous monetary policy – cannot be
sustained. The flexible exchange-rate regime abandons the fixed
exchange rate. However, this is not the only possible regime.
Alternatives are: the ‘capital-control regime’ and the ‘currency-board
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Figure 1.2 Exchange rate movements after dislocation
Source: Author’s calculations
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Figure 1.2 Exchange rate movements after dislocation (continued)
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regime’. The capital-control regime changes the slope of the portfolio
relationship and the speed of adjustment. A proportionate Tobin tax
rate τ on all capital transactions will substitute g((1 � τ)π) for g(π). It is
easy to see that the arrows in the phase diagram become steeper. In
this portfolio-asset model, a capital transaction tax will increase rather
than decrease the volatility of exchange rates.3 On the other hand,
with controlled capital outflows, as imposed in Malaysia, the portfolio
relation PP will shift to the right, and the equilibrium exchange rate for
local currency will initially appreciate. Whether this increase is offset
by a reluctance of potential investors to invest in the country because
of the imposition of controls remains to be seen. Naturally, controls
tend to reduce the value of the home currency.

With a fixed exchange rate under the currency-board system, the
exchange rate becomes the policy variable controlled by the monetary
authority. This changes the nature of the above system. The exchange
rate is no longer an endogenous, forward-looking variable; exchange
rates are no longer jumping variables; and the money supply is no
longer a policy variable. The flow equation CC and the stock relation
PP are forced to intersect at the intersection of a predetermined value
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Figure 1.2 Exchange rate movements after dislocation (continued)
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of the exchange rate. This means that domestic price levels and the
domestic interest rate will vary. A speculative attack occurs where
confidence in the fixed parity is less than perfect, and reserves are
rapidly drawn on to push up the domestic interest rate. In Hong Kong
and Argentina, technical devices were introduced to broaden the
money base. In summary, the currency-board system imposes a burden
of high interest rates.

4 Experience of flexible exchange rates

Asian countries

Asian countries showed that currency crises could occur even where
economies controlled inflation and pursued sound fiscal and monetary
policies. The following Asian countries adopted a more or less floating
exchange-rate policy in line with IMF recommendations. For a general
view, see Krugman (1994) and Roubini (2000).

Thailand

The crisis broke in July 1997, and on 27 July of that year Thailand
requested assistance from the IMF. Thailand is considered to have trig-
gered the Asian crisis. Basically, the fiscal balance was in order; price
levels were under control, but the current account was in deficit. Thus
the flow dimension suffered a symptom in the balance of payments to
which the first-generation approach to the causes of the currency crisis
might apply (see Table 1.2). The baht was pegged to a currency basket in
which the US$ was overrepresented; and the yen depreciated by about
50 per cent against the US$, which blunted the competitiveness of the
Thai trade sector. The baht declined 36 per cent. In. May 1998, the IMF
agreed a rescue package, including standby loan facilities worth approx-
imately US$4.0 billion, effective for 34 months. That was equivalent to
505 per cent of Thailand’s IMF quota or around 2 per cent of GDP.

Indonesia

Indonesia was also a high-saving country, but with higher inflation.
Fundamentally, in 1997 the economy appeared quite sound; fiscal
balance was in surplus and current account deficits within a permissi-
ble range. This suggests that it was speculative attacks on the asset
market that triggered the currency crisis, and an element of contagion
worked through the PP balance. On 4 August 1997, one month after
Thailand’s crisis, Indonesia floated the rupiah, and in early October
Indonesia started negotiations with the IMF.
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Political instability fuelled speculative pressure, and the rupiah
spiralled downwards as shown in Figure 1.2. The exchange rate fell 
600 per cent from 2,500 rupiah � US$1 to 15,000 rupiah � US$1,
although by 1999 it was back to around 7,000 rupiah � US$1. The
recovery process was slow and painful. The Indonesian case shows that
even reasonably sound economies are vulnerable to speculators. The
shift in asset balances was aggravated by the loss of public confidence in
the rupiah because of political turmoil. At the end of 1996, the external
debt stood at US$129 billion, nearly 60 per cent of GDP. Unlike other
Asian countries, nearly half – 46 per cent – of the national debt was
owned by the public sector,4 75 per cent in long-term maturities.

The 1998 IMF rescue package of a standby loan worth some 
US$10 billion, effective for three years, was equivalent to 494 per cent
of Indonesia’s IMF quota, or 4.4 per cent of GDP. The IMF did not
approve the adoption of the currency-board system. In my view, the
rupiah was grossly overvalued and, given the limitations of the cur-
rency board system when attacked by speculators, the IMF was fully
justified. Table 1.3 presents some economic indicators for Indonesia.

South Korea

South Korea was an active growth engine in East Asia; people saved a
high proportion of income and investment was vigorous. Price levels
were stable and the government budget of South Korea was more or
less balanced. The current account of the balance of payments, shown
in Table 1.4, had a deficit below 5 per cent in 1996 – an acceptable
level. Again the economy appeared sound. The contagious speculative
attacks caused short-term speculators, mainly Japanese, to move funds

14 Macroeconomic Crises

Table 1.2 Thailand economic indicators

1994 1995 1996 1997 1998

Real GDP growth (%) 8.6 8.8 5.5 �0.4 �8.0
CPI inflation (%) 5.1 5.8 5.9 5.6 8.1
Money supply growth (%) 12.9 17.0 12.6 16.5 9.6
Savings (% of GDP) 34.9 34.3 33.1 32.9 35.9
Fiscal balance (% of GDP) 2.0 2.6 1.6 �0.4 �2.5
Current account balance /GDP (%) �5.6 �7.9 �7.9 �2.0 �11.5
Official reserves (US$ billion) 29.3 36.0 37.7 26.2 28.8
External debt (% of GDP) 45.8 49.7 49.3 62.6 n.a.
Share of short-term external debt (%) 44.5 49.4 41.4 37.3 n.a.

Source: Author’s computation



as well as other speculators, and South Korea became the victim of an
asset-market-initiated currency crisis. The rigid industrial and financial
structure added to the burden. The crisis started in early November
1997, and Korea requested IMF help on 19 November. The won
exchange rate fell about 37 per cent. The IMF’s high-interest-rate
policy caused hardship, and the IMF tried to shift the PP schedule in
Figure 1.1 upwards. The cyclical trough was deep but, fortunately,
recovery was swift.

South Korea’s total external debt at the end of 1996 was US$158
billion, some 33 per cent of GDP, with 98.5 per cent held by the
private sector and 63 per cent in short-term maturities. The nationalist
policy of restricting foreign direct investment may have exacerbated
the unfavourable effects. In May 1998, The IMF extended a rescue

Hamada: Comparison of Currency Crises 15

Table 1.3 Indonesian economic indicators

1994 1995 1996 1997 1998

Real GDP growth (%) 7.2 8.0 7.4 5.5 �13.7
CPI inflation (%) 8.5 9.4 7.9 6.6 58.2
Money supply growth (%) 20.0 27.4 27.2 52.7 62.3
Savings (% of GDP) 29.2 29.0 28.8 29.9 19.1
Fiscal balance (% of GDP) 0.5 0.8 0.2 0.0 �4.7
Current account balance (% of GDP) �1.7 �3.3 �3.3 �1.4 1.1
Official reserves (US$ billion) 12.1 13.7 18.3 16.6 22.7
External debt (% of GDP) 61.0 61.5 56.7 65.3 n.a.
Share of short-term external debt (%) 18.0 20.9 25.0 26.4 n.a.

Source: Author’s computation

Table 1.4 South Korea economic indicators

1994 1995 1996 1997 1998

Real GDP growth (%) 8.6 8.9 7.1 5.5 �5.5
CPI inflation (%) 6.3 4.5 4.9 4.5 7.8
Money supply growth (%) 18.7 15.6 15.8 14.1 27.9
Saving (% of GDP) 34.6 35.1 33.3 32.9 42.3
Fiscal balance (% of GDP) 0.3 0.6 0.5 �1.4 �5.0
Current account balance (% of GDP �1.2 �2.0 �4.9 �2.0 13.2

change)
Official reserves (US$) 25.6 32.7 34.0 21.1 52.0
External debt (% of GDP) 24.9 25.4 29.4 32.8 n.a.
Share of short-term external debt (%) n.a. n.a. 49.9 37.5 n.a.

Source: Author’s computation



package including standby facilities of approximately US$21 billion,
effective for three years. This was equivalent to 1,939 per cent of South
Korea’s IMF quota and about 4.3 per cent of GDP. Economic indicators
are shown in Table 1.4.

Latin American countries

Mexico

Mexico was in many ways the forerunner of the Asian-type crisis. In
1994, the current account deficit was 7.7 per cent of GDP. Capital
market liberalization preceded trade liberalization, and this deficit was
more or less funded by capital inflows, but in 1994 this became
difficult. The flow fundamentals, as in Thailand, were in trouble, but
unlike Thailand national savings were not high and the government
deficit remained high. Short-term debt denominated in US$ was the
major trigger of the Mexican crisis. A combination of human error,
myopia and cognitive dissonance contributed to the debacle.

The value of the peso fell drastically from mid-1993; international
reserves were depleted, and in December 1994 the peso exchange rate
was floated. In 1996, it was devalued by 50 per cent. Foreign investors
withdrew from government holdings, mainly Tesobonos, dislocating
the stockmarket. Between December 1994 and September 1995, US
foreign investments of US$21 billion fell by two-thirds (Griffith-Jones,
1996). Nevertheless, in 1996 the current account was almost in equilib-
rium, underlining the robustness of the portfolio approach, but the
adjustment entailed a sharp decline in GDP of over 6 per cent.

Brazil

At the end of 1994 Brazil devalued the real drastically. This was partly
in response to the Mexican crisis and partly to remedy its own disequi-
librium. The current account had been in surplus until the third
quarter of 1994, but then the pattern no longer seemed to conform to
the paradigm of the portfolio approach. Brazil was another case of gov-
ernment rather than market failure, and the government struggled to
control inflation. Between 1994 and September 1998, inflation was
brought down from 2,700 per cent a year to under 3 per cent. This
remarkable achievement was helped by strict fiscal discipline and struc-
tural reform. An IMF package of US$41 billion was released 
in November 1998, about 2.3 per cent of GDP. In addition to the 
IMF standby arrangement, the World Bank, the Inter-American
Development Bank and other governments participated.
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5 Capital control measures

Capital control measures in Malaysia and Chile differed considerably.

Malaysia

Malaysia experienced similar difficulties to Thailand, Indonesia and
South Korea, but Premier Mahathir Mohamad, however, did not appeal
to the IMF. Highly critical of the behaviour of international speculators
and reluctant to conform to IMF conditionality, he instead opted for a
policy of capital control. In September 1998, the government prohib-
ited the repatriation of foreign capital with a maturity of less than one
year. In February 1999, this embargo was relaxed, but a tax imposed on
capital repatriation (see Kaplan and Te, 1998).

This measure shifted PP in Figure 1.1 upwards in the short run by
making it difficult for foreigners to offload assets denominated in ring-
gits. In the long run this could reduce foreign investment in Malaysia,
and if Malaysia wishes to rely on Western, Chinese or Japanese capital
this scheme cannot continue indefinitely but will need to be gradually
phased out. The rapidity of recovery has been impressive, and as 
a short-term device this measure merits further study. Malaysian
economic indicators are shown in Table 1.5.

Chile

In 1991, the Chilean government required 20 per cent of foreign bor-
rowing to be deposited interest free for a period of one year. This was
effectively a tax on capital inflows, with a heavier burden on short-
term funds. From 1989 capital inflows caused the Chilean peso to
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Table 1.5 Malaysia economic indicators

1994 1995 1996 1997 1998

Real GDP growth (%) 9.3 9.4 8.6 7.7 �6.2
CPI Inflation (%) 3.7 3.4 3.5 4.0 5.3
Money supply growth (%) 14.7 24.0 20.9 16.5 4.7
Saving (% of GDP) 35.0 35.2 33.7 33.1 42.3
Fiscal balance (% of GDP) 2.5 0.9 0.7 1.8 �3.4
Current account balance (% of GDP) �7.8 �10.0 �4.9 �4.8 8.1
Official reserves (US$ billion) 25.4 23.8 27.0 21.7 25.6
External debt (% of GDP) 40.4 39.3 40.1 50.5 n.a.
Share of short-term external debt (%) 21.1 21.2 27.8 31.6 n.a.

Source: Author’s computation



appreciate and generated a current account deficit which fuelled
inflation (Dornbusch and Edwards, 1994). Right or wrong, as a former
central banker told me, it was believed that a current account surplus
was necessary for Chile’s economic development. The interest-free
level was increased in 1992 to 30 per cent, and the legal coverage
increased. The effect of this measure was to push down the PP curve in
Figure 1.1, and prevent any sudden dislocation of demand for Chilean
pesos. Initially it created considerable prosperity and economic growth,
but eventually discouraged inward flows to such an extent that the
measure was suspended.

Chile pursued a cautious policy of an ex ante character compared to
Malaysia, by preventing already-invested capital from being repatriated
Laban and Larrain (1994). By holding down the PP curve, the balance-of-
payments deficit and international indebtedness were kept under control.
Malaysia tried to prevent the PP curve from shifting downwards, but
uncertainty meant that the curve would inevitably shift downwards. The
Chilean policy meant that the tax burden was known to investors, while
the Malaysian policy encouraged surprise attacks. Agosin and Ffrench-
Davis (1998) suggest that in the long run the effects evened out, but that
short-run dynamics were more disturbed by Malaysia’s actions.

6 Currency-board systems

Hong Kong and Argentina are considered typical examples of the
currency-board system.

Hong Kong

Hong Kong has a long tradition of using the currency-board system,
first pegging to sterling, then with a floating exchange rate later
pegging the HK$ to the US$, at HK$7.8 � US$1. In principle, under the
currency-board system, HK$s are issued only in exchange for US$s;
thus Hong Kong relinquishes autonomy of monetary policy.

The classical specie-flow mechanism was supposed to work here.
Under the gold standard, the mechanism worked slowly as the flow
relationship. Overextended domestic activity generated a balance-of-
trade deficit which led to an outflow of gold, which reduced the mone-
tary base and level of traded goods, but led to speculation, which
triggered a financial crisis. Speculators usually bet against the whole
system of the currency board, and, if not the system, at least the exist-
ing parity, and speculative moves can rapidly drain reserves leading to
rapid increases in the domestic interest rate. In autumn 1997, the
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stockmarket index fell 23 per cent between 20 and 23 October, and the
overnight call rate between banks in Hong Kong rose more than 300
per cent Lo and Chow (1998). Speculators would still have found it
profitable to borrow because a 10 per cent devaluation within one
week created an investment opportunity of more than 500 per cent.
China decided to protect the HK$.

In August 1998 there were renewed speculative attacks, and stock-
market, real estate and hotel values fell by over 50 per cent. The Hong
Kong government engaged in price-keeping operations in the stock-
market, essentially using its foreign reserves – the principle of a free
market. It introduced measures to broaden the monetary base, so that
speculative attacks affected only part of the money base. The discount
window was introduced to lend HK$s in exchange for exchange fund
bills and notes. These were backed by the US$. In effect, by using their
ample foreign reserves the monetary base was broadened while
deposits continued to be backed by reserves. The credibility of the
currency-board system was strengthened, greater flexibility in mone-
tary policy was encouraged, and the check to interest rate movements
moderately successfully curbed (Yam, 1998; Kwan, Lui and Cheng,
1999). Economic indicators for Hong Kong are given in Table 1.6.

Argentina

A brief mention must be made of Argentina. The 1994 Mexican crisis
created speculative waves against the Argentinian peso, depleting
reserves by about 40 per cent between December 1994 and March
1995. Interest rates soared.
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Table 1.6 Hong Kong economic indicators

1994 1995 1996 1997 1998

Real GDP growth (%) 5.4 3.9 4.9 5.3 �5.1
CPI Inflation (%) 8.1 8.7 5.2 6.5 2.8
Money supply growth (%) 11.7 10.6 12.5 8.4 11.8
Saving (% of GDP) 33.1 30.4 30.6 31.8 30.5
Fiscal balance (% of GDP) 1.3 �0.3 2.2 6.5 �2.5
Current account balance (% of GDP) 1.6 �3.9 �1.3 �1.5 �0.4
Official reserves (US$ billion) 49.8 55.4 63.8 92.8 89.6
External debt (% of GDP) 15.6 n.a. n.a. n.a. n.a.
Share of short-term external debt (%) n.a. n.a. n.a. n.a. n.a.

Source: Author’s computation



In December 1996, in order to avoid a liquidity crisis, the central
bank negotiated standby agreements with foreign banks; Argentine
government bonds denominated in US$ were used as collateral. At the
end of 1997, the standby limit was increased to US$7.4 billion, some
10 per cent of total domestic deposits, and nearly 3 per cent of 1995
GDP. The difference in the level of foreign reserves accounted for the
difference between a sort of domestic funding and the external funding
in Argentina.

7 Conclusions: are there any stylized patterns in Asia and
Latin America?

Across the Pacific, we observed similar patterns that exemplified the
universality of economic mechanisms. At the same time, subtle differ-
ences reflected differences in economic systems – differences in philos-
ophy, in the objectives and instruments of economic policy, and
crucially differences in the initial state of each economy. Our observa-
tions are summarized below with some possible policy implications:

1 In Latin America, countries subject to currency crises had macroeco-
nomic difficulties, particularly high inflation. Thus the first-genera-
tion model of currency crises focusing on economic fundamentals
will explain the causes of the crisis. On the other hand, Asian coun-
tries mostly enjoyed stable prices and a reasonable fiscal and mone-
tary policy. Here, fundamental theory needs to be supplemented by
a more sophisticated strategic or expectations-oriented explanation
of the causes of the financial crisis.

2 Asian countries were high-saving, high-investment countries. The
major mistake by these countries and their lenders was
overconfidence in the future. This led to an overappreciation of the
local currency and fuelled overborrowing. When their rosy opti-
mism was shaken, the currency collapsed.

3 IMF theory is suited to a fundamentals-triggered crisis. If a change
in the prospect of asset markets triggers the crisis, flow measures
such as balancing fiscal budgets are not sufficient or even necessary.
The asset-market-oriented measure of raising interest rates might
work in principle, but should be accompanied by a policy directed
at changing the future outlook itself.

4 Except for Indonesia, the external debt in Asia was mostly owed by
the private sector. Overborrowing occurred by the mismatch of
private lenders’ and private borrowers’ expectations. Lenders also
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made mistakes about the capacity of borrowers to repay by them-
selves or with the help of their government, or indirectly through
financial organizations. On the other hand, the external debt in
Latin America was mostly owed by governments. Private lenders
overestimated the capacity of governments to repay either through
taxation or by being bailed out by another nation or international
financial institution.

5 The Wall Street � Treasury � IMF conspiracy theory maintains that
the IMF is guided by the intentions of the US Treasury, Wall Street
and Western governments. Hamada (1998) showed that the analyti-
cal results using the common-agency theory predicted a similar
pattern by studying the incentives structure facing agents involved
in the rescue plan. A related opinion held that the IMF helped Latin
American countries more than Asian countries because of Latin
America’s proximity to Wall Street. Comparing the magnitude of
IMF and other international agency support relative to the size of
national economies in Asia and Latin America, we failed to establish
sufficient quantitative support for this view.

I had intended to try to stylize the characteristics of the Asian and
Latin American types of crisis, but this proved difficult. Instead, I
propose a few concluding thoughts. Asian institutions are the
product of historic experience, but Confucionism, Buddhism and
Islam by encouraging saving, which promoted growth, may have
deepened the financial crisis. Turning to the costs of adjustment, my
main finding is that there is no obvious way to adjust. The IMF
method brings widely fluctuating exchange rates and high domestic
interest rates, although it does not impair the intertemporal resource-
allocating function of the capital market. Capital controls disrupt this
function, but restore monetary autonomy. The currency-board
system relinquishes monetary autonomy, but is subject to volatile
interest-rate fluctuations.

I once asked Kazushi Ohkawa, an eminent historian who might be
called the Kuznets of Japan,5 ‘Does economic theory as developed in
Western economies apply to other parts of the planet?’ He replied
simply, ‘Yes it does. But you must study carefully the institutional
environment when you analyse individual countries, because eco-
nomic conditions differ from country to country.’ My conclusion,
maybe, should be: while the economic mechanism at work in a cur-
rency crisis may be universal, initial conditions are so different that
any remedy will function differently.
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Notes
1 It is interesting to see why the Philippines were less affected. Consumer-

oriented attitudes may have prevented a large investment–savings gap, and,
further the country’s financial sectors were already malfunctioning so that
the contagion effect was absent.

2 Those flow variables affect the speed of asset accumulation in a national
economy and its international credit and debt position. The flow-dimension
variables determine the changes in the stock variables.

3 That may be the reason that Indonesia has some similarity to Latin
American countries, they all tightly control or manage capital.

4 In this sense, Indonesia resembles Latin American cases.
5 He enjoyed the game of Go, and always remembered me in the economists’

Go tournament; when I met him at academic conferences he often forgot
who I was.
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2
Latin America and the External
Crisis of the Second Half of the
1990s
Vittorio Corbo*

1 Introduction

Latin America suffered a series of external shocks in the second half of
the 1990s. The first shock, which followed the initiation of the 1997
Asian crisis, took the form of a sharp deterioration in the terms of
trade, due to a sharp fall in the price of primary commodities in inter-
national markets. Following the Russian crisis, the region received a
second external shock in the form of higher costs and reduced access
to foreign financing. The external crisis surfaced in Brazil in early 1999,
following a severe attack on its currency which forced the country to
abandon the defence of its peg exchange-rate system and adopt a
floating exchange rate. The response to the crisis was twofold. First,
macroeconomic policies were altered to avoid excessive current
account deficits that could not be financed, and, second, protective
measures were introduced to mitigate the effects of a capital flow rever-
sal. When the crisis came, Latin American countries were better pre-
pared than at the time of the debt crisis of the early 1980s, as a result
of the deep reforms implemented in recent years. The policy response
to these shocks was more appropriate.

The rest of this chapter is divided into four sections. Section 2
reviews the prevailing conditions in Latin America when the crisis hit.

* An earlier version of this chapter was written while the author was visiting the
Center for Research on Economic Development and Policy Reform at Stanford
University. I am grateful to Eduardo Engel, Leonardo Hernández, Nicholas
Hope, Anne O. Krueger, Assaf Razin and seminar participants at Stanford
University and at the University of California at Berkeley for useful comments,
and to Óscar Facusse and José Antonio Tessada for research assistance.



Section 3 analyses the special case of Brazil, the country most affected
by the crisis. Section 4 studies the main policy responses employed to
adjust to the crisis and make countries less vulnerable to external
shocks, and considers new issues which resulted from the crisis such as
the choice of exchange-rate system and ways to implement monetary
policy. Finally, section 5 presents some conclusions.

2 Latin America on the eve of the Asian crisis

At the time of the Asian financial crisis, Latin American economies
were in better shape than at the outset of the debt crisis in the early
1980s. By the end of 1997, an important group of Latin American
countries – Argentina, Chile, El Salvador, Mexico and Peru – had trans-
formed their economies; another group of countries – Bolivia, Brazil,
Colombia, Costa Rica and Nicaragua – had made important changes,
but still had a way to go; Ecuador, Venezuela, Guatemala and
Honduras lagged far behind. The change in economic philosophy was
radical. After pursuing economic policies based on a deep distrust of
markets, heavy government intervention and isolation from foreign
trade, as described by Edwards (1995) and Corbo (2000a), Latin
American countries introduced policies that emphasized macroeco-
nomic stability, competitive market structures, integration into the
world economy (outward orientation) and a new role for government.
These changes followed a new development model, discussed by
Williamson (1989) and Corbo and Fischer (1995),1 according to which
the government was responsible for establishing the institutions neces-
sary for the proper functioning of a market economy, together with the
provision of public goods and improved access of the poorest in the
population to social services.

These changes were initiated in Chile in the mid-1970s, and subse-
quently extended to most countries in the region. This policy revolu-
tion resulted in a frontal attack on public-sector deficits, and drastically
changed the traditional import-substitution cum government-interven-
tion model which had prevailed in most of the region from the great
depression up to the debt crisis of the early 1980s.2

As a direct consequence of these policy changes, macroeconomic sta-
bility improved during the 1990s: the annual average inflation rate,
that had been over 100 per cent in the 1980s, fell to less than 10 per
cent by the end of the 1990s, and several large economies experienced
inflation below 5 per cent. A sharp fiscal adjustment was behind the
reduction of inflation (Tables 2.1 and 2.2). Chile, before its short-lived
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recession of 1999, had enjoyed a fiscal surplus for over 10 years, and
fiscal deficits were low to moderate in Mexico, Argentina and Peru.
However, they remained high in Brazil, Ecuador, Colombia and
Venezuela, as did inflation in Venezuela, Colombia, Ecuador and
Mexico.

In all countries, independent of the policy used to reduce inflation
(exchange-rate-based, money-based or inflation-targeting), the reduc-
tion of inflation was accompanied by an increase in the GDP growth
rate, as shown in Table 2.3. Thus, the observed ‘sacrifice ratio’ was pos-
itive rather than negative. This result is not so surprising if one consid-
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Table 2.1 Annual average inflation rate (%)

Country 1980–85 1986–90 1991–97 1996 1997 1998 1999

Argentina 335.6 1192.7 30.8 0.2 0.8 0.9 �1.2
Bolivia 2249.9 68.0 11.8 12.4 4.7 7.7 2.2
Brazil 141.9 1056.9 823.6 15.5 6.0 3.2 4.9
Chile 23.8 19.4 11.9 7.4 6.2 5.1 3.3
Colombia 23.1 25.0 23.9 20.8 18.5 18.7 10.9
Mexico 56.4 75.7 20.8 34.4 20.6 15.9 16.6
Peru 97.4 2341.4 83.8 11.6 8.6 7.3 3.5
Latin America and 
the Caribbean* 107.1 321.9 110.11 22.3 13.1 10.2 9.3

* GDP weighted average.
Source: Burki and Perry (1997) and World Economic Outlook Database, IMF, September
2000.

Table 2.2 Non-financial public sector balance (percentage of GDP)

Country 1980–85 1986–90 1991–97 1996 1997 1998 1999

Argentina �14.5 �6.4 �1.8 �3.2 �2.1 �2.1 �4.1
Bolivia �10.3 �6.3 �3.7 �1.9 �3.3 �4.0 �3.9
Brazil �4.3 �3.9 �1.8 �5.9 �6.1 �8.0 �9.5
Chile �1.2 1.9 2.0 2.1 1.0 �1.2 �2.5
Colombia �5.7 �1.1 �1.5 �2.0 �3.1 �3.4 �6.0
Mexico �11.3 �10.6 �0.2 �0.1 �0.6 �1.2 �1.1
Peru �8.0 �7.7 �1.9 �1.0 �0.1 �0.6 n.a.1

Latin America and 
the Caribbean* �8.6 �7.0 �2.8 �1.1 �1.3 �2.5 �3.1

n.a.: not available; 1the 1999 Peru central government balance was �3.0 per cent of
GDP; * GDP weighted average.
Source: Banco Central de Bolivia (1997), Banco Central de la Reserva del Perú (1998),
Burki and Perry (1997) and IMF, World Economic Outlook, various issues.



ers the high growth costs of the debt crisis and the extreme inflation
experienced in the region during the 1980s.

Following the Mexican crisis of 1994, a set of initiatives was developed
to avoid similar situations. That crisis had provided an early warning of
the importance of strong financial systems, of avoiding the build-up of
short-term debt and large current account deficits. In response to these
concerns, countries improved their macroeconomic management poli-
cies and strengthened institutions related to the regulation and super-
vision of the financial system. At the same time, Latin America countries
altered their exchange-rate policies, moving away from fixed but
adjustable pegs, towards more flexible arrangements. The exception to
this was Argentina which continued with its currency board.

Although Argentina was still vulnerable because of its monetary and
exchange-rate system, its financial system had been substantially
strengthened. This was necessary given that in the early 1990s, as a
result of hyperinflation and with banking revenues highly dependent
on the deposit base, Argentina’s banking system was fragmented and
included a number of weak banks. At the time of the ‘tequila crisis’,
many banks either went into liquidation or were consolidated into
larger banks.

After the Mexican crisis, regulation and supervision were upgraded
and capital requirements for banks in Argentina raised above interna-
tional standards. An offshoot of this effort was an important restructur-
ing and consolidation of the banking system. Foreign ownership
increased substantially, and by the end of the 1990s over 60 per cent of
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Table 2.3 Real annual GDP growth rate (%)

Country 1980–85 1986–90 1991–97 1996 1997 1998 1999

Argentina �1.1 0.4 6.2 4.2 8.4 3.9 �3.1
Bolivia �1.4 2.3 4.0 4.1 4.3 4.7 2.5
Brazil 2.5 2.0 3.0 2.8 3.0 �0.1 0.5
Chile 2.3 6.5 7.4 7.2 7.1 3.4 �1.0
Colombia 2.6 4.6 4.0 2.0 3.2 0.4 �5.1
Mexico 3.1 1.5 2.9 5.2 7.0 4.8 3.7
Peru 0.6 �0.8 5.4 2.6 7.5 0.3 3.5
Latin America and 
the Caribbean* 1.8 3.4 3.7 3.6 5.4 2.2 0.3

* GDP, weighted average.
Source: Burki and Perry (1997) and World Economic Outlook Database, IMF, September
2000.



bank deposits were in foreign-owned banks or foreign bank sub-
sidiaries. To protect the financial system from a sudden reversal of
capital flows, a liquidity requirement of 20 per cent of the deposit base
– held in highly liquid international assets – was introduced. Argentina
signed a line of credit with a group of commercial banks for close to 10
per cent of the deposit base, to be drawn against selected banking
assets which would serve as collateral. The margin-call requirements
for this line of credit were further strengthened with the approval of a
contingency facility financed by the World Bank and the IDB. In addi-
tion, extra protection against a sudden deterioration in the external
environment, which could restrict access to international financial
markets, was obtained through two large Special Adjustment Loans,
totalling US$ 4.5 billion, from the World Bank and the IDB.

Chile and Peru took precautionary measures to avoid large current
account deficits, with Chile, Colombia, Mexico and Peru maintaining a
managed float exchange-rate system. Efforts were made by these coun-
tries to improve the information, regulation and supervision of the
financial system. In particular, loan classification systems and currency
matching of assets and liabilities were improved; lending to related
parties was curtailed and bank capital requirements raised.

Mercosur was the one development which might have spread con-
tagion as trade linkages in Latin America increased, so that shocks in
a large country – Argentina or Brazil – within the common market
might have been more contagious than before. Thus, although the
danger of contagion was greater than during the 1980s, as shown
below, this was only a problem for Argentina, as trade with Brazil
and Argentina remained relatively low for other countries.

3 The special case of Brazil

The economy most affected by the deterioration in the external
environment was also the largest and most vulnerable – Brazil.
Brazil’s vulnerability was the result of many years of large fiscal
deficits, which resulted in a large domestic debt, with short maturity
periods. Between 1994 and 1997, an exchange-rate-based stabiliza-
tion strategy, which combined a loose fiscal policy and a restrictive
monetary policy, resulted in high real interest rates and a sharp real
appreciation of the domestic currency, the real. High real interest
rates might also have reflected doubts about the continuity of the
exchange-rate-based stabilization programme in place until early
January 1999.
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Brazil experienced an attack on its currency in October of 1997 as
the Asian crisis gained strength. In the third quarter of 1997, Taiwan
devaluated its dollar and there were speculative attacks on the Hong
Kong dollar and Korean won. The Brazilian government responded by
raising interest rates and announced a programme to reduce the fiscal
deficit. As a result, the narrow exchange-rate-band system survived the
attack. However, as the presidential election approached, the promised
fiscal adjustment did not take place resulting in increased vulnerability.

Pressure on the Brazilian currency intensified with the onset of the
Russian crisis. As Brazil was unable to implement a full adjustment pro-
gramme in the middle of a presidential election, high real interest rates
and a loss of foreign reserves defended the attack on the currency. This
situation could not continue for long without creating insuperable real
costs or exhausting international reserves, so shortly after the elections
the authorities introduced a fiscal package. On the strength of this
fiscal programme, Brazil was able to mobilize US$41 billion as part of
an IMF programme.

This adjustment programme, supported by the IMF, was supposed to
restore confidence and to contribute to a substantial reduction in real
interest rates. The latter, through its effects on the interest component
of the budget, was intended to make the fiscal situation more sustain-
able. But slow implementation of the adjustment programme and
conflict between the federal government and some state governors
made the fiscal programme less credible. As a result, pressure on the
currency intensified. Brazil’s case is close to the characterization used
in Krugman’s (first)-generation model of a currency crisis. That is, the
fiscal fundamentals were incompatible with a semi-fixed exchange rate,
which was the main anchor of the exchange-rate-based stabilization
programme. This caused economic agents to anticipate a depreciation.
Then, probably, elements of a second-generation currency-crisis model
set in as agents started to anticipate the government’s abandonment of
the high interest rates that were necessary to defend its exchange-rate
system. As pressure on the currency increased, the government aban-
doned its exchange rate before exhausting reserves.

Matters were made worse by a poorly implemented devaluation,
with inadequate progress on approving the fiscal programme, which
was the central component of the IMF-backed programme, and the
lack of any clear monetary policy. Not surprisingly, the initial devalu-
ation intensified the speculative attack against the currency. After
another substantial loss of foreign reserves, the Central Bank decided
to abandon the recently modified exchange-rate band in favour of a
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floating rate. As no programme followed on the fiscal and monetary
front, the currency went into free fall which resulted in a nominal
depreciation of over 60 per cent in just two weeks. Thus, the Brazilian
crisis was little different from the Russian crisis in 1998, which is well-
documented by Kharas, Pinto and Ulatov (2001).

To the surprise of many, the exchange-rate crisis helped to mobilize
enough political support to win approval for a substantial fiscal adjust-
ment that yielded a primary surplus of over 3.0 per cent of GDP in
1999, which was planned to increase in 2000 and 2001. In parallel, a
new well-qualified team was brought in to run the Central Bank, and
the foreign commercial banks renewed their short-term credit lines.
This set of actions allowed Brazil to stabilize its financial markets, halt
the loss of reserves and start to reduce short-term interest rates. It is
important to recognize that before the currency crisis Brazil had started
restoring macroeconomic stability and initiating important structural
reforms. In particular, trade barriers were reduced, first unilaterally and
later as part of Mercosur negotiations. The steel, petrochemical, elec-
tricity generation and distribution, banking and telecommunication
sectors started to be privatized. Of course, much remained to be done
to complete the restructuring and privatization of the public sector. In
particular, the state pension system, which had been abused and is still
a major source of fiscal imbalance, needed major reform in order to
reduce benefits or increase contributions. Brazilian pensions are
extremely generous, and the government wisely concentrated on
pension reform and, despite heavy political opposition, the govern-
ment won a major battle by taxing higher-rate pensions.

The sharp reduction in real interest rates that took place in Brazil fol-
lowing the adjustment programme made the internal debt dynamics
less explosive and reduced the risk of domestic debt restructuring,
setting in motion a virtuous circle.

4 The effects of the crisis and the response

The external crisis had three main effects in the region:

• a severe negative shock to commodity prices;
• an income (interest-rate) and terms-of -trade shock; and
• a credit-rationing shock.

In time sequence, commodity prices and terms-of-trade effect hit first,
while the other two effects struck with force after the Russian crisis.
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Indeed, after an initial jump in October 1997, when the Asian crisis
started to pressure Hong Kong, the spreads on Latin American govern-
ment bonds stayed almost constant until mid-August 1998.

Table 2.4 presents the evolution of commodity prices showing the
severe deterioration in terms of trade, especially for oil-exporting coun-
tries. Table 2.5 shows the stripped spread of the sovereign debt of the
largest countries in Latin America. As can be observed from this table,
the spreads were almost the same in late March 1997 and late July
1998, one year after the initiation of the Asian crisis. It was only after
the Russian crisis that the spreads experienced a large jump that was
almost fully reversed by the end of the year.

The first two effects resulted in a reduction of national disposable
income. The third effect, although it had an equivalent income loss,
worked through the capital account of the balance of payments,
setting in motion a reduction in the current account deficit and
putting pressure on the foreign-exchange market.

The total terms-of-trade effects – commodity and income – reduced
national disposable income, which is a function of the size of the
initial trade volumes and of the magnitude of the drop in terms of
trade. By late 1997, the trade deficit as a share of GDP was over 4 per

Corbo: Latin America and the External Crisis 31

Table 2.4 International price movements (%)

1981–90 1991–97 1997 1998

Non-fuel products �2.3 1.3 �0.4 �17.8
Petroleum �4.7 �2.5 �6.1 �28.5
G5 – manufactures: export prices 3.3 1.1 �5.1 �3.8

Source: Global Economic Prospects, World Bank (1999).

Table 2.5 Stripped spreads

Country 1997 1998 1999

31/3 31/7 28/8 28/9 30/12 12/2 12/3 7/5

Argentina 502 531 1,419 882 697 742 707 578
Brazil 471 626 1,451 1,185 1,246 1,288 1,247 850
Mexico 509 553 1,131 1,044 748 692 630 535
Poland 173 191 400 303 266 233 244 225
EMBI* 507 644 1,494 1,177 1,135 1,170 1,136 870

* Emerging markets bonds index.
Source: J.P. Morgan, Global Data Watch.



cent of GDP in Chile, Peru and Colombia. The terms-of-trade loss was
highest in Chile, followed by Peru and Mexico. The income reduction,
in turn, generated a reduction in domestic absorption, consumption
plus investment, as consumers and producers adjusted to their reduced
income level. Typically, the reduction in absorption was smaller than
the reduction in income and, as a result, the current account tended to
deteriorate.3 However, reduced access to external financing, or a delib-
erate decision to adjust to avoid having to face this option (to reduce
vulnerability to capital reversals), led to the need to introduce mea-
sures to reduce domestic absorption. This was the route chosen by
most Latin American countries. Consequently, fiscal and monetary
policies were employed to obtain a larger reduction in the current
account deficit than that induced by the private response to the terms-
of-trade effect.

In the short run, macroeconomic policy was adjusted to control the
current account deficit, that is the difference between domestic expen-
diture and national income; falling national income called for policy
measures to reduce expenditure rather than boosting output, which
takes effect more slowly. Thus, adjustment programmes were domi-
nated by stabilization components, often with the support of the IMF
and other international financial institutions.

The well-known Meade–Salter–Swan–Dornbusch model of the
dependent economy illustrates that, in reducing a current account
deficit, expenditure-reducing policies must be accompanied by expen-
diture and output-switching policies to keep internal balance (or
unemployment) under control (Dornbusch, 1980, ch. 6). A real
exchange-rate depreciation, which is the main switching component
of an adjustment programme, is also required by the loss in terms of
trade. Expenditure-reduction policies took the form of more restrictive
monetary policies and a tightening of fiscal policy throughout Latin
America. This was accomplished by a combination of expenditure
reduction and tax increases. In Mexico, a series of fiscal adjustment
plans were introduced to maintain a sustainable fiscal situation in spite
of the drastic reduction in oil prices. Peru, and to a lesser extent
Argentina, also pursued more restrictive fiscal policies. In contrast, in
Chile most of the stabilization was done through monetary policy as
fiscal policy became expansionary.

Next, for a given demand adjustment, the degree of switching
accomplished was mainly determined by the existing exchange-rate
system. By mid-1998, exchange-rate systems in Latin America were
extremely diverse. They varied from the rigid Argentinean currency
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board, to Mexico’s and Peru’s flexible systems. Between these extremes,
Chile and Colombia operated wide exchange-rate bands, as did Brazil
on paper, although in practice it used the exchange rate as the mone-
tary anchor for an exchange-rate-based stabilization programme – the
real plan. In Argentina the government tried to facilitate switching
through wage flexibility, but, given the political difficulties involved in
approving labour reforms, it resorted to facilitating switching through
a reduction in labour taxes. As non-tradable goods and services are
usually more labour-intensive than tradables, this policy had an
implicit switching effect.

Real exchange-rate depreciation is determined by the change in fun-
damentals – in the short run, that is, the demand correction and the
drop in terms of trade – flexibility of relative prices and extent of the
initial misalignment. The countries that achieved larger corrections in
the real exchange rate were those with the greatest misalignment
(Chile, Colombia and Peru), those that had suffered the largest terms-
of-trade losses (Colombia, Mexico, Peru and Chile), and those with a
more flexible exchange-rate system (all of the above). In the special
cases of Brazil and Ecuador, the real depreciation came through an
exchange-rate crisis, while Chile and Colombia abandoned exchange-
rate bands in favour of a flexible system. In contrast, Venezuela resisted
any nominal devaluation of its currency by intervening in the
exchange-rate market.

The use of monetary policy also varied throughout the region. In
Argentina’s currency-board system, interest rates are not a matter of
policy and are mostly determined by the operational rules of the cur-
rency board: when money flows out, the monetary base contracts and
the interest rate rises. In Brazil, Chile, Colombia and Mexico, all coun-
tries with flexible exchange-rate arrangements, monetary policy
follows an inflation-target framework. In this framework, the target
rate of inflation is the monetary anchor and monetary (and fiscal) poli-
cies are geared towards achieving this target. Thus, the announced
target is the ultimate policy objective, and forecast inflation, some-
times not made public, is the intermediate objective, using interest
rates as the main policy instrument. When the conditional forecast
inflation, made with the existing policies and the expected path of the
exogenous variables, is above the target inflation, the level of the inter-
vention interest rate is raised accordingly.

All countries except Argentina used monetary policy as an integral
component of expenditure-reduction programmes. In Bolivia and Peru,
monetary policy followed the monetary-target approach closely. In
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Chile, restrictive monetary policy was introduced early on to reduce
the current account deficit, and through this make the economy less
vulnerable to a sudden reversal of capital flows. After some initial hesi-
tation, the exchange-rate policy was made more flexible and the
central bank reduced its intervention in the exchange market. Brazil,
Peru and Colombia also introduced more restrictive monetary policies.
However, policy responses were not restricted to expenditure and
exchange-rate adjustment only; structural measures were also intro-
duced (or attempted) to make the economies more resilient to a much
less favourable external environment.

In Argentina, a fiscal convertibility law was approved. This law would
increase fiscal responsibility and provide for a liquidity fund to cope with
unexpected capital reversals in order to restore the solvency of the public
sector. The law set a series of objectives. First, the size of the government
deficit was to be gradually reduced, to achieve balance by 2002. Second,
the rate of growth of government expenditure was to be below the rate
of GDP growth. Third, a large share of the proceeds from new privatiza-
tions was to be invested overseas in a contingency fund to be used, even-
tually, for fiscal stabilization purposes. Brazil also approved a sort of fiscal
responsibility law that increased the accountability of public officials and
the states. In Peru the fiscal responsibility law restricted the fiscal deficit
and government spending during an election year.

In Chile – at the request of producers’ associations – integration into
the world economy was strengthened by a law introduced in 1998 to
gradually reduce import tariffs. The law stipulates a gradual reduction
in the uniform tariff by one percentage point per year down to 6 per
cent in 2003. Through this initiative, the country renewed its commit-
ment to an export-led development strategy.

The Brazilian devaluation induced another shock in Latin America.
However, the precautionary measures protected the region from any
major contagion effects. Surprisingly, in terms of the cost of foreign
borrowing and capital reversal, the Brazilian crisis had a much smaller
effect in the region than the Russian crisis. This was partly due to the
fact that the devaluation was, most likely, anticipated and to the pre-
cautionary adjustment measures already in place. However, given the
size of Brazil’ economy – bigger than Mexico’s and more than twice the
size of Argentina’s – whatever happens in Brazil has indirect effects
throughout the region. Thus, inevitably, the exchange-rate crisis in
Brazil resulted in a general slowdown. Argentina suffered the largest
impact; because of its loss of competitiveness vis-à-vis Brazil, its size-
able trade with Brazil, and the higher cost of foreign borrowing. Trade
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with Brazil was only important for full members of Mercosur, particu-
larly Argentina (in 1998, 28 per cent of Argentina’s exports were des-
tined for Brazil, compared to 6 per cent of Chile’s, 1 per cent of
Colombia’s and Mexico’s, and 4 per cent of Peru’s and Venezuela’s).
Even in Argentina, the overall economic impact was less than the
export figures suggest, because Argentina remains a very closed
economy; total exports were (and are) less than 9 per cent of GDP, and
exports to Brazil were only 2.4 per cent of GDP.

Thanks to its serious fiscal adjustment Brazil was able to stabilize its
economy and avoid a major crisis. Furthermore, with the stabilization
of the Brazilian financial markets the spreads in foreign debt started to
come down again. Indeed, as shown in Table 2.5, after an initial jump
(not shown) the stripped spreads on Latin American sovereign bonds
returned to the pre-Brazilian crisis levels.

The crisis, however, raised important questions about the appropriate
institutions and the appropriate macroeconomic policies that would
make individual economies more resilient to external shocks, and facili-
tate adjustment in the event of a shock. On the macro side two other
issues emerged: the choice of exchange-rate regime and the choice of
monetary regime to reduce inflation to the levels observed in industrial
countries.

A large body of literature has appeared recently on the choice of
exchange-rate regime for emerging markets. The emerging consensus is
that for countries with access to international capital markets, the
main options are either to establish a credibly fixed exchange-rate
system (dollarization or the weaker version of a currency board), or to
have a floating exchange-rate system with instruments to cover
exchange-rate risks (Obtsfeld and Rogoff, 1995; Summers, 2000; Mussa
et al., 2000, and Edwards and Savastano, 2000; Calvo, 2000; Edwards,
2000; Corbo, 2001; Fischer, 2001).5

In practice, in countries with poor records of monetary stability
resulting in widespread currency substitution, the domestic currency is
rarely used either as a medium of exchange or as an accounting unit,
and, therefore, there is not much room for monetary policy.
Furthermore, in these cases, an exchange-rate adjustment could have
substantial economic costs due to balance-sheet effects (Calvo and
Reinhart, 2000). For such countries, the benefits of adopting a rigid
exchange-rate system could outweigh its costs. In contrast, in countries
with a reputation for financial prudence the benefits of exchange-rate
flexibility and retaining the option to use monetary policy for stabiliza-
tion purposes could be an important asset.
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For countries that choose to use a floating exchange-rate regime
there is the issue of which monetary policy regime to use to anchor
inflation.6 Here there are two options: a money target, or an inflation
target. In the latter option, the anchor for inflation is the inflation
forecast.

The use of a monetary anchor runs into trouble when the demand
for money is highly unstable. This is a problem where there is consid-
erable financial innovation or when there is a sudden change in the
rate of inflation. Due to these problems, some countries adopted an
inflation-targeting anchor. In inflation targeting, the target rate of
inflation serves the purpose of a monetary anchor, and monetary and
fiscal policies are geared towards achieving the inflation target at the
lowest cost. The appeal of this system is that its effectiveness does not
rely on a stable relationship between a monetary aggregate and
inflation, and, at the same time, it avoids problems associated with the
fixing of the exchange rate reviewed above (Bernanke et al., 1999;
Corbo and Schmidt-Hebbel, 2001).

5 Conclusions

The international financial crisis of the second half of the 1990s
occurred when most Latin American countries were in the process of a
major overhaul of their economic models. These new models empha-
size achieving and maintaining macroeconomic stability, creating a
more open trade regime with fewer distortions, the development of a
safer and healthier financial system, the development of competitive
market structures, and the restructuring of the public sector. A drastic
reduction in public-sector deficits led to substantial reduction of
inflation together with an increase in the rate of output growth. On
the eve of the Asian crisis, Latin America was beginning to reap the
benefits of a decade of reforms.

The recent international crisis put some stress on economic policies
in the region. In particular, the crisis resulted in a sharp drop in terms
of trade, a substantial increase in borrowing spreads and a sudden
reduction in capital in flows. The latter put pressure on current
accounts and exchange-rate regimes, forcing the introduction of
restrictive fiscal and monetary policies. The economy most affected by
the deterioration in the external environment – Brazil – was also the
most vulnerable. Brazil’s vulnerability was the result of many years of
large fiscal deficits that resulted in a large domestic debt with short
maturity periods. During 1994–97, an exchange-rate-based stabilization
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strategy, combined with a loose fiscal policy and a restrictive monetary
policy, resulted in a high real interest rate and a sharp real appreciation
of the real. However, after the exchange-rate crisis in early 1999, Brazil
introduced an adjustment programme to stabilize its financial market.
The Brazilian crisis also had important negative effects on Argentina
where the combination of a currency board and a rigid labour market
made the adjustment difficult.

However, unlike previous crises, this time the policy reaction of most
Latin American countries has avoided action to seal the economy off
and to introduce expansionary fiscal and monetary policies in an
attempt to stabilize output. The typical response was to introduce
restrictive macroeconomic policies to restrain current account deficits
and facilitate the real depreciation required by a drop in terms of trade.
Some countries went further by reinforcing the movement towards
becoming an open-market economy. Thus, Chile approved a gradual
tariff reduction, providing a clear signal that the opening-up process
would continue, while Mexico, Peru, Colombia and Chile have all
introduced restrictive fiscal and monetary policies to curb the increase
in the current account deficit.

As to exchange-rate regimes, the typical pattern has been a move
towards more flexible systems. As more countries moved to the use of
more flexible exchange-rate regimes, there emerges the issue of the
how to conduct monetary policy. Here, an increasing number of coun-
tries have decided to use the inflation-target framework. Fiscal disci-
pline and central bank independence provide the institutional
underpinnings for the inflation-target strategy.

Notes
1 For a critical view of this consensus see Baker, Epstein and Pollin (1998).
2 For a review of economic policies in Latin America in an historical perspec-

tive, see Diaz-Alejandro (1982, 1983) and Corbo (1988).
3 For an analysis of the effects of terms-of-trade shocks, see Gavin (1990).
4 The interest rate that is the instrument of monetary policy can be the real

rate, as in the much indexed Chilean economy until 2001, or the nominal
rate as in most other countries, including Chile since 2001.

5 For minority views in favour of exchange-rate bands, see Willamson (1996)
and Frankel (1999).

6 On monetary anchors, see Calvo and Vegh (1999), and Bernanke and
Mishkin (1997). On the choice of monetary anchors in Latin America, see
Corbo, Elberg and Tessada (1999), Corbo (2000b) and Mishkin (1999). On
the Latin American experience with inflation targeting, see Corbo and
Schmidt-Hebbel (2001).

Corbo: Latin America and the External Crisis 37



References
Baker, D., G. Epstein and R. Pollin (1998) Globalization and Progressive Economic

Policy: What Are the Real Constraints and Options? (New York: Cambridge
University Press).

Banco Central de Bolivia (1997) ‘Memoria’.
Banco Central de Reserva del Perú (1998) ‘Nota Semanal’ (weekly reports),

various issues.
Bernanke, B. S. and F. S. Mishkin (1997) ‘Inflation Targeting: A New Framework

for Monetary Policy’, Journal of Economic Perspectives, vol. 11. no. 2, 
pp. 97–116.

Bernanke, B. S., T. Laubach, F. S. Mishkin and A. Posen (1999) Inflation Targeting
(Princeton, New Jersey: Princeton University Press).

Burki, S. and G. Perry (1997) The Long March. A Reform Agenda for Latin America
and the Caribbean in the Next Decade (Washington, DC: The World Bank).

Calvo, G. (2000) ‘Reflections on Dollarization’, in A. Alesina and R. Barro (eds),
Currency Unions (Stanford, CA: Hoover Institution Press).

Calvo, G., and C. Reinhart (2000) ‘Fear of Floating’, NBER working paper 
no. 7993 (November).

Calvo, G. and C. Vegh (1999) ‘Inflation Stabilization and BOP Crisis in
Developing Countries’, NBER working paper no. 6925 (February).

Corbo, V. (1988) ‘Problems, Development Theory and Strategies of Latin
America’, in G. Ranis and T. P. Schultz (eds), The State of Development
Economics: Progress and Perspectives (London: Basil Blackwell).

Corbo, V. (2000a) ‘Economic Policy Reforms in Latin America’, in A. O. Krueger
(ed.), Economic Policy Reform: The Second Stage (Chicago: University of Chicago
Press).

Corbo, V. (2000b) ‘Monetary Policy in Latin America in the 1990s’, in N. Loayza
and K. Schmidt-Hebbel (eds), Monetary Policy Rules and Transmission
Mechanisms (Chile: Central Bank of Chile), mimeo.

Corbo, V. (2001) ‘Is it Time for a Common Currency for the Americas?’, Journal
of Policy Modelling, vol. 23(3), pp. 241–8.

Corbo, V. and S. Fischer (1995) ‘Structural Adjustment, Stabilization and Policy
Reform: Domestic and International Finance’, in J. Behrman and T. N.
Srinivasan (eds), Handbook of Development Economics, Vol. III (New York:
Elsevier).

Corbo, V., A. Elberg and J. Tessada (1999) ‘Monetary Policy in Latin America:
Underpinnings and Procedures’, Cuadernos de Economía (December).

Corbo, V. and K. Schmidt-Hebbel (2001) ‘Inflation Targeting in Latin America’,
paper presented at the Latin American Conference on Fiscal and Financial
Reforms, Stanford University, CA. (January).

Díaz-Alejandro, C. (1982) ‘Latin-America in Depression, 1929–1939’, in 
M. Gersovitz, C. Díaz-Alejandro, G. Ranis and M. Rosenzweig (eds), The Theory
and Experience of Economic Development (London: George Allen & Unwin).

Díaz-Alejandro, C. (1983) ‘Stories of the 1930s for the 1980s’, in P. Aspe et al.
(eds), Financial Policies and the World Capital Market: The Problem of Latin
American Countries (Chicago: University of Chicago Press).

Dornbusch, R. (1980) Open Economy Macroeconomics (New York: Basic Books).

38 Macroeconomic Crises



Edwards, S. (1995) Crisis and Reform in Latin America. From Despair to Hope
(Oxford: Oxford University Press).

Edwards, S. (2000) ‘Exchange Rate Regimes, Capital Flows and Crisis
Prevention’, paper presented at the NBER Conference on Crisis Prevention
(December).

Edwards, S. and M. Savastano (2000) ‘Exchange Rates in Emerging Economies:
What Do We Know? What Do We Need To Know?, in A. O. Krueger (ed.),
Economic Policy Reform: The Second Stage (Chicago: University of Chicago
Press).

Fischer, S. (2001) ‘Exchange Rate Regimes: Is a Bipolar View Correct?’ (mimeo)
January.

Frankel, J. (1999) ‘No Single Currency Regime is Right for all Countries or at all
Times’, NBER working paper no. 7338 (September).

Gavin, M. (1990) ‘Structural Adjustment to a Terms of Trade Disturbance: The
Role of Relative Prices’, Journal of International Economics, vol. 28, nos 3/4, 
pp. 217–43.

International Monetary Fund, World Economic Outlook (various issues)
(Washington, DC: IMF).

Kharas, H., B. Pinto and S. Ulatov (2001) ‘An Analysis of Russia’s 1998
Meltdown: Fundamentals and Market Signals’, World Bank (mimeo) February.

Mishkin, F. S. (1999) ‘International Experiences with Different Monetary Policy
Regimes’, NBER working paper no. 7044 (March).

Mussa, M., P. Masson, A. Swoboda, E. Jadresic, P. Mauro and A. Berg (2000)
‘Exchange Rate Regimes in an Increasingly Integrated World Economy’, IMF
occasional paper no. 193.

Obtsfeldt, M. and K. Rogoff (1995) ‘The Mirage of Fixed Exchange Rates’, Journal
of Economic Perspectives, vol. 9 (Fall), pp. 73–96.

Summers, L. (2000) ‘International Financial Crises, Causes, Prevention and
Cures’, American Economic Review, vol. 90, no. 2, pp. 1–16.

Williamson, J. (1989) Latin American Adjustment (Oxford: Oxford University
Press).

Williamson, J. (1996) The Crawling Band as an Exchange Rate Regime: Lessons from
Chile, Colombia and Israel (Washington, DC: Institute for International
Economics).

World Bank (1999) Global Economic Prospects (Washington, DC: The World
Bank).

Corbo: Latin America and the External Crisis 39



40

3
Banking Crises in Latin America in
the 1990s: Lessons from Argentina,
Paraguay and Venezuela
Alicia García-Herrero*

1 Introduction

This chapter analyses the banking crises in three Latin American coun-
tries – Argentina, Paraguay and Venezuela – in the mid-1990s, present-
ing an overview of the crisis in each country, with some lessons and
consequences.

2 The Argentine banking crisis

Situation prior to the crisis

Argentina’s banking crisis cannot be divorced from the currency crisis
that the country experienced after the devaluation of the Mexican
peso in December 1994, which adversely affected confidence in the
Argentine economic and financial sectors. Since the early 1990s
Argentina had been running current account deficits, and the drying
up of external financing due to the Mexican crisis made it difficult to
finance the public sector and meet external obligations. While the
soundness of the banking system had generally improved in the 1990s
following stricter bank supervision and regulation, problems with
provincial banks remained. The deteriorating fiscal situation of the
provinces and the poor management of most provincial banks
resulted in a mounting volume of non-performing loans (NPLs) in
these banks.

* This chapter is a shortened version of an IMF 1997 paper. My thanks go to 
J. T. Baliño, L. Catão, D. Dueñas, A. Ize, A. Leone, H. Mejia, E. Milne, C. Muñiz
and R. Rosales for helpful comments, and L. Moore for research assistance.



Crisis developments

The crisis was triggered by the collapse of one small bond trader, with
only 0.2 per cent of total Argentine deposits. The trader was closed
down on 18 January 1995, and credit lines to other banks were cut.
This triggered financial panic and capital flight as foreign investors and
bank depositors feared that banks and government would renege on
their obligations. The crisis spread rapidly throughout wholesale banks,
which held large bond stocks and were dependent on large corporate
deposits. Extensive withdrawals of deposits together with cuts in inter-
bank lending forced some banks into liquidation. Flight from weak
provincial cooperative and small retail banks created a major banking
crisis. The interbank interest rate peaked at 70 per cent, while peso and
US$ loan rates rose to 40 and 19 per cent respectively. Deposit rates
rose sharply from 9 to 20 per cent for peso-denominated deposits and
from 6 to 10 per cent for US$-denominated deposits. The situation was
aggravated by capital flight. The central bank’s international reserves
slumped and the demand for peso-denominated deposits fell. The
more stable funds were re-deposited in foreign-owned banks, or con-
verted into foreign currency deposits. However, at the peak of the
crisis, fears of devaluation spread and the credit lines of foreign banks
with their headquarters were cut. US$ deposits started to fall resulting
in massive capital flight.

The authorities’ response

The government responded to fears of devaluation by reasserting its
exchange-rate policy. The Convertibility Law severely restricted the
central bank’s role as lender of last resort (LLR), so in January 1995 the
Central Bank of Republica Argentina (CBRA) persuaded the top five
domestic banks to establish a safety net – initially of US$250 million
but later raised to US$790 million – to buy the assets of illiquid whole-
sale banks. In exchange these banks were allowed to lower their
reserves at the CBRA, and these freed funds were transferred to the
Banco de la Nación (BN) to advance collateralized money to illiquid
banks, in effect replacing the CBRA’s LLR role. On 26 January 1995, the
CBRA allowed ‘numerales’, that is, the trading of excess legal reserve
positions between financial institutions. As fears of devaluation grew,
the government amended the CBRA Charter to allow it to lengthen the
maturities of its swap and rediscount facilities. These measures are
summarized in Table 3.1.

Deposit runs intensified due to the public’s mistrust of the govern-
ment’s macroeconomic programme, and interest rates on peso and
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US$ deposits doubled. When several banks and bond traders stopped
honouring deposits, concern increased over the solvency of the entire
banking system. Memories of the 1989 banking crisis, when deposits
were frozen and converted into bonds, added to the public’s fears. By
mid-March the CBRA had lost about US$5 billion of its international
reserves which put the level of reserves below the monetary base,
effectively breaking the Convertibility Law. The CBRA had to adopt
further measures to reduce deposit runs on banks. On 13 March, the
CBRA authorized banks to use up to 50 per cent of cash in vaults to
purchase the assets of troubled banks. On 17 March, banks with
insufficient credit at the CBRA were authorized to cover their 24-hour
clearing balances, by presenting documents to the CBRA. This
ensured positive balances and avoided the CBRA financing overdrafts
that might jeopardize the Convertibility Law. Some banks were
forced, therefore, to restructure their deposits, the ‘pisada’, by renew-
ing term deposits and limiting withdrawals of current and deposit
accounts. Meanwhile, the CBRA continued to provide rediscounts
and swaps; in March 1995 these reached A$1.7 billion or 0.6 per cent
of GDP.

The next, more comprehensive, step was a new IMF-supported pro-
gramme, funded by a US$3.7 billion package from international
financial institutions. In addition, two trust funds were set up to facili-
tate the restructuring of private banks and the privatization of provin-
cial banks. Deposits at private banks were to be covered by a limited
private deposit insurance scheme for local and foreign currency
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Table 3.1 Measures to ensure banks’ liquidity

Date Measures

Jan. 1995 A$250 million safety net required from top 5 banks in 
exchange for reduced reserve requirements

Jan. 1995 A$790 million safety net from transfer of 2 per cent of pre-
crisis deposit base from top 25 banks to BNC

Jan. 1995 Trading of excess legal reserve positions between banks 
allowed

Feb. 1995 Swaps and rediscounts allowed longer maturities and 
amounts exceeding the net worth of the borrowing bank

Mar. 1995 Banks with insufficient credit balance at Central Bank 
allowed to cover themselves with documents drawn on 
them to the amount necessary for a positive balance in that 
account

Source: National authorities



deposits of less than 90 days up to a limit of A$20,000, which covered
about 80 per cent of accounts.

These steps slowed down deposit runs, although a further loss of
A$2.3 billion – nearly 1 per cent of 1995 GDP – occurred in the run up
to the general election of 15 May 1995. After the election, measures
were taken to free up more liquidity. The Financial Institution Act was
amended to increase the CBRA’s involvement in bank restructuring,
increasing its powers to penalize individuals breaking banking regula-
tions. Reserve requirements were replaced by liquidity requirements,
which allowed banks to invest reserves previously held at the CBRA
without remuneration in low-risk assets, thereby increasing bank
profitability. After the May 1995 election, the deposit base recovered to
its pre-crisis level at the end of 1995. This allowed for some cancella-
tion of the CBRA’s rediscounts and swaps and some recovery in the
banks’ cash assets. Finally, in early 1997, a US$6 billion medium-term
line of credit with a group of foreign banks was established in order to
secure liquidity for domestic banks in case of future need. These
measures are summarized in Table 3.2 above.

The impact of the crisis

The CBRA succeeded in controlling inflation, largely through the
reduction in public-sector credit. As regards interest rates, the mea-
sures taken by the authorities to inject liquidity and restore
confidence somewhat reduced interbank rates although they stabi-
lized on a high plateau. This, coupled with the sharp fall in private
credit, temporarily pushed the economy into recession. NPLs doubled
to reach 10 per cent of total credit by October 1995. Bank credit to
the private sector fell 5 per cent in 1995, compared to growth rates of
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Table 3.2 Measures to encourage banking confidence

Date Measures

Apr. 1995 US$1.95 billion trust fund for privatization of provincial 
banks

Apr. 1995 US$2.50 billion trust fund for restructuring private banks
Apr. 1995 Limited private deposit insurance introduced
Apr. 1995 Financial Institution Act amended to increase CBRA’s 

involvement in bank restructuring
Jan. 1997 US$6 billion medium-term line of credit for banks needing 

liquidity

Source: National authorities



19 per cent in the previous four years, as the high risks and liquidity
regulations made lending to the public sector more attractive.
Further, the concentration of bank activity in fewer banks (only 160
financial institutions out of 205 remained at the end of 1995) reduced
the level of private credit offered. Real GDP declined by 4.5 per cent
in 1995. Unemployment jumped from 12.5 per cent in October 1994
to a high of 18.6 per cent in May 1995. The government, however,
maintained its economic programme, and a gradual recovery began
in1996. The alternative strategy would have been to devalue, which
would have fuelled inflation and been very costly due to the large
share of debt denominated in foreign currency and the dollarization
of the banking system.

3 Paraguay

Situation prior to the crisis

During most of the 1980s, the Paraguay financial system was adversely
affected by an unstable macroeconomic environment and repressive
financial policies. In addition, lax entry requirements during the 1980s,
coupled with a poor legal framework and supervision system encouraged
numerous relatively weak institutions to enter the market. In 1989, a
new political regime introduced new economic policies. Reforms
included the unification of the exchange rate and the floating of the
guaraní (G), liberalization of interest rates, the introduction of market-
based monetary instruments, and the partial removal of selective credit
controls. From October 1990, the Central Bank of Paraguay (CBP) carried
out open-market operations using its own short-debt instrument and
reduced rediscount operations at subsidized rates, causing monetary
expansion during the 1980s. In 1992, reforms included the authorization
of foreign-currency loans by local banks, although only for export or
import-substituting activities, followed during 1992–4 by the harmoniza-
tion and gradual reduction of reserve requirements.

Improved economic conditions and financial liberalization reversed
the declining trend in financial deepening, as shown by the ratio of
broad money (M2) to GDP, which increased from 17 per cent in 1988
to 30 per cent in 1993. However, the major source of this growth in
deposits was the transfer of public enterprise deposits and the Social
Security Institute to private financial institutions. Although the infor-
mal private sector continued to be important, perhaps the more rele-
vant financial channel, the volume of credit handled by banks
increased from 10 per cent of GDP in 1988 to over 20 per cent in 1994,
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as a result of sizeable private capital inflows and central-bank redis-
counts to agriculture and commerce sectors. At the same time, the
degree of dollarization, in terms of US$ deposits to total deposits, rose
from 3 per cent in 1988 to 32 per cent in 1993, as a consequence of
positive real interest rates on US$-denominated time deposits. In 1994,
however, dollarization decreased as new reserve requirements favoured
guaraní deposits. Finally, financial liberalization led to a sharp increase
in the real interest rates on guaraní-denominated certificates of deposit
from negative to positive.

Despite the favourable environment, the level of capitalization in the
banking system remained low. Interest-rate spreads widened sharply,
reflecting the implicit tax arising from the higher reserve requirements
and the need to cover losses from NPLs, which doubled in the seven
months prior to the crisis. The Superintendence of Banks, although
aware that about one-third of the system was virtually insolvent, was
not empowered to apply appropriate sanctions. Meanwhile the CBP
continued granting credit to problem banks since shareholders refused
to provide additional capital. In December 1992, a system of loan
classification was introduced but was resisted by the banking system.
Indeed, several institutions obtained a 5-year grace period to comply
with the loan risk classification. There was increased evidence of high
credit concentration and insider lending practice, and in March 1995,
two months before the onset of the crisis, 10 out of 34 banks were
undercapitalized. Table 3.3 illustrates this.

Crisis developments

The crisis broke in May 1995 when a discrepancy of US$4 million was
discovered in the CBP reserve holdings. Public confidence was shaken.
Additionally, Banco General and Bancopar, the third and fourth largest
commercial banks which had been identified as capital-deficient and
had been pursuing an aggressive lending policy, announced that they
could not meet their clearing obligations. The CBP intervened. This
was the first of numerous interventions by the CBP. On investigation,
widespread mismanagement and fraudulent practice were revealed in
both banks: many of the recorded assets did not exist; over half the
loans had been granted to related parties, and only a fraction of the
banks’ liabilities were registered. Unrecorded deposits found in a
second book-keeping system, were either ‘grey’ in that adequate docu-
mentation only existed off-balance-sheet, or ‘black’ where no off-
balance-sheet documentation existed. These tactics were intended
either to evade the high reserve requirements or taxation on earnings.
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From May 1995 there was a massive withdrawal of deposits from
private domestic banks, particularly from intervened banks. To avoid a
run on the entire system and a failure to meet payments, the BCP pro-
vided distressed banks with massive liquidity. About half of this was
used to offset deposit withdrawals, while the remainder was used to
meet short-term external obligations and loans outstanding with other
financial institutions. Even so, as a result of the large liquidity injec-
tion, flight to more secure foreign and government banks, and
improved recording, total deposits only declined by about 2 per cent.
The closure of five financial companies increased the loss of
confidence, as investment bills issued by them had been widely used as
a means for retail payment. Concern grew over the validity of post-
dated cheques, frequently used in the retail sector. Delays in payments
to depositors by the intervened banks led to withdrawals from any
bank perceived as weak.

The authorities’ response

The government assumed ownership of the four banks closed in mid-
1995. These continued to operate under new management, but share-
holders lost their stake. To reestablish public confidence and halt
deposit withdrawals, CBP announced that it would honour the
recorded deposits of intervened banks, a measure that later had to be
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Table 3.3 Selected balance sheet items, December 1994 and October 1996 (%
of total)

Balance- Private Foreign Government Total Finance Total 
sheet items domestic banks banks banks companies financial 

banks sector 
(guaraní 
billion)

Assets
Dec. 1994 41 36 16 93 7 5,263
Oct. 1996 32 42 17 92 10

Deposits
Dec. 1994 38 43 12 93 7 3,493
Oct. 1996 34 44 13 93 9

Net worth
Dec. 1994 37 33 14 84 16 856
Oct. 1996 49 29 10 85 12

Source: National authorities



extended to all banks and to unrecorded deposits. As the situation
did not improve, in June 1995 the CBP introduced the so-called
‘Bank Safety Net’, to recycle liquidity from banks with increasing
deposits to banks experiencing losses, with the CBP acting as broker.
However, banks with excess reserves were reluctant to lend to dis-
tressed banks, so the CBP was forced to provide liquidity through
rediscounts to distressed institutions. In practice rediscounts were
given more freely than planned and by end-1995 CBP credit to inter-
vened and distressed banks reached G700 billion, or 4 per cent of
GDP. Despite these measures the banks’ situation failed to improve.
This led, in June 1996, to the introduction of a rehabilitation plan for
distressed banks, and in November 1996 to a CBP programme to
repurchase bad loans. Table 3.4 shows these confidence-boosting
measures.

The impact of the crisis

Despite the massive liquidity injection, and a sharp increase in cur-
rency in circulation in mid-1995, caused by the run on deposits,
there was an effective contraction of money in 1996. This was the
result of the sharp fall in international reserves and the increase in
bank reserves, reinforced by the measures taken by the authorities to
sterilize excess liquidity, such as the reduction in net public-sector
credit and the aggressive use of open-market operations to sterilize
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Table 3.4 Measures to increase confidence in the banking system

Date Measures

July 1995 Intervention in 4 banks, 6 finance companies and a savings 
& loans association (kept open to honour all registered 
deposits)

July 1995 BCP implicitly guarantees all deposits in financial system
Mid-1995 Congress law to honour unrecorded deposits vetoed by 

President
Mid-1995 Creation of ‘bank safety net’ – a special LLR facility to 

provide liquidity
June 1996 New banking law makes deposit insurance compulsory for 

banks. US$2,500 guaranteed per account
Nov. 1996 CBP purchase of loans to distressed banks
Dec. 1996 Adoption of Congressional law granting restitution of 

unrecorded deposits to US$1,500 per account

Source: National authorities



the liquidity injection. Table 3.5 above shows the monetary instru-
ments applied.

This non-accommodative monetary policy was supported by a cau-
tious fiscal stance, which helped to dampen inflation to 10.5 per cent
in 1995 compared to the 12 per cent official projection. However,
restrictive economic policies, coupled with a shortage of private credit
following the closure of banks, and the breakdown of the retail pay-
ments system resulted in low rates of growth in monetary aggregates
and slowed economic activity. Bank lending stagnated and real interest
rates remained high, as the banks were reluctant to lend.

Bank interest rate spreads widened reflecting growing uncertainty.
Real interest rates rose at first, then fell back largely as a result of injec-
tions of liquidity. The impact of the crisis on the banking system was
uneven leading to greater concentration and segmentation, as shown
in the second row of Table 3.3. Private domestic banks reduced their
share of deposits in the financial system, while foreign banks increased
theirs but were reluctant to lend to small local borrowers. This was one
of the reasons for the slow recovery in private credit.

4 Venezuela

Situation before the crisis

The Venezuelan economy performed poorly throughout the 1980s.
Between 1980 and 1988, annual GDP growth averaged only 1 per cent,
while average inflation increased from 6 to 24 per cent a year.
Monetary policy was aimed at maintaining low, stable interest rates
and subsidizing priority sectors. Real interest rates became increasingly
negative, which encouraged strong capital outflows. Domestic deposits
were transferred to offshore banks which contributed to a sharp fall in
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Table 3.5 Use of monetary instruments to manage liquidity

Instruments to inject liquidity Instruments to absorb liquidity

CBP overdraft Central bank paper
Bank safety net High reserve requirements
CBP longer-term credit linked to banks’ 

rehabilitation programmes Sale of foreign reserves
CBP purchases banks’ loans Reduction of CBP credit to the public 

sector

Source: National authorities



intermediation. In 1989 a major stabilization programme was intro-
duced, supported by the IMF. Measures included the unification and
floating of the exchange rate, a shift to market-based instruments for
monetary control, and the removal of interest rate controls. Interest
rates increased sharply and the measure of broad money (M2) recov-
ered in 1990–91. Two attempted coups in 1991 and continued political
instability contributed to a renewed decline in real M2 and capital
flight. A currency crisis broke out in October 1992. At the beginning of
1993, a weak oil market, persistently lax fiscal policy and increasing
political tension affected public confidence increasing pressure on the
bolivar.

Before 1989, the Venezuelan banking system comprised numerous
specialist banks owned by private domestic financial groups. These
groups were virtually outside the control of the Superintendency of
Banks. Banking suffered from low capitalization, and several banks
failed as a result of excessive loan concentration, insider lending and
weak management. As the government always bailed these banks out,
depositors never bore the costs of failure. This practice encouraged
excessive risk-taking by banks. Until the end of 1993 the financial
sector remained largely unchanged, owing to delays in implementing
any comprehensive financial reform programme designed to abolish
barriers to the entry of foreign banks and to strengthen regulation 
and supervision. In this context, private banks, as shown in Table 3.6,
still retained 90 per cent of assets; while government-owned banks
accounted for less than 10 per cent and foreign-owned banks less than
1 per cent. Lax supervision, a high cost structure, inefficiency and poor
reporting of data continued. Problem loans or losses were diverted to
related affiliates, particularly offshore branches, so as to evade the regu-
lations on loan concentration and reserve requirements.

In 1993, in response to a dramatic loss of international reserves,
interest rates rose sharply. This increased the ratio of NPLs to 
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Table 3.6 Structure of the banking system (December 1993)

Type of bank No. of banks Per cent of total deposits

Private banks 36 90.2
National public banks 2 3.1
Foreign banks 4 0.7
Public regional banks 9 6.0
Total 51 100.0

Source: National authorities



10 per cent from about 4 per cent in 1991. Because of the reduction in
credit, banks accumulated large excess reserves and used most of these
funds to buy central bank or government bonds. Meanwhile, political
and economic instability led to a fall in bank deposits. Banks, espe-
cially distressed banks with liquidity problems, increased their interest
rates on saving deposits yet again to attract additional funds. Banks
also took measures to attract savings to their offshore branches. This
reduced the demand for domestic deposits and the liquidity of domes-
tic banks. At end-1993, the CBV was forced to step up LLR facilities for
those distressed banks, who were net borrowers in the interbank
market (specially banks from the same financial group). Rumours of
problems affecting whole financial groups spread contagion to sound
banks.

Crisis developments

The banking crisis was triggered by the collapse in early 1994 of one of
the oldest and largest banks in Venezuela, the Banco Latino, which
caused widepread deposit withdrawals from the whole financial group.
There was an attempt to meet these withdrawals by a sale of assets and
borrowing from the CBV, but eventually the whole group whose assets
totalled over 10 per cent of all commercial bank deposits had to be
closed down.

The runs spread to other banks considered financially weak. The
Deposit Guarantee Fund (FOGADE) reacted by offering massive
financial assistance, financed through the LLR facilities of the CBV.
Reserve requirements were reduced from 15 per cent to 12 per cent to
channel funds to illiquid banks. In March 1994, increasing deposit
withdrawals, capital flight and a sharp fall in CBV foreign reserves
forced the government to legislate to protect depositors and national-
ize the Banco Latino, which reopened within three months. FOGADE
injected additional funds, valued at 3.6 per cent of the 1994 GDP, into
the Banco Latino, whose losses were higher than envisaged following
high-risk off-balance-sheet activities. Market expectations worsened, as
did the public perception of the solvency of several banks. By the end
of March, seven banks and one financial company had been virtually
excluded from the interbank market. Runs also affected the trading
desks and offshore operations of these banks. FOGADE continued to
assist them without imposing any restructuring plan. In early June, the
CBV stopped lending to FOGADE, causing a further loss of confidence,
and intervened in the eight distressed financial institutions which had
over 20 per cent of total deposits.
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To restore public confidence, in June the government established the
Financial Emergency Board, a high-ranking executive body including
Ministers of Finance, the Governor of the CBV and three senior
officials. However, there was still no clear, consistent coping strategy.
Money demand fell sharply, and capital flight dramatically reduced
reserves. In July, the government fixed the exchange rate against the
US$ and imposed strict controls on current and capital accounts. Price
controls were imposed, and certain constitutional rights were sus-
pended to enable the state to take over banks.

From August 1994 until February 1995 the situation worsened; three
additional banks had to be nationalized, four closed and their deposits
migrated to the nationalized banks without any corresponding assets.
This raised the financial costs of the receiving banks. The government
and FOGADE issued bonds which were transferred to the nationalized
banks, effectively passing the costs on to taxpayers. Some former share-
holders took legal action against the government. In July 1995,
Congress finally passed the Financial Emergency Law, giving wider
powers to the Financial Emergency Board, including control of 
the Superintendency and FOGADE. Still confidence did not return.
Table 3.7 above summarizes the measures taken to deal with the crisis.

Macroeconomic impact

Prior to the crisis, Venezuela’s tight monetary policy contributed to
controlling inflation. Real interest rates were high and liquidity scarce.
When runs on the Banco Latino started, the CBV provided massive

García–Herrero: Banking Crises in the 1990s 51

Table 3.7 Banking measures

Date Measures

Feb. 1994 FOGADE’s resources depleted following credit given 
to ailing banks after closure of Banco Latino

March 1994 Special law to protect depositors enforced, raising 
possibility of rehabilitating insolvent institutions

April 1994 Nationalization of Banco Latino
June 1994 Financial Emergency Board set up
July 1994 Fixed exchange rate, exchange rate controls and price 

controls introduced
Aug. 1994–Jan. 1995 Nationalization of several banks, and closure of four 

banks, and deposits transferred to newly nationalized 
banks

July 1995 Financial Emergency Law passed

Source: National authorities



liquidity, and reserve requirements were reduced to free additional
liquidity. Interest rates declined to negative levels in real terms
notwithstanding the efforts made by the CBV to absorb it through
sales of central bank paper. However, there was concern over the large
quasi-fiscal losses which prevented the CBV from stepping-up bond
placements as needed. This period of excess liquidity allowed some
banks to survive despite virtual insolvency, but increased inflation to
about 100 per cent in 1996, compared to about 6 per cent in 1993.
Table 3.8 above summarizes the CBV’s use of monetary instruments.

The fiscal position of the public sector was weakened by the
closure of and nationalization of failing banks, at a cost equal to
about 17 per cent of GDP. Domestic public debt during the crisis
rose from 7 per cent in 1993 to 16 per cent in 1995, and the
financial position of the CBV was weakened by this increase in
domestic debt. Despite negative real interest rates, GDP fell by 
2.4 per cent in 1994 – oil being the growth sector. The recession was
made worse by government intervention in non-financial enterprises
connected to the failed banks, which increased bankruptcies. The
imposition of exchange-rate controls created additional distortions,
which further restricted growth.

The banks’ asset structure was dramatically changed by the crisis.
While the share of loans to total assets fell, public-sector credit
increased sharply in the form of government and central-bank paper.
Credit to the private sector shrank significantly owing to the decline in
demand for loans and to the banks’ increasingly conservative lending
policy. The solvency of the banking sector was adversely affected by
the economic recession. However, through a combination of fortuitous
events in 1996, such as a sharp increase in the world price of oil, banks
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Table 3.8 Monetary instruments used to manage liquidity

Instruments to inject liquidity Instruments to withdraw liquidity

CBV rediscount facilities Sales of CB bonds
CBV loans to FOGADE for long-term Sale of government bonds

loans to distressed banks
Reserve requirements reduced Sale of foreign reserves
Mechanism to free reserve requirements 

temporarily to sound banks
to on-lend to distressed banks in 
inter-bank market

Source: National authorities



improved their solvency and liquidity position. Devaluation of the
bolivar also benefited several weak banks as they were allowed to accu-
mulate long US$ positions. With nationalization the number of state-
owned banks and their share of deposits increased sharply. The flight
to quality tripled the share of deposits in foreign-owned and govern-
ment-owned banks, which were perceived as safe. These developments
are summarized in Table 3.9 above.

5 Lessons from these crises

Given the small number of countries reviewed, the lessons drawn here
cannot be extrapolated to all countries. Nevertheless, these points may
prove useful as a benchmark for future crises, as long as a country’s
individual characteristics are not overlooked:

1 Banking crises caused by macroeconomic and bank-specific factors had
the largest negative macroeconomic impact
The crisis was most severe in Venezuela where it was caused by a
combination of macroeconomic imbalances, incomplete financial
liberalization and a lack of adequate banking supervision. The
banking system was saddled with problems, such as high levels of
insider lending and loan concentration as well as outright fraud.
Several banks had embarked on aggressive expansion resulting in
accumulated losses. The unstable political environment and high
real interest rates contributed to the eruption of the crisis.

The contagion effect was most severe in Argentina where it orig-
inated as an external shock spread from Mexico; the banking crisis
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Table 3.9 Bank structure before, during and after crisis (% of total commercial
banks’ deposits)

December 1993 December 1994 September 1996

Private banks 90.2 58.4 58.9
Public national banks 3.1 4.4 5.6
Foreign banks 0.7 1.7 2.0
Regional public banks 6.0 7.6 9.4
Nationalized banks n.a. n.a. 23.1
Intervened banks n.a. 19.5 0.52

Closed banks n.a. 8.41 0.52

Notes: 1Deposits of all banks closed between December 1994 and January 1995;2 deposits
on balance sheets of banks intervened or closed. n.a.: not available
Source: National authorities



coincided with a currency crisis, but had a lesser macroeconomic
impact, particularly as regards inflation. In Paraguay, the banking
crisis arose from bank-specific problems, stemming from financial
liberalization with inadequate bank regulation and supervision and
governance problems. Both the Venezuelan and Paraguay cases
point to the need for an appropriate incentive structure and strong
supervision and regulation, including exit policies.

2 Without tough exit policies banks tend to take higher risks; history
matters
The extent of deposit runs will partly depend on past history. Fully
honouring deposits, either through bail-outs or a generous deposit
guarantee, boosts public confidence in the banking system, which
should limit financial flight. Memory of Argentina’s previous
banking and balance-of-payments crises partly explains the depth
of the 1995 crisis and the rapidity of deposit withdrawals. In
Paraguay, few banks had experienced any official intervention, and
banks needing liquidity competed for financial resources regardless
of risk. Considering the Venezuelan banking crisis in terms of the
number of institutions and deposits affected, the macroeconomic
impact might have been expected to be more severe. But a past
history of bail-outs and limited inflation mitigated the severity of
deposit runs. Nevertheless, as neither banks nor shareholders
carried the cost of bank failure, the environment was conducive to
high risk-taking.

3 In a country with a fixed-exchange rate and currency-board control, a
balance-of-payments crisis easily becomes a banking crisis and
exchange–rate controls are not a panacea
In Argentina, the crisis was the direct result of massive capital
outflows that followed the Mexican peso devaluation. Argentina’s
high degree of dollarization together with substantial public and
private foreign currency-denominated debt would have increased
the negative impact on the crisis had the country devalued. In
Venezuela, at the peak of the crisis the government introduced
exchange controls and a fixed exchange rate; this failed to stop
financial flight or contain inflation, but weakened external
financing prospects.

4 Dollarization may help to stabilize the deposit base during a banking
crisis
Argentina, the most dollarized of the three countries reviewed, at
first, succeeded in limiting capital flight. These US$ deposits acted
as a buffer until confidence drained, leading to a run on US$
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deposits. The same, although to a lesser extent, happened in
Paraguay. In Venezuela, where US$ deposits were not allowed there
was substantial capital flight, helped by the offshore market closely
connected to the domestic system. This fostered instability, deep-
ened the crisis and increased the adverse macroeconomic impact.

5 Foreign and government banks helped to stabilize the deposit base
In Argentina and Paraguay the large number of foreign and 
government-owned banks encouraged flight into quality rather than
capital flight. In Venezuela, where there were few foreign-owned or
government banks, capital flight was greater. The existence of an
unsupervised offshore banking system in both Paraguay and
Venezuela accelerated capital flight. Consolidated financial bank
statements, including offshore and off-balance-sheet operations,
might have helped the supervisory authorities avert a crisis.

6 Contagion effects among banks may stem from excessive specialization
In Argentina, bond traders and wholesale banks suffered from con-
tagion effects when one small bond trader failed in December
1994. The abrupt loss of value in bonds following the Mexican
crisis encouraged contagion. This highlights the risk of non-
diversified portfolios financed by volatile deposits. In Paraguay, the
contagion effects probably arose from problems in the payments
system. Depositors with intervened banks endured months of
delay before they could withdraw funds. This delay increased the
perception of other banks as distressed, exacerbating withdrawals.

7 Delays by the authorities in responding to a banking crisis may reduce
public confidence, create a failure in the payments system, aggravating
negative macroeconomic consequences
Argentina responded the most quickly and comprehensively to
signs of major weaknesses in the banking sector. Deposit with-
drawals were contained by enlarging the role of the central bank
as lender of last resort and establishing trust funds to restructure
the banking system. Venezuela’s response was slower and lacking
in strategy. In Paraguay, delays to distressed and intervened banks
disrupted the payments system, which affected economic growth.
The lack of a comprehensive rehabilitation programme added to
the public’s lack of confidence in the domestic banking system.

8 Well-functioning lender-of-last-resort facilities reduce the negative
macroeconomic impact of a banking crisis
The case of Argentina shows the importance of being able to adopt
lender-of-last-resort policies when the banking system is hit by a
shock. In Paraguay and Venezuela aid was not directed at the
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soundest institutions and the provision of liquidity to insolvent
banks increased costs associated with the crisis. In Paraguay and
Venezuela, the provision of liquidity to insolvent banks increased
risks and insider withdrawal of deposits, made worse by a lack of
regulation and supervision. The costs associated with the failure of
institutions were higher because banks were not closed when prob-
lems emerged. The deposit insurance scheme had insufficient
funds to meet its obligations, which intensified deposit runs. In
Paraguay, the massive financial assistance given to intervened and
distressed banks was given without conditionality or collateral. The
establishment of the Bank Security Net, as lender of last resort,
helped restore confidence, but at a high cost because of lax credit
mechanisms.

9 Sound macroeconomic and anti-inflation policies are essential to resolve
a banking crisis
In Paraguay favourable macroeconomic conditions and a cautious
fiscal policy helped to offset the impact of extended credit by the
central bank to distressed banks, and reduced pressure on the
foreign-exchange market and interest rates. In Argentina, however,
the situation was complicated by underdeveloped capital markets,
and the inflexibility of the currency board. In Venezuela, inade-
quate macroeconomic policies before the crisis contributed to an
unsustainable asset boom in the early 1990s, macroeconomic insta-
bility with episodes of capital flight and an erosion of real money
demand. During the crisis, monetary and fiscal policy was too
expansionary and, therefore, inconsistent with stability. Negative
real interest rates increased pressure on the bolivar adding to the
costs of the crisis.

10 How liquidity levels are managed will be crucial to controlling the crisis
In Argentina, the high legal reserve requirements before the crisis
enabled the system to cope with massive withdrawals. The estab-
lishment by Argentina of a line of credit with foreign banks was
viewed positively during the crisis.

High reserve requirements can be distortionary, as in Paraguay.
The high reserve requirements led rapidly to the development of
an informal financial sector, including off-balance sheet operations
and offshore banking. In Venezuela, reserve requirements were
reduced during the crisis, which contributed to excess liquidity.
Sales of central-bank paper were not enough to absorb the excess
liquidity, and so the central bank lost monetary control and
inflation surged.
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11 Recovery of private credit may depend on structural change
The experience of Argentina and Paraguay shows that high bank
concentration and many foreign-owned banks may delay the
recovery of private credit. This is more marked where the crisis is
accompanied by flight to foreign-owned banks. An economic reces-
sion will further reduce the level of private credit, as happened in
Venezuela.

12 Quasi-fiscal losses should be borne by the government
Typically, central banks find it difficult to transfer the quasi-fiscal
losses incurred during a banking crisis to the government. While
these losses remain on the central bank’s balance sheet, they
reduce the central bank’s ability to control inflation. In Paraguay,
the assistance to distressed institutions was nearly twice the level
of deposits withdrawn; often this was in non-collateralized over-
drafts or the collateral was non-performing loans. In Venezuela,
the central bank lent large sums to the Deposit Guarantee Fund,
which provided distressed banks with liquidity without any condi-
tionality and little or no collateral. However, as the crisis worsened
the Deposit Guarantee Fund itself became insolvent, and the
central-bank was unable to provide central-bank paper for mone-
tary control which itself fuelled inflation.
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4
On the Causes of the Latin
American and Asian Currency
Crises of the 1990s
Marcel Fratzscher*

1 Introduction

Asia’s 1997 severe financial crisis surprised many policy-makers, econ-
omists and investors; as did the Latin American crisis in December 1994.
These crises shocked not only by their severity, with large currency deval-
uations, widespread financial-sector failures and sharp output contrac-
tions, but also by their contagious character – spreading among regional
economies. One controversial issue remains as to the factors responsible
for this spread of currency crises. Could the weakness of economic funda-
mentals in affected countries explain their transmission, or was it the acts
of speculators, and of panic and herding behaviour by investors fearful of
financial loss fleeing regional markets? This chapter attempts to shed
light on this question by comparing the spread of the Thai crisis in 1997
and the Mexican crisis in 1994–95.

Many observers of both crises blamed presumably unsustainable poli-
cies and poor economic performance for the transmission. To evaluate
this assertion critically, we present and test a model linking the transmis-
sion of currency crises with contagion based on economic fundamentals,
and with contagion resulting from factors independent of fundamentals.
The role of various economic fundamentals is analysed:

• Misalignments of the real exchange rate and current account deficits
as measures of the viability of a country’s exchange-rate regime.

* I would like to thank Markus Diehl for comments as well the office of the
Harvard Institute of International Development (HIID) in Jakarta, Indonesia, for
accommodating me while researching this topic in November 1997 and April
1998. An earlier version of this chapter was published in Weltwirtschaftliches
Archiv, vol. 134, no. 4.



• Bank lending to the private sector as a proxy for the health of the
banking and financial system.

• The size and composition of capital inflows and foreign debt to indi-
cate a country’s vulnerability to capital flow reversals.

The integration of financial markets and the degree of export competi-
tiveness among emerging markets was included to determine whether
countries suffered a financial crisis because they were financially
closely integrated with, or were competitors of, the country where the
crisis originated.

The empirical tests of the model refute the hypothesis that unsus-
tainable policies and weak economic fundamentals alone explain the
transmission of these crises. Our findings show that financial and trade
integration among affected countries were important in accounting for
the spread of both crises, suggesting that transmission is partly
explained by factors unrelated to the soundness of economic funda-
mentals. Moreover, the vulnerability to capital-flow reversals and weak
financial sectors in Asia, and the unsustainability of exchange-rate poli-
cies and unsound financial systems in Latin America, contributed to
the transmission of the crises.

The chapter is organized as follows. Section 2 surveys some of the
theoretical and empirical literature on currency crises and contagion,
and section 3 analyses and compares the Latin American and Asian
crises. A basic model of currency crises and their underlying causes is
presented and tested in section 4; a modified model is outlined to test
whether contagion affected primarily countries with weak fundamen-
tals. Sections 5 and 6 discuss policy implications and conclusions.

2 Currency crises and contagion: an overview of the
literature

Models and literature on currency crises

Currency crises have traditionally been analysed from one of two theo-
retical perspectives. The first-generation approach, originating from
Krugman’s (1979) seminal work, implied that the unsustainability of
economic policies was the ultimate cause of financial crises. Unwise
fiscal and monetary policies, excessive credit expansion, an overvalued
exchange rate, and a worsening current account confirmed macroeco-
nomic imbalances and signalled to investors and speculators that
exchange-rate policies were incompatible with economic fundamen-
tals, ultimately leading to a speculative attack on the currency.
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Second-generation models extended the first-generation approach, as
discussed by Garber and Svensson (1994) and Agenor, Bhandari and
Flood (1992), emphasizing governments’ sometimes multiple and
contradictory policy goals. If ensuring currency stability conflicts with
other policy objectives, such as maintaining steady output growth, full
employment and low inflation, a government may relax its exchange-
rate regime. For instance, a government may devalue in response to a
speculative attack in order to protect the banking sector from higher
interest rates. A government’s decision to alter its exchange-rate policy
does not necessarily require domestic policy failures. Changes in
economic conditions in neighbouring countries or large trading part-
ners may alter expectations, which will affect domestic output, wages
and employment levels. The government may decide to let the cur-
rency devalue to lessen adverse consequences, leading to self-fulfilling
expectations yielding multiple equilibria.1

A third more recent type of literature focuses on the interaction
between banking crises and balance-of-payments crises, or ‘twin crises’.
This literature emphasizes the role of the banking sector and the rever-
sal of capital flows before crises. Kaminsky and Reinhart (1996) showed
that many balance-of-payments crises were preceded by a rapid expan-
sion in banking activity, and often a domestic banking crisis. Their
findings reveal that financial liberalization and deregulation are closely
linked to banking crises, which suggests that inappropriate deregula-
tion and insufficient supervision of the financial sector may be con-
tributary factors.

On the empirical side, a rich literature on financial crisis episodes has
emerged since the late 1980s,2 and there is a broad consensus that
most crisis countries had previously faced some fundamental macro-
economic imbalance. However, attempts to identify a predictive set of
variables so far lack success, or as Dornbusch (1998) puts it: ‘Of six
crises predicted by experts, five never happen’. Kaminsky, Lizondo and
Reinhart (1997) suggest a methodology that tracks the behaviour of
economic variables prior to crises and identifies them as ‘signals’ of a
future crisis occurring if they deviate significantly from usual levels. If
accurate, such models could become invaluable tools for policy-
makers.

Contagion

Various studies have attempted to analyse the spread among
economies of financial crises.3 Contagion effects can broadly be catego-
rized into four groups: ‘fundamentals contagion’, ‘real integration
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contagion’, ‘herding contagion’ and ‘institutional contagion’, the
former two being based on real factors in an economy and the latter
two relating to financial phenomena.

‘Fundamentals contagion’ implies that the transmission of a crisis
occurs if affected countries have similar economic fundamentals or
face common external shocks. If a financial crisis occurs in one
country, investors and speculators become sensitive to similar risks in
other countries, and reduce their exposure in those countries with
‘weak’ fundamentals thus spreading the crisis among economies.

‘Real integration contagion’ refers to the phenomenon that investors
and speculators reduce their exposure in countries closely integrated
with the crisis economy. The reason is that a crisis in one country may
have important real effects for related economies. If a currency col-
lapses in a closely related country, a government may actually want to
devalue its currency to regain competitiveness.

‘Herding contagion’ refers to the behaviour of investors who simply
follow other investors blindly. Herding behaviour is not necessarily
‘irrational’, but this behaviour is not justified by economic fundamen-
tals. Acquiring information to make a more informed decision may be
costly, making it rational for smaller investors to follow large investors
with superior information.4 Herding behaviour also explains how a few
large investors and speculators move markets, and how a few pes-
simistic expectations become a vicious cycle of self-fulfilling expecta-
tions. In particular, herding behaviour can be crucial for the success of
speculative attacks, if enough investors are persuaded to sell the
domestic currency and run down international reserves, forcing a
government to devalue.

Frankel and Schmukler (1996) argue that the incentive structure for
fund managers and traders may encourage them to act in a way
contrary to the broader macroeconomic perspective. The performance
of fund managers is often measured relative to that of other fund
managers, which may make them more risk-averse and induce them to
optimize short-run returns. To follow common investment strategies
can therefore be optimal from an individual manager’s point of view,
but sub-optimal from a longer-term perspective.

A fourth type of contagion may be called ‘institutional contagion’
where a financial crisis in one country, usually accompanied by a
decline in stockmarket returns, may induce investors to reduce asset
holdings in other countries. Fund managers may lower asset holdings
in other countries either to balance portfolios and to optimize the
overall risk/return ratio, or to raise cash to meet redemptions as
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investors withdraw funds. ‘Institutional contagion’ helps explain how
financial crises spread among countries without weak real economic
fundamentals.

In the empirical literature, many studies link the onset of currency
crises with ‘fundamentals contagion’, but with no general consensus as
to the key factors. Fewer studies have attempted to identify sources for
other types of contagion. Calvo and Reinhart (1996) argued that stock-
market returns during the Latin America 1994–95 crisis were partly
explained by economic fundamentals and partly due to high financial
integration with Mexico. Frankel and Schmukler (1996) looked at the
prices and net asset values of country funds for Latin America and
found that the spread of the Mexican funds was substantially based on
herding and institutional contagion. Eichengreen, Rose and Wyplosz
(1996) showed that trade integration and linkages largely explained the
spread of currency crises among industrialized countries.

3 Comparing the Latin American crisis and the Asian crisis:
some stylized facts

Various internal and external imbalances made both Mexico in 1994
and Thailand in 1997 natural targets for speculators. Both countries
had received large capital inflows and foreign investment; export
growth deteriorated sharply and the current account deficit rose
significantly the year before the crisis. High foreign debt and worsen-
ing current account deficits meant a rapid rise in short-term, US$-
denominated debt. Both countries experienced a significant real
appreciation of their exchange rates, strengthening the perception that
fixed exchange-rate regimes were becoming unsustainable in the
medium term. A combination of speculative attacks, investor panic
and an obviously overvalued exchange rate made devaluation
inevitable.The controversial question is which transmission channels
spread the Mexican and Thai crises to other emerging markets.

Analysts of the Latin American crisis were quick to identify external
imbalances, and in particular overvalued exchange rates, to explain
why the crisis spread among regional economies. Table 4.1 provides a
comparison of key economic indicators. Argentina and Brazil had run
current account deficits and experienced real currency appreciations
prior to the crisis; nevertheless, why other Latin American countries
with similar imbalances escaped the crisis is puzzling. Chile and
Colombia, for instance, experienced real currency appreciations but
were barely affected. A fixed exchange-rate regime as in Brazil and

62 Macroeconomic Crises



63

T
ab

le
 4

.1
C

om
p

ar
is

on
 o

f 
ec

on
om

ic
 in

d
ic

at
or

s 
p

ri
or

 t
o 

cr
is

es

Pr
io

r 
to

 L
at

in
 A

m
er

ic
an

 c
ri

si
s 

19
94

Pr
io

r 
to

 A
si

an
 c

ri
si

s 
19

97

R
ER

C
E

C
A

R
ES

D
EB

T
R

ER
C

E
C

A
R

ES
D

EB
T

%
 c

ha
ng

e
%

%
%

%
 c

ha
ng

e
%

%
%

19
90

–9
4

19
92

–9
4

19
90

–9
4

19
94

N
ov

 1
99

4
D

ec
 1

99
4

19
90

–9
7

19
95

–9
7

19
90

–9
6

19
96

Ju
ne

 1
99

7
Ju

ne
 1

99
7

La
ti

n 
A

m
er

ic
a

A
rg

en
ti

n
a

9.
0

�
6.

1
8.

4
�

3.
6

6.
8

6.
7

19
.2

10
.5

8.
7

�
1.

3
8.

4
8.

0
B

ra
zi

l
26

.1
40

.3
10

.4
�

0.
2

9.
6

4.
5

20
.5

5.
7

9.
6

�
3.

3
11

.0
5.

9
C

h
il

e
13

.9
�

1.
1

5.
8

�
3.

1
11

.5
12

.8
33

.2
8.

0
12

.4
�

5.
4

10
.6

10
.6

C
ol

om
bi

a
19

.1
11

.3
2.

7
�

4.
5

6.
9

7.
4

36
.0

17
.5

3.
9

�
5.

5
9.

2
7.

7
M

ex
ic

o
11

.1
�

1.
1

21
.9

�
7.

0
1.

5
7.

9
0.

1
20

.0
�

1.
8

�
0.

6
3.

5
8.

4
Pe

ru
�

3.
1

8.
9

8.
9

�
5.

3
9.

9
4.

5
3.

7
8.

4
15

.8
�

5.
9

14
.1

8.
8

V
en

ez
u

el
a

5.
4

17
.7

�
7.

1
4.

3
9.

8
6.

2
34

.1
�

2.
4

�
7.

7
12

.6
14

.5
5.

5

A
si

a In
d

ia
�

22
.7

�
7.

0
�

0.
6

�
0.

6
8.

4
2.

4
�

18
.3

9.
0

�
1.

2
�

1.
5

6.
5

2.
3

In
d

on
es

ia
�

1.
1

�
1.

7
1.

5
�

1.
6

4.
5

12
.0

7.
2

9.
5

6.
1

�
3.

3
5.

0
15

.4
K

or
ea

�
17

.0
�

5.
1

4.
7

�
1.

0
2.

5
10

.5
�

13
.4

�
0.

5
9.

7
�

4.
8

2.
3

14
.3

M
al

ay
si

a
7.

1
�

2.
9

4.
3

�
6.

2
5.

4
9.

3
17

.5
9.

8
15

.9
�

4.
9

3.
8

18
.5

Pa
ki

st
an

4.
2

5.
4

�
0.

9
�

3.
5

3.
6

3.
8

9.
9

5.
3

�
0.

8
�

6.
5

0.
9

4.
7

Ph
il

ip
p

in
es

5.
8

3.
9

10
.8

�
4.

6
3.

1
4.

9
19

.5
21

.6
30

.1
�

4.
7

3.
3

9.
9

Sr
i L

an
ka

5.
7

�
4.

3
5.

8
�

6.
5

5.
1

4.
5

15
.0

�
1.

6
7.

1
�

4.
7

3.
5

2.
9

T
h

ai
la

n
d

�
1.

6
�

1.
8

27
.9

�
5.

6
5.

8
21

.6
10

.2
13

.1
34

.3
�

8.
1

6.
3

24
.9

A
fr

ic
a/

M
id

dl
e 

Ea
st

Jo
rd

an
1.

0
0.

2
2.

5
�

6.
6

6.
7

n
.a

.
1.

4
3.

0
3.

2
�

3.
1

5.
6

n
.a

.
N

ig
er

ia
50

.8
12

6.
7

0.
3

�
5.

1
1.

0
n

.a
.

45
.9

67
.2

0.
3

4.
4

15
.7

n
.a

.
So

u
th

 A
fr

ic
a

�
4.

4
�

5.
9

�
2.

5
�

0.
3

0.
6

4.
3

�
3.

3
3.

8
�

4.
5

�
1.

6
0.

8
10

.4
T

u
rk

ey
�

29
.3

�
23

.8
�

2.
3

1.
9

3.
2

n
.a

.
�

24
.2

�
1.

4
0.

8
�

0.
8

4.
3

n
.a

.
Zi

m
ba

bw
e

�
25

.5
�

11
.6

3.
2

�
6.

2
2.

4
n

.a
.

�
19

.2
�

1.
6

3.
2

n
.a

.
3.

2
n

.a
.

N
ot

es
:

R
ER

 �
re

al
 e

ff
ec

ti
ve

 e
xc

h
an

ge
 r

at
e 

(p
os

it
iv

e 
n

u
m

be
r 

m
ea

n
s 

ap
p

re
ci

at
io

n
);

 C
E 

�
cr

ed
it

 t
o 

p
ri

va
te

 s
ec

to
r/

G
D

P;
 C

A
 �

cu
rr

en
t 

ac
co

u
n

t/
G

D
P;

R
ES

 �
re

se
rv

es
/i

m
p

or
ts

; D
EB

T
 �

sh
or

t-
te

rm
 f

or
ei

gn
 d

eb
t/

G
D

P;
 n

a 
�

n
ot

 a
va

il
ab

le
So

ur
ce

s:
IM

F;
 J

P 
M

or
ga

n
; B

IS



Argentina clearly makes a speculative currency attack more likely;
however, most Latin American countries had similar regimes, and the
Philippines, the country hardest hit in Asia, had one of the more
flexible currency regimes.

In the case of the Asian crisis in 1997–98, many analysts blamed
overvalued currencies and inflexible exchange-rate regimes for part of
the problems. This critique, however, seems misplaced. Although there
was some real appreciation of exchange rates in many Southeast Asian
countries, many Latin American exchange rates were even more over-
valued. The only measures where Asian countries performed worse was
credit expansion to the private sector, the size of short-term foreign
debt and short-term capital inflows. This suggests that dependence on
foreign capital may have made many Asian economies vulnerable.

These Southeast Asian countries were the showcase of emerging
markets: except for the Philippines, they had been growing at rates of
over 6 per cent a year for the past decade, had extraordinary savings
and investment rates, low inflation rates, and a reputation for sound
economic policy management. Given this perspective, moderate
current account deficits had not been considered unsustainable.
Therefore, the severity of the crisis in Southeast Asia came as a surprise,
and attempts to blame ‘weak’ economic fundamentals alone for the
crisis are unconvincing.

4 An empirical analysis of currency crises and contagion

The stylized facts of the two crises raise doubts about the hypothesis
that differences in macroeconomic factors can explain why the crises
spread to other emerging markets from Mexico in 1994 and Thailand
in 1997. Was contagion random? We consider this question from an
analytical point of view.

A basic model of contagion

First, one needs to define the term ‘currency crisis’. If investors perceive
weaknesses in an economy or consider government policies unsustain-
able, they come to expect a devaluation. Capital inflows dry up and
investors convert domestic assets into foreign-currency-denominated
assets. The demand for foreign exchange increases, putting pressure on
the domestic currency to depreciate. A government has two options for
dealing with capital flow reversals and pressure to devalue: either it can
devalue and incur capital losses on investors holding domestic cur-
rency, or it can fend off the attack on currency by servicing the
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demand for foreign exchange and running down reserves, and/or
raising interest rates to discourage capital flight and to increase the
demand for the domestic currency.

Given these options, a crisis index was calculated using the weighted
average of the percentage devaluation of the domestic currency above
trend, the percentage loss in reserves and the percentage change in short-
term real interest rates over the five-month period during which the crisis
occurred:5 for Latin America, December 1994 to April 1995; and for Asia,
July to December 1997. Unlike many empirical models of currency crises,
the basic model did not choose a random cut-off point above which a
devaluation is defined as a currency crisis.6 The two main advantages of
the measure used here are that the severity of a currency crisis can be
determined by using a continuous variable, and all three defining ele-
ments (devaluation, fall in reserves, and rise in interest rate) are included.7

To test for the dominant type of contagion transmitting the crisis
from Mexico and Thailand, the model expresses the currency crisis
measure (CC) as a function of various economic fundamentals (FUNi),
as well as a function of financial market integration (INT) and trade
competitiveness (COMP) with the country where a currency crisis first
occurred (with Mexico in 1994 and with Thailand in 1997). The two
time periods included (t � 1) for Latin American and (t � 2) for Asia.
The basic model is:

CCt � α � βtFUNi,t � χRESt � δINTt � γCOMPt � εt (1)

The economic fundamentals variable (FUNi) is used to indicate ‘funda-
mentals contagion’, whereas financial market integration (INT) is
employed to proxy ‘herding contagion’ and ‘institutional contagion’,
and competitiveness (COMP) measures ‘real integration contagion’.
Before testing this model empirically, we consider the intuition of
including these variables in the model.

‘Fundamentals contagion’

A number of macroeconomic factors may help to explain why a
country experiences a balance-of-payments crisis. I distinguish between
three groups of fundamentals: misalignments of the real exchange rate
and current account deficits as measures of a country’s ability to
sustain its exchange-rate regime; bank lending to the private sector as
an indicator of the health of the banking and financial system; the size
and composition of capital inflows, and foreign debt to measure a
country’s vulnerability to capital flow reversals.
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Concerning the first group, an overvalued real exchange rate (RER)
and a large current account deficit (CA) make a currency crisis more
likely and more severe. RER is measured as the appreciation of the real
exchange rate relative to a country’s main trading partners over a
number of years pre-crisis. The obvious difficulty in generating a mean-
ingful measure is to determine what constitutes an overvaluation.
Three different measures were tested: the change in the real exchange
rate between 1990 and the onset of the crisis, a two-year span, and one
year prior to the crisis. The choice of the RER measure, however, did
not make a significant difference as all three RER measures yielded
similar results. The idea of including the current account (CA) is that
the larger this deficit, the higher the demand for foreign currency and
the risk that borrowers will be unable to repay their debts. Once
investors reduce their financing of a country’s external deficit, the
country may be forced to devalue, thus reducing the ability of domes-
tic borrowers to repay foreign loans even further.

The credit expansion (CE) variable is used to measure the weakness
of a country’s banking system. Ideally, one would like to measure the
vulnerability of banking systems as the share of bad loans relative to
total credit, but these data were not available across countries. Instead,
following the example of Sachs, Tornell and Velasco (1996), the
increase in bank lending to the private sector as a share of GDP was
used. The idea is that if bank lending expands rapidly, the ability of
banks to monitor lending activities is limited, and credit to higher-risk
areas such as the property sector and consumer loans increases. This
increases the share of bad loans in banks’ portfolios making the sector
more vulnerable to a financial crisis.8

Third, we tested whether increased vulnerability to capital flow
reversals increased the likelihood of a transmission of the currency
crises. Countries that rely heavily on short-term capital inflows (CAP)9

are more vulnerable to capital flow reversals and need to make larger
adjustments if a balance-of-payments crisis occurs. Similarly, if a
country has high short-term foreign-currency-denominated debt
(DEBT),10 the size of the capital flow reversal will be more substantial,
leading to larger devaluations. A large government deficit as a share of
GDP (GOV) may increase the likelihood of a financial crisis. An excess-
ive fiscal deficit often contributes to a current account deficit and a real
appreciation of the domestic currency, making a balance-of-payments
crisis more likely.

Finally, the level of a country’s reserves (RES) may be important in
discouraging speculative attacks, and in determining the severity of a
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financial crisis. Speculative attacks are less likely if a central bank has
sufficient international reserves to back its currency, and even if there
is a run on reserves it may be able sustain the exchange-rate regime
without raising interest rates to prohibitive levels. The reserve measures
tested in the model were the ratio of reserves to imports and the ratio
of reserves to M2 in the month prior to the crisis (November 1994 for
Latin America and June 1997 for Asia).

‘Herding contagion’ and ‘institutional contagion’

To determine whether the transmission of balance-of-payments crises
was based on factors other than fundamentals, this model used the
correlation of weekly stockmarket returns (INT) in the the country of
origin (Mexico in 1994 and Thailand in 1997) and other emerging
markets as a proxy for ‘herding contagion’ and ‘institutional conta-
gion’. High correlations of stockmarket returns result if investors con-
sider that a group of countries have similar risks and prospects. If one
country is hit by a financial crisis, investors may leave the financial
markets of connected countries either to adjust their investment hold-
ings and to raise cash (‘institutional contagion’), or because they fear
the spread to connected countries and follow the example of other
investors (‘herding contagion’). This measure of contagion implies that
the greater the financial integration with the crisis country, the greater
the contagion.

A shortcoming of this measure is that stockmarket returns may pri-
marily be the result of common fundamentals and not due to financial
integration. To correct for this potential bias, stockmarket returns
(RET) for each country were regressed on a number of economic funda-
mentals for the tranquil period between January 1992 and six months
prior to the respective crises in Mexico (t � 1) and Thailand (t � 2):

RETi,t � π0 � π1 CAi,t � π2CAPi,t π3Ei,t � π4ri,t � π5Pi,t � εi,t (2)

with the independent variables being the current account (CA), portfo-
lio capital inflows (CAP), the nominal exchange rate (E), the change in
a country’s interest rate (r) and the rate of inflation (P) for each country
i at time t.

The correlations of the residuals indicate the degree of financial-
market integration after controlling for fundamentals. If high correla-
tions of returns were mainly due to similarities of economic
fundamentals, then the correlations of these residuals should be
significantly lower than the correlations of returns. The evidence



refutes this hypothesis. In fact, correlations of the residuals were in
some cases higher than the correlations of the returns, especially for
Asian countries. Table 4.2 presents these results. The residual correla-
tions reveal that financial markets of most Southeast and East Asian
economies are highly integrated with Thailand. This finding holds to a
lesser extent for Mexico and Latin American markets prior to the
Mexican crisis.

‘Real integration contagion’

Currency crises may be transmitted not only between economies that are
integrated financially, but also between those that have similar econ-
omic structures and are closely integrated via trade flows. I refer to this
phenomenon as ‘real integration contagion’. The argument is that a
currency crisis is more likely to spread to a country that is trading or
competing strongly with the crisis country. A devaluation in one
country is likely to worsen the trade balance of close trading partners,
putting pressure on these countries to adjust their policies and possibly
to devalue. However, this effect is not usually strong among developing
countries as bilateral trade is relatively small and most exports are
directed at industrialized countries. The more important effect for devel-
oping countries results from competition between economies for export
market shares in industrialized countries. If one country devalues, closely
integrated countries may devalue to regain competitiveness or may be
unable to withstand speculative pressure on their currencies.

To test whether countries were affected by the Mexican or Thai crisis
as a result of their close trade integration with these two countries, an
index of trade competitiveness was constructed for each of the coun-
tries in the sample using the following formula:

(3)

or for simplicity: COMPj � (A * B) � E. Term (A * B) measures the
degree of competition between country j and country i (i being either
Mexico or Thailand) in all third markets d. Term B calculates how large
the export share of one commodity c to one region d is of total exports
for country j, weighted by term A, which is the market share Mexico or
Thailand have in this commodity market in region d. As an example, if
both Indonesia and Thailand sell a large share of their total exports as
footwear in the USA, then the index yields a relatively high number
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indicating that Thailand is a strong competitor in an important
Indonesian market. This calculation was done for all commodity
exports Xc to all regions d and then summed for each country. World
Trade Database data were aggregated to three-digit SITC categories of
manufacturing exports for 1993/4 to six regions (Africa/Middle East,
Latin America, USA/Canada, Europe, Asia/Australia, and ‘other’).

Term E measures the bilateral manufacturing trade of country j with
either Mexico or Thailand. The nominator calculates total exports to and
imports from country i for country j. The denominator sums total
exports and imports for country j. If country j’s trade with country i is a
large share of total trade, the index yields a large number and vice versa.
One problem in calculating the total index COMPj was how to weight
bilateral trade and third-market trade relative to each other. Indices with
different weights were tested in the empirical analysis – equal weights or
giving either bilateral trade or third-market trade double weights – with
robust results. Table 4.2 lists the standardized competitiveness indices
(average � 100) for each country vis-à-vis Mexico and vis-à-vis Thailand,
confirming that regional economies are mostly close competitors, with
similar export structures and export destinations.

Empirical results of the basic model

To measure contagion effects, the analysis covered emerging markets
with a relatively open capital account that allowed foreign investors to
invest relatively freely as defined by the International Finance
Corporation’s Emerging Stock Market Factbook. Table 4.3 presents the
results of the empirical analysis of the basic model for 20 open emerg-
ing markets in the two crisis episodes that began in Mexico in 1994–95
and in Thailand in 1997. Transition economies are excluded partly due
to data comparability and availability. The table shows the results of
the standard OLS regressions for the Latin American crisis, the Asian
crisis, and both crises combined.11 The combined regression (1) finds
little evidence that the transmission of the two crises was based on dif-
ferences in economic fundamentals. Only the current account (CA)
variable is significant. On the contrary, lower reserves (RES), and both
higher financial integration (INT) and trade competitiveness (COMP)
with the country where the crisis originated made a balance-of-pay-
ments crisis more likely and more severe.

The key finding of the model is that the spread of the Mexican crisis
in 1994–95 and the Thai crisis in 1997 were fundamentally different.
An overvalued real exchange rate (RER), a worsening of the current
account (CA) and insufficient reserves (RES) were important factors in
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inducing the spread of the Mexican crisis to other emerging markets in
1994–95, but only the reserve variable was significant for the spread of
the Thai crisis in 1997. Moreover, trade competitiveness with Mexico
was a highly significant factor behind the Latin American crisis, com-
pared to financial integration for the Asian crisis.

Conclusions about the role of fundamentals in inducing the trans-
mission of the two crises cannot be drawn from this evidence alone.
Possibly economic fundamentals are important in explaining the
occurrence and the severity of a crisis in some countries but not others.
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Table 4.2 Comparison of financial integration (INT) and trade integration
(COMP)

Integration with Mexico 1994 Integration with Thailand 1997

Financial Trade Financial Trade 
integration integration integration integration
(INT) (COMP) (INT) (COMP)

Latin America
Argentina 0.48 169.2 0.24 47.1
Brazil 0.66 293.2 0.08 97.4
Chile 0.43 138.9 0.26 17.6
Colombia �0.01 220.3 �0.06 67.5
Mexico – – 0.60 51.7
Peru* 0.38 302.9 0.38 31.2
Venezuela �0.48 235.8 0.03 10.4

Asia
India 0.05 33.1 0.04 126.1
Indonesia 0.09 44.4 0.49 157.6
Korea 0.11 103.8 0.36 187.2
Malaysia 0.10 74.2 0.64 287.6
Pakistan �0.34 35.2 �0.31 104.1
Philippines 0.37 70.0 0.63 180.6
Sri Lanka* 0.45 46.9 �0.03 192.6
Thailand 0.36 69.7 – –

Africa/Middle East
Jordan �0.16 1.7 �0.18 44.9
Nigeria* n.a. n.a. �0.94 n.a.
South Africa* �0.67 33.9 �0.61 28.4
Turkey �0.18 12.9 0.02 65.8
Zimbabwe* n.a. n.a. 0.06 n.a.

Notes: Correlations of stockmarket return residuals (INT) are based on quarterly regres-
sions prior to each crisis. INT for countries with * are based on a somewhat reduced time
span due to data availability. COMP uses equal weights for bilateral weights and third-
country trade and is standardized to average 100; n.a. � not available



One would expect a country with sound economic fundamentals, for
instance a low current account deficit, a competitive real exchange rate
and low credit expansion, to be less affected by a currency crisis even if
these three variables worsened somewhat prior to a crisis. Below we
analyse whether countries were affected differently by the crises
depending on the strength of their fundamentals.

The modified model

Were countries hit harder by a crisis if they had ‘weak’ economic funda-
mentals? As argued in section 3, an overvalued exchange rate and a credit
boom were widely blamed for the transmission of both the Mexican and
Thai crises to other emerging markets. To test the validity of this asser-
tion, our analysis defined a country as having ‘weak’ fundamentals if it
experienced a substantial credit expansion (CE) and a real exchange-rate
appreciation (RER) prior to the crisis.12 The intuition is that a crisis was
more likely to occur in a country with ‘weak’ fundamentals.
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Table 4.3 Regression results for the basic model

(Dependent variable: CC) Latin American Latin American Asian crisis
and Asian crises crisis

Independent variables (1) (2) (3)

RER 0.135 *0.304 �0.133
(0.246) (0.177) (0.609)

CE 0.464 0.477 0.200
(0.302) (0.297) (0.521)

CA * �1.215 * �1.106 �1.877
(0.622) (0.549) (1.537)

CAP 0.777 0.539 0.293
(0.528) (0.351) (1.073)

GOV 0.452 0.096 �0.346
(0.909) (0.291) (0.935)

DEBT 0.416 �0.791 *2.022
(0.582) (0.482) (1.030)

RES * �1.208 * �1.255 * �1.793
(0.644) (0.515) (0.941)

INT * 0.123 0.046 * 0.279
(0.079) (0.056) (0.147)

COMP * 0.041 * 0.049 0.085
(0.025) (0.024) (0.080)

R-squared 0.360 0.703 0.529

Note: * indicates the rejection of the null hypothesis at the 10 per cent level



Similarly, a crisis would be more severe and require larger adjust-
ments if foreign reserves (RES) were low, while a country with high
reserves might be able to withstand a temporary loss in investor
confidence by reducing reserves. The hypothesis is that a financial
crisis is more devastating for a country with weak fundamentals and
low reserves, and less severe for a country with low reserves but sound
economic fundamentals.

We not only tested how significant the real exchange rate and the
credit expansion variables were, but also how each of the other vari-
ables affected the likelihood of the crisis spreading and its severity,
depending on the strength of a country’s previous fundamentals and
reserves. These hypotheses can be expressed as follows:

CCt � β0 � β1RERt � β2(RERt * DRESt) � β3(RERt * DRESt * DFUNt

� β4CEt � β5(CEt * DRESt) � β6(CEt * DRESt *DFUNt)
� β7 vart � β8 (vart * DRESt) � β9 (vart * DRESt * DFUNt) � εt (4)

with var representing all variables other than RER and CE in the basic
model above. DRES is the dummy variable for low reserves with DRES � 1
if a country has low reserves and DRES � 0 if it has strong reserves. DFUN

is the dummy variable for weak fundamentals with DFUN � 1 if a
country has weak fundamentals and DFUN � 0 if the fundamentals are
strong.

The hypothesis that financial crises only spread to countries that
have both weak fundamentals and low reserves implies that only
β1�β2�β3 and β4�β5�β6, β7�β8�β9 should be statistically significant in
the regression analysis. All other coefficients that either indicate weak
reserves but strong fundamentals, namely β1�β2, β4�β5 and β7�β8, or
imply strong fundamentals and high reserves, β1, β4 and β7, should be
statistically insignificant for this hypothesis to be verified.

Empirical results of the modified model

The empirical analysis produced little evidence that countries with
weak fundamentals and low reserves were more likely to experience a
more severe financial crisis. Table 4.4 shows that countries with weak
fundamentals and low reserves were affected more strongly by a crisis
only if they had had rapid credit expansion (CE) prior to the crisis. This
is the case for both Latin America and Asia.

However, there was no proof that a real appreciation (RER) had a
worse impact on countries with weak fundamentals and low reserves.
Indeed, in Latin America, the analysis showed that countries more
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affected by a real appreciation of their currency generally had relatively
strong fundamentals prior to the crisis. In the case of the Asian crisis,
the real exchange rate was not statistically significant for either coun-
tries with strong or weak fundamentals.

Table 4.5 shows the results of extending the model to include the
other variables. Overall, there is no evidence that countries with ‘weak’
fundamentals and low reserves were more likely to be affected by the
crises. The current account (CA) variable shows significance only for
countries with low reserves in the combined regression and for coun-
tries with strong fundamentals during the Latin American crisis.

The important finding of the regression analysis is that it was the
vulnerability to capital flow reversals that lay behind the spread of the
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Table 4.4 Regression results for the modified model (RER) and credit expan-
sion (CE)

Dependent variable: CC Latin American Latin American Asian crisis
and Asian crises crisis

Independent variables (1) (2) (3)

RER β1 0.194 * 0.438 �0.330
(0.332) (0.134) (0.658)

RER *DRES β2 �0.185 �0.467 0.575
(0.489) (0.267) (1.021)

RER *DRES* DFUN β3 �0.410 0.048 �6.702
(0.942) (0.551) (4.897)

CE β4 0.084 0.008 �0.143
(0.425) (0.357) (0.724)

CE* DRES β5 0.153 0.004 2.896
(0.562) (0.393) (1.697)

CE* DRES* DFUN β6 * 0.867 * 1.247 �0.890
(0.528) (0.411) (1.653)

R-squared 0.499 0.675 0.483
Joint coefficients 
& hypothesis tests:
β1�β2 0.009 �0.029 0.245
β1�β2�0 (p value) 0.982 0.895 0.840
β1�β2�β3 �0.409 0.019 �6.457
β1�β2�β3�0 (p value) 0.640 0.968 0.194
β4�β5 0.237 0.012 2.753
β4�β5�0 (p value) 0.558 0.949 0.160
β4�β5�β6 * 1.114 * 1.259 * 1.863
β4�β5�β6�0 (p value) 0.009 0.009 0.067

Note: * indicates the rejection of the null hypothesis at the 10 per cent level
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Thai crisis to other emerging markets. Countries that experienced a
large surge in short-term capital inflows (CAP) prior to the Thai crisis
were hit more severely if they also had low reserves. Similarly, short-
term debt (DEBT) was a significant factor behind the spread of the Thai
crisis. Both of these results indicate that the large short-term obliga-
tions and short-term capital flows encouraged speculative attacks in
the affected countries, and contributed to the severe decline in
exchange-rate values duing the Asian crisis.

The other main finding is the high significance of the financial inte-
gration variable (INT) and the competitiveness index (COMP). This sug-
gests that other types of contagion were present in both the Latin
American and Asian crises. Although the competitiveness index is rele-
vant for the Asian crisis, the dominant channel of contagion was
financial integration for both crisis episodes. Again, financial integra-
tion primarily affected countries with strong fundamentals and low
reserves, and not those that already had significant external imbalances
prior to the crises.

To summarize, three key results stand out. First, the spread of both
the Mexican and Thai crises was not caused by the affected countries
having ‘weak’ economic fundamentals. While an overvalued real
exchange rate and current account deficits played some role in explain-
ing the Latin American crisis, in Asia countries were crisis prone if they
were vulnerable to capital flow reversals, that is, if they had experi-
enced large short-term capital inflows and had significant short-term
foreign debts prior to the crisis.

Second, and equally important, is that the transmission of both
crises was based on other types of contagion than ‘fundamentals con-
tagion’. In particular, a high degree of financial integration with
Mexico or Thailand meant that countries were hit harder by the
crisis.

The third major result is highlighted by the difference between the
contagion effects of the Latin American and the Asian crises. The real
exchange rate did not matter for the spread of the Asian crisis; the size
of the effects of other economic fundamentals, such as the credit boom
and the composition of capital inflows, proved significantly larger in
the case of the Asian crisis. The importance of financial integration for
contagion was much higher in the Asian case. This leads to the overall
conclusion that ‘non-fundamentals contagion’ was even more domi-
nant for Asia.
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5 Policy implications

As an immediate response to the crisis, Thailand, Indonesia and South
Korea were forced to ask for IMF support, just as Mexico had in
December 1994. The IMF is often criticized by policy-makers and acad-
emics alike for the restrictiveness of its prescribed orthodox policies of
tight monetary and fiscal policies together with other economic reform
measures. Although there is a broad consensus that this policy stance
worked reasonably well for Latin America in 1995, by helping to
restore confidence and attract foreign capital back into the region, IMF
conditionality for the bail-out of Asia’s economies is more controver-
sial. Critics argue that the case of Asia is fundamentally different, and
that the problem here lies mainly with the private sector and not with
unsustainable government policies. Tight fiscal and monetary policies,
it is argued, lead to the insolvency of banks and other private firms
undermining confidence rather than restoring it.13 Advocates of IMF-
style policies, on the other hand, claim that only fundamental econ-
omic reforms and tight fiscal and monetary policies can ultimately
stabilize an economy and restore confidence. It is still too early to pass
judgement on this debate as the Asian crisis is not over, and only time
will tell which of these two schools of thought was closer to the truth.

The findings of our empirical analysis have some important longer-
term policy implications. The results suggest that the reason countries
were affected in particular by the Asian crisis was a high vulnerability
to capital flow reversals and weak financial sectors. The key policy
failure in this respect, and in particular for the Asian crisis, seems to be
an inability or reluctance of governments to adopt a sound regulatory
and supervisory framework for the financial sector following deregula-
tion and liberalization in the early 1990s. Large capital inflows and an
insufficient regulatory framework helped to nurture an asset-price
bubble which contributed to the weakening of the financial sector with
a rising share of non-performing loans and a worsening of a maturity
mismatch where longer-term investment was financed through short-
term loans. These factors further tied governments’ hands in dealing
with speculative attacks and financial crises as monetary and fiscal
tightening can have disastrous effects for the financial sector and the
real economy.

While the desirability of a sound financial regulatory system seems
unanimous, it has been in particular the financial meltdown in Asia
that led numerous policy-makers and economists to question the
virtues of unrestricted capital flows.14 It is, however, questionable how
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far measures of capital-account liberalization can be reversed and what
the economic consequences would be. After all, foreign capital had
been an inevitable source for fuelling the regions’ economic growth in
both Asia and Latin America. Moreover, an equally important issue is
how to reform affected economies internally. Further, Southeast Asian
economies which had enjoyed years of economic growth are still often
characterized by weak internal competition, with monopolies, strong
family ties and close links between business and government leaders.
Without reform to make the economies more competitive and
efficient, it is unlikely that Asian economies can resume the impressive
growth rates they enjoyed in the early 1990s.

While the previous two points indicate an optimistic policy lesson,
namely that governments and private-sector agents can indeed learn
from the financial crises, there is also a pessimistic policy lesson. That
is, that currency crises can spread to other countries even if these have
otherwise sustainable economic fundamentals. This chapter has shown
that close financial integration and trade integration increase the likeli-
hood of a crisis being transmitted to related economies. The only thing
a government can do about this is to foster cooperation with govern-
ments of closely related countries to encourage economic stability and
hope that neighbouring countries take wise policy decisions.

6 Summary and conclusions

This chapter presents evidence in support of the hypothesis that the
Mexican crisis of 1994–95 and the 1997 Thai crisis were ‘contagious’ in
affecting other emerging economies. The main findings are that, first,
it was not a currency misalignment and excessive current account
deficits, but rather the vulnerability to capital flow reversals that
explained the transmission of the Asian crisis. Second, unhealthy
financial and banking sectors are shown to have contributed
significantly to the severity of the financial crises in affected countries
for both the Latin American crisis and the Asian crisis.

Third, we found strong support for the hypothesis that the transmis-
sion of the two crises was based on contagion that had nothing to do
with the strength of the economic fundamentals in affected countries.
High financial integration and close trade integration were central in
explaining the spread of the crises among mostly regional economies.

The policy lessons are instructive but pessimistic. It is essential to
reduce vulnerability to capital flow reversals; this requires avoiding an
excessive dependence on short-term capital for funding domestic
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investment and consumption, and the creation of a sound regulatory
framework for financial institutions. The challenge is to attract longer-
term investment and foreign direct investment while discouraging the
inflow of short-term and ‘hot’ money subject to investor sentiment.
The pessimistic lesson that emerges from this study is that it may nev-
ertheless be beyond a government’s control to prevent currency crises
from affecting its economy. Economic problems in neighbouring
economies or other closely connected markets may be contagious even
for countries that follow otherwise sustainable economic policies.

Notes
1 Garber and Svensson (1994) and Agenor, Bhandari and Flood (1992)

provide an overview of these models.
2 Obstfeld (1994 and 1996) analyses how expectations affect wages, employ-

ment and interest rates, inducing a government to change policy and
devalue.

3 Dornbusch, Goldfajn and Valdes (1995) and Edwards and Santaella (1993)
compare different countries’ experience during currency crises. Other
studies, such as Eichengreen, Rose and Wyplosz (1995), Frankel and Rose
(1996) and Edin and Vredin (1993), estimate how different factors, mostly
macroeconomic variables, affect the probabality of a currency crisis
occurring.

4 See Frankel and Schmukler (1996), Calvo and Reinhart (1996), Gerlach and
Smets (1994) and Bordo, Mizrach and Schwartz (1995).

5 Calvo (1995) provides a model of herding contagion that is partly based on
these arguments.

6 The weights used for the three variables are the relative precisions, mea-
sured as the inverse of the variance, of a country’s series over the past seven
years. The trend of the exchange rate is measured as the average rate of
nominal depreciation or appreciation prior to the crisis.

7 The case of Argentina reveals the weakness of such a measure of currency
crises: Argentina was able to avoid a devaluation of its currency following
the Mexican crisis in 1994–95 but at the cost of raising interest rates and
losing substantial amounts of reserves, leading to a serious economic down-
turn in 1995. A crisis measure that is exclusively defined as a substantial
currency devaluation would not have identified Argentina as a crisis case.

8 The methodology developed in this model and in the modified model
below partly builds upon that used by Eichengreen, Rose and Wyplosz
(1996), Sachs, Tornell and Velasco (1996) and Kaminsky and Reinhart
(1996).

9 See Rojas-Suarez and Weisbrod (1995) who present evidence for this argu-
ment.

10 Short-term capital inflows are defined as ‘portfolio investment’, plus ‘other
short-term inflows’ plus ‘errors and omissions,’ using the IMF’s International
Financial Statistics as data source.
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11 Four measures of this variable were tested in the empirical analysis: Short-term
foreign debt with maturity of less than one year as a share of total foreign
debt, and short-term debt as a share of GDP prior to the respective crises. It
was also tested whether a worsening in these two ratios was an indication for a
crisis to be more likely to occur. The measures that showed most significance
were the levels of short-term debt rather than the changes.

12 Note that because we are interested in contagion effects, Mexico and
Thailand are excluded from the regression for that episode where the crisis
originated in their country.

13 Sachs, Tornell and Velasco (1996) use a similar measure. However, they
define a country with ‘weak’ fundamentals as a country that is both not in
the quartile of countries with the strongest real depreciation, nor in the
quartile of countries with the lowest credit expansion/GDP ratio. Such a
definition of ‘weak’ fundamentals seems too wide because it defines coun-
tries such as Jordan, Indonesia and Malaysia, for instance, as having ‘weak
fundamentals’ in 1994 although, according to the data Sachs, Tornell and
Velasco (1996) use, all three countries experienced a significant real depreci-
ation and almost no credit expansion until 1994.

14 This line of thought is summarized by an article by Jeffrey Sachs, entitled
‘The Wrong Medicine for Asia’ (New York Times, 3 November 1997), where
he argues: ‘The region does not need wanton budget cutting, credit tighten-
ing and emergency bank closures. It needs stable or even slightly expan-
sionary monetary and fiscal policies to counterbalance the decline in
foreign loans.’

15 See, for instance, Bhagwati (1998).
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Contagion in Emerging Markets:
When Wall Street is a Carrier
Guillermo A. Calvo*

1 Introduction

Prior to the Tequila crisis of 1994–95 in Mexico, balance-of-payments
crises in emerging-market economies were quickly attributed to macro-
economic mismanagement – the first and foremost suspect always being
an ‘unsustainable’ fiscal deficit. The Mexican crisis questioned this con-
ventional view because the country was emerging from a long period of
stability during which important structural reform had been undertaken
and, on the whole, fiscal deficit had been brought under control.
However, conventional wisdom started to shift towards focusing not just
on fiscal deficit, but also on the current account deficit – undoubtedly a
more encompassing measure of a country’s deficit. Mexico showed some
weakness in this respect, as its current account deficit was about 8 per
cent in 1994 and was programmed to rise to 9 per cent in 1995. This was
considered ‘unsustainable’ for Mexico, given its poor growth record.1

The new crisis paradigm had hardly begun when Asia fell into
disarray. The unsustainability flag could not easily be raised in this
instance, especially for countries like Korea and Indonesia. For the first
time, conventional wisdom turned its attention to what is likely to be
central to all recent crises, namely, financial-sector weaknesses.

Looking at the financial sector, one begins to find threads common
to all emerging markets. A salient aspect was the existence of short-

A draft version of this chapter was presented to the AEA 1999 New York
Meetings, and the Winter Camp in International Finance, organized by the
Center for International Economics (University of Maryland) and the Faculty of
Economics (Universidad de los Andes, Bogotá, Colombia) in Cartagena,
Colombia, 7–11 January 1999. I would like to acknowledge with thanks useful
comments by Enrique Mendoza, Maury Obstfeld, and other seminar participants.



term debt, mostly denominated in foreign exchange (and, thus, could
not be liquidated through devaluation) and, in several instances, a
weak and poorly supervised domestic financial system. However,
before the pieces of the puzzle could be put together, in August 1998
Russia announced a surprise partial repudiation of its public debt.
Russia’s trade with most emerging markets is insignificant (particularly
with those located in Latin America), and its GDP represents a scant 1
per cent of world output. However, the shock wave spread throughout
emerging markets, and even hit financial centres. What happened?

The dominant theory is that – as a result of market incompleteness
and financial vulnerability – many economies, especially emerging-
market economies, exhibit multiple equilibria. No one has yet pro-
vided a good theory about equilibrium selection, but multiple-
equilibria models encouraged statements to the effect that: ‘upon
seeing Russia default, investors thought that other emerging-market
countries would follow suit, tried to pull out and drove those econ-
omies into a crisis equilibrium’. Moreover, in a formal model exhibit-
ing multiple equilibria the crisis can be rationalized; models that can
be adapted to provide that kind of explanation include Obstfeld
(1994), Calvo (1998b), Cole and Kehoe (1996).

I propose a different tack, and explore the underpinnings of a model
in which a key factor behind the spread of the Russian shock lies at the
heart of the capital market. I do not shift the focus away from the
financial sector, but explore the possibility that Wall Street helped
spread the virus. The basic ideas have been summarized in an informal
way in Calvo (1998c and d). This chapter provides a more formal
discussion of the central insights.

The key notion underlying the models is that knowing about emerg-
ing-market economies involves large fixed costs relative to the size of
investment projects. Learning about an individual country is costly:
one needs information on its economy and politics, and this requires a
team of experts to monitor those variables. Economies change rapidly,
especially emerging-market economies with incipient political systems.
Thus, monitoring has to be frequent and in depth. However, there is
little cost difference between learning about macro variables in the
USA and, say, a small country like Paraguay. In fact, a large country
may exhibit more stability in its macro variables, making frequent
monitoring less necessary. Therefore, fixed learning costs may be espe-
cially relevant for small emerging-market economies.

Fixed costs generate economies of scale and, hence, the financial
industry is likely to organize itself around clusters of specialists. It seems
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plausible, therefore, to assume that there exists a set of informed and a
set of uninformed investors. The former probably leverage their portfo-
lios (those who know better about a given project have incentives to
borrow to finance it) and, thus, are potentially liable to margin calls.2

In fact, it seems, important specialists invested in Russian debt and
were subject to margin calls as its value plunged after repudiation.
Section 2 starts from this observation and presents two models to
explain the behaviour of the uninformed. In both models, the problem
faced by the uninformed is that they can only observe price and, occa-
sionally, some details of the investment strategy followed by special-
ists. However, if they see the latter selling emerging-market securities,
or, more simply, staying out of auctions of new bonds, for example,
they could not know exactly whether it reflected negative information
about those securities or whether the specialists were subject to margin
calls. Thus, they face a ‘signal-extraction’ problem. The first model
shows an example where if the volatility of emerging-markets returns
is high relative to, say, margin calls, then it will be rational to attach
high probability that the signal received by the uninformed reflects
conditions in emerging markets. The second model obtains essentially
the same result in terms of a more elementary setup. These models
help to rationalize a situation in which the capital market – the unin-
formed part of it – assumed the events surrounding the Russian shock
indicated fundamental problems with emerging markets in general,
and tried to remove their funds from all of them.3 Unlike Grossman
and Stiglitz (1980), I assume that the uninformed can observe
informed investors’ trades, albeit imprecisely.

Section 3 explores ‘multiplier’ effects that magnify the initial shock.
It develops ideas in Calvo (1998d) where a sudden stop in capital
inflows (provoked by the Russian shock, for example) can wreak havoc
on financial systems, unless financial contracts are indexed to the
sudden-stop state of nature (which is unlikely when the shock comes
via Russia and margin calls in Wall Street). It is argued that this
channel may give rise to multiple equilibria, but the relatively novel
insight is that, even under equilibrium uniqueness, the sudden-stop
channel may produce multiplier effects that help to magnify the initial
shock. Section 4 concludes, and discusses possible extensions.

2 Signal extraction: two simple models

Two simple models are presented in which rational but imperfectly
informed individuals may take a signal emitted by informed investors
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as a good indicator of prospects in emerging markets. The signal is
imperfect and sometimes reflects conditions available to informed
investors – such as the margin calls that reportedly took place after
Russia repudiated some of its debt – but provides no information on
emerging markets. Thus, these models show that emerging markets
could be innocent victims of shocks that lie completely outside their
realm and control.

Model 1

Informed investors take an observable (for the uninformed investors)
action y (for example, buying emerging-markets bonds). This action is
motivated by a combination of the following two variables: s and m.
Variable s is an accurate signal of returns on emerging-market securi-
ties: the larger is s, the larger is the return. This is the variable that
uninformed investors would like to know (not y). In turn, variable m
reflects factors that are relevant only for the informed (for example,
margin calls, profitability of investment projects available to informed
investors only, see Wang, 1994). For simplicity, we assume that:

y � s � m (1)

Uninformed individuals are able to observe y, and are assumed to
know the unconditional distribution of s and m. Informed individuals
know the exact value of the two variables.

Let s̄ ~ n(s̄, σ2) and m ~ n(0, τ 2) where function n denotes normal dis-
tribution and, as usual, the first argument denotes the mean and the
second the variance of the associated random variable. These are the
unconditional distributions of s and m. Upon observing y, however, the
uninformed can compute the conditional distribution of s and m (con-
ditional on y, of course). In particular, it can be shown that if m and s
are stochastically independent, the conditional distribution for s is:

The intuitive plausibility of the result can be appreciated in limiting
cases.4 Thus, for example, if τ is very close to zero, the idiosyncratic
variable m would be nearly a constant and, hence, it is plausible to
attribute most of the change in y to changes in s. That is precisely what
the formula implies since in that case τ2 ≈ 0 and θ ≈ I. Notice that while
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the conditional mean of s is a function of the observed variable y, its
conditional variance is not.

The case θ ≈ 1 is interesting because it shows the possibility that
uninformed investors will react strongly even though the change in y
is provoked, say, by margin calls. Our formal results imply that one can
get θ ≈ 1 even though τ2 is ‘large’. For, what is actually required is that τ2

be small relative to σ2. A characteristic of emerging-markets is the rela-
tively high volatility of variables such as terms of trade (see Hausmann
and Rojas-Suarez, 1996), which will be reflected in large σ2. On the
other hand, margin calls and serious liquidity problems in Wall Street
are more likely to be the exception than the rule. Consequently, the
case for large σ2/τ2 is not hard to make. In this context, the Russian
shock can be interpreted as the outcome of a large positive shock to m,
for example, large margin calls, which resulted in a sizeable cut in
observed y.

Model 2

In contrast to the previous model, we assume that s and m can take
two values indicated by xL � xH, x � s, m. Observable variable y also
takes two values yL � y H as follows:

y � y H if s � sH and m � mL (2)
y � y L, otherwise

This captures the situation in which the informed send a negative
signal (that is, y � yL) if they get negative information about the
profitability of emerging-market securities (that is, s � sL), or if they are
subject to, say, margin calls (that is, m � mH). Otherwise, they send a
positive signal (that is, y � yH). Again, we assume that variables m and s
are stochastically independent; hence the set of possible events:

Ω � {(sL, mL), (sL, mH), (sH, mL), (sH, mH)} and
(3)

where P is the probability measure on Ω. As a result, as P(mL) → 1, we
have P(sL/yL) → 1. Therefore, again, uninformed investors are going to
attach a large probability to the ‘bad’ outcome (that is, s � sL) after
observing y � yL if the ‘bad’ idiosyncratic shock (that is, mH) has low
probability.
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3 Sudden stop: multiplier effect

Extensions to a dynamic setting could rationalize positive and negative
shocks to emerging markets coming from Wall Street but, unless one
introduces serial correlation, there will be a quick reversion to the
mean. Serial correlation could be introduced through random variables
s and/or m, but this is not a satisfactory modelling strategy. Much
better would be to obtain serial correlation from fundamental eco-
nomic considerations. Moreover, if the analysis rested there, large
shocks to emerging markets would be predicated on the existence of
equivalently large Wall Street shocks. This is possible, but more inter-
esting would be to identify mechanisms that magnify Wall Street
shocks. The present section will identify ‘multiplier’ effects, and chan-
nels that might contribute to serial correlation in dynamic settings.

I have argued in Calvo (1998c) that a sudden stop (that is, a sizeable
and largely unanticipated stop) in capital inflows could result in a col-
lapse of the marginal productivity of capital in emerging-market
economies. One can formalize this situation by postulating that the
unconditional mean of s, s̄ , is a decreasing function of the (relative)
size of the sudden stop. Let production in emerging-market economies
be proportional to their capital stock, k, and the factor of proportional-
ity be given by s. Consider Model 1 above. Suppose that the return on
projects outside emerging-market economies is normally-distributed.
Thus, in the context of a one-period portfolio-choice model, one could
write the demand for k as a function of the conditional expectation of
s only (recall that the variance of the conditional distribution for s is
constant with respect to y and s̄ ). The higher y or s̄ , the larger will be
the demand for emerging-market securities. More specifically:

k � K(θy � (1 � θ)s̄), K′ � 0 (4)

for some differentiable function K.
The sudden-stop effect can be captured by postulating that the uncon-
ditional expectation of s is a positive function of the difference
between k and, say, its expected value from the previous period’s per-
spective. Taking the latter as given, one can simply write:

s̄  � Φ(k), Φ′ (k) � 0 (5)

for some differentiable function Φ. Function Φ is likely to be concave
as a drop in k is likely to have a larger impact than an equivalent rise.
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By equations (4) and (5):

k � K (θy � (1 � θ) Φ (k)) (6)

The expression on the right-hand side of equation (6) is an increasing
function of k. Therefore, the sudden-stop effect is capable of giving rise
to a multiplicity of equilibria. This is possible because, for example, a
smaller k lowers the expected marginal productivity of capital (that is,
lowers s̄), which induces a lower demand for k. But even in cases where
equilibrium is unique, the sudden-stop component implies interesting
results. Thus, for instance, assuming (1 � θ)K′Φ′ � 1, we get, by totally
differentiating expression (6) with respect to y,

(7)

The direct impact of y on k is θK′ but, by equation (7), the impact is
magnified by multiplier 1/[1�(1�θ)K′Φ′] � 1.

Interestingly, the direct impact of y on k increases with θ – which, by
the last section’s analysis is attributed to a larger relative variance of
the marginal productivity of capital – while the multiplier is lower as θ
rises. The net effect of a rise in θ is ambiguous. To show it, differentiate
equation (7) with respect to θ; thus

(8)

The bracketed expression in the numerator of the right-hand side of
expression (8) can be of either sign.

Modelling the demand for emerging markets securities, K

Calvo (1998b) and Calvo and Mendoza (2000) show that as the capital
market becomes globalized, the response of investors to news about
expected returns (as a proportion of a country’s investment) may
increase without limit.

It is worth noting that K′/K will also be large if K is ‘small’ (one way
of characterizing emerging markets), and K′ is somewhat invariant to K
(that is, total investment in emerging markets). Thus, for example, this
property would hold in a portfolio model in which returns are nor-
mally distributed and the utility function exhibits constant absolute
risk aversion, because K is linear in the rate of return (� s, in the
present notation) and, hence, K′ is totally invariant with respect to K.
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These examples illustrate the possibility that being small in a global-
ized capital market may make K′/K large, magnifying the damage
caused by a negative signal coming from the capital market. (For a
more detailed discussion see the appendix in Calvo (1999).)

4 Final words

• The key insight of the above analysis is that under asymmetric
information, rational but imperfectly informed investors could
react very strongly to signals emitted by informed individuals.
Those signals, in turn, may be due to factors that are relevant to
informed individuals (for example, margin calls) but that bear no
relationship to fundamentals in emerging-market economies.
Moreover, sudden-stop effects contribute to the existence of
multiple equilibria, and may give rise to multiplier effects. These
elements help to explain why the Russian shock spread so viru-
lently beyond Russia, and still lingers after a long period in which
it has become apparent that much of the global turmoil was
caused by problems in the capital market itself (for example,
margin calls), and owed little or nothing to new problems in
emerging-market economies (except Russia).

• The chapter does not discuss how the signal is emitted by the
informed. This is an important issue that may be left for another
occasion. However, it is worth noting that specialists may send a
negative signal even if they do not run down their stock of emerg-
ing-markets securities. This is so because emerging markets exhibit
current account deficits that need financing. Thus, absence (or
diminished presence) of specialists in the auctioning of new emerg-
ing-markets securities is likely to be noticed and taken as a negative
signal.

• This analysis places special emphasis on quantity signals, while
much of the traditional finance literature, such as Grossman and
Stiglitz (1980) or Wang (1994), has focused on price signals. I feel
that price signals are less relevant in emerging markets because
those markets have a relatively short lifespan and have exhibited
sizeable volatility, largely unrelated to ‘fundamentals’.5 However,
assuming that the uninformed pay attention to price signals will
not in general eliminate the effects highlighted in this chapter.
Actually, price signals could aggravate the effects on margin calls, as
shown in Genotte and Leland (1990) and, more recently, Kodres
and Pritsker (2002).
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• The study assumes the existence of one homogeneous emerging-
markets security; extensions are straightforward. A simple exten-
sion is to assume that there is a variety of securities, indexed by 
i � 1, …,I. Let us assume that:
(1) the returns on securities are mutually independent random

variables,
(2) the unconditional distribution for the return on security i is 

n(s̄ , σ2), the same for all i, and
(3) there is an observable variable associated with each security 

yi � si � m.

Then, if there exists a large number of securities, uninformed
investors could closely estimate m and, in that fashion, approx-
imately pinpoint the value of each si.

However, the assumption of a common m shock in all the yi equa-
tions is hard to justify in a context where there are sizeable fixed
information costs. Under those conditions, there will be few
investors who are informed about all emerging markets. Most of
them are likely to specialize on a few of them. Thus, the polar 
case in which there exists an m-type shock for each yi, for example 
yi � si � mi, where mi are mutually stochastically independent,
could be a better approximation. Clearly, increasing the number of
markets in this case yields no informational bonus. Actually, Calvo
and Mendoza (1999) show examples where incentives to collect
information declines with the number of markets, which would
worsen the forecast-error problem.

• The above models are static, while sudden-stop effects are essentially
dynamic. An unexpected change in the demand for emerging-markets
securities causes disruptions in the financial sector because (in a richer,
though straightforward, model) it brings about unexpected changes in
relative prices. Thus, in a realistic scenario with incomplete financial
contracts (in which, for instance, the loan rate of interest is not made
contingent on variables such as y), a change in relative prices may
cause bankruptcy and, through that channel, bring about a fall in the
marginal productivity of capital. However, these effects are likely tran-
sitory. As firms are dismantled, new firms will spring to life. Thus, the
initial drop in the marginal productivity of capital may be followed by
a renaissance in which marginal productivity increases over time and
even overshoots its value prior to crisis.

• A deeper analysis, of course, will have to rationalize why loan
interest rates are not indexed to observables like y. One answer is
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that y may be observable but hard to verify, as suggested by
Townsend (1976). Another is that indexation to y is likely to be a
function of the indexation rules adopted in other contracts since,
for example, a given firm’s financial difficulties probably depend
on the financial situation of its clients and suppliers (through the
interenterprise-credit channel, for example) – the latter, in turn,
being a function of the adopted indexation formulae. The
complexity of the problem may be so great that one could
possibly invoke bounded-rationality considerations for market
incompleteness.

Notes
1 In Calvo (1998a) I have argued that the analysis underlying the sustainabil-

ity of current account deficits leaves much to be desired, but the topic is not
central to this chapter.

2 The economics of margin calls or, more generally, of collaterals are not
discussed here.

3 The appendix in Calvo (1999) shows that these phenomena can be captured
in terms of a general equilibrium model.

4 The model is isomorphic to that underlying the Lucas supply function in
Lucas (1976).

5 However, financial analysts seem to pay a great deal of attention to sovereign
bonds prices.
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Part II

Trade and Trade Agreements





6
Preferential Trade Agreements at
the Turn of the Century
T. N. Srinivasan

1 Introduction

I first met Rolf and Ana Maria Mantel at Yale in the early 1960s. I was
then teaching at Yale. Both Rolf and Ana Maria were in my graduate
econometrics course in the fall of 1964 as auditors, if my memory
serves me right. Econometrics in those days consisted mostly of the
standard linear regression and simultaneous equation models of the
Cowles Commission and the then new tobit models. Analytical devel-
opments in theory and econometrics have been dramatic in the past
four decades, and Rolf, although he also developed an interest in
applied theory and policy, remained a distinguished theorist.

Rolf, of course, was celebrated for the result of this work, so that little
need be added about aggregate excess demand functions other than
their homogeneity of degree zero in prices and that they satisfy Walras’
Law. The November 1999 issue of Econometrica contains a paper by
Chiappori and Ekeland (1999) that extends Rolf’s theorem to market
demand functions using mathematical tools not previously used in
economics. One might have thought that with Rolf’s theorem, much
of international trade theory, let alone econometrics of demand, would
be wasted. After all, a country’s net offer curve is its excess demand
curve. If one cannot say much about its shape, one can say even less
about trade policy, since policy analysis is no more or no less than
comparative statics of equilibria, but fortunately Rolf and Ana Maria
wrote several important papers on international trade issues.

First, I discuss the Mantels’ contribution to the theory of economic
integration of nations. Then, in section 2, I review some recent theo-
retical research and empirical evidence from the performance of
Mercosur and other preferential trading arrangements (PTAs) to argue
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that the case for preferential trade, as opposed to non-discriminatory
and multilateral trade, is exceedingly weak.1 Further, the record of
enforcement of Article XXIV of the General Agreement on Tariffs and
Trade (GATT), and now the World Trade Organization (WTO) which
permits PTAs to deviate from the core principle of non-discrimination
under specified conditions is disappointing. I propose that Article
XXIV be replaced by a requirement that any preferences granted under
any proposed PTA be extended to all members of the WTO on a most-
favoured-nation (MFN) basis within five years of coming into force of
such agreement.

Section 3 discusses the role of developing countries in the GATT
and in the WTO since its founding in 1995, and their interests in any
future multilateral trade negotiations. As it turned out, no such nego-
tiations were launched at the third Ministerial Meeting of the WTO in
Seattle, USA.

Rolf and Ana Maria wrote two remarkable papers on the economic
integration of nations (Mantel and Martirena-Mantel, 1980; 1982),
neither of which received the attention they deserved. The 1980 paper
– originally a 1975 paper in Spanish – is a tour de force; it analyses not
only the welfare impact of integration between two economies as is
common in the literature, but also the changes in consumption struc-
ture following integration. The analytical framework adopted by the
Mantels was one of general equilibrium, without restrictive assump-
tions about the preferences of different social groups or about produc-
tion technology (except the standard one of downward-sloping
transformation curves). Government was assumed to produce public
goods and services using its own resources, technical knowledge and
the revenues it obtained from tax-paying social groups and from taxes
on foreign trade. The latter paper started with a partial equilibrium
geometrical set-up reminiscent of traditional public-finance analysis of
dead-weight losses, but in the appendix the analysis is done in terms of
the algebra of general equilibrium.

The most interesting feature of both papers is their explicit recogni-
tion that the preintegration tariff structure of the two economies
considering integration is not arbitrary and historically given as
assumed in the traditional Vinerian type of analysis, but the result of a
non-cooperative Cournot–Nash tariff game. As such, the Mantels
argued that in assessing the effects of integration one should not
include the effects arising from the fact that, by definition, in the inte-
gration negotiation the authorities of the two economies would
bargain rationally in contrast to their non-cooperative behaviour in
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the preintegration situation. A second feature of the Mantels’ analysis
is their approach to the welfare of countries which lie outside the inte-
grated group. In their second paper they define an equilibrium benevo-
lent union as a customs union, which starting from a pre-union
non-cooperative Cournot equilibrium in tariffs among its members,
frees trade within the union and establishes a common external tariff
leaving the rest of the world unaffected. Thus the benevolent union is
the analogue of the union analysed by Kemp and Wan (1976) for the
case of historically-given (rather than non-cooperatively determined)
pre-union tariffs in member countries. A belligerent union is one whose
common external tariff is optimally chosen to maximize union welfare
in the absence of retaliation by non-members.

The Mantels, in Mantel and Martirena-Mantel (1982) dismiss the
benevolent customs union altogether writing ‘We find no empirical
content to the benevolent customs union, carefully designed not to
hurt the non-partners of the union.’ I feel sure they would agree to
rethink this assertion! First, it is not clear how they arrived at the con-
clusion of a lack of empirical content in a benevolent union, though I
must admit that I am sympathetic to their view. Second, while they
correctly dismiss the assumption of historically-given, arbitrary initial
tariffs in member countries, on the ground that governments set tariffs
in their interest and not arbitrarily, by assuming the rest of the world
(ROW) remains passive in response to the common external tariff
chosen by the union, they do not extend this logic to the ROW.

The Mantels, in Mantel and Martirena-Mantel (1980, p. 352), justify
the passive behaviour of ROW (country C in their notation) towards
the union of A and B by arguing that ‘This is certainly justified when-
ever countries A and B are small since in that case their action will not
affect C at all’ or (paraphrasing Chamberlain) the ‘influence will be
spread over so many other countries that the impact felt by any one of
them is negligible and does not lead it to retaliate’. If we take the first
argument literally, not only the common external tariff should be zero
and the distinction between the two types of unions disappears, but
even the pre-union Cournot game in tariffs becomes moot with both
countries rationally adopting free trade. The second justification is
more plausible but rests on some implicit collective-action problem
among the ROW countries. Indeed, the Mantels must have felt uncom-
fortable with their justifications, as in Mantel and Martirena-Mantel
(1980, p. 352) they qualify their analysis to say ‘In the event that C
does retaliate, our analysis has to be considered as a first approxima-
tion. In that case, it will be assumed that C’s offer curve corresponds to
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tariff levels of the pre-integration policy equilibrium. The gains from
integration for A and B will then be the gains before C’s retaliation to
the union’. Thus C’s policy-makers are assumed to have been rational
before the union of A and B as well as rational in the future after the
union, but the analysis covers the interregnum between the formation
of the union and the rational response of C.

One further interesting aspect of the Mantels’ analysis is that while
they do not refer to Article XXIV of GATT which requires, inter alia,
that substantially all trade among members of a proposed Customs
Union be free for the Union to be GATT-compatible, they assume it to
be the case in their 1982 paper. However, in their 1980 paper they
allow the members of a union to bargain over tariffs to be applied on
intra-union trade. This is interesting in that it contrasts the non-
cooperative Cournot behaviour of the two integrating countries prior
to integration with the rational process of bargaining over post-union
tariffs on internal trade. The latter is over the choice of a point on the
portion of the contract curve that lies within the bargaining set defined
by the initial equilibrium which, by definition, is not on the contract
curve and hence not Pareto-optimal. As such, post-union internal trade
will not be free, if the free-trade point (by definition on the contract
curve) is not in the bargaining set. Even if it is, the bargaining equilib-
rium need not settle on it. The literature on the requirement of Article
XXIV that substantially all internal trade be free has not, I believe,
approached internal tariffs of a union from the perspective adopted by
the Mantels. Also, whether the extended time frame within which
internal tariffs were (or are) to be dismantled in customs unions of the
contemporary world, such as the EU, Mercosur or NAFTA, could be
rationalized using the Mantel framework is an open question.

Figure 6.1, a slightly amended version of figure 7 of Mantel and
Martirena-Mantel (1980), illustrates this point. I want to use it to raise
an issue that the Mantels probably condidered but chose not to
address. In Figure 6.1, asterisks denote a country with which the home
country (denoted without asterisks) is considering integration. I have
eliminated, as the Mantels did, the ROW from the figure since it is
assumed to behave passively. Trade indifference curves AA′(A*A*′)
denote the autarky indifference curves, FF′(F*F*′) the free trade indiffer-
ence curves, and NN′(N*N*′) the trade indifference curves correspond-
ing to the pre-integration Cournot–Nash tariff equilibrium. The locus
of tangencies of indifference curves of home and foreign countries rep-
resenting Pareto-optimal trades is the contract curve CACoCo*CA*. The
free-trade equilibrium FTE is on the contract curve.
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As long as countries cannot be forced to trade, viewed from autarky
at the origin, the relevant portion of the contract curve is that between
the CA and CA* on the two trade-indifference curves passing through
the autarky point, that is the origin. Starting from the initial Nash
equilibrium point NEo, the bargaining set (that is, the set of trades that
makes neither country worse-off relative to NEo) is the set of points in
the lens NEoCoDC*oNEo. The Mantels argued that a bargaining equilib-
rium will be some point on the part C*C*o of the contract curve that
lies in the lens. As depicted, the free-trade point FTE is not on it, and
will not be a potential bargaining equilibrium.
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The Mantels were correct in saying that in the post-integration bar-
gaining equilibrium trade need not be free. But the question arises:
why did the countries first behave non-cooperatively and then bargain
rationally during the integration process? Had they begun their negoti-
ations ab initio from their autarky positions and bargained rationally,
their bargaining set would have been the lens formed by the two
autarky indifference curves and it would have included the free-trade
point FTE. The entire contract curve cACA would then be possible
bargains. I wonder why the Mantels, having rightly argued that the
initial equilibrium should not be viewed as arbitrary, did not push
their argument even further to autarky and the initiation of trade
between the two countries.

I have dwelt on the Mantels’ work on economic integration, not
only to celebrate the life and work of Rolf Mantel, but because much of
the volume of analytical literature on preferential trade agreements or
PTAs since the start of the Uruguay Round of multilateral trade negoti-
ations, has adopted the Mantels’ approach that the choice of tariffs by
governments be seen as equilibrium outcomes of some well-specified
game (one-shot or repeated). Unfortunately, many authors seem
unaware of the Mantels’ papers, perhaps because they were in Spanish,
and the English version of one paper was in a volume published by the
Organization of American States.

2 Recent literature on PTAs

The analytical literature is diverse in terms of issues analysed, perspec-
tives adopted and whether a static or dynamic view is taken. Excellent
surveys of the literature include Baldwin and Venables (1995), Winters
(1998), Anderson and Blackhurst (1993), de Melo and Panagariya
(1993), Baldwin, Coles, Sapir and Venables (1998) and Bhagwati,
Krishna and Panagariya (1997)). A symposium on ‘Regionalism and
Development’ was also reported in the World Bank Economic Review
(May 1998), where non-economic benefits of a PTA and economic
benefits or losses to member and non-member countries from a PTA
were analysed. In 1951, the political objective of the formation of the
European Coal and Steel Community was to prevent another world
war originating in Europe. In 1957 this became the European
Economic Community (EEC) and, following the single market decision
of 1992, the European Union (EU). Political and related national secu-
rity considerations were analysed by Schiff and Winters (1998) and
their quoted references. More generally, domestic political economy
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considerations and their implications for preferential versus multilat-
eral trade liberalization have been explored in several contributions,
including Raff (1998a). In particular, whether entering into a PTA with
a strong partner is a more credible commitment mechanism than
membership of the WTO for pursuing economic reforms by a weak
government is an important issue in the context of economic reform
in Latin America. In a world where not only international trade in
goods and services but also international capital flows are important,
whether entering into a PTA enables an economy to attract a more
desirable type of capital flow is yet another issue. The implication of
membership in a PTA on capital inflows is one of many issues classed
as ‘deep integration’, meaning issues of coordination, if not full
harmonization, of domestic policies including competition policy and
product safety standards among members. These non-traditional
aspects of PTAs are nicely surveyed in Fernandez and Portes (1998).

When a new analytic tool becomes available it is soon applied to a
variety of problems, and analysis of PTAs is no exception. The develop-
ment of the so-called New Trade Theory based on scale economies of
production and the resultant imperfectly competitive market struc-
tures, as well as the so-called New Economic Geography, based on
positive transport costs, agglomeration and scale economies, have both
been applied. A nice example of the former is Puga and Venables
(1998) in the context of industrial development of less-developed
countries (LDCs), and of the latter Ludema (1999) in the context of tax
competition for foreign direct investment. The literature spawned by
Krugman (1991) on ‘Natural Trading Blocs’ is illustrative of the impli-
cations of transport costs on the benefits and costs of regionalism. The
role of PTAs in the competition of footloose foreign capital through
tariff protection (inducing tariff-jumping investment) and domestic
profit taxation (offering tax holidays and concessions to attract invest-
ment) is modelled as sub-game perfect equilibria in Raff (1998b).

In several empirical analyses of the effects of trade liberalization
from the Uruguay Round agreement, the tools of applied general equi-
librium analysis – static, dynamic, with or without scale economies in
production, with or without purely competitive market structure – has
been effectively used. But only a few, for example Martin and Winters
(1996), have addressed the impact of PTAs. The impact of particular
PTAs, such as Chang and Winters (1999) and Yeats (1998) on
Mercosur, Krueger (1999) on NAFTA, and the effect of membership in a
PTA on bilateral trade of the partners have been examined using cross-
sectionally estimated gravity models of trade, including Frankel (1997)
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and Soloaga and Winters (1999). Most of the exponentially growing
numbers of cross-country growth regressions often include measures of
openness – Sachs and Warner (1995) – but rarely any variable to
capture the impact of PTAs. The latter is taken up in Ben-David (1993)
and Vamvakidis (1998).

Finally, I should mention the literature on systemic issues raised by
the trend towards regionalism starting from the question raised by
Bhagwati (1991): ‘Are regional agreements “stepping stones” or “stum-
bling blocks” on the path towards global free trade?’ Bagwell and
Staiger (1996a, b, c; 1997a, b; 1999a, b) explored in depth the role
played by the cardinal principle of GATT, namely, non-discrimination
or the most-favoured-nation principle (MFN), and the rule of reciproc-
ity between countries in the exchange of tariff reductions; for example,
in preventing opportunism afforded by future regional or bilateral
agreements to erode the benefits to non-members from current multi-
lateral agreements. Others, such as Bond (1999), Levy (1997, 1999) and
Syropoulos (1999), also address some of the issues. In Srinivasan
(1998a) I discussed some of these contributions in detail.

Without surveying this literature in depth here, let me summarize
what I take to be its overall findings. First, there is no support in theory
or in empirics for the assertion that most of the non-traditional (politi-
cal, investment, commitment) benefits of PTAs could not be obtained
through the multilateral process. Second, the traditional Vinerian
trade-diversion effects of recent regional agreements appear to be
significant. For example, in a study that received critical comments,
particularly from politicians, Yeats (1998, p. 24) concludes that but for
the changes in trade policy introduced under Mercosur transitional
arrangements:

Mercosur’s trade patterns would not have changed much and the
shift toward apparently uncompetitive capital-intensive intrablock
trade would not have occurred. Thus, if the Mercosur countries had
achieved an equivalent degree of liberalization on a nondiscrimina-
tory basis, they would have maintained a more efficient import
structure, paying less or obtaining better goods, and they would
have purchased more from their trading partners outside the block.

Third, notwithstanding the many insights from using models that
deviate from the traditional assumptions of pure competition, com-
plete markets and the absence of scale economies and externalities, the
case for multilateral trade liberalization remains robust. Fourth,
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attempts to alleviate discrimination inherent in any regional trade
agreements, while taking advantages of intra-regional trade liberaliza-
tion through some form of ‘open regionalism’, do not seem promising.
The former Director General of the WTO, Renato Ruggeiro, contrasted
two interpretations of ‘open regionalism’. The first essentially required
that any regional preferential trade arrangement be consistent with
Article XXIV of GATT 1994 and the understanding on its interpreta-
tion incorporated in the UR agreements on Trade in Goods. In the
second:

the gradual elimination of internal barriers to trade within a
regional grouping will be implemented at more or less the same rate
and on the same timetable as the lowering of barriers towards non-
members. This would mean that regional liberalization would in
practice as well as in law be generally consistent with the m.f.n.
principle. (WTO, 1996)

He preferred the second. Yet this interpretation seems odd: after all, if
regional liberalization is to be extended on the same timetable ‘in prac-
tice and in law’ to non-member countries on an MFN basis, it would be
multilateral and not regional. If that is the case, why would any group
initiate it on a regional basis in the first place? As such, it would seem
that there is no meaningful way regionalism could ever be made con-
sistent with multilateralism, and ‘open regionalism’ is an oxymoron!

3 Developing countries and the global trading system

The debate on the role of openness to international flows of goods,
technology and capital in the development process is as old as eco-
nomics. After all, Adam Smith praised the virtues of openness and
competition in The Wealth of Nations. A moment’s reflection should
convince anyone that the sources of economic development are essen-
tially three: the growth in inputs of production, improvements in the
efficiency of allocation of inputs across economic activities, and inno-
vation that creates new products, new uses for existing products
leading to increased efficiency of use of inputs.

Being open to trade and investment contributes to each of the
sources of growth. By allowing the economy to specialize in those
activities in which it has comparative advantage, efficiency of the allo-
cation of domestic resources is enhanced. By being open to capital,
labour and other resource flows, an economy may augment relatively
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scarce domestic resources and use part of its abundant resources else-
where where they earn a higher return. Clearly, efficiency of resource
use in each nation and across the world is enhanced by the freedom of
movement of resources. Finally, the fruits of innovation become avail-
able everywhere in such an open world. While the potential benefits of
openness from the perspective of growth and development and world
welfare have been obvious since Adam Smith, if not earlier, apprecia-
tion of this potential has been slow. Even now doubts persist. The
recent financial crises resulting from volatility of short-term capital
flows in some erstwhile rapidly growing and outward-oriented
economies of East Asia have revived scepticism about outward-
orientation. I would argue that the case for outward orientation in
trade and investment remains strong.

Yet until the Tokyo Round of multilateral trade negotiations (MTN),
concluded in 1979, most developing countries did not participate
effectively in the GATT, although 11 of the 23 signatories to GATT on
30 October 1947 in Geneva were developing countries.2 In part, this
was because early development thinking and policy-making were
influenced by the disastrous experience with the global trading and
financial system between the two world wars. This experience led to
extreme pessimism about the potential of openness to foreign trade
and investment in accelerating development, and to the adoption of a
development strategy that emphasized import-substituting industrial-
ization. In part it was because GATT was not perceived as relevant to
the concerns of developing countries – in fact of the original articles
only one, Article XVIII on governmental assistance to development,
dealt with problems of developing countries.

In 1958, a decade after the conclusion of the GATT, a panel of
experts – Gottfried Haberler, James Meade, Jan Tinbergen and Oswaldo
Campos – with Haberler as chairman, published its report. They
concluded that barriers in developed countries to the import of prod-
ucts from developing countries contributed significantly to their trade
problems. The GATT responded to the Haberler Report by establishing
the so-called Committee III on trade measures, restricting LDC exports
and initiating a programme for trade expansion by reducing trade bar-
riers. The response of developed countries to Committee III reports,
while positive, did not substantially reduce barriers. Indeed, some of
the barriers identified by Committee III such as significant tariffs on
tropical products, tariff escalation, quantitative restrictions and inter-
nal taxes continued until the start of Uruguay Round negotiations. The
disappointment with this outcome led 21 developing countries to
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introduce a resolution in the GATT in 1963 calling for an Action
Programme to ban all new tariff and non-tariff barriers, elimination
within two years of all GATT-illegal quantitative restrictions, removal
of all duties on tropical primary products, elimination of internal taxes
on products wholly or mainly produced in developing countries, and
adoption of a schedule for the reduction and elimination of tariffs on
semi-processed and processed products.

The GATT ministerial meeting of 1963 appointed a committee to
draft amendments to the GATT to provide a legal and institutional
framework within which GATT-contracting parties could discharge
their responsibilities towards developing countries. The proposed
amendments were approved in 1964 and became Part IV of the GATT
entitled Trade and Development.

Indeed the incorporation of Part IV was in itself a response by GATT
to the first meeting of UNCTAD in 1964 under the leadership of its
Secretary General, Raul Prebisch, who, with Hans Singer, formulated
the Prebisch–Singer hypothesis of the secular decline in the terms of
trade of developing countries. At this meeting developing countries
formed a solid bloc and voted almost unanimously for recommenda-
tions that espoused a managed international market and discrimina-
tory trade arrangements as the best means to close the
‘foreign-exchange gap’; that is, the difference between their export
earnings and import requirements for sustaining their growth targets.
The developed countries were divided, with the French in particular
and the EC in general supporting the positions of developing coun-
tries, while others, notably the USA, opposed them. Since the devel-
oped countries were to take the actions recommended by UNCTAD I,
and they were opposed, little happened.

After the incorporation of Part IV in 1964, the next major GATT
event from the perspective of developing countries was the grant of a
ten-year waiver from the nation MFN clause, with respect to tariff and
other preferences favouring trade of developing countries. This so-
called Generalized System of Preferences (GSP) was later included
under the rubric of the ‘enabling clause’ of the Tokyo Round that for-
mulated the Differential and More Favourable Treatment of developing
countries in the GATT. Under GSP, each developed country could
choose the countries to be favoured, the commodities to be covered,
the extent of tariff preferences and the period for which the prefer-
ences were granted.

The Tokyo Round of MTN was the first of seven rounds in which
developing countries participated in strength, but the outcomes were
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not in their long-term interest, primarily because their demands con-
tinued to be driven by the import-substitution ideology. The formal
incorporation at the Tokyo Round of their demands for a Differential
and More Favourable Treatment, including not being required to recip-
rocate any tariff ‘concessions’ by developed countries, triply hurt them:
through the direct costs of enabling them to continue their import-
substitution strategies; by allowing developed countries to continue
their GATT-inconsistent barriers (for example in textiles) against
imports from developing countries; and by allowing industrialized
countries to keep higher than average MFN tariffs on goods of export
interest to LDCs.

The experience of developing countries in the GATT up to the
conclusion of the Tokyo Round could be interpreted in two diametri-
cally opposite ways. On the one hand, it could be said that from its
inception developing countries had been repeatedly frustrated in
getting the GATT to reflect their concerns. Tariffs and other barriers in
industrialized countries on their exports were reduced to a smaller
extent than those on exports of developed countries in each round of
the MTN. Products in which they had a comparative advantage, such
as textiles and clothing, were taken out of the GATT disciplines alto-
gether. Agriculture, a sector of great interest to developing countries,
was also subjected to a waiver and remained largely outside the GATT
framework. ‘Concessions’ granted to developing countries, such as
inclusion of Part IV on Trade and Development and the Tokyo Round
enabling clause on special and differential treatment were mostly
rhetorical, and others, such as GSP, were always heavily qualified and
quantitatively small. In sum, the GATT was indifferent, if not actively
hostile, to the interests of developing countries.

The other interpretation is that developing countries, in their relent-
less but misguided pursuit of import-substitution as the strategy of
development, in effect ‘opted out’ of the GATT. Instead of demanding
and receiving ‘crumbs from the rich man’s table’ such as GSP and a
permanent status of inferiority under the ‘special and more favourable’
treatment clause, they could have participated fully, vigorously on
equal terms with the developed countries. Had they adopted an
outward-oriented development strategy, they could have achieved
faster and better growth. The success of East Asia, despite the recent
financial crisis, suggests that the second interpretation is closer to the
truth.

In the ministerial meeting that launched the Uruguay Round negoti-
ations, developing countries were split into the Group of 10 led by
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Brazil and India and the Group of 40 chaired by Colombia and
Switzerland which included 20 developing countries. The insistence of
developing countries on special and more favourable treatment and
their earlier reluctance to agree to the initiation of the round itself did
not help Their opposition to the inclusion of non-traditional issues
such as Services, TRIPS and TRIMS, and later agreeing to their discus-
sion, with services on a separate track, led to the incorporation in the
final agreement of the Uruguay Round of these three into the WTO. In
my view this was a mistake that has since opened the door for
demands for linkage of trade policy instruments that govern market
access to enforce labour and environmental standards. Indeed linkage
has come to be protectionism through other means. Had the develop-
ing countries not opposed discussing TRIPS at all, but insisted on dis-
cussing it in the appropriate forum, namely the WIPO, and insisted on
better enforcement of WIPO conventions, it is conceivable that the
unfortunate consequence of TRIPS in the WTO would have been
avoided.

In the final Uruguay Agreement, developing countries took steps
towards a greater acceptance of multilateral disciplines. For example,
they increased the percentage of bound tariffs on manufactures other
than textiles from 21 to 73 per cent, which brought them closer to the
near-universal binding of tariffs on the part of developed countries.
The agreement also phased out over 10 years the infamous Multifibre
Arrangement, which had been an egregious violation of the principles
of GATT. Agricultural trade was basically brought under the same disci-
plines as applied to trade in manufactures. Indeed the ‘tariffication’
process in the UR that converted non-tariff border measures into tariffs
prior to their reduction was near scandalous: developed and develop-
ing countries bound tariffs at levels far higher than the actual or
applied tariffs in many cases. While subsidization of manufactured
exports is ruled out, the use of agricultural export subsidies was not
made inconsistent with WTO rules but only their levels were reduced.
The extent of liberalization of agricultural trade was extremely modest.

The General Agreement on Trade in Services is not the analogue of
GATT in terms of non-discrimination and national treatment. None
the less, it is a step forward. The agreements in telecommunications
and financial services are important, yet on the movement of natural
persons in which the developing countries have a significant interest,
progress towards an agreement has been slow.

The anticipated quantitative gains to developing countries from the
trade liberalization achieved in the Uruguay Round (UR) are both
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modest and unevenly distributed. Almost all estimates suggest that
sub-Saharan Africa might in fact lose rather than gain. There are two
main reasons for this: first, the industrialized countries (and some
developing countries) had liberalized most of their trade prior to the
UR agreement and stood to benefit from liberalization of other coun-
tries under UR agreement; and second, the dynamic gains to develop-
ing countries are likely to be substantial but difficult to quantify. The
effects of the UR agreement on new issues such as services, TRIMS and
TRIPS, as well as the strengthening of the dispute settlement mech-
anism (DSM) cannot be quantified.. It is likely that gains, if any, may
not outweigh costs by a substantial margin for developing countries.
For example, in many LDCs, the domestic financial markets are unde-
veloped and repressed, and their financial sectors need to be reformed
and appropriate laws and regulations enacted and regulatory institu-
tions created or strengthened to enable domestic providers of financial
services to survive the opening up of financial markets to foreign com-
petition. The recent financial crises have brought this well-known fact
into the open.

The strengthened dispute settlement mechanism (DSM) is undeni-
ably in the interest of all members of the WTO. The provisions in the
UR agreement that make available the services of the WTO secretariat,
if needed, to enable the developing countries to avail of the DSM are
welcome. Yet, realistically speaking, the administrative and informa-
tion-gathering capabilities of many developing countries may prove
inadequate even with the assistance of the WTO secretariat. Besides,
even if a developing country is able to present and win its case against
a powerful country, if the latter does not comply with the verdict, the
weak country has no realistic recourse. Availing itself of a WTO-
sanctioned retaliation against the powerful will hurt it more than it
would gain. None the less, the experience with the DSM is encouraging
even though unilateralism, which the strengthened DSM of the WTO
was meant to curb, has not disappeared. The continuing use by the
USA of Section 301 of its domestic trade legislation to put countries on
a watch-list for their weak enforcement of intellectual property rights,
and their recent action against the EU even before the final pronounce-
ment by the Dispute Settlement Body on the extent of damage to the
USA of the EU banana import regime, are unfortunate examples of
unilateralism.

The third ministerial meeting of the WTO at Seattle, Washington,
failed to launch a new round of multilateral negotiations. There are
complex issues relating to whether or not this was the opportune time
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to initiate a new round, and if it were, whether its coverage should be
limited or broad and whether a relatively short span of three years
should be set for the conclusion of negotiations. The UNCTAD (1999)
has raised the ‘question of whether it is in the interest of developing
countries to enter into negotiations with wealthier trading partners
from a position of chronic weakness not only in terms of economic
power but also in terms of research, analytical and intellectual support
and negotiating skills’.

I find UNCTAD’s question somewhat puzzling. First, because of their
relative power imbalance as measured by their share in world trade,
developing countries cannot prevent the developed countries from
negotiating a new trade agreement by simply refusing to participate.
After all, as Winham (1989, p. 54, cited in Srinivasan 1998b, p. 35)
pointed out in commenting on the differences between some develop-
ing countries and others on whether the Uruguay Round should be
launched or not:

It was a brutal but salutary demonstration that power would be
served in that nations comprising 5 per cent of world trade were not
able to stop a negotiation sought by nations comprising 95 per cent
of world trade.

Second and more important, the power imbalance ought to matter
less in the WTO than in other multilateral institutions. The reason is
that, unlike in the World Bank, the IMF and the UN Security
Council, each WTO member has one vote and the convention is that
all decisions are by consensus. Thus, developing country members
can in principle have a much greater say in WTO decisions than
their power, as measured by their share in world trade, would
warrant.

What should be on the agenda from the perspective of developing
countries? I suggest 10 items not necessarily in order of their importance:

1 As already mentioned, an unfortunate mistake was made in the
Uruguay Round in bringing TRIPS into the WTO. There were other
fora, notably the World Intellectual Property Organization (WIPO)
and also the Berne and Paris Conventions which could have been
the natural arena for negotiating agreements on intellectual prop-
erty and related concerns. Yet it was agreed to bring TRIPS into the
WTO and this agreement has opened the door for demands to
bring even less trade-related issues such as labour and environmen-
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tal standards into the WTO. The TRIPS review should consider
taking TRIPS out of the WTO and put it into the WIPO, if neces-
sary after strengthening its enforcement mechanism.

2 There is as yet no agreement on movement of natural persons. The
comparative advantage of developing countries in certain labour-
intensive services such as construction, nursing and software
dictates that a liberal agreement on such movement is essential for
their being able to exploit their comparative advantage. This
should be concluded at the earliest.

3 Although the interests of agricultural (particularly food) exporters
and importers among developing countries do not necessarily
coincide, their overall interests are better served if agricultural
trade is fully integrated into the WTO. In particular, developing
countries should insist on the elimination of export subsidies and
the phasing out of interventions in agricultural trade such as
through the EU Common Agricultural Policy. The horror show
that was the process of tariffication of agricultural supports in the
Uruguay Round should not be allowed to apply to the new round
in other areas. The disciplines that apply to trade in manufactured
goods should be extended to agricultural trade, with tariffs bound
at reasonable levels and reduced substantially. Existing non-tariff
barriers must be phased out. In particular sanitary and phytosani-
tary restrictions must not become non-tariff barriers. I commend
Argentina for its constructive role as a member of the Cairnes
group in the UR negotiations on agriculture. I hope that other
major agricultural economies will join the Cairnes group in pro-
moting full liberalization of agricultural trade in the new round.

4 Allowing anti-dumping measures (ADMs) as legitimate WTO
instruments encourages their abuse. Unlike safeguard measures,
ADMs can be applied to exports from a particular country or even
by a particular firm. Sadly many developing countries have also
begun to use ADMs. Some have suggested that the use of ADMs be
made harder, for example by raising the threshold of injury to
domestic industries before ADMs could be invoked, but I would
call for the removal of ADMs from the arsenal of permitted trade-
policy instruments. In my view, ADMs have no economic ratio-
nale; they are the analogues of chemical and biological weapons in
the arsenal of trade-policy instruments.

5 Ministers from developing countries should insist that there be no
further discussion of labour or environmental standards at the
WTO and that the International Labour Organization should be
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the forum for negotiations on labour standards. The notion that
lower labour standards in a country confers competitive advantage
is deceptive. Humanitarian concerns in rich countries about poor
working conditions and the use of child labour in less-developed
countries are better addressed through other means than by using
trade sanctions. The demand for the inclusion of a ‘social clause’ in
the WTO is just protectionism through other means. The United
Nations Environmental Programme could be the negotiating
forum for environmental issues. Ministers should also propose that
the Committee on Trade and Environment at the WTO be wound
up.

6 Peaks in tariffs and escalation in tariffs by stages of processing that
restrict exports of developing countries to the industrialized world
should be eliminated.

7 As suggested earlier, Article XXIV of GATT should be replaced by
the requirement that all preferences granted to partners of existing
or proposed future preferential trading agreements, such as free
trade or customs-union agreements, regional or otherwise in geo-
graphic coverage, should be extended to all members of the WTO
on a MFN basis within a specified 15–10-year period of the coming
into force of such agreements.

8 It seems premature, at least from the perspective of developing
countries, to negotiate and conclude a Multilateral Agreement on
Investment and related issues such as competition policies. An
agreement to make current policies transparent should be the first
step.

9 Although the experience with the DSM is encouraging, it has
serious flaws that need correction (see Hoekman and Mavroidis,
1999).

10 The legitimate concern of the community of trading nations for
accelerating the economic and social development of the least
developed and less dynamic countries should be channelled into
providing them the resources, knowledge and technology to
promote faster growth and reap the benefits of integration within
the global economy. Offering them preferential access to world
markets will not only create a sense of complacency on the part of
rich counties of having done enough, but also, more seriously and
deleteriously, enable the rich countries to persist in maintaining
trade barriers detrimental to developing countries. Indeed, by
demanding and receiving a special and differential treatment in
the GATT, and agreeing to the creation of the Generalized System
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of Preferences which are exceptions to the GATT’s fundamental
principle of non-discrimination, developing countries allowed 
the industrialized countries to get away with their own GATT-
inconsistent trading arrangements such as the Multifibre
Arrangement. Developing countries have much to gain by partici-
pating fully and as equal partners with developed countries in a
liberal world trading system.

Notes
1 The phrase ‘free trade’ in regional PTAs, such as the North American Free

Trade Agreement or the European Free Trade Area, is misleading. It masks
the fact of discrimination against non-members by invoking free trade!

2 See Srinivasan (1998b) for a history of developing countries in the GATT
since its inception in 1947, and its being subsumed into the WTO in 1995.
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7
The Role of Sub-regional
Agreements in Latin American
Economic Integration
Victor L. Urquidi

1 Introduction

In this chapter, we contend that in today’s context of globalization,
Latin American economic regional integration is no longer feasible on
a broad scale. Wherever possible, integration should rely on strong sub-
regional agreements, with the less-industrialized countries being aided
to become the suppliers of intermediate products to the leading
members of the sub-regional groups. As outlined in Urquidi (1998a, b)
on which this chapter draws heavily, this would require investment
and long-term financing by the latter to the supplier countries, and
cooperation to upgrade technology, training and management, and
assistance for middle and higher education. The UN Economic
Commission for Latin America and the Caribbean (ECLAC) and other
UN agencies, as well as the Inter-American Development Bank (IDB)
and sub-regional financial institutions would be given a special role,
working through sub-regional committees and sub-committees, and
working groups.

The remainder of this chapter is treated under the following head-
ings: section 2, early postwar economic integration agreements; section
3, the creation of Mercosur; section 4, sub-regional trade and invest-
ment requirements; and section 5, sub-regional hubs with extensions
through subcontracting.

2 Earlier postwar economic integration agreements

The idea of deriving benefits from free trade or trade liberalization was
fairly common in the early nineteenth century among policy-makers
in the Latin American region,1 doubtless influenced by leading
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thinkers, academics and political leaders in the region. Nevertheless,
no free-trade or even partial or sub-regional agreement in the modern
sense was signed before 1958. Briefly in the 1830s, a five-country sub-
region in Central America formed a federation of ‘provinces’, and El
Salvador and Honduras subscribed to a bilateral trade agreement in
1918. Then in the early 1950s the idea of integration was revived. In
1951, within the framework of ECLAC and inspired by European
moves towards freer trade, an Economic Cooperation Committee of
the Central American Isthmus (thus open to Panama) was set up at
ministerial level, to prepare studies, guidelines and recommendations
for a customs union and economic integration treaty. A draft agree-
ment was ready for signature by June 1958.This agreement was,
perhaps, too cautious on trade liberalization, which was limited to just
a ‘positive list’ of commodities. The integration programme, however,
was ambitious from the start, focusing on the integration of Central
American economies, and included transportation, energy, agriculture
and a special régime for ‘integration industries’, public administration,
technological innovation and even population policy.

All this depended on a political will that did not really exist, and which
faced domestic difficulties and external pressure. In 1960, a second treaty
was signed. This was the reverse of the earlier one: trade was to be liberal-
ized in general under a common-market scheme, except for a limited list
of products which would gradually be added through protocols. The
GATT, of which only Nicaragua had been a member, assented to these
agreements under Article XXIV provisions. Intra-Central American trade
increased by leaps and bounds, until the Honduras–El Salvador armed
conflict of 1968 resulted in a sharp drop. Integration as such – visualized
by the ECLAC secretariat as ‘a common development policy’ – was
limited, although some aspects and institutions remained in place after
1968; in particular, the planned ‘industrial integration’ was opposed by
both local and outside interests, although many foreign firms benefited
from intra-regional tariff reductions. 

Economic integration on a broader geographic basis, mainly trade
liberalization, was also advocated – chiefly by the ECLA secretariat. By
1960, following the Treaty of Montevideo, 10 South American
republics and Mexico had joined the Latin American Free-Trade
Agreement (LAFTA). This complied formally with Article XXIV of
GATT, although in practice liberalization was slow. LAFTA was seen
largely as a ‘multilateralization’ of earlier bilateral agreements, which
would be implemented over 12 years. It was a new departure, but was
not regarded as a strong instrument for economic integration; some
attention was paid to the conditions under which the weaker member
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countries operated, and a means was included for negotiations among
business enterprises. LAFTA was not a success, and by the late 1970s it
became apparent that the spirit of integration had faded. LAFTA had
become a preferential trade agreement, so new negotiations were pro-
posed to salvage its original purpose. This led to the second Treaty of
Montevideo in 1980, which established the Latin American Integration
Association (ALADI). Little came of this agreement – which I described
as a ‘feeble-trade’ agreement – though it still exists. Vacchino (1991)
gives a detailed account of the ALADI, while Urquidi (1993), Herrera
(1991), Almeida (1991) and Salgado (1991) discuss the issues at length.2

The Andean Pact (Treaty of Cartagena, 1966), which had in its
conception a political motivation from governments in the Christian
democratic or social democratic tradition, was rather ambitious in that
it went beyond trade liberalization and attempted planned regional
development of certain industrial activities (with some resemblance to
the Central American original integration idea), and eventually an
‘economic union’. Its initial members were Colombia, Ecuador, Peru,
Chile and Bolivia, and later Venezuela. It established a strong secre-
tariat in Lima, with quasi-supranational powers. When it negotiated a
common treatment of direct foreign investment, Chile withdrew.
Bolivia and Ecuador were supposed to receive special treatment. The
Andean Pact in effect represented a weakening of LAFTA, with which
negotiations were not successful, although all its members retained
their membership. Intra-Andean Pact trade increased, and a clearing
house régime for payments compensation and an investment fund
were established. However, the agreement’s aims and requirements
were not always adhered to – the term incumplimiento became the
‘common currency’. Eventually, the financial crises and debt payment
problems of the early 1980s and changes in the political underpinnings
were the main causes of the Pact’s failure.

A number of Caribbean countries and Guyana created CARIFTA –
in 1973 transformed into CARICOM, a 17-country sub-regional free-
trade agreement area. CARICOM aimed at establishing a customs
union (see Urquidi and Vega, 1991, pp. 27–65). Although intra-trade
accounted for less than 10 per cent of total trade, some integration
and cooperative arrangements took place in areas other than
commodity trade.

3 The creation of Mercosur

In 1986, Argentina and Brazil created Mercosur, a new programme for
economic integration and cooperation. This was intended to become a
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full common market, and remains the most significant sub-regional
trade and integration agreement in the Latin American region today,
for the following reasons:

1 it is based on a fairly intensive preexisting reciprocal trade between
Argentina and Brazil, partly complementary in nature;

2 both countries have a fairly high per capita product, in the range of
US$4,500 to 6,000;

3 these countries have an important industrial base, together with a
rich and varied agriculture sector, which ensures the development
of a solid domestic market;

4 they have the most advanced R&D programmes in the Latin
American region;

5 they have a solid well-established entrepreneurial sector, both
domestic and international;

6 in addition to good overland connections, they possess a ‘natural’
infrastructure in their ocean and coastal navigation routes, with
natural ports in the estuaries and bays, and had an important inter-
national shipping fleet;

7 their external trade is well-diversified in terms of foreign markets, in
addition to the European and US markets, there are some direct
connections to African and Asian markets; and

8 above all, they have shown the political will to proceed with sub-
regional integration, unlike the other sub-regional integration
schemes in the region.

From the start, both countries envisaged a series of supplementary
agreements to deal with technological innovation, front-line informa-
tion industries, biotechnology, entrepreneurial cooperation in key
industries, such as motor vehicles and capital goods, and, most impor-
tant, adequate funding for new enterprises. In 1991, Uruguay and
Paraguay were incorporated and more recently Chile and Bolivia have
signed a special agreement with Mercosur

4 Sub-regional trade and investment requirements

Except for Mercosur intra-trade, general intra-Latin American trade,
covered by various minor multilateral agreements, has not been
significant. This means, essentially, that mere liberalization of trade,
including the partial elimination of non-tariff barriers, is insufficient.
The same applies to the many bilateral trade agreements. And yet 
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the notion of full-scale Latin American (and Caribbean) integration
continues, at least in the common rhetoric of governments and politi-
cal groups, with frequent reference to historical roots which are no
longer relevant. The Latin American region today is far from homoge-
neous, if it ever was. Following the oil crises of the early 1970s, the
ensuing external debt crises of the late 1970s and early 1980s, and the
financial crises of the 1990s, a solid, homogeneous ‘Latin American
economy’ has all but vanished. Although it is still fashionable in
financial circles and the media, as well in the statistics of certain inter-
national agencies, to treat data for ‘Latin America’ as a whole by aggre-
gating GDP and trade figures (sometimes including or excluding
certain countries without much data consistency), in reality the Latin
American region consists of a series of sub-regions. A few stand out,
namely the Mercosur region, the Ecuador–Colombia–Venezuela sub-
region (with some Caribbean connections), and the Central American
sub-region (although differences in development among the five coun-
tries have become sharper). Panama stands on its own, given its pecu-
liar economy based on the Canal; the Guyanas have their own links
and allegiances; Haiti and the Dominican Republic are not necessarily
suited to mutual integration; and Cuba remains a special case, outside
these arrangements.

Above all, Mexico has turned its back on the rest of the Latin
American region. Its economy is increasingly integrated with that of
the USA, which since the mid-1940s has been its traditional trading
market and source of finance and investment. Meanwhile, economic
integration with Canada under NAFTA is being undertaken on a lesser
scale. It should be recalled that Mexico was never fully accepted into
LAFTA, was turned down by the Andean Pact, and was later also turned
down by Mercosur, while its attempts to forge economic links with
Central America have been erratic. In effect, Mexico belongs to a sort
of ‘Merconorte’!

In recent years, the notion of a Hemispheric Free-Trade Area from
Alaska to Patagonia, animated by a vague unilateral declaration by
President Bush in 1990, has gained ground. It is difficult to imagine
that it could ever become an effective agreement in the light of the
many sub-regional agreements. It is even more difficult to imagine that
a successful Mercosur will suddenly merge with a number of unsuccess-
ful sub-regional arrangements, or with the NAFTA pact, including
Canada and the USA (plus Alaska and Puerto Rico). There are surely
better ways to assist in the development of the Latin American and
Caribbean region, and some ideas are offered below.
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5 Future integration: clusters, sub-regional hubs and
subcontracted extensions

The first requirement, of course, is to abandon any idea that a ‘Latin
American’ economy exists, and to consign all nineteenth-century
historic documents to museums. Next, a general declaration by all
heads of state is needed to the effect that development – sustainable
development, that is – is a matter for each country or sub-regional
group of countries to work out for themselves in terms of institutions
and political possibilities. It should be recalled that most countries in
the Latin American and Caribbean region are not only not industrial-
ized, but rely for their exports on a short list of basic commodities,
mostly minerals, cereals and other food products, fibres or ‘sun and
sea’. These typically face fluctuating and internationally competitive
markets. Most of these countries have hardly reached the stage of semi-
processed export products, and even the larger, semi-industrialized
ones still have a strong natural resource export component. Indeed,
only six countries in the region have achieved any significant degree of
industrialization and institutional development in the modern sense:
Argentina, Brazil, Chile, Colombia, Venezuela and Mexico. Moreover,
in today’s globalized economy, where Latin American and Caribbean
territories are wide open to international business (real and financial),
it is totally illusory to aim at full regional economic integration – it is
essentially unrealistic.

Rapid technological innovation and instant financial transfers have
eroded the decision-making capacity of formerly autonomous regional
groupings and individual countries. In addition, the burden of external
indebtedness – the interest burden rather than aggregate debt – has
seriously weakened the domestic savings potential.

Mercosur demonstrates the case for limited sub-regional integration,
which depends on complementarity as well as competitiveness and is
underpinned by a sound industrial and technological base. But this is not
a matter of trade barriers alone; what is needed is reciprocal real invest-
ment, preferably joint investment to create trade, not the other way
around. If this is a valid proposition, it has important implications and
possibilities for those economies that have been left behind in terms of
development and technology. Through this investment, these countries
might gradually become suppliers of intermediate products to industrial
centres in more advanced economies, in the sub-regions and in the Latin
American region as a whole. It should be possible through cooperative
arrangements to create clusters of suppliers. Thus, an obvious possibility
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would be for countries such as Ecuador, Colombia, Bolivia, Paraguay,
Uruguay and Chile to become suppliers of products to Argentina and
Brazil, with wherever possible transversal arrangements and investments
to ensure market security for these initiatives. Just as in an industrial
centre in a developed country ‘vertical’ industrial integration is aban-
doned, and parts and other supplies, including services, are obtained
from other domestic regions and other countries, Mercosur could be
instrumental in developing clusters of suppliers. In effect, if such clusters
were appropriately financed and met modern technological and environ-
mental requirements, both Mercosur centres and supply clusters would
benefit. Provided the suppliers are competitive, they do not need to
subscribe to any basic sub-regional agreements, but only to gain most-
favoured-nation treatment, enabling competition to work to the advan-
tage of all trading partners. Initially, these supply patterns might be
merely subcontractors adding little value, but in time they might develop
into more integrated links with the major industries in the sub-regions or
in the region as a whole.

This is not to argue for a ‘closed’ sub-region with satellites, but to
envisage the possibility of horizontal integration of the type that exists
between industries in highly industrialized countries. It is not a closed
territorial matter either. There is no reason to assume that Mexican,
Costa Rican or Venezuelan suppliers of intermediate products could
not penetrate Mercosur, or that suppliers in Uruguay or Chile could
not penetrate the industrial networks of Venezuela or Mexico. If the
Latin American region continues to consider itself an exclusive region,
it may fail to derive any advantage from future external benefits to be
obtained from the proliferation of knowledge and technology.

Nevertheless, one must recognize Mexico’s painful and complex
integration of its main industrial activities into the North American,
that is, US and Canadian markets. Further, Central American countries
will continue gravitating towards the US economy. Because of its oil
surpluses, Venezuela might stand on its own, but, nevertheless, sup-
plier-based integration with Mercosur seems more likely than with
other possible sub-regions. Intra-trade will increasingly depend on
reciprocal arrangements negotiated by large corporations, based on
high-tech investment, including management and marketing. This will
lead to a large component of intra-firm trade in intermediate and semi-
manufactured products, rather than increasing trade from a reduction
in tariff barriers.

Future patterns of trade and investment will not necessarily be
reformed without the addition of a fundamental ingredient, that is,
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the means to enable the lesser economies of the Latin American
region to acquire the necessary skills and management abilities. This
requires a similar strategy to that adopted by the European Union
(EU) towards its less-developed members. Unfortunately, left to
market forces, the strategy would soon flounder, leading to greater
concentration and technological and management support. This
could mean a new role for Mercosur, and for other multilateral agen-
cies including the IDB and the UN ECLAC. Until recently ECLAC has
been mainly concerned with overall development strategy, and the
intricacies of modern industrial development. It has also generally
treated economic integration (with some exceptions, as in Central
America) as part of its overall mission. Since this is clearly not
attainable, it would be reasonable for ECLAC to redefine its func-
tions and put greater emphasis on technical cooperation with coun-
tries that have potential as suppliers to the more advanced industrial
areas of the region. ECLAC might learn from the UN Economic
Commission for Asia and the Pacific, and the early experience of the
UN Economic Commission for Europe, both of which worked
through committees and sub-committees dealing with policy, practi-
cal matters and technological cooperation – instead of indulging in
endless meaningless meetings and summits of the ministries of
finance in the region.

These committees, sub-committees and working groups should be
organized on a sub-regional rather than regional basis. ECLAC might
help to bridge the gap between Mercosur and smaller supplier
economies, by guiding them, together with UN system agencies and
Mercosur itself, towards becoming active participants in sub-regional
arrangements. ECLAC could have a similar role mediating between the
non-Mercosur countries and their related zones of influence, in order
to enable these to become suppliers as well as consumers. Needless to
say, ECLAC should also devote itself to the improvement of transport
systems and other infrastructure.

It may not be possible in the Latin American region to adopt the
notion of ‘convergence’ current in the EU. The basic dissimilarity of
countries in the Latin American region cannot readily be corrected
by adopting common macroeconomic policy indicators. The sustain-
able development issues of economies in the Latin American region
have deep roots in the social and political structures created during
European (mostly Spanish) colonization. Institutional rigidities
prevail. This is not to say that new trends deriving from increasing
globalization and competitiveness cannot be introduced – this
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already occurs in small areas of these societies. But it would be a
grave error to emphasize the latter without modernizing social struc-
tures to enhance the democratic process. One of the major tasks
facing the Latin American region is to get rid of myths connected
with so-called similarities, common stances and periods of past
glory. What is needed is a serious appreciation of the global
prospects, the role of knowledge and technology, and the power
from concentrating financial resources at a few centres. At the same
time, the heavy burden of inadequate education and training, the
lack of legal and institutional security, poor infrastructure, and the
stifling burden of past external indebtedness must be addressed. A
special effort is needed to stress the diversity of conditions in the
geographical area mistakenly called ‘Latin America’, some of whose
sub-regions are rich in natural resources, but subject to predatory
exploitation. It will be increasingly important not only to single out
different sub-regions, but also to show how disparities within them
and between the various sub-regions could be reduced. Population
growth is a major problem in the light of macro policies that tend to
dismiss the unemployment effect of many industrial developments.
Policies that favour small-and medium-sized industries, and the
upgrading of basic commodities in rural areas, have hardly begun to
be defined or implemented. Training to supplement lacunae in the
educational system is only marginally available.

Looking ahead, it is clear that most countries in the Latin American
region will need to redefine their objectives in the context of the global
society. This has important implications for effective political partici-
pation, for solving long-term structural problems and the construction
of solid domestic markets. The role of sub-regional integration schemes
will be vital, and the supporting role of the international community,
including the UN and other multilateral agencies, will be of major
importance. A whole century of ‘development’ ended with little posi-
tive benefit. Let us hope the new century will unleash new ideas and
proposals to establish sustainable development and equitable social
conditions.

Notes
1 I refer to the ‘Latin American region’ in the sense of the area covered by the

UN ECLAC, rather than to ‘Latin America’ as such, which I regard as a
myth.

2 I have written a personal account of these early efforts in Urquidi (1998c).

Urquidi: Sub-regional Agreements 123



References
Almeida, R. (1991) ‘Reflexiones acerca de la integración latinoamericana’

(Thoughts on Latin American Integration), in V. L. Urquidi and G. Vega
Cánovas (eds), op. cit.

Herrera, F. (1991) ‘Hacia una América Latino integrada’ in V. L. Urquidi and 
G. Vega Cánovas (eds), op. cit.

Salgado, G. (1991) ‘La crisis de la integración’, in V. L. Urquidi and G. Vega
Cánovas (eds) op. cit.

Urquidi, V. L. (1993) ‘Free-trade Experience in Latin America and the
Caribbean’, Annals of the American Academy for Social Sciences, no. 526,
(March), pp. 58–67.

Urquidi, V. L. (1998a) ‘Requisites for Effective Latin American Participation in a
Global Society’, paper presented at the Latin American Studies Association
(LASA) XXl International Congress, Chicago.

Urquidi, V. L. (1998b) ‘Hacia una perspectiva para la CEPALC en el siglo XXl’,
paper written on the occasion of UN-ECLAC 50th Anniversary Meeting,
Santiago (Spanish only).

Urquidi, V. L. (1998c) ‘Incidents of Integration in Central America and Panama’,
Revista de la CEPAL (ECLA Review) October.

Urquidi, V. L. and Vega Cánovas, G. (eds) (1991) ‘Unas y otras integraciones:
seminario sobre integraciones regionales y subregionales’, El Colegio de
México y Fondo de Cultura Econónmica, Serie Lecturas no. 72 (Spanish only).

Vacchino, J. M. (1991) ‘ALALC–ALADI: Experiencias y Perspectivas’, in 
V. L. Urquidi and G. V. Cánovovas (eds), op. cit.

124 Trade and Trade Agreements



8
International Specialization and
Trade Regimes in Argentina:
1960–99
Luis Miotti, Carlos Quenan and Carlos Winograd*

1 Introduction

During the 1990s, particularly in the early years, Argentinian exports
soared. Between 1990 and 1996, exports increased by 11 per cent a year
on average, rising from US$12 billion to US$25 billion. In 1998–99 an
adverse external shock led to a temporary decline in exports by value.
This rise in exports during a period of monetary stabilization and deep
economic restructuring (trade liberalization cum massive privatization)
generated controversy. What was the source of this development? Was
the pattern of export growth sustainable? Which dynamic sectors
explained this performance? Was there any process of primary export
deepening that might induce low growth, and constrain the economy?
How important was Mercosur and the ‘Brazil effect’? This chapter
attempts to answer these questions by studying changes in Argentina’s
pattern of trade, tracing the historic perspective in order to isolate funda-
mental long-term trends from the frequent, abrupt short-run changes.
We have, therefore, studied developments in the performance over 
40 years, focusing on changes in Argentina’s comparative advantage.
Section 2 provides an overview of trade performance; section 3 discusses
alternative trade regimes, while section 4 suggests some conclusions.1
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* This chapter is a shorter version of Miotti, Quenan and Winograd (2000)
which presents a more detailed analysis and explains the methodology for the
empirical analysis of changes in comparative advantage. The evaluation of com-
parative advantage is based on sectoral indicators’ contribution to the trade
balance (Lafay, 1987 and Guerrieri, 1994). All data are from from the
Comparative Trade Performance Data Base (CTP-DATA) developed by 
the authors (Quenan, Miotti and Winograd, 1994) for Latin American countries
on the basis of the OECD Trade Data Base, Stan-OECD, CHELEM and Comtrade
(United Nations).



2 Trade performance since 1960

Over the past 40 years, the Argentine economy exhibited a high degree
of instability, with wide swings in economic policy.2 Within this event-
ful history, four distinct phases in the trade regime can be distin-
guished. Until the mid-1970s the level of protection remained high
with widespread backing for import-substitution strategies (ISS).
However, the exhaustion of ISS and rising macroeconomic instability
led to growing criticism of economic policy. Trade liberalization could
not be sustained during the deep economic crisis of the early 1980s.
Macroeconomic volatility and the Latin American debt crisis led to a
partial reversal in trade liberalization. In the 1990s, widespread rapid
change in economic policy took place: price stabilization, massive
privatization, financial deregulation, the removal of barriers to foreign
trade and the build-up of Mercosur. This led to fundamental changes
in the economic environment.

Exports and imports: an overview

The evolution of the trade balance shown in Figure 8.1 reveals
distinct phases in the pattern of growth of both exports and imports.
Exports progressed slowly until the early 1970s, followed by more
dynamic behaviour in the second half of that decade. In the 1980s,
exports more or less stagnated. In the 1990s, renewed dynamism was
reinforced as Argentina’s share of world exports recovered after a
long period of decline. However, despite the recent period of rapid
growth, the increase in total exports from 1960 was markedly lower
than that of world trade. The country’s share of world exports,
around 2 per cent in the 1950s, was only 0.5 per cent in 1996 as
shown in Table 8.1.

The pattern of import growth also shows abrupt change: slow
increase in the 1960s, when the economy grew, but the trade regime
was one of extreme protection and deepening ISS. The level of import
openness fell from 30 per cent of GDP in 1913 to 8 per cent in 1950
and 6 per cent in 1970. Then trade liberalization, coupled with
currency appreciation and a consumption boom, led to explosive and
unsustainable import growth in the second half of the 1970s. A
balance of payments cum debt crisis in 1981–82 triggered a reversal of
earlier trade reforms. Higher protection and economic stagnation
resulted in slow import growth during the volatile 1980s, while in the
1990s trade liberalization and increasing domestic demand were associ-
ated with a rapid rise in imports.
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Changes in the level of imports, strongly correlated with economic
fluctuations, explain most movements in the trade balance. Until the
1990s, the response to balance of payments problems was typically a
sharp contraction in imports, with slight export growth. In the past 
40 years, structural change and policy reversals have influenced the
Argentinian trade pattern. The degree of concentration in imports has
decreased significantly since the mid-1980s, and is now similar to the
OECD level in the late 1990s. Although exports were diversified, they
remained more concentrated than in OECD countries, as shown in
Table 8.2.

The structure of exports shows a declining share of primary products
and an increasing share of industrial exports.3 Primary products fell
from 55 per cent in the early 1960s to 33 per cent in the 1990s, while
the increase in industrial exports is mainly explained by a sharp rise in
the share of manufacturing, from 5 to 28 per cent as shown in Table
8.3. Natural resource industrial goods maintained a stable share of 
40 per cent over the period. However, their composition changed, with
a sharp reduction in the exports of meat on account of EEC protection-
ist policies in the early 1970s. In the 1980s the decline in beef exports
was offset by the rise in exports of vegetable oils (particularly soya
beans) petroleum and natural gas.

Primary products and natural-resource-intensive industrial goods
accounted for 95 per cent of total exports in 1960 and 72 per cent in
the early 1990s. However, considering the growth in fuel exports
(including processed goods) since the early 1980s, we observe a
stronger trend in the fall of the share of traditional (agricultural)
primary goods, from 93 to 55 per cent. Argentina has been an oil
producer for decades, but only recently became an exporting country
following rapidly rising output, linked to the deregulation of the
sector, price liberalization and the privatization of the largest
company, YPF. Within the long-term trend of decreasing primary
exports, a short-term increase in trade can be observed in the 1990s
when the increase in the degree of industrialization of exports was
interrupted. Exports of primary goods are likely to expand in the
future, as several big-scale mining projects come on stream.

The rise in the share of manufacturing exports was particularly
strong in two sub-periods, the first half of the 1970s and the late 1980s,
due to the contribution of labour-intensive goods produced in large-
scale plants whose exports expanded despite chronic macroeconomic
instability, as shown in Figure 8.2. Industrial exports grew fast in the
1990s, based mainly on sectors that enjoyed subsidies in the last phase

Miotti, Quenan and Winograd: Argentine Trade Regimes 129
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of the ISS (industrial commodities such as steel and aluminium) and
the automotive industry as a result of Mercosur.

Export growth: endowments, market dynamism, technology and
trade regimes

This section considers the relative sectoral contribution. Export
performance is viewed from complementary perspectives, highlighting
the resource endowments (‘Hecksher–Ohlin’), the expansion of
markets (‘neo-Keynesian’) and the technological content
(‘Schumpeterian’ view).4 We examined export trends taking account of
the changes in trade regimes.

Export performance oscillated sharply. In the first period of extreme
protection, exports increased slowly at 2 per cent a year. Despite strong
currency appreciation between 1976 and 1981 – a period of trade liber-
alization – exports rose to over 10 per cent a year. The balance-of-pay-
ments crisis in the early 1980s triggered protectionist policies, and led
to a long phase of persistent macroeconomic instability, ending in the
hyperinflation of 1989–90 leading to a fall in GDP per head. Export
performance worsened as the rate of growth fell to 6 per cent as shown
in Table 8.4a. During the 1990s, successful monetary stabilization and
a new round of trade liberalization (TL2) were associated with renewed
export dynamism at nearly 10 per cent a year. We noted not only
sharp fluctuations in export growth, but also a cyclical pattern in the
institutional environment, particularly the trade regimes. Successive
phases of protection and trade liberalization were separated by crises
triggering regime shifts. At first glance, one might be tempted to estab-
lish a direct link between trade liberalization and export dynamism. In
the recent controversies on the role of trade regimes in export perfor-
mance and economic growth, this result would support the favourable
view on the positive (negative) impact of openness (protection).
However, detailed study of the pattern of export growth suggests a
more cautious conclusion.

In the first phase, 1962–75, of protection and slow total export
growth we note the relatively strong performance of manufacturing
exports. These started from negligible levels, but showed significant
dynamism, accounting for 74 per cent of total export growth in the
period (Table 8.4a). Thus, if the extreme ISS shows the negative effect
of trade distortions on natural-resource-intensive sectors, we also see
the positive impact of learning by doing and infant industry effects à la
List–Rosenstein Rodan–Prebisch, more recently revisited by Krugman
(1995). These ambiguous results are reinforced by examining the
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degree of dynamism in world markets for Argentine exports, and
analysing the technological intensity of exported goods. Sales to highly
dynamic markets showed a strong increase as shown in Table 8.4,
whereas the major contribution to sluggish total export growth came
from these groups of goods. The more dynamic sectors in this period
were also those with a relatively high technological content (medium-
high and medium-low, shown in Table 8.4c).

The second period (1976–81) of trade liberalization and rapid export
growth (TL1), shows that the major contribution came from natural-
resource-intensive goods (primary and natural-resource-intensive
industry), which accounted for 92 per cent of total export growth.
Manufacturing exports (particularly capital goods) were weak, suggest-
ing a strong negative impact from the abrupt import-opening cum
severe currency overvaluation (Table 8.4a). In this period the
favourable effect of import liberalization through more productive
technologies does not show in rising manufacturing exports, and
seems to be offset by massive competitive pressures. The soya bean
boom is the distinctive development of the later 1970s. The sectors
with positive export performance during these years were mainly in
markets with relatively low dynamism or in regression (Table 8.4b), or
with low technological intensity (Table 8.4c).

The third phase, during the 1980s, was one of trade reform reversal
and sluggish export growth, not unlike the 1960s, and showed a rela-
tively better performance by manufacturing. This sector accounted for
a large share of export growth (Table 8.4a). Again, the exports of
natural-resource-intensive industries (for example, soya bean oil)
increased greatly. Petroleum and natural gas exports also gained in
importance. Despite extreme macroeconomic instability, the persistent
contraction of the domestic market contributed to an export drive.
Increasing exports were a survival strategy, especially for sectors with
economies of scale (manufactured commodities such as steel and alu-
minium). As in the first phase of a protectionist regime, exports
increased mainly in relatively dynamic world markets (Tables 8.4b).
However, contrary to the 1960s, export growth had a low technological
intensity.

In the fourth period (the 1990s), export growth showed a compara-
tively balanced pattern. As in the previous liberalization phase during
the 1970s, the primary sector showed strong growth, but now a major
contribution came from of oil and gas, which rose by 32 per cent
(Table 8.4). Contrary to the 1970s episode of failed trade reform,
manufacturing exports grew rapidly. We note the positive behaviour of
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the economies-of-scale-intensive goods, the recovery of exports of
capital goods and R&D-intensive sectors.

The analysis of the relative contributions to total export growth,
which takes into account the initial size of the exporting sectors, shows
an evenly distributed effect of agriculture-based sectors (primary and
industry), manufacturing and oil and gas (Table 8.4a). Manufacturing
contributed 37 per cent to export growth compared to 8 per cent in the
TL1 period), with a particularly strong contribution from the
economies-of-scale-intensive goods. In this phase, sales to highly
dynamic import markets had a major role, again in contrast to the late
1970s (Table 8.4b). The technological intensity of industrial exports
also showed a marked contrast with the behaviour of the export
pattern during TL1: goods with high technological intensity had a
relatively more dynamic performance in the recent period (Table 8.4c).

3 Specialization and trade regimes: import substitution
versus trade liberalization

This section complements the previous discussion of export perfor-
mance by studying the evolution of revealed comparative advantage
(RCA) under the different trade regimes. RCA takes into account not
only the sectoral export behaviour, but also the dynamics of imports,
leading to a measure of specialization on the basis of sectoral trade
balances. The RCA may contain biases as an indicator of trade trends in
an economy with wide swings in the volume of exports. Therefore, we
will try to detect long-term structural change, as opposed to short-run
variations due to transitory fluctuations in output and real exchange
rates.

Global trade specialization: long-term trends and the short run

The long-term perspective shows that primary goods have a major role in
Argentina’s pattern of specialization. Revealed comparative advantage
(RCA), as measured by the sectoral contribution to the trade balance, is
positive not only for primary goods, but also for industrial goods inten-
sive in natural resources (Table 8.5a). Indeed, the manufacturing sector
shows a persistent comparative disadvantage over the entire 40 years.

The analysis of specialization and import-market dynamism 
(Table 8.5b) reveals a stable degree of comparative disadvantage in
growing sectors, a slow improvement in goods of intermediate
dynamism and a strong increase (decrease) of the revealed comparative
advantage (RCA) in sectors of slow dynamism (regression). Also,



Miotti, Quenan and Winograd: Argentine Trade Regimes 139

Argentina has enjoyed an advantage in goods with low technological
intensity and a structural disadvantage in higher technological intensity
goods (Table 8.5c).

Within these general trends in long-term specialization, important
changes can be identified. In particular, we noted a considerable
decrease in the comparative advantage of the traditional primary agri-
cultural sector, and the emergence of a strongly rising RCA of the
primary energy sector (oil and natural gas), due to the expansion of
production of these goods in the 1990s. In the natural-resource-
intensive agriculture-based sectors, exports of beef declined, while
other goods, such as vegetable oils (corn, soybean and sunflower) had
strong growth. Refined fuels show a fluctuating RCA, with an increase
in comparative advantage until the early 1990s and a subsequent
relative decline. The same pattern can be observed in the case of
mining, although this sector can be expected to become an important
exporter as large-scale projects reach maturity.

The analysis of RCA in manufacturing shows a decrease in the struc-
tural comparative disadvantage of this sector until the late 1980s, and a
subsequent reversion of this trend in the 1990s (Table 8.5a). The
improvement in the RCA of manufacturing between 1960 and 1990
has its sources in the positive behaviour of the economies of scale-
intensive (ESI) goods, the capital goods and a relatively weaker change
in the labour-intensive industrial sector, as opposed to the persistent
deterioration of the RCA in the R&D sector. The increase in the
comparative disadvantage of manufacturing in the 1990s was wide-
spread among groups of goods, with the exception of ESI. This decrease
of the RCAs of the manufacturing sector coupled with the recent
increase in the comparative advantage of the primary goods seems to
support the hypothesis that the economy was again becoming special-
ized in primary goods. However, as we have shown in the study of
export growth (section 3), and contrary to the fairly smooth behaviour
of the RCA in the traditional agricultural sector (primary and industry),
manufacturing performance changed sharply where repeated breaks in
trend overlapped with changes in the trade regime (Figure 8.3). During
phases of high protection, the comparative disadvantage of this sector
decreases, while phases of rapid trade liberalization reinforce the tradi-
tional trade specialization and the RCAs of manufacturing (in particu-
lar of capital goods and R&D) deteriorate.

The first period of trade liberalization – TL1 in the late 1970s – shows
both a sharp rise in imports of consumer goods, but also a rapid
increase in capital goods due to competitive pressures, economic
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restructuring and a fall in the price of imported machinery (lower
tariffs and currency appreciation). The revealed comparative advantage
(RCA) of manufacturing fell, but productivity increased significantly.
This contributed to the improvement of the RCA in the protectionist
phase of the 1980s.

During the TL2 in the 1990s, the intra-regime trend changed after
1993; manufacturing RCA improved and the energy sector (primary
and refining) showed a rising comparative advantage. However, the
RCA of the traditional agricultural sector declined (Figure 8.3).
Conclusions from this break in the trade pattern should be treated with
caution as the number of observations were limited. Changes in the
trend of manufacturing RCAs were caused by relatively few sectors
(Table 8.6). The changing path in the pattern of international trade in
manufacturing can be explained by a various factors:

1 Despite the strong increase in exports of capital goods (section 3)
the revealed comparative disadvantage in the trade of these goods
increased. This resulted from the fast rise in investment, which led
to a surge in imports. A long period of chronic instability, high
inflation and erratic output performance handicapped the expected
return on investment in the 1980s, and thus reduced the demand
for capital goods. By contrast, in the 1990s, monetary stability, a
consumption boom and massive privatizations (whereas investment
had been repressed in a number of state firms) produced a sharp
change in the number of profitable projects. Trade liberalization, the
elimination of national preference laws for certain capital goods and a
real currency appreciation induced a decrease in the relative price of
capital goods, reinforced by a decline in international and domestic
real interest rates.

2 The R&D sector exhibited special features. In spite of having the
highest export growth rate (excluding oil and gas) in the 1990s, it
still suffered increasing comparative disadvantage. Massive invest-
ment by privatized telecom firms largely accounted for the pattern
of trade in the R&D sector. Following major restructuring, obsolete
capital stock had been renewed between 1990 and 1992, and the
revealed comparative disadvantage of the sector diminished.

3 The RCA trend in manufacturing of labour-intensive goods, such as
textiles, also changed significantly. After a first phase of increasing
comparative disadvantage, the RCA improved after 1993. The
restructuring policy with rapid trade liberalization cum currency
appreciation resulted in competitive pressure and led to a surge in
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net imports. In the second phase, restructuring and strong produc-
tivity gains explain the relative improvement in RCA.

4 The behaviour of economies-of-scale-intensive goods, and in partic-
ular of the automotive sector, had a major influence in the change
of the RCAs of manufacturing. Again, there was comparative disad-
vantage in the initial phase of TL2 (1990–92), followed by a second
period of decreasing disadvantage from 1993. Despite the general
process of trade liberalization, the automotive sector enjoyed a
specific transitory trade-protection regime in the framework of the
Mercosur agreement. A system of administered trade was introduced
whereby intra-regional exchanges had to be balanced (over time),
and extra-regional imports into Argentina were subject to quantity
restrictions. This sector, an extremely dynamic component in
Mercosur, would benefit from further analysis of intra-industry trade
with Brazil.

Mercosur has had a significant impact on Argentina’s trade struc-
ture (Miotti, Quenan and Winograd, 1997, 1998). The analysis of the
bilateral trade specialization with Brazil shows that Argentina’s
comparative advantage in the production of primary commodities
increased, largely the result of increased oil exports. Intra-industry
trade also increased as a result of the rise in intra-firm trade (mostly
by multinational auto companies). Sales to Brazil also enjoyed a rising
share of a set of goods with a relatively high degree of technological
complexity.

Can the ‘Brazil effect’ explain the growth of exports in the 1990s?
Table 8.7 confirms that sales to Brazil accounted for half of the total
growth of Argentine exports in recent years. This contribution to
total export growth was similar to that observed during the 1980s.
On the other hand, if the LC1 and LC2 phases of trade liberalization
are compared, LC1 shows no evidence of a ‘Brazil effect’. In the
recent phase, rising sales to other Mercosur countries comprised
increased exports of traditional and non-traditional raw materials
and manufactured goods (particularly goods intensive in economies
of scale).

4 Conclusions

Raw materials continue to play an important role in Argentine trade
specialization. The country has enjoyed persistent comparative advan-
tage in industrial goods intensive in natural resources, whereas the
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performance of exports of other manufactured goods led to a decrease
in the comparative disadvantage over the 40-year period.

Trade specialization has been studied from three complementary
perspectives. The first was the Hecksher–Ohlin–Samuelson (HOS) view
based on factor endowments. The second, the Schumpeterian
approach, evaluated the profile of trade specialization considering the
level of technological development. The third approach, the neo-
Keynesian, analysed international specialization on the basis of the
dynamism of international markets.

This analytical methodology has helped to identify important
changes in the evolution of Argentina’s specialization. In particular, we
found a slight weakening of Argentina’s comparative advantage in agri-
culture and a strengthening of the energy sector’s comparative advan-
tage. The prospects of the mining sector indicate a rising comparative
advantage in the future. As for manufacturing, following a fall in struc-
tural comparative disadvantage during the 1980s, the trend appears to
have shifted in the opposite direction in the 1990s.

From the viewpoint of technology content, Argentina has shown
comparative advantage in non-intensive, that is in higher-technology
goods. Seen from a neo-Keynesian perspective, the comparative disad-
vantage of the dynamic sectors has remained stable, while, in the 
long term, products of intermediate dynamism have become more
competitive.

This study has also discussed whether the shift in Argentine trade
policy, from trade protection to trade liberalization, affected the
pattern of specialization. During phases of high protection (1962–75
and 1982–90) the comparative disadvantage of the manufacturing
sector declined. In periods of trade liberalization, comparative advan-
tage rose in most of the primary sectors, while manufacturing sectors
suffered from increased foreign competition. Nevertheless, during the
liberalization of the 1990s the trend seemed to change: after 1993,
manufacturing’s comparative advantage began to rise. Initially, the
sharp rise in imports of final goods was reflected in a strong increase in
the comparative disadvantage in manufacturing, which was partially
reversed later on due to gains in productivity. In any case, these move-
ments should be interpreted with caution, since they could be the
consequence of short-run effects.

Greater regional integration also influenced Argentine trade patterns;
exports to Brazil, for example, increased rapidly in the 1990s. However,
the ‘Brazil effect’ was not the only reason for the growth in export
volumes or the higher degree of diversification of exported goods. Sales
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to Brazil accounted for 50 per cent of the change in exports; thus they
have played an important but by no means exclusive role.5

Rising exports to Brazil were associated with a structural shift in their
composition. The manufacturing sector, which represented 25 per cent
of total sales in the early 1980s, had risen to over 40 per cent of all
exports to Brazil by 1996. During the 1990s there was a large increase
in energy exports from Argentina to Brazil, and manufactured products
intensive in economies of scale and equipment goods. Before the
1980s, Argentina’s sales to Brazil were biased (compared with exports
to third countries) towards traditional raw materials; today, the oppo-
site is the case.

Notes
1 For an historical perspective on Argentina see Diaz Alejandro (1970),

Mallon and Sourrouille (1975), Winograd (1988), Miotti (1991) and
Véganzones and Winograd (1997, 1998).

2 The empirical analysis is based in the sectoral classification of goods. In the
case of manufactured goods, we also consider the source of competitiveness,
as in Pavitt (1984).

3 For a Schumpeterian perspective and neo-Keynesian approach on the gains
from trade see Dosi, Pavitt and Soete (1988) and Guerrieri (1994). For a the-
oretical review of the literature, Grossman and Helpman (1991), Baldwin
(1992), Falvey (1994), Smith (1994), Grossman and Rogoff (1995), Rodrik
(1988) and Krugman (1995). For a review on the empirics of trade theory
see Leamer and Levinsohn (1995).

4 For a detailed analysis of the impact of regional integration and trade with
Brazil see Miotti, Quenan and Winograd (1997, 2000) and Quenan, Miotti
and Winograd (1994).

References
Baldwin, R. (1992) ‘Measurable Dynamic Gains from Trade’, Journal of Political

Economy, vol. 100(1), pp. 162–74.
Diaz Alejandro, C. F. (1970) Essays on the Economic History of the Republic of

Argentina (New Haven: Yale University Press).
Dosi, G., K. Pavitt and L. Soete (1988) The Economics of Technical Change and

International Trade (Brighton: Wheatsheaf).
Falvey, R. (1994) ‘The Theory of International Trade’, in D. Greenaway and 

L. A. Winters (eds), Surveys in International Trade (Oxford: Basil Blackwell).
Grossman, G. and E. Helpman (1991) Innovation and Growth in the Global

Economy (Cambridge, MA: MIT Press).
Grossman, G. and R. Rogoff (1995) Handbook of International Economics

(Amsterdam, NL: North-Holland).
Guerrieri, P. (1994) ‘International Competitiveness, Trade Integration and

Technological Interdependence’, in C. Bradford Jr. (ed.), The New Paradigm of

Miotti, Quenan and Winograd: Argentine Trade Regimes 147



Systemic Competitiveness: Toward More Integrated Policies in Latin America (Paris:
OECD).

Krugman, P. (1995) ‘Increasing Returns, Imperfect Competitions and the
Positive Theory of International Trade’, in G. Grossman and R. Rogoff (eds),
Handbook of International Economics (Amsterdam: North-Holland).

Lafay, G. (1987) ‘Avantage Comparatif et Compétitivité’ (Comparative
Advantage and Competition), Economie Prospective Internationale, no. 29
(1st qtr), CEPII, Paris.

Leamer, E. and J. Levinsohn (1995) ‘International Trade Theory: The Evidence’,
in G. Grossman and R. Rogoff (eds), Handbook of International Economics
(Amsterdam: North-Holland).

Mallon, R. and J. V. Sourrouille (1975) La Politica Economica en una Sociedad
Conflictiva: El Caso Argentino (Economic Policy in a Society in Conflict: The
Case of Argentina (Buenos Aires: Amorrortu).

Miotti, L. (1991) ‘Accumulation, Régulation et Crises en Argentine (1860–1990’)
(Accumulation, Regulation and Crises in Argentina), Université de Paris VII,
Paris (PhD thesis).

Miotti, L., C. Quenan and C. Winograd (1997) ‘Economic Restructuring, Trade
Regimes and Specialization: Is Argentina Deepening a Primary Exporter
Pattern?’, Delta, Paris (mimeo).

Miotti, L., C. Quenan and C. Winograd (1998) ‘Spécialisation internationale et
intégration régionale: l‘Argentine et le Mercosur’ (International Specialization
and Regional Integration: Argentina and Mercosur), Economie Internationale,
no. 74 (2nd qtr), Paris, pp. 89–120.

Miotti, L., C. Quenan and C. Winograd (2000) ‘Trade Specialization and Trade
Regimes in Argentina, Empirics in the Long Term’ University of Paris–Evry
(mimeo).

Pavitt, K. (1984) ‘Sectoral Patterns of Technical Change: Toward a Taxonomy
and Theory’, Research Policy, vol. 13.

Quenan, C., L. Miotti and C. Winograd (1994) ‘Especialización Internacional,
Competitividad y Oportunidades de Comercio: América Latina y la Unión
Europea’ (International Specialization, Competition and Commercial
Opportunities: Latin America and the European Union), SELA–EEC, Caracas.

Rodrik, D. (1988) ‘Imperfect Competition, Scale Economies and Trade Policy in
Developing Countries’, in R. Baldwin (ed.), Trade Policy Issues and Empirical
Analysis (Chicago: University of Chicago Press).

Smith, A. (1994) ‘Imperfect Competition and International Trade’, in 
D. Greenaway and L. A. Winters (eds), Surveys in International Trade (Oxford:
Basil Blackwell).

Véganzones, M. A. and C. Winograd (1997) Argentina in the 20th Century: An
Account of Long Awaited Growth (Paris: OECD).

Véganzones, M. A. and C. Winograd (1998) ‘Human Capital, Trade Openness
and Convergence’, Labour, vol. 12(2), pp. 305–52.

Winograd, C. (1987) ‘Exchange Rate, Anchored Disinflation and
Macroeconomic Stability’, University of Oxford (mimeo).

Winograd C. (1988) ‘Essais sur les politiques de stabilization macroé-
conomiques’ (Attempts at Macroeconomic Stabilization Policies) PhD thesis,
DELTA-Ecole des Hautes Etudes en Sciences Sociales, Paris.

148 Trade and Trade Agreements



9
Testing the Short- and Long-Run
Exchange-Rate Effects on the Trade
Balance: The Case of Colombia
Hernán C. Rincón*

1 Introduction

The primary objective of this chapter is to examine the role of the
exchange rate in determining short- and long-run trade-balance behav-
iour for Colombia in a model which includes money and income. That
is, the aim is to examine whether the trade balance is affected by the
exchange rate, and whether hypotheses such as the Bickerdike,
Robinson Metzler model (BRM), the Marshall–Lerner conditions, or 
J-curve type of hypotheses hold for current data. In addition, to test
the empirical relevance of the absorption and monetary approaches for
these data.

Studying the relationship between the trade balance and the
exchange rate is especially important for developing economies with
poorly developed capital markets where trade flows drive balance-of-
payments accounts. In addition, exchange-rate behaviour, whether
determined by exogenous or endogenous shocks or by policy, has been
a common, yet controversial, policy issue in many countries. Economic
authorities in developing countries have repeatedly resorted to
nominal devaluation as a means not only to correct external imbal-
ances and/or misalignments of the real exchange rate, to increase
competitiveness and revenues, but also as a key element of adjustment
programmes, and/or to respond to pressures from interest groups 
such as exporters. The decision to devalue has fequently been taken
even if devaluation might cause inflationary spirals, domestic market
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distortions, disruptive effects on growth and undesirable redistributive
effects.

Conventional wisdom says that a nominal devaluation improves
the trade balance. This conjecture is rooted in a static and partial
equilibrium approach to the balance of payments known as the elas-
ticity approach (Bickerdike, 1920; Robinson, 1947; Metzler, 1948).
The model, commonly known as the BRM model, has been recog-
nized in the literature as providing a sufficient condition (the BRM
condition) for a trade-balance improvement when the exchange rate
is devalued. The hypothesis that devaluation improves the trade
balance has been rooted in a particular solution of the BRM condi-
tion, known as the Marshall–Lerner condition (Marshall, 1923;
Lerner, 1944).

Empirically, the evidence has been inconsistent in both rejecting and
supporting the BRM or Marshall–Lerner conditions. In the vast number
of cases where these conditions have been deduced, drawing primarily
on data from developed countries and using simple OLS on single
equation models, the testing procedure has relied on direct estimation
of elasticities (see Artus and McGuirk, 1981; Artus and Knight, 1984;
Krugman and Baldwin, 1987; Krugman, 1991). It is well-known that
estimated elasticities suffer problems ranging from measurability to
identification. As a consequence, the evidence is suspect. Moreover, the
results derived from most of the studies are based on spurious results.
The findings have been contradictory, depending on whether data
from developed and developing countries are used (see Cooper, 1971;
Kamin, 1988; Edwards, 1989; Paredes, 1989; Rose and Yellen, 1989;
Rose, 1990, 1991; Gylfason and Radetzki, 1991; Pritchett, 1991;
Bahmani-Oskooee and Alse, 1994).

Historical data for developed and developing countries have shown
that devaluation may cause a negative effect on the trade balance in
the short run, but an improvement in the long run; that is, the trade
balance followed a time path which looked like the letter ‘J’. The main
explanation for this J-curve has been that, while the exchange rate
adjusts instantaneously, there is a time-lag as consumers and producers
adjust to changes in relative prices (Junz and Rhomberg, 1973; Magee,
1973; Meade, 1988). In terms of elasticity, domestically, there is a high
export supply elasticity and a low short-run import demand elasticity.
Moreover, recent literature, which has used dynamic-general equilib-
rium models, has found that the trade balance is negatively correlated
with current and future movements in the terms of trade (measured by
the real exchange rate), but positively correlated with past movements
(Backus, Kehoe and Kydland, 1994).
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Section 2 discusses the theory of the three main balance-of-payments
views: elasticity; absorption; monetary. Section 3 develops the econ-
ometric framework, presents the data and tests for stationarity and
order of integration of the relevant series. Section 4 tests the relevant
hypotheses, discusses the estimations and comments on the results.
Finally, section 5 summarizes the main findings, comments on the
limitations, and suggests directions for future research.

2 The theory

This section develops the Bickerdike–Robinson–Metzler (BRM) model,
its theoretical implications and discusses the absorption and the
‘modern’ monetary approaches.

The BRM model and the BRM and Marshall–Lerner conditions

The BRM model, or imperfect substitutes model, is a partial equilib-
rium version of a standard two-country (domestic and foreign), two-
goods (export and imports) model.1 The effects of exchange-rate
changes are analysed in terms of separate markets for imports and
exports, and the equations that define the model are given as follows.2

The domestic demand for imports is a function of the nominal price of
imports measured in domestic currency:

Md � Md (Pm) (1)

Observe that Pm is nothing but Pm � EPm*, where E is the nominal
exchange rate (the domestic currency price of foreign exchange) and
Pm* is the foreign currency price (level) of domestic imports (* refers to
the analogous foreign variable). The foreign demand for imports
(domestic exports) can be similarly defined as

Md* � Md* (Px*) (2)

where Md* is the quantity of foreign imports and Px* is the foreign cur-
rency price (level) of domestic exports. Analogous to the definition above,
Px* is Px* � Px/E, where Px is the domestic currency price (level) of exports.

Similarly, the export supply functions are defined depending only on
nominal prices. The domestic and foreign export supply functions are
defined as

Xs � Xs (Px) (3)
Xs* � Xs* (Pm*) (4)
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where Xs and Xs* are the quantity of domestic and foreign supplies of
exports, respectively. The market equilibrium conditions for exports
and imports are then

Md � Xs* (5)
Md* � Xs (6)

Given equations (1) to (4), the domestic trade balance, in domestic cur-
rency, is

B � PxXs � PmMd (7)

Now, the question is, does devaluation of the domestic currency
improve the trade balance as defined by equation (7)? The answer is
not as obvious as one might think. A sufficient condition for trade-
balance improvement and for stability of the foreign exchange market
under the model, is provided by the BRM condition. Differentiating
equation (7) and putting the results in elasticity form, a general alge-
braic condition is derived. This condition relates the response of the
trade balance to exchange-rate changes and the domestic and foreign
price elasticities of imports and exports:

(8)

where η and ε denote the price elasticities (in absolute values) of
domestic demand for imports and supply of exports. Analogously, η*
and ε* denote the respective foreign price elasticities. As can be shown,
if B � 0 (initial equilibrium), then dB/dE � 0 if and only if

(9)

Another result that can be derived from condition (9) is the so-called
Marshall–Lerner condition (ML condition), which comes from letting ε
→ ∞ and ε* → ∞ . This assumption implies that the left-hand side of
condition (9) becomes η* � η � 1. Thus, for a trade balance improve-
ment when a country’s currency devalues, η* � η � 1 must hold. Or,
in the standard presentation of the ML condition, |η � η*| � 1.
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The question that is relevant for the purposes of this chapter is
whether or not the BRM or ML condition empirically holds for a devel-
oping country such as Colombia. As discussed above, at least as derived
from theory, it does not seem to. The Colombian economy might be
better characterized by a small-country case (ε* � η* � ∞ ). Thus, a deval-
uation might or might not improve the trade balance (in domestic
currency).3

The absorption approach (AA) and the monetary approach (MA)

The AA (Harberger, 1950; Meade, 1951; Alexander, 1952) shifted the
focus of economic analysis to the balance of payments, and solved
some of the original criticisms of the EA. The core of this approach is
the proposition that any improvement in the trade balance requires an
increase of income over total domestic expenditures.4 A devaluation
reduces the relative prices of domestic goods in domestic currency,
which produces two direct effects. First, there is a substitution effect
that causes a shift in the composition of demand from foreign goods
towards domestic goods; that is, the exchange-rate change causes an
expenditure-substituting effect. Assuming unemployment, domestic pro-
duction increases. Second, there is an income effect which would
increase absorption, and then reduce the trade balance. The AA argues
that, in general, a country’s devaluation causes a deterioration in its
terms of trade, and thus a deterioration in its national income. The
presumption is that a devaluation will result in a decrease in the price
of exports measured in foreign currency. In all, the final net effect of a
devaluation on the trade balance will depend on the combined substi-
tution and income effects. As predicted by the AA, the trade balance
will improve, but it would be smaller (because of the income effect on
absorption) than that predicted by the BRM model.

The MA (Hahn, 1959; Mundell, 1968, 1971; Pearce, 1961; Polak,
1957; Prais, 1961) also shifted the focus of economic analysis to the
balance of payments and sought to solve some of the criticisms of the
EA and AA. The core of the monetary approach is the claim, discussed
by Frenkel and Johnson (1977, p. 21) that ‘the balance of payments is
essentially a monetary phenomenon’.5 That is, under the MA any
excess demand for goods, services and assets resulting in a deficit of the
balance of payments, reflects an excess supply or demand of the stock
of money. Accordingly, the balance of payments behaviour should be
analysed from the point of view of the supply and demand of money.
The fundamental implication of this claim is that to analyse what
happens in the (overall) balance of payments one should concentrate
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on the analysis of what happens with the central bank’s balance of
foreign reserves. What does the MA say about the nominal (or real)
effects of devaluation? Unlike the EA and AA, the monetary approach
says little about the underlying behavioural relationships. Moreover, it
says little about the effects of exchange-rate changes and the transmis-
sion mechanisms on those relationships. The role of the exchange rate
is reduced to its temporary effects on the money supply. The relevant
question for our purposes is: what is the ‘temporary’, or short-run,
effect of devaluation under the MA? In the short run, this approach
predicts that an increase in prices, caused by a nominal devaluation,
may reduce the real money stock, and then improve the trade balance.

3 The econometric framework

Below we develop testable hypotheses from the theoretical models pre-
sented in section 2 and use an econometric technique to distinguish
among those hypotheses.

The econometric procedure and the regression model

The econometric procedure used here is the version of analysing multi-
variate cointegrated systems originally developed by Johansen (1988),
then expanded and applied in Johansen and Juselius (1990, 1992). It
consists of a full-information maximum-likelihood estimation of a
system characterized by r cointegrating vectors.

The reduced formulation of the statistical model is given by the
vector zt � (TB,REER,M1,RGDP)′t, where TB is a trade balance measure-
ment, REER is a real exchange-rate index, M1 is a money stock, and
RGDP is the real gross domestic product (GDP). This vector is thought
to capture the effects of the exchange rate on the trade balance in a
model that puts together (nets) the elasticity, absorption and monetary
approaches to the balance of payments. I am not aware of any litera-
ture that has included income and money in trade-balance estimations
or has used the current econometric procedure on the issue being
analysed.6

It is useful to summarize the hypotheses about the exchange-rate
trade balance and income- and money-trade balance relationships
developed in section 2. For the EA, devaluation improves the trade
balance by changing the relative prices between domestically and
foreign-sourced goods. In the AA, an exchange-rate change can only
affect the trade balance if it induces an increase in income greater than
the increase in total domestic expenditure (absorption). Thus, both rel-
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ative prices and income are primary determinants of trade-balance
behaviour. The MA asserts that exchange-rate changes have only
temporary effects. Hence, there should be no long-run equilibrium
relationship between the trade balance and the exchange rate.

With respect to the income variable, what is expected is a nega-
tive/positive under the absorption/monetary approach. From the point
of view of the MA, according to Hallwood and MacDonald (1994, 
p. 148) ‘if … [an] economy is growing over time … it will ceteris paribus
run a … [trade balance] surplus’. The reason is the implicit assumption
that income growth raises expenditure by less than output, therefore
improving the trade balance.

As for the money variable, under the AA the money supply is an
exogenous variable; it is a policy instrument. Thus, the monetary
authorities offset, or sterilize (through open market operations) the
impact on the domestic money stock of foreign-exchange market inter-
vention.7 It follows that there should be no effect of the money stock
on the balance of payments (or on expenditure). On the other hand,
the MA argues that in a fixed exchange-rate regime the money supply
is endogenously determined by the interaction of the supply and
demand of the money stock. Assuming the domestic credit is exoge-
nously determined and equal to a constant, the nominal money stock
change equals the change of foreign reserves. Hence, it is equal to the
trade balance surplus or deficit. This would imply a zero coefficient for
the money variable in the trade balance equilibrium equation, that is,
the trade balance explains the money stock, and not vice versa. Notice,
however, that under this framework feedback effects of the change in
the real money stock can be present. In this case, an exogenous
increase in the real money stock worsens the trade balance through an
increase in expenditure.

The data – and a graphical inspection

The data-set consists of quarterly time-series data for Colombia from
the first quarter 1979 to the fourth quarter 1995. The time series
includes observed values of exports, imports, a real effective exchange-
rate index (REER), narrow money (M1), the RGDP, consumer price
index (CPI), and an index of the world price of coffee and of oil.8 The
data sources are the Revista del Banco de la República (Bogotá, Colombia)
and the International Financial Statistics, IMF (CD Rom). The measure of
trade balance (TB), which is used in the estimations, is represented by
the ratio of exports to imports. This ratio, or its inverse, has also been
used in similar settings by Haynes and Stone (1982), Bahmani-Oskooee
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(1991) and Bahmani-Oskooee and Alse (1994). All nominal time series
are deflated using the CPI. Additionally, all series are logged (natural
logs). This is indicated by preceding the name of the variable with L.

Figure 9.1 plots the observed trade balance, the real effective
exchange rate, the real money stock and the real GDP. The data reveal
the following empirical regularities:

1 The trade balance and the real exchange rate seem to behave as a
non-stationary series, specifically, as random walks. The real
exchange rate seems to go through sustained periods of apprecia-
tion, depreciation, and again appreciation without a tendency to
revert to a long-run mean.

2 The trade balance moved from deep deficits to elevated surpluses,
and then to deep deficits again, with no tendency to revert to an
equilibrium or to a specific value.

3 The real money stock and real GDP exhibit some form of seasonal-
ity. They also seem to contain linear trends. This implies that these
series might have a stochastic time-variant mean;

4 The trade balance and real exchange rate, and the real money stock
and real GDP, seem to share co-movements. For example, the trade
balance appears to closely mimic the real exchange-rate movements.
The real money stock and the real GDP seem to be similarly timed;

5 All variables seem to display a high degree of persistency. For
instance, a high depreciation at the middle of the 1980s lasted
almost six years.

The unit-root tests

To cross-check the results several tests were computed: the augmented
Dickey–Fuller test (ADF), the Schmidt–Phillips test (SP), the Dickey and
Pantula sequential procedure (DP procedure), and the HEGY seasonal
unit-root test (Hylleberg, Engle, Granger and Yoo, 1990), later
expanded by Ghysels and Noh (1994).

Table 9.1 reports the results. The null hypothesis of unit root cannot
be rejected at the 5 per cent level of significance for all variables when
the ADF test is used. Using the SP test, however, the null hypothesis is
rejected in the cases of the money and income series, contradicting the
results of the ADF test. To test for the presence of more than one unit
root, in all variables where the unit-root hypothesis was rejected by
one of the tests, two types of tests were implemented. One was the
‘standard’ unit-root test in the series’ first differences, and the other
was the DP procedure; only the former is reported in Table 9.1, and it
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shows that the null hypothesis is rejected for all variables, which actu-
ally indicates that they seem to behave as I(1) processes. When the DP
procedure was computed the money stock has two unit roots and real
GDP effectively one. The findings of more than one unit root in the
money stock seemed to be related with seasonal unit roots. To test for
this possibility, the HEGY test was used (not reported here).9 It was
found that, effectively, for the case where the DP procedure indicated
the presence of more than one unit root, the HEGY test corroborated
them. The money stock, in fact, seems to have unit roots at zero and
biannual frequencies.

According to the tests and the initial graphical conjectures, it seems
that all series are integrated of order one, at least at zero frequency.
Since the variable LMI behaves as an I(2) process, a procedure suggested
by Hylleberg, Engle, Granger and Yoo (1990) and Ilmakunnas (1990)
was followed. When the exercise was implemented in the series, it
continued showing a behaviour between I(1) and I(2) processes. The
choice was to consider LMI as a unit-root process, which is a standard
result in the literature.

4 Hypotheses testing and estimations

This section tests the hypotheses about the relationship between the
exchange rate and the trade balance discussed in section 2, and
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Table 9.1 Unit-root tests

Variable1 2 ADF test Q(12)3 ADF test Q(12) SP test
(level) (first difference)

LTBt τµ� �2.20 11.33 �10.42* 10.59 –
(0.41) (0.48)

LREERt τµ� �1.06 12.60 �4.52* 12.13 –
(0.25) (0.35)

LM1t ττ� �3.22 12.93 3.47* 9.45 �7.37*
(0.07) (0.31)

LRGDPt ττ� �3.27 7.72 �3.45* 12.24 �4.84*
(0.05) (0.09)

Notes: 1LTB is the log of the trade balance measurement, LREER is the log of the real
exchange-rate index, LMI is the log of real money stock (real M1), and LRGDP is the log of
the real GDP. 2The τµ test is the τ-test for a regression equation that includes an intercept
or drift term and the ττ test is the τ-test for a regression equation that includes both a drift
and a linear time trend. The asymptotically critical values for τµ and ττ are �2.89 and
�3.45 respectively. The critical value for the SP’s τ∼ test is �3.06. 3Q(12) is the Ljung-Box
statistic. Its marginal significance level (or p-value) is in brackets.



estimates the statistical model under the specification defined in
section 3, that is, under zt � (LTB,LREER,LMI,LRGDP)t.10

Specification and misspecification tests

These tests were used primarily to choose an ‘appropriate’ lag structure
and to identify the deterministic components to be included in the
model. They followed the methodology suggested by Johansen (1992).
Then, multivariate and univariate specification and misspecification
tests were implemented (serial correlation, normality, and hetero-
skedasticity). To complement the formal tests, the actual and fitted
values for each equation and the correlogram of the residuals were
plotted (the results are not reported here). All the tests indicated that
the performance of the VECM representation of the actual data was
generally satisfactory.

Finding the rank of matrix Π

Table 9.2 shows the tests of the rank of matrix Π. The first column
represents the estimated eigenvalues λi. The null hypothesis of r � 0
(no cointegration) is rejected in favour of r � 1 by both tests at the 10
per cent level. The null hypothesis of r � 1 (or r ≤ 1 using the λTrace test)
in favour of r � 2 is not rejected by both tests. The null hypotheses of 
r � 2, 3 (or r ≤ 2, r ≤ 3 using the λTrace test) in favour of r � 3, 4 are not
rejected by both tests. Thus, Table 9.2 indicates the presence of just
one cointegrating relationship among the trade balance, real exchange
rate, real money stock and real income.

In order to improve the statistical specification of the model, tests of
exclusion from the cointegration space and tests of weak exogeneity
were carried out (they are not reported here). The tests showed that
none of the variables should be excluded. Also, they indicated that the
trade balance and the real GDP were effectively endogenous and the
real exchange rate and money stock were weakly exogenous. Notice that
the fact that the real GDP is endogenous and the money stock is exoge-
nous seems to agree with the absorption view, and contradict the mon-
etary argument, which states that income is endogenous while money
is exogenous to the model.

The estimations under r � 1

Since r � 1, the problem of identification of the cointegration space
need not emerge. Thus, one can make direct inference from both the
long-run and short-run estimates. If only one cointegrating relation-
ship exists, it is just identified (Johansen and Juselius, 1994). The
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estimated equation of the conditional model in error-correction form
for the trade balance is (the value of the t-test is in brackets):

Statistics: ARCH(3) � 4.71; normality � 0.12; serial correlation:
LM(12) � 8.2 (p-value � .77); Ramsey RESET test: LR(3) � 2.8 
(p-value � .42)

The short-run estimates indicate that the significant coefficients are
those for the dependent variable (at lags 1 and 2 at the 95 per cent
level of significance), the real exchange rate (contemporaneously at the
10 per cent level), and the real money stock (contemporaneously at the
10 per cent level, and at lag 1 at the 5 per cent level). Income results
are insignificant in the short run. Thus, the short-run estimates indi-
cate that the trade balance responds positively and contemporaneously
to real devaluation and positively to variations of the money stock.
The first result presents evidence against the J-curve type of hypothesis.
The latter result implies that the ‘impact’ and lagged effect of an
increase in the real money stock is an improvement in the trade
balance. This could happen, following the monetarist arguments, if
there is a rapid increase in prices that offsets the increase in the
nominal money stock. People would have a shortfall in real money
balances, which will result in hoarding (agents want to restore their
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Table 9.2 Tests of cointegration rank

λi Ho Ha λmax ACV Ho Ha λTrace ACV
(i � 1,2,3,4) (10%) (10%)

0.65 r � 0 r � 1 45.47* 18.03 r � 0 r � 0 71.10* 49.92
0.27 r � 1 r � 2 13.59 14.09 r ≤ 1 r � 1 25.63 31.88
0.19 r � 2 r � 3 9.19 10.29 r ≤ 2 r � 2 12.04 17.79
0.06 r � 3 r � 4 2.85 7.50 r ≤ 3 r � 3 2.85 7.50

Note: The test statistics have a small sample correction as suggested by Reinsel and Ahn
(1992). It consists of using the factor (T � kp) instead of the sample size T in the
calculation of the tests. ACV stands for asymptotical critical values. * denotes significant at
the 10 per cent level.
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real money balances) and in a trade balance improvement. The speed
of adjustment coefficient is negative and significant. According to the
estimates, a short-run trade balance disequilibrium is corrected to a
speed of 7 per cent per quarter.

Now solving the equation above for the long-run relationship one
has (observe that in equilibrium the ∆s equal zero):

LTB � (6.38/�1.82)LRGDP � (1.99/�1.82)LREER � (�14.11/ �1.82)
LM1 � (62.84/�1.82) � 0

After solving for LTB, one gets the estimated long-run equation for the
trade balance:

LTB � 34.34 � 3.49LRGDP � 1.09LREER � 7.71LM1

This equation represents the estimated long-run relationship
between the trade balance, the real exchange rate, money and income.
The equation reveals that the estimated long-run exchange-rate elastic-
ity has a positive sign. Accordingly, a (real) devaluation will lead to an
improvement in the (real) trade balance. The estimated coefficient says
that for a 1 per cent increase in the real exchange rate, keeping other
variables constant, the real trade balance on average increases by about
1 per cent.11 Thus, the empirical evidence shows that the BRM or ML
conditions seem to hold in the case of Colombia.12 The positive sign of
the estimated coefficient for the income variable is consistent with
what the monetary view would say; income has a positive relationship
with the trade balance. Notice, however, that the presence of the
money stock in the long-run equation is inconsistent with what the
monetary approach would predict for the long-run relationship
between trade balance and money. Indeed, one would expect an
inverse causality. The trade balance explains the money stock, not vice
versa. This result is consistent with that approach only where feedback
effects were present.13

5 Conclusions

We have examined empirically the role of the exchange rate in deter-
mining the short-and long-run behaviour of the Colombian trade
balance under alternative approaches to the balance of payments. The
major findings are that the variable specification of the statistical
model showed that the exchange rate does play a role in determining
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the short-run and long-run equilibrium behaviour of the Colombian
trade balance. Therefore, the trade balance cannot be treated as exoge-
nous with respect to the exchange rate. These findings constitute
evidence against the literature claiming that no direct relationship
between the trade balance and the exchange rate exists and the mone-
tary view which claims that the exchange rate has only temporary
effects. The estimations reported one cointegrating relationship
between the trade balance, exchange rate, money and income. That is,
a long-run equilibrium relationship between those variables existed.
The results also showed that the BRM or ML conditions were supported
by the data, which implied that (real) devaluation improved the
equilibrium trade balance. Moreover, the positive effect of exchange-
rate devaluation on the trade balance seemed enhanced if accompa-
nied by a reduction in the stock of money and an increase in income.
With respect to the short-run estimates, estimations revealed a
significant positive short-run relationship between the trade balance
and the exchange rate. This is considered evidence against the J-curve
hypothesis.

The findings with respect to income and money variables did not
fully reject or accept hypotheses from the absorption or monetary
approaches, either for the short or the long run. What was generally
found, however, was that money stock and income were important
determinants of the long-run trade-balance behaviour. From the point
of view of trade-balance modelling, these results suggest that a model
that seeks to explain the long-run behaviour of the trade balance
should include at least the exchange rate, money and income.

The main limitation of this study was that capital markets were not
considered. Several directions for future research are suggested. One
direction, the natural one, is to include capital in the analysis. Another
direction is to use the current technique or alternative econometric
techniques, for example impulse response functions to analyse the
short-run effects more thoroughly. This should shed light on why we
found opposite results to those hypothesized by the J-curve or S-curve.
Finally, econometric methodology should be applied to a sample of
developing countries.

Notes
1 Two basic assumptions underlie this model. First, there is perfect competi-

tion in the world market. Second, both countries are ‘large’ countries. The
model says nothing explicitly with respect to the equilibrium of the domes-
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tic market, non-traded goods, and monetary or financial assets; these
markets are relegated to the background.

2 The current presentation of the model draws heavily on the analysis of
Dornbusch (1975). Some of the conditions arising from it, in addition to
the general BRM condition, are discussed in Vanek (1962), Magee (1975)
and Lindert and Kindleberger (1982).

3 Different arguments, such as Dornbusch (1987), Krugman (1987) and
Krugman and Baldwin (1987), using partial equilibrium studies, claim the
ML condition may not hold, prevented by market failures such as elasticity
pessimism, hysteresis, pricing to market behaviour, or uncertainty.

4 Note two points: (1) as with EA, in AA the current account is reduced to the
trade balance and countries are ‘large’ countries; (2) unlike the EA, money
and income are introduced.

5 The term ‘balance of payments’ is understood by this approach to be all
those items that are below the line; those items constitute what is called the
money account.

6 Rincon (1995) uses current econometric methodology and tests for the ML
condition and J-curve applied to Colombian data; only the real exchange
rate and trade balance is included in the VECM system.

7 For example, a country with a trade-balance surplus (buying foreign exchange
and hence expanding the money supply) may sterilize the extra money supply
by open-market sales of bonds that balance the money supply. From the mon-
etarist point of view, this policy is only feasible in the short run.

8 The latter two variables will be included as dummy-type variables in the sta-
tistical system to capture exogenous shocks which may affect the statistical
properties of the system.

9 Ghysels, Lee and Noh (1994) show that the ADF test can be used to test the
null of a unit root at the zero frequency, even in the presence of unit roots
at other seasonal frequencies.

10 The implicit assumption, which was tested, is that the trade balance is
homogeneous of degree zero with respect to all the individual components
of the real exchange-rate index, that is, with respect to prices (domestic and
foreign) and the nominal exchange rate.

11 To double-check this result, a proportionality (homogeneity) restriction on
the trade and exchange-rate coefficients was tested. The likelihood ratio test
could not reject the null. The rest of the coefficients did not change when
the restriction was imposed, except for the estimate of α, now 0.063.

12 Similar results were found by Rincón (1995) using quarterly data for 1970 to
1994.

13 The significance of the money variable in the cointegrating vector was sepa-
rately examined. The null hypothesis was rejected using the standard level
of significance.
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10
External Shocks, Relative Prices
and Sectoral Reallocation in a
Small Open Economy: Evidence
from Mexico
Talan İşcan

1 Introduction

In a small open economy external disturbances such as currency deval-
uations and terms-of-trade shocks seem to have a significant impact on
real output. For instance, the Mexican peso crisis of December 1994
resulted in a severe economic recession: in the first quarter 1995, the
Mexican gross domestic product (GDP) declined at a rate equal to 
10 per cent a year. In 1997, currency devaluations in various Asian
countries reduced real aggregate output. These observations appear to
agree with the empirical evidence on the recessionary consequences of
devaluation in developing countries noted by Edwards (1989) and
Yotopoulos (1996); Mendoza (1995) found that relatively large terms-
of-trade disturbances had a significant impact on aggregate output and
investment levels in developing countries.

Despite wide empirical evidence on the income effects of the real
exchange rate and terms-of-trade shocks, surprisingly little is known
about the response of individual sectors to relative price changes. Yet,
these disturbances also impact on the reallocation of resources across
sectors either through substitution or relative price effects. Recent
theoretical literature has emphasized the importance of relative prices
in adjusting to external disturbances. Gavin (1990), for example,
using an intertemporal general equilibrium model, argued that the
adjustment of sectoral output to relative price changes resulting from
a terms-of-trade disturbance profoundly affects relative supplies of
tradable and non-tradable goods, as well as current account dynam-
ics.1 A similar issue arises in the context of exchange-rate devalua-
tion. In principle, devaluation leads to the reallocation of resources
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from non-tradable sectors to tradable sectors by inducing a change in
their relative prices. This may alleviate balance-of-payments con-
straints which typically cause the devaluation in the first place. But
the issue remains: to what extent have the real exchange-rate and
terms-of-trade disturbances been conducive to an (efficient) realloca-
tion of resources in developing countries? This chapter investigates
this using cross-section time-series data from Mexico over the period
1970 to 1993, a country whose recent history is marked by large
swings in its terms of trade (primarily due to changes in world oil
prices) and in the value of its currency.

Given that the data are highly disaggregated, this analysis attempts
to provide a framework to isolate relative price effects on sectoral
output levels. We specify and estimate reduced-form sectoral output
regression equations which relate output to a range of sector-specific
and aggregate variables. Using the panel structure of the data, we
examine to what extent the real exchange rate and terms-of-trade
shocks were conducive to reallocating output between tradable and
non-tradable goods sectors.

Several findings emerge from the analysis. First, formal tests show a
considerable diversity both within and across tradable and non-
tradable sectors given their estimated responses to external shocks.
Thus we specify and estimate a random coefficient regression model
which accommodates parameter heterogeneity across sectors and
enables us to estimate the average effect of relative prices on sectoral
output. Second, in Mexico, both the terms-of-trade shocks and the real
exchange-rate movements were found to have significant sectoral
output effects; the improvement in terms of trade was associated with
relative expansion in non-tradables output, and a depreciation of the
Mexican peso had a contractionary output effect in non-tradables.

Theoretical studies on the consequences of external shocks have
identified elasticity of substitution in consumption between traded and
non-traded goods as a key parameter in determining sectoral realloca-
tion of output in response to these shocks. The estimates from the
reduced-form regression models may suggest that, in the case of
Mexico, this elasticity is below unity.

The rest of the chapter is organized as follows. Section 2 provides an
overview of the theoretical literature; section 3 specifies a sectoral
output model, and discusses the econometric issues that arise in the
context of this dynamic heterogeneous panel; section 4 presents the
results of the econometric estimation; and section 5 summarizes 
the results.
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2 Theory and existing evidence

First, we review the literature on the consequences of terms-of-trade
and real exchange-rate movements.

The terms-of-trade effect

Numerous studies in international macroeconomics have investigated
the impact of exogenous terms-of-trade shocks on aggregate income
and output. Recently, a number of studies that go beyond a single
aggregate good framework and that distinguish between tradable and
non-tradable goods have emphasized the role of intratemporal as well
as intertemporal considerations in adjusting to such shocks. In an
intertemporal setting, the response of sectoral output levels to terms-
of-trade shocks is determined primarily by the intratemporal elasticity
of substitution in consumption between tradable and non-tradable
goods.

Gavin (1990) and Backus, Kehoe and Kydland (1995, p. 85) showed
that if the elasticity of substitution in consumption between tradables
and non-tradables is below unity, a permanent improvement in the
terms of trade will induce both a shift in factors of production into the
non-tradable sector and a current account surplus. In this case, the
improvement in the terms of trade leads to an increase in demand for
non-traded goods because the elasticity of substitution is low, and to a
current account surplus because the income effect dominates the
substitution effect. If, on the other hand, the elasticity of substitution
is above unity, a permanent improvement in the terms of trade will
induce both a movement of the factors of production into the tradable
sector and a current account deficit. In this case, the substitution effect
dominates the income effect, and consequently the relative price of
non-tradable goods declines.2 Therefore, once income effects are con-
trolled for, these studies identify elasticity of intratemporal substitu-
tion in consumption as the central parameter in determining sectoral
reallocation in an open economy faced with a terms-of-trade shock.3

The real exchange-rate effect

Most theoretical discussion on the impact of the real exchange rate
on sectoral reallocation relates to a menu of adjustment policy
choices that can be implemented in the face of external imbalances
or balance-of-payments problems. Within these policy alternatives,
one of the most effective adjustment tools is a devaluation of the
domestic currency, especially when nominal wages and prices are
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sticky (Agénor and Flood, 1995, pp. 236–7). By increasing the rela-
tive price of tradable goods, a devaluation helps switch resources
from non-tradable goods to tradable goods sectors, and reduces
domestic demand for imports.4

However, these policies have long been criticized on the grounds
that, in an attempt to switch resources from non-tradable to tradable
sectors, devaluations curtail domestic consumption relative to domes-
tic income, and may cause aggregate income to contract. The ‘struc-
turalist’ critique, for instance, argues that a devaluation can lead to a
redistribution of income which may in turn generate contractionary
aggregate demand effects despite the possible improvements in net
exports. According to the three most well-known proposals, a devalu-
ation may redistribute income:

1 from high-propensity consumers of domestic product to low-
propensity consumers due to increased profits from rising exports
and import-competing sectors (Diaz-Alejandro, 1963);

2 from private sector to the government which collects ad valorem
taxes but abstains from spending the additional revenues (Krugman
and Taylor, 1978); and,

3 from nationals of the devaluating country to foreigners who transfer
their income abroad (Barbone and Rivera-Batiz, 1987).

If the supply-side effects of devaluations are not strong enough to
counter the contraction in aggregate demand induced by these redis-
tributive consequences, the adjustment process may culminate in
declining aggregate income. Edwards (1993) notes that precisely
because of these perceived adverse income effects, some developing
country policy-makers have been reluctant to devalue.

Some economists have indicated that costs associated with sectoral
reallocation of factors of production can significantly reduce the effec-
tiveness of adjustment to relative price changes. For instance, Diamond
(1980), and Dixit and Rob (1994) argued that, due to fixed adjustment
costs, reallocation of output may be tenuously related to relative price
movements. These adjustment costs may range from real costs of real-
locating labour to personal costs of dislocation. In addition, some skills
may be sector-specific, and may not be easily transferred across sectors
without substantial retraining costs. As a result of these adjustment
and reallocation costs, relative price movements induced by a devalu-
ation (or any relative price shock) may not immediately generate the
desired resource mobility.
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Of course, whether devaluations have contractionary consequences,
and whether they are effective policy tools in adjusting to balance-of-
payments problems, are ultimately empirical questions. With regard to
the first issue, the existing literature concluded that devaluations are
contractionary in the short run; see, for instance, Barbone and Rivera-
Batiz (1987), Edwards (1986) and Gylfasson and Schmid (1983).
However, the impact of devaluation, in particular, and relative price
changes, in general, on sectoral reallocation of output remains a largely
neglected issue.

3 Econometric specification and data

The model

To explore the consequences of the terms-of-trade and the real
exchange-rate movements on the sectoral allocation of resources, a
reduced-form sectoral output equation is specified. Because the data-set
is disaggregated, the empirical model is intended to accommodate a
range of sectoral characteristics that determine output. Therefore, rather
than deriving it from ‘first principles’, we specify a dynamic sectoral-
output regression model, and motivate its ingredients by intertemporal
considerations. In particular, the model specifies that the logarithm of
sectoral output (y) is determined by sector-specific and aggregate effects.
In order to gauge the effects of (unobserved) productivity shocks, we
include the current and lagged values of the logarithm of average
productivity of labour (a) in the regression equation. To capture the
persistence in output induced by gradual adjustment, the logarithm of
the lagged sectoral output is also included as an explanatory variable in
the specification (Blanchard and Fischer, 1989, ch. 2).

The effects of relative price changes on sectoral output are captured
by the current and lagged values of the logarithm of the real exchange
rate (s), and the terms of trade (q). Since sectoral output in Mexico also
depends on government spending, we incorporated the ratio of total
government expenditure to gross domestic product (GOV) in the
regression model to account for fiscal policy shifts.5 Also a time trend
(t) is included.

All these considerations lead to the following dynamic sectoral
output equation:

yit � λi yi(t�1) � γ1i ait � γ2i ai(t�1) � β1i st � β2i st�1 � α1i qt

� α2i qt�1 � δ1i GOVt � δ2i t � fi � εit (1)
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where i � 1, …, 17, labels the sectors, t � 1971, …, 1993, labels time
periods, fi is the intercept term, and εit is the error term. Any (unob-
served) aggregate shocks, and sector-specific errors that vary over time are
included in the error term. Note that the coefficient vector θi � [λi, γ1i, γ2i,
β1i, β2i, α1i, α2i, δ1i, δ2i, fi]′ is allowed to vary across sectors. We assumed that
the vector of coefficient parameters is random with E(θi) � θ̄, and that
the regressors are not correlated with the coefficients.

At this point, it is important to emphasize that the above
specification does not rule out the possibility that movements in the
real exchange rate depend on the changes in aggregate domestic
output. The model specifies the exchange rate as exogenous with
respect to sectoral output levels because (i) models of exchange-rate
determination are known to have low explanatory power, and (ii) since
the number of cross-sectional units available is relatively ‘large’, the
impact of individual sectors on the exchange rate is unlikely to be
significant. Therefore, no attempt is made in the study to jointly
explain exchange-rate movements and sectoral output levels. In view
of this, the proposed framework is intended and best suited for the
analysis of the consequences of real exchange-rate movements and
devaluations, but not for an analysis of their causes.

Econometric issues

In the above specification we are interested in summarizing the
response of sectoral outputs to external disturbances by some ‘average’
of the main parameters of interest. One common approach in estimat-
ing these parameters involves pooling the cross-section time-series data
by imposing common slopes, allowing for fixed or random intercepts,
and estimating ‘stacked’ regressions. However, following Robertson
and Symons (1992), in dynamic panels if the parameters differ ran-
domly and the regressors are serially correlated, the pooled estimates
are not consistent. This inconsistency is distinct from the one found in
dynamic panels with fixed effects, and with a large number of cross-
sections (N) and small number of time-series observations (T) (Nickell,
1981). In this case, imposing common slopes when there is parameter
heterogeneity across sectors leads to inconsistent estimates, even if we
allow T → ∞ . The problem arises from the fact that ignoring hetero-
geneity when the regressors are serially correlated results in serial corre-
lation in the error terms which does not disappear even when T is
large. One of the estimators that yields consistent estimates of average
effects is known as (weighted) mean group estimator (Pesaran and
Smith, 1995). This GLS estimator involves running separate regressions
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for each group and averaging the coefficient estimates over groups
using the weights proposed by Swamy (1970).

In the context of the dynamic sectoral output model specified in
equation (1), it would be unduly strong to assume that a priori the
response of individual sectors to relative prices changes will be identi-
cal. As suggested by economic theory, tradables and non-tradables are
likely to respond differently to changes in intratemporal relative prices.
In this case, the random coefficient regression model, which allows
individual sector’s output responses to differ across sectors while main-
taining the assumption of interdependency, is an appropriate model-
ling choice. Therefore, given the theoretical and econometric
considerations, the mean coefficient vector θ and its asymptotic vari-
ance–covariance matrix are estimated using Swamy’s (1970) estimators.

The data

The data on sectoral output and sectoral gross domestic product (GDP)
deflators come from the national income accounts of Mexico and are
available from the Instituto Nacional de Estadística, Geografía e
Informática (INEGI). Recently, OECD has started publishing these data
entitled National Accounts: Detailed Tables, vol. II. The data covering the
period from 1970 to 1980 are revised figures based on the post-1980
national accounts reclassification. There are 17 sectors included in the
sample covering the period 1970 to 1993.

Sectoral average productivity of labour is calculated by the ratio of
real output to employees in each sector. GOV is the ratio of govern-
ment final expenditure to GDP multiplied by 100. Government final
expenditure came from IMF, International Financial Statistics (IFS)
Yearbook 1992 for 1970–80, and OECD National Accounts: Detailed
Tables, vol. II for 1981 to 1993. The real exchange rate is the nominal
(old) Mexican peso/US$ exchange rate (IFS Yearbook, line wf), divided
by the ratio of US CPI inflation to Mexican CPI inflation (IFS Yearbook,
line 64). The real exchange-rate index is obtained by normalizing the
real exchange rate of each year by that of 1970. The terms-of-trade
index is defined as the unit price of exports relative to imports, and the
data are from OECD, National Accounts: Main Aggregates, vol. I.

The sectors in the data set are grouped into tradable and non-
tradable goods sectors. The definition of tradable and non-tradables
closely follows Kravis, Heston and Summers (1982). The tradable goods
sector includes agriculture, mining and nine manufacturing industries;
non-tradables include construction, electricity, gas and water, whole-
sale and retail trade, restaurants and hotels, transport, storage and
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communications, finance, insurance and real estate, and private and
government services.6

4 Estimation results

Baseline specification

The estimates of regression model (1) are shown in Table 10.1. The
formal test of the hypothesis that the coefficient vectors θ are fixed and
that the sectoral responses are homogeneous is also conducted. If this
homogeneity assumption is rejected, then the data cannot be pooled
to estimate the average effects of regressors on the dependent variable.
The Hθ statistic, which has a chi-squared distribution with k(N � 1)
degrees of freedom, where k is the number of coefficients estimated for
each cross-section, reported in Table 10.1, rejects the null hypothesis
that the same fixed coefficient vector applies to all the sectors at the 
1 per cent level. This suggests that there is significant parameter het-
erogeneity in terms of the response of sectors to relative price changes.
Therefore, the random coefficient regression model is appropriate.7

Estimates of the mean coefficient vector θ̄ are presented in 10.1(a).
The panel estimates based on all the sectors suggest that relative price
effects on sectoral output are highly significant. Specifically, a decline
in the real value of the Mexican peso (an increase in the real exchange
rate) has on average a negative effect on sectoral output. However,
given the positive coefficient on the lagged real exchange rate, some of
the short-run contractionary effects of currency devaluations on
output appear to be temporary. This result is consistent with the
findings of earlier studies, such as Edwards (1986).

Terms-of-trade effects are also significant. In particular, an improve-
ment in it is associated with an increase in sectoral output, but this
effect appears to be reversed in the short run as indicated by the nega-
tive coefficient estimate on the lagged terms of trade.

Do tradable and non-tradable goods sectors differ significantly in
terms of their responses to relative price shocks? Table 10.1 shows the
estimation results of equation (1) for tradables and non-tradables sepa-
rately. Although the response of both sectors to relative price move-
ments appears similar, two observations need highlighting. First, in
both cases the Hθ test statistic rejects at the 1 per cent level the hypoth-
esis of parameter homogeneity within these sectors. Therefore, even
after splitting the sample into tradables and non-tradables, a significant
parameter heterogeneity still remains. It appears that the average
responses of tradable and non-tradable output to relative price changes
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are determined by parameters that vary significantly within these
sectors.

The second observation pertains to the variation of the estimated
parameters across tradable and non-tradable goods. Theoretically, the
relative response of tradables and non-tradables to relative price move-
ments depends on the elasticity of substitution in consumption
between tradable and non-tradable goods and on the extent to which
this elasticity differs from unity. The estimates suggest that the real
exchange-rate depreciation is associated with relatively less contrac-
tionary output effects on tradables, and the terms-of-trade improve-
ments are associated with relatively more expansionary output effects
on non-tradables – although coefficient estimates are not always statis-
tically significant at conventional levels. If one wishes to attribute a
structural interpretation to these parameter estimates, given the predic-
tions of Gavin’s (1990) models and Backus, Kehoe and Kydland (1995),
the elasticity of substitution appears to be less than one in Mexico. Put
differently, in the event of an improvement in the terms of trade, the
income effect appears to dominate the substitution effect, and there-
fore the factors of production tend to move into the non-tradables.

One pertinent question is to what extent declining terms of trade are
causing the real exchange rate movements. If, for instance, devalua-
tions are endogenous responses to adverse terms-of-trade movements,
the regression equation (1) would incorrectly attribute the effects of
these adverse shocks to the real exchange rate. Given that the terms of
trade and real exchange rate data exhibit moderate correlation (�.36),
the regression model may be susceptible to confusing currency and
terms-of-trade movements.

In order to analyse this issue more formally, Table 10.1(b) reports the
estimation results of the regression model (1) after imposing the
restrictions β1i � β2i � 0. The estimation results vindicate the previous
observations. An increase in the terms of trade is still associated with a
relatively more expansionary effect on the non-tradables. The
coefficient estimates on the current and lagged terms of trade are
similar to those reported in Table 10.1(a).

Alternative specifications

Devaluations

In the theoretical literature, significant attention has been paid to the
consequences of devaluations on output. This emphasis appears to be
based on the premise that devaluations induce asymmetric income and
substitution effects that are not matched by currency appreciations. If
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there is asymmetry in response to exchange-rate movements, then the
proposed specification in equation (1) may be inadequate to capture all
the relative price effects, because it treats both currency appreciations
and depreciations symmetrically.

Another important issue that arises in studying the effects of relative
prices in Mexico is the persuasive impact of currency devaluations on
output. In the period under consideration there were three large peso
devaluations that took place in September 1976, February 1982 and
June 1985, and at least the last two devaluations were associated with
severe recessions.8

To check the robustness of the regression model (1) to possible deval-
uation effects, the model is augmented by introducing devaluation
dummies, and specifying them as (unit) shocks to sectoral output
levels. The specification also includes two lags of each devaluation to
capture the persistence of their initial impact on sectoral output. In
particular, the categorical variables D(j, t) for j � 0, 1, 2 are assigned the
following values: D(0, 1976) � .4, D(0, 1982) � 1.1, and D(0, 1985) �
0.7, and zero otherwise; D(1, t) � 1.2 when t � 1977, or 1983, or 1986,
and zero otherwise; and D(2, t) � 1.2 when t � 1978, or 1984, or 1987,
and zero otherwise. These choices were made in order to control for
the timing of a devaluation within a given year.

The results reported in Table 10.2 indicate that nominal devaluations
are indeed followed by declining sectoral output. However, the
response of tradable and non-tradable goods sectors to devaluations
seem to differ, and the contractionary effects of devaluations on trad-
able output are estimated to be relatively smaller and short-lived. In
non-tradables, a currency devaluation is associated with lower output
even after two years of its occurrence. This suggests that the differential
real-exchange-rate effect on tradables and non-tradables found earlier
(p. 174 ff) applies to currency depreciations as well as appreciations.
These findings are consistent with the regression results reported in
previous studies such as İşcan (1997). It should be emphasized that
introduction of devaluation dummies significantly reduces the
efficiency of the coefficient estimates of the model although without
altering the main conclusions.

Trade liberalization

Two of the sources of relative price changes analysed are exogenous
terms of trade and real exchange-rate movements. We also introduced
nominal devaluations, which can be viewed as endogenous policy
responses to balance-of-payments crises, and argued that they may
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have significant relative price effects. Arguably another important
source of relative price changes originating from the external sector in
Mexico is the shifts in the trade-policy regime. Economic theory
suggests these policy changes may also impact on the reallocation of
resources across sectors. Since one of the salient features of the recent
Mexican economic history is contended to be the trade liberalization
programme implemented after 1985 (Aspe, 1993), it remains to be seen
if this policy change had any impact on the findings.

One way to gauge the liberalization-induced change in relative prices
and exposure to foreign trade is to incorporate some measure of trade
protection into the analysis. Following Tybout and Westbrook (1995)
and İşcan (1998), we used the changes in the effective rates of protec-
tion (ERP) on tradables between end-1987 and the 1978–81 average –
the earliest period for which sectoral protection data were available.9 In
particular, the regression model (1) is augmented by introducing ERPit,
which takes zero for t � 1988, and the value of change in the sectoral
effective rate of protection for t ≥ 1988. Given the lack of data on
protection measures prior to 1978, the coefficient estimates on ERPit

should be viewed as the impact of trade liberalization policies on
sectoral output, not overall trade policy.

Table 10.3 reports the augmented regression model results for trad-
ables only, which are similar to earlier estimates. The comparison of
Table 10.1(a), with Table 10.3 column (1) reveals that the inclusion of
a trade liberalization variable does not alter the conclusions regarding
the relative impact of the terms of trade and the real exchange-rate
movements. Table 10.3 columns (2) and (3) also show alternative
specifications for tradables. These results are consistent with our previ-
ous findings. Specifically, devaluations are still associated with adverse
short-term real output effects, but the contractionary effects of devalu-
ations disappear two years following the devaluation.

The regression analysis attempts to summarize the average response
of tradables and non-tradables to relative price movements. In order
for the coefficient estimates to be valid for group averages, the
coefficient parameters of individual sectors should not be correlated
with the regressors. In other words, the sectoral response to the real
exchange rate and terms-of-trade movements should not be correlated
with other observable characteristics of individual sectors. In this
regard an important sector-specific issue is the degree of openness to
international trade. Although there are a range of such measures, one
commonly used variable is the share of exports in sectoral value-added
adopted by Harrison (1996).
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To see whether the sectoral response to relative price disturbances is
related to trade variables, following Kadiyala and Oberhelman (1978)
we computed the response predictions for each individual sector using
the baseline specification in equation (1).10 The period averages of the
share of exports of sectoral output were not systematically correlated
with the response predictions of the terms-of-trade and real exchange
variables, and are not reported here. It can, therefore, be concluded
that the estimated average response of tradables and non-tradables to
relative prices captures important features of these sectors (such as pref-
erences), and are not simply reflections of their degree of exposure to
foreign trade and competition.

5 Conclusion

This chapter has examined the effects on sectoral real output of the
terms of trade and real exchange rate movements in Mexico, and
provided new evidence on their differential impacts on the tradable
and non-tradable goods sectors. The results of the study can be summa-
rized as follows. First, the terms-of-trade shocks were shown to have
significant sectoral output reallocation effects in Mexico. An improve-
ment in the Mexican terms of trade is associated with a relatively more
expansionary output effect in non-tradables. In most models this situa-
tion corresponds to the case in which the elasticity of intratemporal
substitution in consumption between tradables and non-tradables is
below unity suggesting that the income effect dominates the substitu-
tion effect.

Second, real exchange-rate movements are found to have significant
relative output effects. A depreciation of the Mexican peso is associated
with relatively greater contractionary output effects in non-tradables.
We also controlled for the impact of three large devaluations on sec-
toral output, and found that their contractionary impact on output
was a short-run adjustment phenomenon. Following a devaluation,
output tends to decline relatively more in non-tradable goods sectors.
These findings may suggest that in Mexico devaluations have been an
effective policy tool in combatting current account problems through
changing relative prices.

One should, however, be cautious in extending these findings to
other contexts, because sectoral responses depend on preference para-
meters, such as the elasticity of substitution between tradables and
non-tradables, and these parameters may vary significantly across
countries and over time periods. Nevertheless our results are indicative
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of the significance in developing countries of external relative price
shocks in reallocating output across sectors.

The results also suggest that although the tradable versus non-trad-
able distinction is a useful construct in framing a theory and organiz-
ing data, there exists significant diversity within these sectors – at least
given their response to external shocks. The formal tests conducted in
the study show that there is considerable parameter heterogeneity
across sectors, and that estimating average responses by pooling data
would be inappropriate.

Although the study has explored some previously neglected issues in
the empirical literature, the framework had several limitations. In
particular, the estimated correlations between the (current and lagged)
real exchange rate and sectoral output levels do not by themselves
make a strong case for a causal relationship from changes in the
exchange rate to output.

Another aspect of this framework is that it is based on reduced-form
regression equations, which are only indicative of covariations
between sectoral output levels and relative prices. Although these
reduced-form regression equations are useful in making inferences
about the statistical significance of the estimated relationships, they
are not informative about their economic significance. The exploration
of this issue requires a structural open-economy model which is left for
future research.

Notes
1 Bruno and Sachs (1982) analyse the income effects of terms-of-trade shocks

in the context of energy prices.
2 Stockman and Tesar (1995, p. 178) show how empirical estimates of this

elasticity of substitution found in the literature seem to vary widely across
countries.

3 Some of the earlier literature pioneered by Obstfeld (1982) and Svensson
and Razin (1983) emphasized the difference between permanent and tem-
porary terms-of-trade shocks in order to isolate the income effects associ-
ated with these shocks. Since the primary focus of this chapter is on relative
price effects, and since our time-series data are too short to confidently dis-
criminate between permanent and temporary shocks, we do not attempt to
make such a distinction here. Also, the findings of Mendoza (1995) suggest
that it is unlikely that this would have a significant effect on our results.

4 See also Sachs and Larrain (1993, pp. 682–83), and Clement et al. (1996) on
devaluation-based adjustment.

5 Monetary aggregates are not considered because of their endogeneity.
6 The Kravis, Heston and Summers classification treated retail services as

traded, but we included them in the non-traded because we could not
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separate them from restaurant and hotel services, and most of the value-
added in this sector is derived from non-traded inputs.

7 A number of diagnostic tests were also performed before the panel was esti-
mated. Artificial regression techniques (cf. Davidson and MacKinnon, 1993,
ch. 10) did not indicate any evidence of first-order autocorrelation for
sectoral output equations.

8 The September 1976 devaluation was the first for 22 years, and marked the
end of a fixed exchange-rate regime. Between September and October 1976
the peso was devalued by around 100 per cent. The temporary withdrawal
in February 1982 of the Banco de Mexico from intervention in the foreign-
exchange market amounted to a devaluation, first of 30 per cent and then
19 per cent, directly precipitated by the inability of firms to meet foreign
debt obligaitons. In August 1982 a two-tier exchange-rate system was
imposed. In June 1982 the Banco de Mexico resumed its interventionist
policies. The third devaluation occurred in July 1985; initially of 17 per
cent, further depreciations continued in 1986 – equal to 180 per cent
between September 1985–86.

9 These data were compiled by Ten Kate and Venturini (1989). Since their
estimates are at a higher level of disaggregation, they are aggregated into 
11 tradables sectors using 1985 sectoral GDP as weights.

10 Response predictions are the individual mean response vectors in a random
coefficient regression model, and the Swamy estimator can be viewed as the
mean of these individual coefficient vectors.
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11
Exchange-Rate Movements and the
Export of Brazilian Manufactures
Afonso Ferreira and Andreu Sansó

1 Introduction

This chapter considers the extent to which exchange-rate movements
affect the ‘competitiveness’ of Brazilian exports of manufactured
goods. Changes in the exchange rate are normally split into changes in
the destination currency prices of exported goods, and changes in the
profit margins of the exporting firms.

A large body of literature has recently examined the empirical evalu-
ation of these two competing effects for several countries. The impor-
tance of this question is quite obvious. If exchange-rate changes are
not fully or substantially reflected in the selling prices of exported
goods, their impact, as Menon (1995) argued, on the demand for
exports will be limited, even when the price elasticity of demand is
quite large. In this case, the efficacy of the exchange rate as a policy
tool in programmes of export promotion and balance of payments
adjustment may be reduced.

Section 2 presents the simple mark-up price model usually adopted
in empirical studies of this kind; section 3 briefly describes the data,
while section 4 reviews the econometric methodology used. Estimates
of the pass-through coefficient, derived from cointegration tests based
on the Engle–Granger, Shin and Johansen procedures are reported for
the Brazilian case in section 5. Section 6 offers some conclusions,

2 The model

The starting point for the analysis is a mark-up price model of the type:

PX � (1 � λ) (CP / ER) (1)
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where PX � foreign currency price of manufactured exports, CP � the
production cost in domestic currency, ER � the nominal exchange
rate, CP/ER � the production cost in foreign currency, and λ � mark
up.

Considering that manufactured goods are typically differentiated
and traded in markets characterized by imperfect competition, the
adoption of the traditional mark-up model in equation (1), as a first
approximation seems justified. Presuming that the mark-up may vary,
according to the competitive pressures in the world market, we would
have:

(2)

where 
(PW)
CP/ER is the gap between the price of world exports and the

exporter’s production cost measured in foreign currency, and λ′ � 0
(Athukorala and Menon, 1994).

Combining equation (1) and (2) gives:

ln PX � δ0 � δ1 ln (CP/ER) � δ2 ln PW (3)

or, allowing the coefficients on CP and ER to differ not only in sign,
but also in magnitude:

ln PX � φ0 � φ1 ln CP � φ2 ln ER � φ3 ln PW (4)

The parameter φ2 in equation (4) is the pass-through coefficient. When
φ2 � 0, the exchange rate has no influence on the foreign currency
price of manufactured exports and, therefore, exchange-rate changes
affect only the exporters’ profit margins, with no impact on the ‘com-
petitiveness’ of the country’s exports. Conversely, when φ2 � �1, that
is when pass-through is complete, any changes in the exchange rate
are fully transmitted to the price of exports in foreign currency,
thereby affecting the ‘competitiveness’ of domestic production in the
world market. Obviously, for values of φ2 in the interval �1� φ2 � 0,
pass-through will be incomplete.

3 The data

In the empirical implementation of the model proposed in the previ-
ous section, PX was given by the price series for the Brazilian manufac-
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tured exports calculated by Guimara~es et al. (1997), while the domestic
cost variable (CP) was proxied by the wholesale price index, and the
exchange rate ER was given by the ratio real/US$ (since most Brazilian
exports are invoiced in US$, the use of this exchange rate is appropri-
ate, in the present context). Finally, PW was proxied by the IFS–IMF
export price series for industrial countries.

Quarterly data for the period 1977 (1st quarter) to 1996 (4th quarter)
were used in all tests. Since the variables entered several test equations
in lagged first differences, some observations were, however, ‘lost’, with
the period of estimation being, for that reason, reduced to the interval
1978 (3rd quarter) to 1996 (4th quarter). The series PX, (CP/ER) and
PW are plotted, in log form, in Figures 11.1 and 11.2.

4 Econometric methodology

We adopted cointegration analysis to determine whether equation (1),
in logarithmic form, as well as equations (3) and (4), represent long-
run equilibrium relationships. A preliminary step in this sort of analy-
sis consists in examining whether the time series involved are
stationary. This was done by combining unit-root DF/ADF and station-
arity KPSS (Kwiatkowski, Phillips, Schmidt and Shin, 1992) tests.
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Figure 11.2 The series PX, PW plotted in log form

The DF/ADF procedure tests the null H0: yt ~ I(1) against the alterna-
tive Ha: yt ~ I(0). In what follows, the critical values adopted for the
DF/ADF tests are those derived by MacKinnon (1991) and available in
Micro TSP 7.0 and EVIEWS 2.0. Unlike the DF/ADF test, the KPSS test
establishes the null as H0 : yt ~ I(0). Results of three different versions of
the KPSS test for the series considered in this chapter are reported in
section 5, one adopting a spectral quadratic window and the other two
a Bartlett window (with automatic and manual lag selection). In per-
forming these tests, a Gauss routine written by Andreu Sansó was
used.1

Amano and Van Norden (1992) examine the consequences of using
the KPSS stationarity test in conjunction with a standard unit-root test,
such as the DF/ADF test.Their results suggest that, when this procedure
is adopted, ‘the frequency of incorrect conclusions may be decreased
relative to the application of only standard unit-root tests. Also, such a
joint testing procedure may in some cases permit researchers to be
more confident about their tests results’. We have, therefore, chosen to
report the results derived from both tests.

The tests for cointegration among the variables in equations (1), (3)
and (4), which are also presented in section 5, were based on 
the Engle–Granger (1987) Shin (1994) and Johansen (1988, 1991)



procedures. The Engle–Granger (1987) procedure consists in testing the
OLS residuals of the cointegrating equation (in the present context,
equations (1), (3) or (4) above) for the presence of a unit root, using the
DF/ADF statistic. Under the null of non-stationarity of the residuals,
the series involved are not cointegrated.

The procedure proposed by Shin (1994), on the other hand, makes
use of the KPSS test to evaluate the null of cointegration. Similarly to
the Engle–Granger method, the cointegrating equation is first esti-
mated by OLS, with the residual series then being subjected to the KPSS
test for stationarity. If the null of stationarity cannot be rejected, the
series in question are said to be cointegrated. Again, following Amano
and Van Norden (1992), if the diagnostic obtained from the Shin test
(H0: cointegration) does not contradict the diagnostic derived from the
Engle–Granger test (H0: no cointegration), we have strong evidence in
favour of one of the hypotheses.

Finally, the Johansen (1988, 1991) procedure is based on the follow-
ing vector error-correction model:

∆Zt � Σ1
p Γi ∆Zt�1 � Π Zt�1 � vt (5)

where the vector Zt contains the n variables in the model.
If the variables in Zt are I(1), the rank of matrix Π is ρ �n and there

exists a representation of Π such that Π � αβ’, where α and β are both
n � ρ matrices. Matrix β is called the cointegrating matrix and has the
property that β′ Zt is I(0), while Zt is I(1). The columns of the matrix
have an economic interpretation as cointegrating vectors, that is, after
normalization they may be interpreted as giving estimates of the long-
run parameters of the model. In empirical applications, the main con-
cerns consist in determining ρ, which gives the number of
cointegrating vectors, and in estimating the cointegrating matrix. This
is done by means of an ML procedure described in Johansen (1988,
1991).2

5 Results

Table 11.1 shows the DF/ADF test statistics for the presence of a unit
root in the series under analysis. The DF/ADF tests suggest that all
series are I(1), a diagnostic confirmed by the KPSS tests reported in
Table 11.2.3

According to the Shin test, equations (1), (3) and (4) all constitute
cointegrating relationships, a result which departs from that derived
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Table 11.2 KPSS tests (3rd qtr 1978 to 4th qtr 1996)

Variable Spectral quadratic Barlett window Barlett window 
window (automatic (automatic lag (manual lag 
lag selection) selection) selection)

Without trend
In PX 0.700** 0.705** 1.059***
In (CP/ER) 1.022*** 1.005*** 1.663***
ln CP 1.140*** 1.116*** 1.881***
ln ER 1.139*** 1.116*** 1.880***
ln PW 1.059*** 1.038*** 1.708***

With trend ∆
ln PX 0.074 0.077 0.110
ln (CP/ER) 0.110 0.111 0.165**
ln CP 0.266*** 0.263*** 0.430***
ln ER 0.267*** 0.264*** 0.432***
In PW 0.103 0.103 0.156**

Notes: The critical values, which were taken from Sephton (1995), are: (a) without trend:
0.350 (10%); 0.467 (5%); 0.730 (1%); (b) with trend: 0.121 (10%); 0.153 (5%); 0.215 (1%). * �
significant at the 10% level; ** � significant at the 5% level; *** � significant at the 1% level.

Table 11.1 DF/ADF tests (3rd qtr 1978 to 4th qtr 1996)

Variable DF/ADF statistic k
without trend with trend

Levels
ln PX �1.9709 �2.5566 1
In (CP/ER) �1.1045 �2.4994 1
ln CP �0.1332 �2.2067 1
In ER 0.3009 �2.0358 2
ln PW �1.5650 �2.4650 1

First differences
In PX �6.0339*** 0
ln (CP / ER) �6.3211*** 0
In CP �2.8288* 0

�3.1300** 1
In ER �3.2820** 1
In PW �6.1387*** 0

Notes: (1) The value of k corresponds to the lag length on the lagged dependent variable
in the RHS of the ADF test equation that was required to produce approximately 
white-noise residuals. (2) An intercept term was included in all DF/ADF test equations. 
(3) The critical values,which were taken from MacKinnon (1991), are: (a) without trend:
�2.5874 (10%); �2.9006 (5%); �3.5200 (1%); (b) with trend: �3.1620 (10%); �3.4704
(5%); �4.0853 (1%). * � significant at the 10% level; ** � significant at the 5% level; *** �
significant at the 1% level.



from the Engle–Granger procedure, which rejects the null of no cointe-
gration only for equation (1). The estimated cointegrating equations
point to a pass-through coefficient between 11 per cent and 26 per
cent, suggesting that only a small proportion of change in the
exchange rate is transmitted to the export prices of Brazilian manufac-
tured goods, in the long run. The measured impact of changes in the
price of world exports on the other hand is larger, with 30–40 per cent
of a variation in those prices being reflected in the price of the
Brazilian exports, according to the test results presented in Table 11.3.
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Table 11.3 Cointegration tests (LHS variable is ln PX; 3rd qtr 1978 to 4th qtr
1996)

Variable Equation (1) Equation (3) Equation (4)

Cointegrating equations
ln CP/ER 0.263 0.108
ln CP 0.186
ln ER �0.191
ln PW 0.295 0.392

Cointegration tests
Engle–Granger (null hypothesis: no cointegration)

k � 0 �2.516 �2.230 �2.235
k � 1 �3.318* �2.720 �2.644
k � 2 �3.548** �2.896 �2.912

critical values
10% �3.10 �3.54 �3.93
5% �3.42 �3.86 �4.26
1% �4.05 �4.50 �4.90

Shin (null hypothesis: cointegration)
Spectral quadratic 
window (automatic lag 
selection) 0.069 0.110 0.106
Bartlett window 
(automatic lag selection) 0.076 0.115 0.111
Bartlett window 
(manual lag selection) 0.093 0.157 0.148*

critical values
10% 0.228 0.164 0.119
5% 0.308 0.219 0.156
1% 0.557 0.389 0.282

Notes: The value of k, in the Engle–Granger test, corresponds to the lag length on the
lagged dependent variable in the RHS of the DF/ADF test equation. * � significant at the
10% level; ** � significant at the 5% level; *** � significant at the 1% level.
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Table 11.4 shows the results obtained when the Johansen method is
applied to equation (4). The Akaike and Schwarz statistics, as well as
the log-likelihood ratio test, all pointed out to an optimal VAR lag
length (the value of p, in equation (5)) of 4. For this VAR lag length,
the null of only one cointegrating vector was rejected in favour of the
alternative hypothesis of two cointegrating vectors. Only one of the
two cointegrating vectors, however, displayed the theoretically
expected signs. Following what is the established practice in such situ-
ations, this is the only result taken into account here, providing the
cointegrating equation:

ln PX � 0.259 ln CP � 0.267 ln ER � 0.490 ln PW

Given the evidence of non-normality of the residuals, the Johansen
procedure was also applied to equation (4), with the addition of
dummy variables controlling for a variety of shocks that affected the
Brazilian economy during the period under analysis.4 Again a VAR lag
length of 4 was adopted. In this version of the Johansen test, also
reported in Table 11.4, the LR statistic suggested the existence of only
one cointegration vector, with the cointegrationg equation corre-
sponding to:

In PX � 0.102 ln CP � 0.104 ln ER � 0.448 ln PW

Reassuringly, the coefficients on lnCP, lnER and lnPW given by the
Johansen exercise are similar to those derived from the Engle–Granger
and Shin tests, suggesting a low pass-through coefficient in the range
of 10 to 27 per cent. 

6 Conclusions

The pass-through relationship between exchange-rate changes and
prices of traded goods determines the degree of ‘competitiveness’
achieved from variations in the exchange rate. The efficacy of the
exchange rate as a policy tool in programmes of export promotion and
current-account adjustment depends critically on the coefficient of
pass-through.

Newly-industrializing countries such as Brazil are generally consid-
ered to have little control over prices at which they sell. The implica-
tion is that exchange-rate changes may be of little relevance in
determining the prices of their exports in international markets; that
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Table 11.4 Cointegration tests: Johansen procedure (equation (4); 3rd qtr
1978 to 4th qtr 1996)

Null hypothesis Alternative LR statistic Critical values
hypothesis 5% 1%

Without dummies
ρ � 0 ρ � 1 63.785** 47.21 54.46
ρ ≤ 1 ρ � 2 33.577* 29.68 35.56
ρ ≤ 2 ρ � 3 10.101 15.41 20.04
CV � [1, �0.259, 0.267, �0.490]

With dummies
ρ ≤ 0 ρ � 1 62.986** 47.21 54.46
ρ ≤ 1 ρ � 2 26.137 29.68 35.65
ρ ≤ 2 ρ � 3 7.155 15.41 20.04
CV � [1, �0.102, 0.104, �0.448]

Notes: (1) An intercept term was included in the cointegrating equation and in the VAR,
which corresponds to assuming a linear trend in the levels of the series. A VAR lag length
of 4 was adopted, in both exercises. Dummy variables were included in the second version
of the exercise, corresponding to: 2nd qtr 1980; 2nd qtr 1986; 3rd qtr 1989; 1st qtr 1990;
2nd qtr 1990; 1st qtr 1993 and 3rd qtr 1994. (2) � is the cointegrating rank and gives the
number of cointegrating vectors; LR is the Likelihood Ratio test statistic for the
corresponding null hypothesis about the cointegrating rank; CV is the normalized
cointegrating vector. (3) *significant at the 5% level; **significant at the 1% level. (4) Only
cointegrating vectors with economically meaningful signs are reported. (5) The variables
entered the tests in the order (ln PX, ln CP, ln ER, ln PW). The cointegrating vectors
reported above were normalized in ln PX.

is, as Athukorala (1991) concludes, the pass-through coefficient is close
to zero. Our objective was to estimate the pass-through coefficient for
Brazilian export of manufactures. The point estimates derived from the
cointegration analysis conducted in our study suggest that the pass-
through of exchange-rate changes to the destination currency price of
manufactured exports does not exceed 27 per cent, and may be as low
as 10 per cent in the Brazilian case.

The adjustment of prices in foreign currency that tends to follow any
exchange-rate movement is, therefore, very limited, with variations in
the exchange rate clearly being reflected mainly in variations in the
price in domestic currency and, therefore, in the profit margins of
exporters. This means that in periods of currency depreciation,
Brazilian exporters enjoy increases in profit margins approximately
equal to the depreciation, while in periods of currency appreciation
they are forced to squeeze their margins or to drop out of the interna-
tional market altogether.



As pointed out by Athukorala and Menon (1994), the coefficient φ2

in equation (4) measures the direct effect of an exchange-rate change
on the price of exports, for a given level of domestic costs, what they
call the ‘pricing to market (PTM) effect’, related to strategic pricing
behaviour on the part of exporting firms, ‘which aims to protect
market share during currency appreciation or to augment profit
margins during currency depreciation’. Exchange-rate movements,
however, also affect the cost of production measured in domestic cur-
rency, via their effect on the domestic price of imported inputs. The
coefficient φ2 therefore overestimates the total impact of a variation in
the exchange rate on the price of exports, since that impact is equal to
the direct effect (given by φ2) less the indirect effect related to the change
in input costs. In view of the low degree of openness and the limited
reliance on imported inputs that characterized the Brazilian economy
during the years 1977 to 1990, it is, however, reasonable to expect the
direct effect captured by φ2 to have been, by far, the most important
influence in determining how exchange-rate changes affected the price
of manufactured exports during the period under analysis here.

A low pass-through coefficient implies that a devaluation has a
limited effect on the demand for exports, irrespective of the value of
the price elasticity of demand. A devaluation, however, may still have a
significant impact on the volume of exports through its supply effect:
with a low pass-through, the price of exports in domestic currency, and
thus the profit margins of exporting firms, increase, raising the supply
of exports.

This was certainly the main channel through which exchange-rate
changes until recently affected the volume of exports, in the Brazilian
case. This supply effect, however, has probably become less relevant
during the 1990s, as a consequence of trade liberalization. The
increased dependence on imported inputs that has been brought about
by the programme of trade liberalization means that the effect of a
devaluation on input costs, mentioned above, may now be quite
significant. As a result, the positive impact of a devaluation on the
profit margins of exporting firms and on the supply of exports may
have been weakened.

To summarize our argument, a devaluation has a limited impact on
the foreign price of Brazilian manufactured exports and, thus, limited
impact on the demand for exports. At the same time, a devaluation
tends to increase production costs, measured in terms of the domestic
currency, far more than it did in the past, which, in turn, tends to
reduce its beneficial effect on the supply of exports. As a result, the
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volume of Brazilian manufactured exports may now be relatively
insensitive to exchange-rate changes.

Notes
1 A more detailed description of these tests is obtainable from the authors.
2 Since the computational details of this test are well-known, they will not

be reviewed here. For a description of the test procedure, the interested
reader may consult Johansen (1995) and Phillips and Perron (1988) or
introductory presentations such as those in Charemza and Deadman
(1992) and Cuthbertson, Hall and Taylor (1992).

3 Similar results were also obtained from the stationarity test proposed by
Leybourne and McCabe (1994).

4 Dummy variables corresponding to the following quarters were considered:
2nd qtr 1980; 2nd qtr 1986; 3rd qtr 1989; 1st qtr 1990; 2nd qtr 1990; 1st qtr
1993 and 3rd qtr 1994.
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The Impact of Firing Costs on
Turnover and Unemployment:
Evidence from Colombia
Adriana D. Kugler*

I Introduction

Job-security regulations may impose substantial rigidities on the ability
of firms to adjust employment levels over the business cycle. The
effects of dismissal costs on employment and unemployment are
difficult to estimate, and empirical evidence on their net effects is
ambiguous. Using cross-sections, Grubb and Wells (1993) argued that
stricter provisions are negatively correlated with employment, while
Bertola (1990) found no relation between job-security provisions and
medium- and long-run employment. These mixed results are not
surprising, given that cross-section studies are subject to omitted
variable bias, simultaneity problems and possible endogeneity of the
regulations.

Several studies relied on pooled time-series and cross-section data
and panel data, with mixed results. Lazear (1990) using pooled time-
series and cross-section data for 22 OECD countries over 29 years
found that severance payments and advance notice requirements
reduced employment. Dertouzos and Karoly (1993) used US pooled
time-series and cross-section data and found a reduction in employ-
ment in states that introduced exceptions to the ‘employment-at-will’
doctrine. Using a panel of 8,000 US retail firms, Anderson (1993) found
employment levels were higher in firms with higher adjustment costs.
All these studies were subject to selection biases.
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To illustrate how job-security provisions induce self-selection, I
developed a simple model of labour demand. The model highlights the
selection bias that may be present in estimates of the net impact of
firing costs, and shows how compositional changes may bias standard
grouping estimators downwards.

I examined a major policy change in Latin America, namely the
impact of the 1990 Colombian Labour Market Reform – which substan-
tially reduced firing costs – on worker turnover; that is, exit rates into
and out of unemployment. The identification strategy analysed the
temporal change in labour-market legislation together with the vari-
ability in coverage across groups. To obtain consistent grouping esti-
mators, an additional identifying assumption was required.1

The empirical analysis used cross-sections from the Colombian
National Household Survey (NHS). These data provide information on
tenure, last period of unemployment, demographic characteristics,
industry, city, and indicators of whether the employee is covered by
labour-market legislation. The empirical analysis showed that after
controlling for composition change, the reduction in dismissal costs
increased the ‘hazard rate’ out of employment of covered workers by
up to 1.1 per cent, and the hazard rate out of unemployment of
covered workers by up to 1.7 per cent relative to uncovered workers.

Section 2 describes the legislative changes introduced by the
Colombian labour market reform of 1990, and section 3 presents an
abbreviated model to explain the compositional change induced by a
reduction in firing costs. For the full version refer to Kugler (1999).
Section 4 describes the conditions required on grouping estimators for
the identification and estimation of dismissal costs; section 5 describes
the data and presents estimates of the incidence of firing costs on the
exit rates into and out of unemployment; and section 6 examines the
implied net effect of the reform on unemployment.

2 The 1990 Colombian labour market reform

The view that job-security regulations hamper the flexibility of labour
markets persuaded several European countries to introduce labour-
market reforms to reduce unemployment. European legislation intro-
duced temporary contracts, whereas US legislation concentrated on
exceptions to the ‘employment-at-will’ doctrine.

Several Latin American countries amended labour legislation to
promote greater flexibility. These changes, particularly the 1990
Colombian Labour Market Reform which reduced the cost of dismiss-
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ing workers, provided good data. The major policy change was a
uniform reduction in severance payments.2 The self-employed, family
workers, and domestic workers were exempt and should have been
unaffected, as should workers in the informal sector not protected by
labour legislation.

Prior to reform, employers paid severance of one month per year
worked based on the terminal salary (9.3 per cent). Any nominal with-
drawals previously made by a worker from his severance pay were sub-
tracted,3 but the employer paid for those withdrawals in real terms.
These firing costs induced inaction over hiring and firing, which
reduced employment adjustment during the business cycle.4 The 1990
reform reduced dismissal costs; employers were required to make a
monthly contribution of 9.3 per cent of salary into a capitalized fund,
available to the worker on severance. This legislation reduced sever-
ance payments for three reasons. First, it eliminated the additional cost
of severance pay calculated on salary at the time of dismissal instead of
ongoing monthly salary. Second, the new legislation reduced severance
payments by stopping employees withdrawing funds for investment in
education and housing.5 Third, the replacement of severance payments
by monthly contributions turned severance payments into a deferred
compensation scheme; this should have stimulated dismissals and
increased labour turnover for all workers covered by the legislation.6

The reduction in dismissal costs decreased the propensity of firms to
hire from the informal sector. Prior to reform, 45 per cent of workers
were employed in the formal sector, compared to 51 per cent after
reform.7 Another effect was to increase expected formal profits, induc-
ing firms to hire formally. Moreover, with heterogeneous firms, the
reduction in firing costs caused a change in the composition of the two
sectors, which affected turnover.

3 A model for selection into formal and informal-sector
activity

In the model of formal and informal-sector activity, the size and compo-
sition of the two sectors are endogenously determined. In particular, the
model shows how both are affected by change in job-security legislation.
The formal and informal sectors are distinguished by two characteristics:
first, only formal-sector firms comply with labour-market regulations,
such as severance pay or indemnities for unjust dismissal, and conse-
quently formal-sector firms face higher adjustment costs; and second, this
means that formal-sector firms must accumulate sufficient evidence
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before firing to avoid paying indemnities for unfair dismissal. The pres-
ence of unjust dismissal legislation increases monitoring costs for formal-
sector firms which prefer paying ‘efficiency’ wages to monitoring costs,8

whereas informal-sector firms pay ‘reservation’ wages. The payment of
efficiency wages adds an additional adjustment cost. Formal-sector firms
prefer not to adjust employment levels because the expectation of being
sacked increases the efficiency wage needed to motivate workers.

Assumptions

Firms and workers are risk-neutral, infinitely lived, and face a discount
factor β.

Firms (F)
F1: the revenue of firm j is Rjt � θtƒ (etljt), where the price, θt, is an
i.i.d. (independently and identically distributed) random variable
drawn from a density G(θ); et are the efficiency units; and ljt is
employment at firm j at time t.
F2: formal firms pay legislated firing costs C while informal firms do
not.
F3: firms can obtain a monitoring technology at cost s to monitor
workers.8 Without this technology, firms monitor imperfectly, as
each firm j has a probability of catching a shirker qj where qj is uni-
formly distributed between q

¯
and q̄.

Workers
W1: workers can exert effort e � 1, or shirk e � 0.
W2: workers employed in sector S � F,I and firm j at time t face a
separation rate xSjt.

Solution of the model

Firms determine the wage to be paid in each sector; given these wages,
firms then make hiring and firing decisions; finally, given the wages
and turnover patterns in each sector, each firm decides whether to
produce in the formal or informal sector.9

Wage determination

Since the cost of the monitoring technology is excessive for formal
firms, these firms pay efficiency wages. That is, a firm j producing in
the formal sector pays a wage to satisfy the no-shirking condition:

VEt
Fj � wFjt � 1 � β[ (1�xFjt) EtVEt�1Fj � xFjtEtUt�1] ≥

VSt
Fj � wFjt � β[ (1�xFjt)(1�qj) EtVSt�1Fj � ((1�xFjt)qj � xFjt) EtUt�1]
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where (1�xFjt)(1�qj) is the probability that a worker does not get fired
for shirking or any exogenous reasons, and (1�xFjt)qj is the probability
that a worker gets fired only for shirking. The wage that satisfies the
no-shirking condition with equality is

wFjt � aFj � bFj/(1�xFjt�1)

where aFj � (Et�1Ut � βEt�1 Ut�1) � (1�1/qj) and bFj � 1/βqj

The informal sector can perfectly monitor workers, and hence
informal-sector firms pay workers their opportunity cost:

wI � aI � (Et�1Ut � βEt�1 Ut�1) � 1

The probability of being fired by firm j in the formal sector, xFjt, is

xFjt � max { (ltFj � lt�1
Fj)/ ltFj, 0}

and the probability of being fired in the informal sector, xIt, is

xIt � max { (ltI � lt�1
I) / lIt, 0}

Given the firing probabilities, the total cost of hiring formal workers is

c(ltFj, lt�1
Fj) � wFjt ltFj � aFj ltFj � bFj max { lt�1

Fj, ltFj }

and the total cost of hiring informal workers includes the cost of
monitoring, s, and is

c(ltI) � (wI � s)ltI � (aI � s)ltI

Hiring and firing decisions

At the end of time t, formal firms choose their employment at time 
t � 1 to maximize their expected discounted profits:

V(ltFj, θt�1) � max θt�1ƒ(et lt�1
Fj) � c(lt�1

Fj, ltFj) � βEt V(lt�1
Fj,θt�2)

where et � 1. Thus, hiring and firing decisions are determined as
follows:

Case 1 formal: If θt�1f ′(lt
Fj) � βEt ∂ V(lt

Fj,θt�2)/ ∂ lt
Fj � aFj � bFj⇔

lt � 1
Fj � lt

Fj, firm j hires new workers at time t � 1. In particular the
firm hires if,
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θt � 1 � θ̄ Fj � {aFj � bFj � βEt ∂ V(ltFj,θt � 2)/ ∂ ltFj}/ƒ′(ltFj)

Case 2 formal: If θt�1ƒ′(ltFj) � β Et ∂ V(ltFj),θt�2)/ ∂ ltFj � C � aFj ⇔ lt�1
Fj �

ltFj, firm j fires workers at time t�1. In particular, firm j fires iff,

θt � 1 � θ Fj � { aFj � C � βEt ∂ V(ltFj,θt � 2)/ ∂ ltFj} / ƒ′(ltFj)

Case 3 formal: If aFj � bFj � θt � 1f′(lt
Fj) � βEt ∂ V(lt

Fj,θt�2) / ∂ lt
Fj � aFj �

C ⇔ lt�1
Fj � lt

Fj, then at time t�1, firm j does not hire or fire. In par-
ticular, firm j does not hire or fire iff:

θ̄ Fj � θt�1 � θ Fj

and the probability that firm j remains inactive is G(θ̄Fj) � G(θ
¯

Fj)

Result 1: A reduction in firing costs decreases the probability of inac-
tion of formal firms, G(θ̄Fj)�G(θ

¯
Fj).

Informal firms’ hiring and firing decisions can be determined simi-
larly. The present discounted profits of informal firms are:

V(ltI, θt�1) � max θt�1ƒ(etlt�1
I) � c(lt�1

I,ltI) � βEt V (lt�1
I,θt�2)

where et � 1. Hiring and firing is determined as before by the follow-
ing cases:

Case 1 informal: If θt�1f′(ltI) � βEt ∂ V(ltI,θt�2)/ ∂ ltI � aI � s ⇔ lt�1
I � ltI,

informal firms hire new workers at time t � 1. In particular, informal
firms hire iff,

θt�1 � θ̄ I � { aI � s � βEt ∂ V(ltI,θt�2)/ ∂ ltI }/ƒ′(ltI)

Case 2 informal: If θt�1f ′(lt
I) � βEt ∂ V(lt

I,θt�2)/ ∂ lt
I � aI s ⇔⇔  lt�1

I � lt
I,

informal firms lay off workers at time t�1. In particular, informal
firms fire iff,

θt�1� θ
¯

I � { aI � s � βEt ∂ V(lt
I,θt�2)/ ∂ lt

I }/f′(lt
I)

Case 3 informal: If aI � s � θt�1f ′(lt
I) � βEt ∂ V(lt

I, θt�2) / ∂ lt
I � aI � s

⇔ lt�1
I � lt

I. However, since the LHS and the the RHS of the inequal-
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ity are the same, informal firms always adjust their employment in
response to shocks.

Choice of sector

Each firm j can choose whether to produce in the formal or informal
sector. Firms producing in the formal sector pay firing costs and
efficiency wages. Firms in the informal sector do not comply with
labour legislation, but pay a constant cost, s, to monitor workers. Since
firms differ in terms of the increase in difficulty of firing shirkers, some
firms find it more profitable to hire formally and others informally.

A firm j produces in the sector that maximizes its present discounted
profits. The present discounted profits of formal firms depend on
whether they are hiring or firing:

Ve(lt
Fj,θt�1) � ∫ θ∈θ(hire)Vhire (lt

Fj,θt�1) � ∫ θ∈θ(inactive)Vinactive(lt
Fj, θt�1) �

∫ θ∈θ(fire)Vfire(ltFj,θt�1)

where,

Vhire (ltFj,θt�1) � Vinactive (ltFj,θt�1) � max { θt�1f(lt�1
Fj) � (aFj � bFj)lt�1

Fj �

βEt Ve(lt�1
Fj, θt�2) }, and

Vfire (ltFj, θt�1) � max { θt�1f(lt�1
Fj) � aFj lt�1

Fj � βEt Ve(lt�1
Fj, θt�2) }

The probability of catching a shirker for firm j that is just indifferent
between producing in the formal or the informal sector is, qcrit, and is
determined by the following condition:

∫ θ∈θ(hire) Vhire (lt
Fj,θt�1) � ∫ θ∈θ(inactive) Vinactive (lt

Fj,θt�1) � ∫ θ∈θ(fire) Vfire

(ltFj,θt�1) � Ve (ltI,θt�1)

where

Ve (lt
I,θt�1) � ∫ θ∈θ(hire) Vhire (lt

Fj,θt�1) � ∫ θ∈θ(fire) Vfire (lt
Fj,θt�1) and

Vhire (lt
Fj,θt�1) � Vfire (lt

Fj,θt�1) � max { θt�1f(etlt�1
I) � (aI � s)lt�1

I � βEt

V(lt�1
I, θt�2) }

Result 2: Firms with qj ∈ [qcrit, q̄ ] produce formally, while firms with
qj ∈ [q

¯
, qcrit] produce informally.

Figure 12.1 shows the expected present discounted profits of formal
and informal firms as a function of an inverse measure of the difficulty
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of firing shirkers. The figure shows the cut-off value that makes firm j
indifferent between producing formally and informally. Moreover,
Result 3 shows how this cut-off value changes in response to changes
in firing costs.

Result 3: A decrease in the firing costs, C, decreases the cut-off proba-
bility of catching a shirker, qcrit. As the cut-off probability decreases, the
size of the formal sector increases and the average probability of inac-
tion in the formal sector increases.

Result 3 is illustrated in Figure 12.2. The reduction in firing costs
shifts the expected profits of formal firms. This shift increases the
number of firms producing in the formal sector and decreases the
number producing informally. The shift generates a compositional
change that decreases the average probability of firing and hiring.
The net effect of this compositional change is to reduce the average
probability of inaction of formal firms, without changing the
response of informal firms to demand shocks. The model shows that
a reduction in firing costs increases firing and hiring and the exit
rates into and out of unemployment. However, in the model, a
reduction in firing costs induces a sectoral reallocation that reduces
turnover in the formal sector. Thus, this model suggests that the
impact of firing costs on turnover is likely to be smaller when this
reduction also induces compositional changes.

4 Identification strategy

A grouping estimator

According to the theory above, the reduction in firing costs intro-
duced by the Colombian Labour Market Reform of 1990 should have
affected a firm’s decisions to fire and hire and, thus, exit rates into
and out of unemployment. To examine this, an exponential hazard
model is used to estimate exit rates out of employment and out of
unemployment:

h(sit | Xit,θit) � exp { βXit � γ reformit� θit }

where sit is the employment or unemployment spell of person i in
period t, Xit is a vector of observed characteristics of person i in period t
and θit is a vector of unobservable factors affecting turnover behaviour
of person i in period t. The unobservable factors may capture either
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Figure 12.1 Critical value of the probability of catching a shirker

common aggregate shocks or unobservable heterogeneity across groups
of workers. Failing to account for both common shocks and unobserv-
able heterogeneity would in general introduce bias. In order to control
for the presence of aggregate shocks, I exploit the cross-section varia-
tion between covered and uncovered workers. That is, the estimation
relies on comparing otherwise similar groups of workers affected by the
same aggregate shocks but affected differently by the labour-market
reform.

To estimate the effect of the reforms on turnover one must control
for (1) the presence of common aggregate shocks; (2) the correlation
between unobserved heterogeneity and firing costs; and (3) selection
into the covered and uncovered sectors.

Suppose workers can be categorized into two groups g�{F, I} (that is,
formal and informal, or covered and uncovered), each sampled for at
least two periods. The following identifying assumptions allow control-
ling for (1) and (2):

Assumption A.1 θit � θg � θt

Assumption A.2 [∆hgt | θit]2 ≠ 0



where

[∆hgt | θit] � h(Sit | Xit, gi � t, gi, t) � h(sit | Xit, gi, t)
and h(sit | Xit, gi � t, gi, t) � h(sit | Xit, gi � t, gi, t, θit) and h(sit | Xit, gi, t)
� h(sit | Xit, gi, t, θit)

Assumption A.1 states that a group component and an additive time
component can capture the unobservable factors. This assumption says
that, given the observables, the difference in the average turnover
between the two groups remains unchanged over time. Consequently,
this assumption does not require the two groups to respond similarly
to aggregate shocks, but rather for the response to be similar over time.
The second assumption states that after controlling for unobservables,
turnover must change differentially over time across groups. A labour-
market reform between the two periods, which reduces firing-costs and
affects the two groups differently, would guarantee identification of
the firing-cost effect.
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Considering the case with two groups and two time periods yields
the following difference of differences estimator of the effect of firing
costs on turnover:

∆hformal � post90 � h(sit ı Xit, formali � post90t, formali, post90t, γ2 � γ2
o)

� h(sit | X, formali, post90t, γ2 � 0)
� exp{βo Xit � γ0

oformali � γ1
opost90t � γ2

o formali �post90t} �

exp{βoXit � γ0
oformali � γ1

opost90t}

where βo and γo are the estimates of the parameters of the model.
Because the exponential hazard is a non-linear model, the estimated
coefficient γ2o cannot be interpreted as a marginal effect. Instead, since
the reform variable (formali � post90t) is discrete, the marginal effect
of the reduction in firing costs is estimated by predicting two hazards,
one with the interaction term set equal to one and the other with the
interaction term set equal to zero. The firing-cost effect on turnover is,
then, estimated as the average difference in the two hazards over the
sample of post-1990 workers in the formal sector. Moreover, with
exponential hazards the sample counterpart of the firing cost effect can
be obtained using the inverse of the firing cost effect on employment
and unemployment spells:

∆h̄gt � ∆[h̄post90 � h̄pre90]formal � ∆[h̄post90 � h̄pre90]informal

where, h̄gt � 1/s̄ gt and ∆ s̄ gt � ∆[s̄post90 � s̄pre90]formal � ∆[s̄post90 �

s̄pre90]informal

Possible selection biases

A potential problem with the approach above is that it assumes that
selection into the formal and informal sectors is constant over time,
and selection effects can be fully accounted for by the group effect.
Nonetheless, as shown by the model in section 3, changes in firing
costs after reform are likely to induce sector reallocation. In particu-
lar, sector reallocation is likely to cause firms with higher adjustment
costs to self-select into the formal sector – reducing average
turnover. This means sectoral reallocation would introduce a down-
ward bias in the firing-cost effect, and the grouping estimator con-
sidered above would provide a lower bound of the effects of firing
costs on turnover.

The presence of selection effects that change over time would imply
that unobservables are a more general function of time and group. To
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control for the possibility that unobservables may change over time
across groups, the identifying assumptions above were modified:

Modified assumption A.1 θit � θg � θt � θgt

Modified assumption A.2 [∆hgt | θit]2 ≠ 0

where

[∆hgt | θit] � h(sit | Xit, p(gi) � t, p(gi), t) � h(sit | Xit, p(gi), t) � h(sit| Xit,
p(gi) � t, p(gi), t, θit) � h(sit| Xit, p(gi), t, θit

and p(gi � formali) � Prob (g* � 0) � Prob (δZit � ε � 0) � Φ(δZit) and
Cov (θit, Zit) � 0

Modified assumption A.1 states that unobservables are a function of a
group effect, a time effect, and a joint time-group effect. The time-
group effect implies the presence of changes in the composition of
groups over time. Thus, one can no longer use the approach above to
capture the effect of firing costs on turnover, because the difference in
the hazards would now capture both the direct effect of the reform
from a reduction in firing costs as well as an indirect composition
effect. Modified assumption A.2 states that turnover must vary differ-
entially across groups over time, over and above any turnover variation
induced by changes in the composition of the two groups. An extra
‘reform’ is required to control for the composition effect. This assump-
tion requires the use of an exogenous source of variation that affects
selection into the formal and informal sectors but that is independent
of the unobservables. The estimator that imposes these assumptions is
implemented, as before, by estimating the average difference in the
hazards, but instrumenting for selection into the formal and informal
sectors.

5 Empirical analysis

This section examines the impact of the 1990 Colombian Labour
Market Reform on the hazard rates of formal workers out of employ-
ment and out of unemployment.

Data

The data are drawn from the NHS for June of 1988, 1992 and 1996
undertaken in seven Colombian metropolitan areas. The benefit of
using the June NHS is that it includes special modules on informality
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that allow formal workers (covered by the reform) to be distinguished
from informal workers (uncovered). As discussed in section 4, the pos-
sibility of separating workers into these two groups helps to control for
common shocks that may have affected the turnover of all workers.
The June waves contain information on whether a worker’s employer
pays social security taxes or not. This information provides a good
proxy of formal and informal sector employment, as it indicates
whether the employer complies with labour legislation.10 The June data
include information on whether the worker is permanent or tempo-
rary, as well as on gender, age, marital status, educational attainment,
number of dependants, city and sector of employment.

Table 12.1 presents summary statistics of formal and informal
workers, before and after the reform; columns 1 and 2 give the charac-
teristics of formal workers, and columns 3 and 4 of informal workers.
The two groups are similar both before and after the reform with
regards to gender and age composition, marital status and household
size. They differ, however, on educational composition. The formal
sector has a greater share of workers with university education, and
this difference increased slightly after the reform.

These summary statistics suggest that the raw differences in the
turnover patterns of covered and uncovered workers may reflect, in
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Table 12.1 Basic characteristics of formal and informal workers (according to
affiliation to the social security system) before and after reform

Formal Informal

Variable Pre-reform Post-reform Pre-reform Post-reform

Share of total employment (%) 44.84 51.05 55.16 48.95
% of men 68.69 64.95 69.60 67.56
% of married workers 69.79 73.38 68.10 72.17
Average no. of dependants 0.81 0.72 0.80 0.78
Average age (years) 35.52 35.87 36.01 36.54
% aged � 25 yrs. 15.37 12.36 22.90 19.19
% aged 25–54 yrs. 77.16 81.20 65.58 69.79
% aged � 55 yrs. 7.46 6.44 11.52 11.03
Average education (years) 8.97 9.74 6.09 6.67
% with 0–5 years education 29.46 22.35 56.24 49.17
% with 6–10 years education 27.52 25.00 27.45 29.26
% with high school degree 21.65 27.02 10.28 14.36
% with 12–15 years education 8.77 10.11 3.06 3.57
% with � 16 years education 12.59 15.51 2.97 3.64
% of permanent workforce 90.66 88.84 77.64 74.50



part, differential turnover behaviour btween the two groups due to dif-
ferences in composition. For this reason, the use of formal hazard
models in the analysis below, which allows for controlling of individ-
ual characteristics, will be crucial in identifying the effect of the labour-
market reform. Moreover, Table 12.1 shows an increase in the share of
formal workers after 1990, from 45 to 51 per cent, indicating that the
reform could have induced changes in the composition of the two
sectors suggesting the potential presence of selection biases.

Tenure and unemployment spells, before and after the reform

Average tenure

The framework above suggests that, if compositional changes were
unimportant, the reform should have encouraged more firings and
increased the hazard rate out of employment and reduced the average
tenure of formal workers (covered by the reform) relative to informal
workers (uncovered).11

Table 12.2 shows the average tenure of the covered and uncovered
groups, before and after the 1990 Colombian Labour Market Reform.
The first line corresponds to the average tenure prior to reform and the
second after reform; the third line corresponds to the differences. The
last line provides the sample difference of the differences estimate of
the effect of the reform on tenure, ∆s̄gt. As expected, average tenure of
formal workers decreased relative to the average tenure of informal
workers by 14.9 and 15.8 weeks after reform. Moreover, the sample
difference of differences estimates of the effect of the reform on the
hazards out of employment indicate that this increased between 7.2
and 7.5 per cent for formal workers relative to informal workers.
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Table 12.2 Sample difference of differences estimates of the effect of the
reform on average tenure

Definition 1* Definition 2**

Period Formal Informal Formal Informal

Pre-reform 5.60 4.52 4.82 4.28
Post-reform 5.31 4.54 4.55 4.34
Differences �0.29 0.02 �0.27 0.06

Differences-in-difference �0.31 years �0.33 years
(� �3.72 months (� �3.96 months
� �14.88 weeks) � �15.84 weeks)



Unemployment duration

The theory above also suggests that if compositional changes were
unimportant, the reform should have encouraged more hirings,
increased the hazard rate out of unemployment and reduced average
unemployment spells of formal workers (covered by the reform) rela-
tive to informal workers (uncovered).12

Table 12.3 presents the sample difference of differences estimates for
unemployment spells, ∆s̄gt.13 The results show that the average unem-
ployment spell of workers whose spell ended with a formal-sector job
decreased between 3.08 and 4.12 weeks relative to those whose unem-
ployment spell ended in an informal-sector job. In addition, the
sample estimates of the effect of reform on the hazard rate out of
unemployment increased between 7.4 per cent and 10.7 per cent for
formal workers relative to informal workers. 

Hazard models

As it is possible that tenure and unemployment spells, as well as hazard
rates, changed after the reform resulting from changes in the character-
istics of workers and firms, we now consider formal duration models.
As described earlier in this section, the following exponential hazard
model is considered:

h(sit | Xit,θit) � exp {βXit � γ0 formali � γ1 post90t � γ2 formali � post90t}
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Table 12.3 Sample difference of differences estimates of the effect of the
reform on average unemployment duration

Definition 1* Definition 2**

Period Formal Informal Formal Informal

Pre-reform 7.33 8.73 7.35 8.63
Post-reform 7.60 9.77 7.38 9.72
Differences 0.27 1.04 0.03 1.09

Differences-in-difference �0.77 months �1.03 months
(� �3.08 weeks) (� �4.12 weeks)

Notes: *Definition 1: formal workers are defined as those whose employer pays social
security taxes; informal workers are defined as those whose employer does not pay social
security contributions. **Definition 2: this is the standard definition of informality. Formal
workers are defined as wage-earners employed by firms with more than 10 employees;
informal workers are wage-earners employed by firms with less than 10 employees, family
workers, domestic workers and self-employed workers. In Colombia, the last three cate-
gories of informal workers are exempt from severance-pay legislation.



where Xit is a 1 � k vector of regressors, and β is a k � 1 vector of para-
meters. In the specifications considered below, the vector Xit includes:
age, education, sex, marital status, number of dependants, the city
where the person lives, and industry of employment. These variables
help to control for observable differences between formal and informal
workers that affect their turnover behaviour.

The specification also includes the following variables to estimate the
effect of job-security legislation on the exit rates out of employment
and out of unemployment. A variable is included that takes the value
of 1 if worker i is formal (covered by the legislation), and zero if worker
i is informal (uncovered). This variable controls for constant differ-
ences between these two groups. One would expect γ0 to be negative
since the dismissal of formal workers is more costly, both before and
after reform. In addition, the specification includes a variable post90
that takes the value of 1 for post-1990 observations and the value of
zero for pre-1990 observations. The coefficient on the post90 dummy
controls for non-treatment shocks affecting the turnover behaviour of
all workers after 1990.

More importantly, an interaction term of the post90 and the formal
variables is included in the estimation. A test of the impact of the
labour-market reform is a test that the coefficient on the interaction
term, γ2, is different from zero. This test considers whether workers
covered by the legislation changed their turnover behaviour relative to
uncovered workers after 1990. In particular, if one expects the reduc-
tion in firing costs to have increased turnover, then one would expect
γ2 to be positive. However, as the exponential hazard is a non-linear
function, the coefficient γ2 cannot be interpreted as the marginal effect
of reform. Instead, the marginal effect of reform is the average of 
the difference between the hazard with the interaction variable set
equal to 1, and the hazard with the interaction set equal to zero, 
∆hformal � post90, over the sample of workers affected.

The results of the estimation of the exit hazard rates out of employ-
ment (not shown here), show that, after controlling for observables,
the coefficient on the interaction term falls to 0.0582 and continues to
be significant at the 1 per cent significance level. Estimating the mar-
ginal effect indicates that the reduction in firing costs introduced by
the reform increased the exit rates out of employment for formal
workers by 0.85 per cent relative to informal workers.14 To control for
the possibility that formal-sector jobs were affected more by shocks
after reform, because these jobs were in industries receiving different
shocks after 1990, we included industry dummies as additional covari-
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ates in the estimation. The results do not change substantially and the
predicted turnover response for the covered group increases to 0.9 per
cent and continues to be significant at the 1 per cent level.15 We also
examined whether it is the extension in the use of temporary contracts
or the reduction in severance payments that accounts for increased
turnover. The results show that while the hazard out of employment
increased by 1.2 per cent for temporary formal workers relative to
informal workers, the hazards out of employment also increased by 0.8
per cent for permanent formal workers relative to informal workers.16

We considered an alternative definition of informality to check for the
robustness of the results. This specification used the standard
definition of informality described above, and the results are similar.
The hazard out of employment increased by 1.0 per cent for formal
workers relative to informal workers, and the effect is significant at the
1 per cent level. Finally, to control for time-variant groups, we used the
estimator proposed in section 3, in which the formal variable is instru-
mented with firm size and the skill requirement of the industry of
employment. The marginal effect increases to 1.1 per cent after con-
trolling for selection bias and it remains significant.

Further study of the exponential hazards out of unemployment
showed that the exit hazard out of unemployment increased for formal
workers relative to informal workers after reform when no controls are
included. The coefficient on the interaction term increases after
controlling for observables. We found that the escape rate out of
unemployment increased for both temporary and permanent workers
covered by the reform, but the hazard out of unemployment was
higher for those who took permanent jobs. The predicted response for
the covered group increased to 1.7 per cent when using alternative
groups. Finally, the hazards out of unemployment increased to 1.6 per
cent after controlling for selection bias.

6 Conclusion

The Colombian Labour Market Reform of 1990 provides an interest-
ing quasi-experiment to analyse the effects of a reduction in firing
costs. This study exploited the temporal change in the 1990
Colombian labour legislation, together with the variability in cover-
age between formal and informal-sector workers, to identify the
effects of firing costs on turnover. Using Colombian micro data, we
found that after controlling for changes in composition the hazard
rate out of employment increased 1.1 per cent and the hazard rate
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out of unemployment increased 1.6 per cent for formal workers rela-
tive to informal workers.

The steady-state conditions of the model, together with these esti-
mates, indicate that the reform caused a decrease in the unemploy-
ment rate of a third of a percentage point, or a quarter of the total drop
in unemployment between the late 1980s and mid-1990s.17 Reform
contributed to reducing unemployment both because it generated
greater flows out of than into unemployment, and because it induced a
reallocation towards the formal sector. The importance of this realloca-
tion effect indicates that welfare considerations of labour market
reform should not only recognize the efficiency gains from greater
mobility and the benefits from lower unemployment that reform
might induce, but also the welfare gains of compositional change
towards better jobs.

Notes
1 An alternative approach would consist of choosing groups that are affected

differently by the reform, but whose composition cannot change in
response to the reform. This is the ingenious approach taken in Blundell,
Duncan and Meghir (1998). However, there are no natural groups that
fulfill these conditions in the context considered here.

2 Moreover, the reform introduced other changes in the legislation that also
contributed to lowering firing costs. First, while prior to 1990 the legislation
allowed the use of fixed-term contracts for a minimum duration of a year,
the reform extended the use of fixed-term contracts for less than a year.
Second, the 1990 reform widened the legal definition of ‘just-cause’ dis-
missals to include economic conditions. Third, while the reform increased
the cost of ‘unjustly’ dismissing workers with more than ten years of
tenure, it also eliminated the ability for these workers to sue for backpay
and reinstatement.

3 Prior to the 1990 Labour Market Reform, workers could withdraw money
out of their severance payment before job break-up to use for investments
in education and housing Lora and Henao (1995).

4 This can be seen in a simple two-period model, where firms maximize their
expected present discounted profits:

f(l1) � wl1 � E{ θf(l2) � wl2 � C max (l1 � l2, 0)}

and where θ is a demand shock in the second period, which is distributed
uniformly between [θ

¯
, θ̄]. Firms hire if θf′(l1)�w, they fire if w�θf′(l1)�C,

and thus they do not adjust their employment if the demand shock θ∈[θmin,
θmax], where θmin≡(w � C)/f′(l1) and θmax ≡ w/f′(l1). Hence, it is easy to show
that the probability of remaining inactive, G(θmax) � G(θmin), increases as
firing costs increase.
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5 Previous studies have estimated that the additional cost from paying sever-
ance based on the salary at the time of separation, together with the real
cost of withdrawals to the employers, implied an additional 35 per cent of
the average cost of severance payments in the manufacturing sector before
1990 (Ocampo, 1987). In the context of the two-period model change
implied an increase in both θmax and θmin, but a greater increase in θmin,
since θmax ≡ 1.093*w/f′(l1) and θmin ≡ [1.093*w � (C�SP)]/f′(l1) after the
reform. Thus, this change should had decreased the corridor of inaction,
G(θmax) � G(θmin).

6 The NHS provides information about whether one’s employer pays social
security contributions. This information is a good proxy of formality, as it
provides an indication of whether the employer complies or not with
labour legislation.

7 Formal firms may also prefer paying efficiency wages rather than monitor-
ing costs if they are subject to minimum wage legislation.

8 The cost of purchasing this technology for formal sector firms is s � ∞ .
9 For simplicity, it is assumed that workers are allocated randomly to the

formal and informal sectors.
10 Below, I also use the standard definition of informality to separate the

sample into covered and uncovered groups and to check the robustness of
the results to the definition of informality being used.  According to this
definition, formal workers are wage-earners employed in firms with more
than ten employees, and informal workers are wage-earners employed in
firms with less than ten employees, family workers, domestic workers and
self-employed workers (except for professionals).  The benefit from using
this definition is that the last three categories of informal workers (family,
domestic and self-employed workers) are exempt from severance payments.

11 In addition, the reform should have increased hirings, the hazard out of
unemployment and the fraction of workers with short tenures (those just
hired) and, thus, should have decreased the average tenure among formal
workers after the reform.

12 As indicated above, the reform should have also increased the hazard out of
employment, thus, increasing the fraction of unemployed workers with
short spells (those just fired) and decreasing the average unemployment
spells among unemployed formal workers after the reform.

13 Unemployed workers are defined as formal if the job subsequent to their
spell was in the formal sector and as informal if the job subsequent to their
spell was in the informal sector.

14 Exit hazards out of employment are likely to have increased after the
reform both because of increased layoffs and quits. Quits are likely to
increase after the reform because of the increased availability of alternative
job opportunities. Unfortunately, however, the data do not allow one to
distinguish between layoff and quit hazard rates.

15 In addition, another specification was estimated which included an interac-
tion of the formal � post90 interaction with the various industry dummies
and the results did not change substantially. Moreover, while one would
have expected tradable industries to have been affected differently by
shocks after 1990 due to trade liberalization, this is not confirmed by the
data.
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16 The possibility of hiring temporary workers would be expected to generate a
dual labour market within the firm, in which temporary workers are used as
a margin of adjustment to demand fluctuations and allow firms to insulate
permanent workers, Saint Paul (1996). Thus, if the extension in the use of
temporary contracts allowed by the reform was alone responsible for the
increased turnover in the formal sector, then we would have expected a
decrease in the hazards of formal permanent workers and not an increase as
it was observed.

17 The steady-state conditions of the model with separate formal and informal
markets imply that the flows into unemployment must equal the flows out
of unemployment in each sector, that is ∩∀j∈s Xsjes � ∩∀j∈es asjUs and es � us

� 1 for s � F,I, where xsj is the hazard out of employment and asj is the
hazard out of unemployment of firm j in sector s. The aggregate unemploy-
ment rate is u � pF*uF � (1�pF)*uI, where pF is the proportion of formal
workers.
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13
Structural Reform and the
Distributional Effects of Price
Changes in Argentina 1988–98
Fernando H. Navajas*

1 Introduction

This chapter considers the distribution effects of price changes in
Argentina following a decade of structural reform. During the 1990s,
Argentina introduced price stabilization policies, changed its tax and
expenditure systems, privatized public services and industries, elimi-
nated international trade barriers through sharp reductions in tariffs,
and, finally, deregulated many goods and services markets.

There have been few attempts at measuring the economy-wide distrib-
ution impact of these economic reforms; public opinion in Argentina has
been influenced by too much speculation and too little measurement.
Generally, structural reform was considered to increase efficiency but
with negative effects on distribution. Part of this bias is explained by a
lack of data; for example, there was a gap of over ten years between the
last two household expenditure surveys (HESs). We used the most recent
HES to measure change in the distribution of expenditure, and to evalu-
ate the welfare effects of price changes over the past decade. We assessed
the distributional impact of economic and structural reform.

Little has been published on the macroeconomic impact on distribu-
tion of incomes. The effects of privatization have traditionally been
assessed using partial equilibrium models, where the key trade-off is
between allocative and productive efficiency, with economy-wide distri-
bution impact being of a second order of magnitude, as in Vickers and
Yarrow (1988). Other papers on privatization, such as Boycko, Schleifer
and Vishny (1996) also considered efficiency rather than distribution.

* I am grateful to E. Bour and L. Gasparini for useful comments, to J. Pantano
for his assistance and to R. Martinez for the detailed price data-set.



Distribution aspects were not neglected within that framework, but the
analysis focused on evaluating alternative regulatory regimes.

On the empirical side, for example, a variant of the applied welfare
analysis of privatization in a partial equilibrium context concerned
surplus accounting for various groups, such as consumers, workers,
suppliers, government or shareholders. However this type of analysis is
restricted to firms or sectors. Other empirical analyses have used a
general equilibrium model to evaluate the distributive consequences of
privatization. Chisari, Estache and Romero (1997), in the only general
equilibrium model applied to Argentina on this topic, computed the
aggregate effects of the privatization of network utilities (water and
sanitation, electricity, natural gas and telecommunications) on the per-
sonal distribution of income. This was a simulation exercise of the con-
sequences of efficiency gains under different assumptions associated
with the ‘effectiveness’ of post-privatization regulation. The effects
arose mainly through changes in the prices and quantities of privatized
goods and services.1 Their results suggested a gain to society equivalent
to 41 per cent of household income, with a further 16 per cent achiev-
able through effective regulation. When these gains were measured by
household quintile (on a per capita income basis) the gains (as a per-
centage of household income for each quintile) rose from 29 per cent
(an additional 20 per cent with effective regulation) for the first quin-
tile to 59 per cent (with an additional 17 per cent with effective regula-
tion) for the fifth. The gains were greater, absolutely and in percentage
terms, for the higher income groups, but effective regulation was more
beneficial to the lower-income households.

The other major reform undertaken by Argentina during the 1990s
was the opening up of the economy. This implied important changes in
relative prices. In fact, the major deregulation brought about by trade
reform had different effects from privatization. While the benefits of the
latter depended on the effectiveness of the regulatory regime to control
or mitigate monopoly power until such time as competition became
effective, the former brought immediate potential welfare improve-
ments. Its distributional impact, as with most structural reform,
depended on changes in the price and quantity of goods and services, as
well as the primary factors of production. Other effects – such as the
changes in the distribution of assets and the impact on public sector
finance – may also be important in the evaluation of privatization and
deregulation in a developing economy such as Argentina.

We adopted a simple methodology to quantify one aspect of the distri-
butional impact of structural reform, focusing on the distribution of
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household consumption and evaluating the distribution impact of rela-
tive price changes. This approach derives from the marginal tax-reform
theory of Feldstein (1972), Guesnerie (1977), Amhad and Stern (1984), as
proposed and implemented by Newbery (1995). It relies on the concept
of the ‘distributional characteristics of goods’, also discussed in Navajas
and Porto (1994), which can be measured from household expenditure
data. The main advantage of using this approach is that it measures the
impact of the relative prices of goods and services, together with an eval-
uation of changes in the distribution of consumption. The major draw-
back in the Argentine case is the lack of adequate data. In Argentina only
two HESs were available, one from the mid-1980s, a useful pre-reform
benchmark, and the more complete survey carried out in 1996/7.

Changes in consumer prices were only one consequence of structural
reform, but Chisari, Estache and Romero (1997) found evidence that in
Argentina other effects (changes in employment and wages, for
instance) were less relevant. Besides, when evaluating price changes
there were other factors, such as the quality of goods or services, that
had welfare consequences even though their (differential) distributive
effects were, perhaps, less significant. We contend that privatization in
an economy such as Argentina’s, where infrastructure for many ser-
vices was limited, the question of access had important distributive
consequences. For this reason we have provided some evidence on the
improvement in access to, and coverage of, services after privatization.

The chapter is organized as follows. In section 2 we discuss our
approach, and present the basic formulae. Section 3 measures the distrib-
utional characteristics of goods and provides measures for consumption
inequality using the recent HES. These results are compared with data
provided and estimated by Newbery (1995) for Hungary and Britain; we
then compared the changes between HES 1985/6 and 1996/7. Section 4
measures the welfare impact of relative price changes, describing changes
for different types of goods (from non-durables to public services) in
order to ascertain the pattern of relative price changes. We performed
sensitivity tests before presenting our main findings on the distributive
changes of relative prices and the role of structural reforms. Section 5
evaluates the changes in access or coverage of infrastructure services and
extends the concept of distribution characteristics. Finally, section 6
summarizes the conclusions and results.

2 Welfare impact of relative price changes

We followed the methodology of welfare economics to evaluate aggre-
gate welfare from final outcomes on individual utility assuming some
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aggregation (social-welfare) function. Each agent h (h � 1, . . . , H) has
an indirect utility function Vh � Vh(q, mh) that depends on a vector of
n consumer prices q, of goods and services, and on the monetary
income (mh, which includes all forms of income including government
transfers). Social welfare is represented by an aggregation of individual
utilities, that is, W � W(V1, . . . , VH). Usual assumptions behind this
framework are for example: a market clearing economy (no rationing
in labour markets for instance), and the evaluation is at the level of
consumer prices. This basic framework is simple, not because other
complexities could not be introduced, but rather because these might
hinder progress towards measurement.

Suppose a reform gives rise to a change in price qi that in turn has a
welfare impact given by the partial derivative:

∂ W/ ∂ qi � Σ
h

( ∂ W/ ∂ Vh).( ∂ Vh/ ∂ qi) � �Σ
h

βh. xh
i (1)

where β � ( ∂ W/ ∂ Vh).( ∂ Vh/ ∂ mh) is the marginal social utility of income
of h; xh

i is the quantity of good i consumed by agent h, and Roy’s
identity has been used.

Defining the distributional caracteristic of good i as:

di � Σh (βh/
–
β ) . (xh

i/Xi) (2)

where Xi � Σhxh
i is total consumption of i and  

–
β � Σhβh/H is the mean of

the β, then the impact of qi change can be stated as:

∂ W/ ∂ qi � �
–
β . di . Xi (3)

The concept of the ‘distributional characteristics of a good’, devel-
oped by Feldstein (1972) and others, has been largely used in the
theory of optimal indirect taxation. It can be seen as the socially
weighted sum of the participation of agent h in the total consumption
of good i, where social weights depend on the marginal social utility of
income (in turn affected by the distributive weights in the social-
welfare function).

This approach overcomes difficulties with evaluations based on an
econometric estimation of demand systems. Given the data limita-
tions, no such system of estimation was available for Argentina. On the
other hand, this approach requires some auxiliary assumptions on the
form of the social welfare and individual utility functions for the esti-
mation of parameters βh. The most simple parametrization adopted in
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the literature (Newbery, 1995; Navajas and Porto, 1990, 1994; Porto
and Gasparini, 1992, for examples relating to Argentina) assumed
that the social welfare function was additive in utility levels U, that is
W � ΣUh/H and that individual agents have iso-elastic utilities
defined on consumption or real expenditure of the type Uh ≡ (gh)1 �

v/(1 – v) for v ≠ 1 and Uh ≡ log gh for v � 1, where gh is household
expenditure (per equivalent adult) and v is interpreted as a coefficient
of inequality aversion. Under these assumptions, the social marginal
utility of income of h can be computed by the expression βh � (gh) � v,
that is, the inverse of expenditure per equivalent adult raised to the
coefficient v. Under this specification, social welfare can be approxi-
mated by the (socially) weighted sum of expenditures per equivalent
adult.2

Newbery (1995) developed the above to obtain a simple formula to
evaluate the distributional impact of the relative price changes of
goods, assuming that real income remains constant. This is set out
below for illustrative purposes, with minor adaptations to his notation,
and extending the formula to the limit case of maximum inequality
aversion (v → ∞ ). We have also extended the presentation to include a
simple and intuitive graphical representation of the welfare impact of
the change in relative prices.

Let us assume all agents face the same price for goods and services,
and define a consumer price index for time t as Pt � Σ αi . qit, resulting
from the weighted sum of prices of the n existing goods (with the
weights given by budget shares obtained from a HES in a base period 0)
dividing each of the n prices by this index gives a vector of relative
prices, relative to the general price level πt � (π1t, . . . , πnt). Due to the
condition of zero degree homogeneity (in prices and incomes) of the
indirect utility function, we get Vh � Vh (qt, mt

h) � Vh(πt, yt
h) where 

y t
h � mt

h/Pt . In the following, it is assumed that the real income of each
agent yh is constant.

Assuming a small change in relative prices, the change in welfare can
be approximated3 using equation (3) but defined for the transforma-
tion of the utility function:

∆W ≈ Σ
i
Σ
h

(∂ W/∂ Vh) . (∂ Vh/∂ πi) . ∆πi � �ΣiΣhβh.xi
h.∆πi � �

–
βΣidi . Xi . ∆πi (4)

If prices in the base period are all normalized to 1, then P0 � 1 with all
πi0 � 1 and given that social welfare can be approximated by the
weighted (by βh) sum of expenditure per equivalent adult gh,4 it follows
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from expression (4) that the percentage change in welfare can be
approximated by:5

The limiting case of maximum consumption inequality aversion (v→ ∞ )
corresponds to the case where only the utility of the agent with the
lower consumption or expenditure matters. If this agent is denoted by
the supra-index 1, then we get βh/β1 � (g1/gh)v for all h ≠ 1 tending to
zero (given that g1 � gh). In this case, it can easily be shown that nor-
malizing the distributional characteristic in expression (2) by β1 (and
taking this equal to 1, without loss of generality) instead of the average
β, we get t, the distributional characteristic of a good given by the
share of agent 1 in the total consumption of the good (cf. Navajas and
Porto, 1994). We define it as θi

1 � xi
1/Xi. Expression (5) can then be

approximated by:

A simple illustration of the welfare impact of relative price changes is
shown below assuming that the relative price for any to goods,
denoted by k and l, change in the opposite direction, with all the other
relative prices and the general price level remaining constant. From the
definition of the index Pt � Σ αi.qit and dividing each side by Pt we get:

Variations in the relative prices of goods k and l satisfy this condition
giving rise to variations such that:

( ∂ πk/ ∂ πl)P̄ � � αl/αk (7)

On the other hand, from expression (5) and in the case that only k and
l change, we get:
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From this expression, it follows that changes in relative prices of k and
l that keep welfare constant are such that (assuming infinitesimal
changes):

Figure 13.1 above shows the direction of the relative price changes that
can give rise to increases or decreases in welfare. The line segment PP
represents changes in relative prices that satisfy expression (6), while
the line segment WW represents changes that keep welfare constant.
Points above and to the right of line WW show a decrease in welfare
while points below and to the left show an increase. If the distribu-
tional characteristic of good l is greater than that of the good k, then
the slope of WW (given by expression (9)) is greater in absolute terms
than the slope of PP (given by expression (7)), as shown in Figure 13.1.
While the slope of PP is given by the ratio of shares α (relative shares in
the basket that defines the price index), the slope of WW (relative to
the slope of PP) is determined by the ratio of distributional characteris-
tics and therefore by the degree of inequality aversion (v). Line WW
rotates clockwise for greater values of parameter v. In the extreme case
that v → ∞ , line W′W′ has a slope relative to PP that depends on the
ratio of consumption shares of the ‘poor’, θi

1.
Changes in relative prices that satisfy condition (6) are movements

along PP. Thus a reduction of πl and a corresponding increase in πk, as

   
( / ) ( )/∂ ∂ = −

⋅
⋅=� �
�

�k l W W
l l

k k

d
d∆ 0 9
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Figure 13.1 Welfare changes following relative price changes



indicated in Figure 13.1 by the arrow, improves welfare. The magni-
tude of the welfare gain depends on the position of WW which in turn
depends on the distributional characteristics and, by extension, on the
distributive weights or the degree of inequality aversion. In the case
illustrated in Figure 13.1, and given the change of relative prices
denoted by the arrow, the greater the aversion to consumption
inequality in social judgements the greater the welfare gain from the
change in relative prices. This simple representation seems to fit intu-
itively as an explanation of the direction of relative price changes in
Argentina in the last decade and of the welfare gains reported in
section 4. Relative prices of goods with (relatively) higher and lower
distributional characteristics showed decreases and inceases, respec-
tively. The higher the weights for lower consumption households, the
greater the welfare gain of the observed pattern of relative price
changes. Thus, given the pattern of changes, the effects are as much
pro-poor as possible.

3 The distribution of consumption in Argentina
1985/6–1996/7

Distributional characteristics and consumption inequality 
measures for 1996/97: household data

The 1996/7 HES for the metropolitan region (INDEC, 1999) allowed us
to work at household level and to compute the distributional charac-
teristics of goods and consumption inequality measures with micro
data. In line with Newbery (1995) we examined the distributional char-
acteristics of 92 goods based on a sample of 4,907 households. We were
then able to compare performance across countries and periods, such
as those performed by Newbery for Hungary pre and post-reform, and
for the UK. Figure 13.2 illustrates this. The y-axis show the distribu-
tional characteristics for each good ordered (decreasingly) for the case
where the inequality aversion parameter is unity (v � 1), while the 
x-axis shows cumulative aggregate expenditure. Lines for lower 
(v � 0.5) and higher (v � 2) inequality aversion parameters are
included in the Figure.4 The steeper the slope of the distributional
characteristic line (for a given v) the more unequal the distribution of
consumption for a given year.

The distributional characteristics line for Argentina 1996/97 shows
clear inequality of consumption. Comparing Figure 13.2 with
Newbery’s for Hungary (1987–91) and the UK (1991), it is clear that
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Argentina has a more unequal distribution of consumption, as the dis-
tributional characteristic line is steeper.5 Another feature of the
Argentine data is the sensitivity of the distributional characteristic line
to changes in the degree of inequality aversion (with some goods
jumping in rank as v increased from 1 to 2). Table 13.1 illustrates this
for different inequality measures of consumption or expenditure per
equivalent adult and the Atkinson Index (for v � 0.5, 1 and 2). We also
included Gini coefficients of income distribution as reported by other
studies, showing, as expected, that income inequality is more pro-
nounced than consumption inequality.6

The Atkinson Index is obtained from an iso-elastic social welfare
function similar to the (reduced-form) one used for computing distrib-
utive weights βh that enter into the estimation of distributional charac-
teristics. In notation, the Atkinson Index is written as follows (see also
Champernowne and Cowell, 1998, chapter 4) where coefficient wh is
the weight of ‘agent’ h in the total number of agents:
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Table 13.1 confirms Argentina’s greater consumption inequality. For
example, using the Atkinson index with v � 1, while social welfare in
the UK in 1991 was calculated at 82 per cent (1 � 0.18), the hypotheti-
cal value for Argentina was 71 per cent (1 � 0.29) in 1996/7. In
Hungary in 1991 the value was 92 per cent (1 � 0.08).

Distributional characteristics and consumption inequality measures:
1985/6 and 1996/7

An analysis of changes in the distribution of consumption across years
could in principle be obtained by observing changes in the distribu-
tional characteristic line and Table 13.1. While this exercise required
panel information not available for Argentina, we have, nevertheless,
attempted to compare the distributional characteristics and inequality
measures using both HESs.

The earlier HES, INDEC (1988), covered the Metropolitan Region of
Buenos Aires from mid-1985 to mid-1986, and gave a quintile grouping
by income per capita for 47 groups of goods and services.
Unfortunately, the original data were no longer available. We therefore
regrouped the (micro) 1996/7 HES data to conform to the published
information in the 1985/6 HES. This gave a classification of expendi-
ture per quintile of income (ordered by per capita income) for 46 goods
and services. Although this was less than half the number of goods
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Table 13.1 Consumption inequality measures

Argentina UK1 Hungary1

1996/97 1991 1991

Gini 0.451 0.346 0.229
Atkinson (v � 0.5) 0.154 0.097 0.042
Atkinson (v � 1) 0.289 0.181 0.081
Atkinson (v � 2) 0.562 0.323 0.151

Gini Income 0.5482 0.2603 0.2463

Sources: INDEC (1999) and 1 Newbery (1995); 2 Gasparini (1998); 3 Deninger and Squire
(1996)



compared in the previous section,7 it allowed us to estimate the dis-
tributional characteristics of these 46 goods and compare the two HESs.

The results are illustrated in Figure 13.3, showing both HES distribu-
tional characteristics lines for different values of the coefficient v. It
will be seen that the HES 1996/7 lines are below the HES 1985/6 lines,
and the ‘fall’ in the lines is sensitive to the coefficient v. Thus, the com-
parison between both HESs shows a distinct increase in consumption
inequality during the decade. Table 13.2 shows the inequality measures
computed from the available data. The Gini coefficient moves from
0.33 to 0.38, while the Atkinson index rises from 0.17 to 0.23 for the
case that v � 1. Further, the loss of information from working with
more aggregated data lowers the values of inequality measures. This 
is observed not only for the Gini coefficient (0.38 against 0.45 from

232 Labour and Income Distribution

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Cumulative expenditure

D
is

tr
ib

ut
io

na
l c

ha
ra

ct
er

is
tic

v = 0,5 (1985)

v = 1 (1985)

v = 2 (1985)

v = 0,5 (1996)

v = 0,1 (1996)

v = 2 (1996)

Figure 13.3 Comparison of distributional characteristics for 46 goods



Table 13.1), but also for the Atkinson index for v � 1 (0.23 against 0.29
from Table 13.1).8

4 Distributional impact of relative price changes, 1988–98

The approximation to the welfare impact of relative price changes
reported in expressions (5) and (5′) needs more disaggregated data than
that available in Argentina. Newbery (1995), for example, partially
overcame these difficulties for Hungary and the UK by using panels
and taking year-on-year change for some 100 goods. Our calculations,
though less robust or exact, are nevertheless considered useful and rel-
evant to current discussion on Argentina. First, an approximation can
be obtained using existing data of the likely direction of the distribu-
tive impact of relative price changes. While the results reported using
more disaggregated data might change the magnitude, we are
confident the direction of change is correct. Second, we tried to clarify
the interplay between structural reform, the resulting pattern of rela-
tive prices and the welfare implications. In Newbery (1995) only aggre-
gate results are reported and there is no reference to specific goods and
services.9 As we considered it important to analyse the pattern of rela-
tive price changes in Argentina after structural reform, we attempted to
break down these aggregate results.

In order to compare the two Argentinian HESs, we classified the 46
goods and our results into 8 groups. These groups are defined as: non-
durable goods (NDG) – chiefly food; clothing (CLO) – including shoes;
housing (HOU); durable goods (DG); education (EDUC); health (HEA);
private services (PRS); and public services (PUS). This classification
enabled us to prepare a simple description of the pattern of relative
price changes, a pattern based on three probable facts. First, that uni-
lateral trade liberalization and integration within Mercosur, together
with major changes in distribution and retailing, should have created
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Table 13.2 Consumption inequality measures 1985/86–1996/97

Household Expenditure Survey
1985/86 1996/97

Gini 0.33 0.38
Atkinson (v � 0.5) 0.09 0.12
Atkinson (v � 1) 0.17 0.23
Atkinson (v � 2) 0.31 0.41

Sources: Computed from INDEC (1988) and INDEC (1999)



important gains for consumers. Second, that private and social services
moved in opposite directions, partly the result of the correction of
non-tradable goods prices, partly the inefficiencies and absence of com-
petition in some services, such as the health sector. Third, that the
effects of the privatization of public utilities was probably neutral, as
productive efficiency and cost effectiveness would in part be neutral-
ized – at the level of consumer prices – by the elimination of cross-
subsidies (gas and electricity just before privatization and telecommu-
nications later) or by a weak regulatory policy that allowed price
increases (in water, transport, roads).10

Table 13.3 summarizes – at the 8-goods group level – the information
relevant to the distributional impact of relative price changes; that is,
the distributional characteristics di (for different values of coefficient v),
the shares in the price index basket αi, and the relative prices between
1988 (base year of the current CPI which is based on the HES 1985/6)
and 1998.11 In Table 13.3 we show only three intermediate years, 1991,
1994 and 1995, because they separate three periods (up to the convert-
ibility plan, to the tequila crisis, and since then) where the results differ
markedly.

The data presented in Table 13.3 appear consistent with the likely
pattern of relative price changes described above. Goods subject to
complete deregulation through the liberalization of trade, such as non-
durables (NDG), durables (DG) and clothing (CLO) showed a drop in
relative prices, as did public services (PUS), but only between extremes
and not for all sub-periods. The relative prices of social services (educa-
tion EDU and health HEA), private services (PRS) and housing (HOU)
increased considerably. Table 13.3 shows this pattern with the relative
price of goods with higher distributional characteristics (and a greater
weight in the CPI) such as NDG decreasing, while other goods such as
social and private services increased. There is a clear negative correla-
tion between distributional characteristics (or distributional character-
istics weighted by the shares α) and relative price changes.12

Table 13.4 reports the results of computing expressions (5) and (5′) on
the data summarized in Table 13.3 for the 46 goods13 The upper panel of
Table 13.4 shows the welfare impact of relative price changes for the four
periods and for different coefficients of inequality aversion (v � 0.5, 1, 2
and → ∞ ) decomposing the changes for each of the 8 groups of goods,
using HES 1985/6 data. The lower panel shows the same calculations
using HES 1996/7 data. The results reported here and in Tables 13.5 and
13.6 can be read (1) across types of goods; (2) across time periods; (3) for
different distributive weights and (4) for different HESs.
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One result was that the welfare impact of relative price changes for
1988–98 using the 1985/6 HES showed positive changes. The gain is
almost 4 per cent for v � 1, and increases with the distributional
weight of the poor, reaching 12 per cent for the extreme case. This
result does not hold for the HES 1996/7: a welfare loss of 3.6 per cent is
observed with v � 1. However, this negative result is reversed at higher
values of v, reaching 8 per cent for the extreme case. Table 13.4 helps
to identify the pattern of relative price changes and confirms that,
regardless of the HES data used, there is an intrinsic bias in favour of
the poor, when the distributional weights used favour lower consump-
tion groups.

Welfare gains were not evenly distibuted during the decade
1988–98. They were greatest between 1988 and 1991, when prices sta-
bilized and trade was liberalized, and 1991 to1994, the period of
intense privatization. 

The positive impact was unevenly distributed across goods and ser-
vices, as noted in Table 13.3. Goods affected by world or regional com-
petition (NDG, DG and CLO) contributed most to the welfare gain,
regardless of the time period or HES used. On the other hand, goods
and services such as EDU, HEA and PRS contributed to welfare losses
and negative distributive effects that accrued at the end of the 1980s
and early 1990s, again irrespective of the HES used.

The major privatized sectors (water and sanitation, natural gas, elec-
tricity, telecommunications and fuels) contributed welfare gains
between 1988 and 1998, regardless of the HES used. However, these
were concentrated between 1988 and 1991 before the major privatiza-
tions, and continued to 1994. After 1994 there is evidence of some
welfare loss. The contribution of public services to the aggregate
welfare loss regarding relative price changes in the second half of the
1990s appears undeniable as can be seen from Table 13.4.

Table 13.5 merely tests sensitivity by varying the weights over time.
1980s weights were applied to 1988–91; 1990s weights to 1994–98; and
an average of the two for 1991–94 and the whole period 1988–98. The
effects of these weights changed the estimates as follows: for period
1988–98, the welfare impact was reduced to zero where v � 1, negative
at lower values and positive and increasing at higher values of v.

Finally Table 13.6 repeats the exercise using the whole sample of 46
goods and services and, where the 1996/7 HES weights were used,
applied the measurement to decile groups of households. The results
were, first, greater welfare gains (4.4 per cent with v � 1) between 1988
and 1998 using the 1985/6 HES; the same conclusions apply regarding
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periods. On the other hand. the welfare loss was greater using the
1996/7 HES, but the same qualitative results on the sensitivity to dis-
tributive weights apply. The exercise on decile groups yielded the same
results; actually, welfare losses were reduced (and gains increased). That
is, the data were not sensitive to measurement by decile instead of
quintile.

5 The distribution characteristics of access to public 
service infrastructure 1985/6–96/7

Navajas (1999) demonstrates that the U-shaped behaviour of public
service relative prices cannot be attributed to errors in the measure-
ment of prices of privatized utilities. However, there is another dimen-
sion to public services concealed by the above estimates, which might
help an assessment of performance after privatization. Since public ser-
vices are provided through a network infrastructure, access to these ser-
vices is of paramount importance, particularly where coverage falls
below the population’s needs.14

Recent studies on the regulation of public utilities in Argentina (FIEL,
1999) concluded that privatization generally increased the coverage of
services. Assuming this increased the participation of lower-income
groups – given that medium and higher income groups already
enjoyed access – the results suggest a positive distributive effect.
However, given the lack of data, it has been impossible until now to
substantiate this claim. Table 13.7 shows access to utilities by quintile
groups (classified by income per capita) using the HESs. Access
increased in most sectors, with the exception of sanitation,15 and the
lower quintile groups benefited most from these improvements.

This observation suggested further work on distribution. Using the
literature on optimal pricing in public services (Navajas and Porto,
1990 for an application to Argentina),16 the distributional characteristic
of access to the good or service i was defined as the weighted sum (with
the social distributive weights βh) across income groups (h) of the
access of group h to the good i. In notation:

di
N � Σ

h
βh (N i

h/Nh) (11)

where Ni
h/Nh is the proportion of households of group h with access to

service i. When we applied this expression to the 1985/86 and 1996/97
HESs data for different values of parameter v, the results showed an
increase in distribution and access for all services except sanitation.17
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These results show that irrespective of the welfare effects of relative
price changes, privatization increased the distribution of the network.
Although this chapter has provided convincing evidence on the direc-
tion of the change in access to public services, we were unable, due
inadequate data, to provide quantitative measures of the welfare
impact.

6 Conclusions

This chapter has focused on the distribution of consumption in
Argentina using a simple methodology to assess the distributional
impact of relative price changes, following a decade of structural
reform. The measurement of distribution characteristics and consump-
tion inequality indices revealed a degree of inequality that increased
during the 1990s. Recent studies on income distribution in Argentina
by Gasparini (1998, 1999) suggested that long- and short-term move-
ments in the inequality of incomes were associated with gaps in educa-
tion and skills-training, restricted access to labour markets, and rising
unemployment following severe macroeconomic shocks. We addressed
one aspect of the likely effect of structural reform, namely, the impact
of relative price changes. Despite data limitations, we have obtained
some useful results that help identify a possible pattern of the welfare
effects of relative price changes for Argentina between 1988 and 1998.

First, the results were robust enough to contradict the idea that rela-
tive price changes following structural reform in Argentina decreased
welfare or contained a negative or distributive bias. The opposite seems
more likely. Welfare appeared to improve most the more relative price
changes were biased towards the poor, irrespective of HES used.

Second, the welfare impact was not uniformly distributed, either
across time or across goods and services irrespective of the HES used for
computation. Welfare gains were concentrated on the years 1988–94,
when most reform took place, followed by losses in later years. Across
the spectrum of goods and services, we noted relative price reductions
in goods with (relatively) high distributional characteristics, and
increases in the rest, as shown in Figure 13.1. The relative price reduc-
tion of goods exposed (direct or indirectly) to intense foreign competi-
tion and to deregulation (such as non-durables, durables, clothing)
contributed greatly to aggregate welfare gains and to positive distribu-
tive effects. Others, such as housing, social (education, health) and
private services moved in the opposite direction. The relative prices of
privatized public services were U-shaped, with gains between the
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extremes; this group was mainly responsible for the negative welfare
impact recorded in the last years.

Third, we have argued that to complete the assessment of the distrib-
utive impact of privatization, due care needs to be taken of the changes
in access to public service infrastructure. The extension of the concept
of distributional characteristics to access showed a positive welfare and
distributive impact in the last decade.

Fourth, further work seemed to yield useful results, depending on the
quality of the data-set, when reexamining earlier results using the HES
1985/6 micro data-set and a breakdown of HES 1996/7 by region.

Notes
1 Other effects seem less important. For instance the effect of privatization on

the labour market and the rise in unemployment.
2 Substituting the iso-elastic utility function in the welfare function and

using the definition of βh we obtain W � (1/H.(1 � v)) Σβhgh. Thus, the per-
centage variation in welfare is given ∆W/W � Σβh . ∆gh/. Σβh . gh

3 It is assumed that there exists enough disagregation in goods, agents and
time periods (that is, changes are small enough) such that the approxima-
tion be as less inexact as possible. This is particularly important in the case
where the utility function is normalized and defined over prices relative to
the general price level. In this case – unlike equation (3) – a change in a rel-
ative price due for example to a change in the price of one good, can affect
the general price level and other relative prices, unless the change and the
share of the good in total expenditure are small enough. This condition
does not arise in empirical exercises (because HESs have a finite number of
goods), and for this reason they are necessarily inexact

4 The loss of monotonicity in the lines for v � 0.5 and v � 2 is due to the fact
that the goods are ordered according to the distributional characteristics for
v � 1.

5 In Figure 13.2 we see that, for example, at a 50 per cent cumulative expen-
diture, the distributional characteristics line for v � 1 has a value of 0.62,
while for Britain in 1991 it is almost 0.7 and for Hungary (starting from a
more equal distribution) it is around 0.85.

6 The ranking of income and consumption inequalities in the three countries
should be the same, and that happens despite some differences due to the
non-homogeneity of data sources.

7 The loss of one good is due to different classifications between both HES.
However, working with the goods and services defined for the HESs 1996/7
in INDEC (1999) it is posible to find a fairly good approximation to
conform both HESs to the HES 1985/86 as published in INDEC (1988).

8 The bias is for the level of the indices and for a given year, but they do not
necessarily imply a bias in the reported increase in inequality.

9 In the case of Hungary examined by Newbery it seems that the emphasis is
on an exercise of indirect tax reform in a closed economy, since references
are made to a move from a very complicated structure of subsidies to a
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more uniform tax system. Thus, it becomes difficult to describe a pattern of
relative price changes.

10 According to FIEL’s (1999) book on regulatory reform in Argentina, there is
no pattern of price changes after privatization, and case-by-case results
suggest that preexisting distortions, competition and regulatory control
explain different results.

11 Prices come from a data-set (originally obtained from the HES and pub-
lished by INDEC with base period 1988 � 100 when reporting price
changes) which is much more disaggregated – at the goods level – than the
data in INDEC (1988) – which reports on the distribution of expenditure
per household. This information was reclassified to match the data in
INDEC (1988). The structure of shares α for 1985/86 reported in Table 13.3
comes from this latter classification since it is more accurate and consistent
with price changes as reported by INDEC. For 1996/97 the structure of
shares α has been constructed from the HES.

12 This is so regardless of the HES being used to compute the former. See
Navajas (1999) for an illustration of these correlations.

13 All numerical estimations use the information for the 46 goods but aggre-
gate them in a different mode. Tables 13.4 and 13.5 measure impact at the
eight-group level. Table 13.6 measures the same effects from a single impact
and is therefore more accurate.

14 Access and coverage have different meanings depending on whether they
are seen as objectives (for instance in the ‘universal service obligation’
understood as an objective regardless of economic evaluation), or as the
outcome of an economic evaluation (in the extreme case, equal access to all
willing to pay for the service). The distinction is less relevant for water and
sanitation where for efficiency and distributive reasons almost full coverage
is desirable and would also be justified on economic grounds. It is no acci-
dent that some basic needs indicators of poverty in Argentina (and else-
where) depend on access to water and sanitation. See Chisari and Estache
(1997) for detailed discussion.

15 The fact that access to sanitation has decreased for all quintile groups sug-
gests problems in the measurement of both HESs that makes the compari-
son unreliable.

16 In this chapter we extended a two-part tariff model (see for example Brown
and Sibley, 1987) to include distributional concerns and proceeded to
measure its implications for many public services in Argentina. It is impor-
tant to notice that the parameter of distributional characteristics of access
as defined above arises from the solution of that pricing model

17 Another way to represent these results is by drawing the corresponding dis-
tributional characteristics lines to show how they moved upwards between
surveys; see Navajas (1999).
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Endogenous Child Mortality, the
Price of Child-specific Goods and
Fertility Decisions: Evidence from
Argentina
Alessandro Cigno and Graciela Pinal

1 Introduction

A theoretical paper, Cigno (1998), modelled fertility and infant mortal-
ity as the joint outcome of fertility and expenditure decisions under
conditions of uncertainty as to the number of children who might
survive to adulthood. The model predicted that if parents were aware
that the amount of resources spent on each child improved that child’s
chances of survival, then an increase in the observed (aggregate) sur-
vival rate might induce parents to spend more on each child born, and
reduce the number of births. This implies that public expenditure on,
say, sanitation or mass immunization might discourage births, and
that its direct mortality-reducing effects may be reinforced by induced
private action. However, if parents were not aware of the effects of
their actions on the survival chances of their own offspring, all that is
likely to be achieved by such a policy is an increase in the number of
births. It is thus of some importance to establish empirically whether
parents regard the survival chances of their own children as dependent
on their actions or not.

If it is true that an increase in the aggregate survival rate is unlikely
to discourage births unless parents regard the survival probabilty of
their own children as independent of their own actions, the usual
finding of a positive correlation between fertility and premature mor-
tality as discussed by Rosenzweig and Wolpin (1982) or Cochrane and
Zachariah (1983), but consider also Chowdhury (1988) for a cautionary
note, then it may be taken as symptomatic that parents regard such a
probability as endogenous. But this would not rule out the competing



hypothesis. In this chapter we derive a stronger implication of the
endogenous survival probability hypothesis, and test it against time-
series data from the Andine Province of Salta, in north-western
Argentina. The results are consistent with the hypothesis of endogene-
ity, and suggest some additional policy considerations.

2 The model

The model is a reelaboration of Cigno (1998), with a small extension to
allow for changes in the price of child-specific goods. Parents are
expected-utility maximizers; they control fertility but are uncertain as
to how many of their children will survive to adulthood. Their ex post
utility is U � u(a) � v(n), where a denotes parental consumption, and n
the number of children who survive to adulthood. We are assuming,
therefore, that parents derive utility from children who survive long
enough to become adults, not from their birth per se. The functions u(.)
and v(.) are increasing and strictly concave.1 The budget constraint is 
a � bpq � y, where y denotes income, b the number of births, q the
quantity and p the price of goods (including healthcare, as well as
food, and so on) consumed by each child. The probability of n children
surviving out of b that are born is positively conditioned by q. If
parents are not aware of this effect, their expectation of n is equal to bs,
where s is the observed (aggregate) survival rate. If they are, their
expectation of n will still be conditioned by s, but may be higher or
lower than bs depending on their choice of q.

Writing f(n, . ) for the probability density of n, the expected utility of
the parents will then be:

E(U) � u(y � bpq) � g(b, q, s) ≡ u(y � bpq) � ∫ bo v(n)ƒ(n, b, q, s)dn (1)

if they are aware of the effect of q on the survival chances of their off-
spring:

E(U) � u(y � bpq) � g(b, s) ≡ u(y � bpq) � ∫ bo v(n)ƒ(n, b, s)dn (1′)

if they are not.
Consider, first, the case shown in equation (1) where parents

regard the survival probability of their children as independent of
their actions, and thus treat q as a parameter in choosing b.
Assuming an interior solution, the comparative-statics effects of y, p
and s on b are
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( ∂ b/ ∂ y) � (�ru’/D) (2)

( ∂ b/ ∂ p) � (I � bpqr)u’(q/D) (3)

and

( ∂ b/ ∂ s) � � (gbs/D) (4)

where D ≡ p2q2u″ � gbb and r ≡ �u″ u′. Since D is negative for the second-
order condition, and r positive for concavity of u(.), fertility is clearly
increasing in income, and decreasing in the price of child-specific
goods. That is true, notice, irrespective of the properties of the proba-
bility law, described by f(n,.), and of the parents’ degree of risk-aver-
sion, reflected in the curvature of v(.). The effect of the aggregate
survival rate takes the sign of gbs, which cannot plausibly be negative (a
negative gbs would mean that a rise in the probability of survival reduces
the expected utility of an extra birth!).2 Therefore, the observed posi-
tive correlation between fertility (b) and child mortality (1 � s) cannot 
be explained by a decision model which takes the survival rate as
exogenous.

Next, consider the case of equation (1′) where parents are aware of
the effect of q on ƒ(n,.), and choose that quantity optimally together
with b. Now:

( ∂ b/ ∂ y) � �bp2 r (u′)2 (G/H) (5)

( ∂ b/ ∂ p) � {[(bpqr � γ qq) � u′rK]bpq � u′G}(gq/H) (6)

and

( ∂ b/ ∂ s) � [(bpqr � γ qq) gqgbs � gb gqs K]/qH (7)

where H is the Hessian determinant, γ ij the elasticity of gi to j (i,j � b,q),
G ≡ 1 � γ qb � γ qq, J ≡ 1 � γ bq � γ bb, and K ≡ 1 � γ bq � bpqr. Since H must
be positive, and γ qq negative, for second-order conditions, but G, J and
K can have any sign, the comparative effects are now ambiguous. It is
thus clear that endogenizing the probability of survival makes the
model compatible with the observation of a positive correlation
between fertility and child mortality. Let us see what that implies.

If one were to find empirically that fertility is negatively correlated
with the price of child-specific goods, or positively correlated with the

Cigno and Pinal: Child Mortality, Prices, Fertility 249



aggregate survival rate, that could mean either that parents regard the
probability of survival of their own children as dependent on how well
they feed and care for them, or that they regard it as an act of God. By
contrast, if one were to find that fertility is positively correlated with
the price of child-specific goods, or negatively correlated with the
observed survival rate, that would rule out the hypothesis that parents
are not aware of the consequences of their actions for the probability
that their own children will live to be adults.3 That is a testable propo-
sition. But, how would parents change their actions in response to
external stimuli, in particular to public policy? To answer this ques-
tion, we need an extra assumption.

Assume that K is positive (for that to be true, it is enough that γ bq is
less than one, or that total household expenditure on children, bpq, is
‘large’). The effect of s will then be positive if γ qs is negative, ambiguous
if γ qs is positive. Since a rise in s, holding q constant, could be the result
of an increase in public expenditures for health, sanitation and so
forth, a negative value of γ qs would indicate that public and private
expenditures are complements in the production of child health, while a
positive value of γ qs would indicate that public and private expendi-
tures are substitutes. If, empirically, it were found that the aggregate
survival rate has a negative effect on fertility, that could then be taken
as an indication that private and public expenditures are likely to be
complementary and, therefore, that greater public effort on this front
is likely to induce parents to spend more for each child.4 By contrast,
the finding of a positive effect on fertility could mean that parents
respond to increased public expenditure by spending less per child,
and use some of the saving to finance extra births.

3 Evidence from Argentina

We looked at time-series data relating to the Andine Province (feder-
ated state) of Salta, in the north-west of Argentina. One of the poorest
provinces in the country, this border area shares some of the character-
istics, including ethnic mix, of neighbouring Bolivia. Our interest in it
arises from the considerable variation displayed by fertility and child
mortality rates in this province over the last quarter of a century, and
from privileged access to data which allowed us to construct a sub-
index for prices of child-specific goods. The longest period for which
we could get information on all the relevant variables was 1970–94.

Fertility and mortality data are shown in Figure 14.1. Since estimates
of the total fertility rate were not available on a year-by-year basis, we
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used the crude birth rate, adjusted for the proportion of women aged
15–49. Our fertility measure may be interpreted as the number of live
births per woman of fertile age. It fell substantially, from 6.5 to 4.8
between 1970 and 1992, but then rose to nearly 5 in 1993 and 1994.
Mortality (right-hand scale) is defined as the number of children who
die before reaching their first birthday per thousand live births. That is
what is generally called infant mortality. However, since mortality
rates at higher ages (not available for all years) are highly correlated
with infant mortality, we took the latter as a proxy for premature mor-
tality in general. And, since the mortality rate is the complement of the
survival rate, we also use our mortality index as a negative proxy for
the observed (aggregate) survival rate that, according to the model out-
lined in the last section, is among the determinants of individual birth
decisions. Mortality falls from 109 in 1970, to less than 26 in 1994.
That is a very sharp drop, but there are fluctuations (for example, mortal-
ity rises from 31 in 1987 to 35 in 1990, before starting to fall again). The
scatter diagram in Figure 14.2 shows the customary positive association
between aggregate fertility and aggregate mortality (lagged one year),
implying a negative association between fertility and survival rates.

Income and price data are shown in Figure 14.3 based on GDP per
head at 1970 prices; household disposable income which would have
been more appropriate was not available at the provincial level. Prices
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were measured as the ratio of a sub-index of child-specific goods to the
general retail price index. We included in the sub-index all the relevant
items relating specifically to child needs that we could find; this
included baby milk, children’s clothing and primary school materials.
It will be seen that real per capita income fluctuates around a rising
trend, while the relative price of child-specific goods fluctuates around
a declining one.

Since the unit-root test5 revealed that the fertility series in first differ-
ences was stationary, we fitted an error-correction model of the general
form:

∆ Y(t) � α � β Y(t � 1) � Σ i β i ∆ Y(t � 1) � γ X(t � 1) � Σ i γ i ∆ X(t � i) (8)
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where Y is the dependent variable (our measure of fertility), and X the
vector of explanatory variables (our measures of household income,
price of child-specific goods, and aggregate mortality). All variables are
expressed in logarithms. The long-term elasticity of fertility to the jth
explanatory variable (j � 1,2,3) is given by (� γ j/ β ), where γ j denotes the
jth element of the vector of coefficients γ .

OLS estimates are reported in Table 14.1. By the adjusted R2, F, and
Amemiya-prediction criteria, the model performs quite well. Since 
the Durbin–Watson h-statistic falls in the area of indeterminacy,
however, we reestimated the model using the Beach–Makinnon
maximum-likelihood method for auto-correlated data. These results,
shown in Table 14.2, are almost identical to the OLS estimates. Income
is not significant in either level or first differences. The price of child-
specific goods is significant in level, but not in first differences.
Mortality is significant in level, and in first differences lagged by one
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year. Not surprisingly, since it picks up the effects of accidental events
such as epidemics, as well as of the realizations of past parental and
government policy decisions, aggregate child mortality affects both the
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Table 14.1 OLS estimate of model

Variable Coefficient Standard error Mean of X

Constant �0.180202 0.5672
Fertility (�1) �0.551054 0.1506 3.44346
Change in fertility (�1) 0.045282 0.1815 �0.01448
Change in fertility (�2) 0.201248 0.1987 �0.01383
Income (�1) 0.115609 0.1916 0.82777
Change in income (�1) �0.047507 0.1462 0.00605
Change in income (�2) 0.108483 0.06087 45.45243
Price (�1) 0.241708 0.1291 5.02639
Change in price (�1) �0.086334 0.0925 �0.01859
Change in price (�2) �0.108104 0.0606 45.63034
Mortality (�1) 0.192531 0.06712 3.9004
Change in mortality (�1) �0.131691 0.1099 �0.05463
Change in mortality (�2) �0.011153 0.07866 �0.05107

Notes: All variables are in logs. Dependent variable is change in fertility. Number of
observations � 22; mean dependent variable � �0.0126; h statistic (lagged y) � 0.7973;
estimated autocorrelation � 0.8924; R squared � 0.81732; adjusted R-squared � 0.57376; 
F (12 9) � 3.3556; probability value for F � 0.03864; Akaike information � �6.8773;
Amemiya prediction � 0.00123

Table 14.2 Beach–Mackinnon maximum likehood estimates

Variable Coefficient Standard error Mean of X

Constant 0.219989 0.6034
Fertility (�1) �0.585617 0.163 3.44346
Change in fertility (�1) �0.00323017 0.174 �0.01448
Change in fertility (�2) 0.37049 0.1561 �0.01383
Income (�1) 0.081595 0.2294 0.82777
Change in income (�1) �0.084451 0.0554 0.00605
Change in income (�2) 0.0952353 0.1229 45.45243
Price (�1) 0.167765 0.08694 5.02639
Change in price (�1) �0.0697404 0.05514 �0.01859
Change in price (�2) �0.0949486 0.07967 45.63034
Mortality (�1) 0.22546 0.1018 3.9004
Change in mortality (�1) �0.0800986 0.06774 �0.05463
Change in mortality (�2) 0.0653794 0.07866 �0.05107

Notes: All variables are in logs. Dependent variable is change in fertility. Number of
observations � 22; mean dependent variable � �0.0126; Durbin–Watson measure �
0.7133



long-term trend and the short-term dynamics of birth decisions. The
price of child-specific goods, on the other hand, appears to affect only
the long-term trend – suggesting that household spending patterns are
insensitive to temporary fluctuations in relative prices.

The estimated long-term effect of the price variable is positive, with
an elasticity of nearly 0.5; mortality is also positive, with an elasticity
of about 0.3 (the positive fertility–mortality association thus survives
even after controlling for income and price). The first of these findings
rejects the hypothesis that parents take the probability of survival of
their own children as independent of their own actions. The second
reinforces this conclusion, and adds the information that death-
reducing public intervention is likely to be complementary, rather
than a substitute for the amount of food, medical care and so on
provided by parents to each of their children.

4 Conclusion

Our finding that decisions on births are affected positively by the
price of child-specific goods, and negatively by the observed child
survival rate, is consistent with the theoretical predictions of a model
in which parents are aware that the survival probability of their own
childen is positively conditioned by how much food and medical
care is bought for each child. Under rather weak conditions, the
second of these findings can be taken as evidence that public and
private mortality-reducing expenditures are complementary rather
than substitutes.

In the light of the model in question, our empirical results have two
important policy implications. One is that mortality-reducing public
action, such as expenditure on sanitation or preventative medicine, is
likely to induce parents to reduce the number of children born to each
family, but induce greater expenditure on each of their own children.
Induced private action thus reinforces the direct death-preventing
effect of public action. No such reinforcement would take place if the
survival probability of children were seen by parents as totally exoge-
nous, or if public intervention were considered a substitute for private
action. Another policy implication is that price subsidies on items
which enter into the cost of raising a child have a positive effect on
child survival probability and a negative one on fertility, and may thus
be seen as alternative to, or additional to direct death-preventing
public expenditure.6
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Notes
1 If we think of the life-cycle of each individual as consisting of three periods,

childhood, middle age (the active period when decisions, including fertility
decisions, are taken) and old age, we can interpret u(a) as the decision-
maker’s direct utility from middle-age consumption, and v(n) as the utility in
old age, given that n of the children survived to middle age, where today’s
middle-aged are interested in their children surviving to the next period
because they expect some transfer T from each of them, as discussed in
Cigno (1993), then v(n) ≡ z(Y � Tn), where Y is old-age income, and z(.) the
old-age period utility function. However, if parents derive direct utility from
having children, as in Becker’s models, then v(n) ≡ z(Y, n). Which is the case
makes no difference to the arguments here.

2 Representing the effect of a rise in the expected number of survivors (out of
any given number of births) on the expected marginal utility of an extra
birth, gbs is the sum of two partial effects. The first, positive, is the increase in
the number of survivors, holding their marginal utility constant. The
second, negative, is the decrease in the marginal utility of survivors, holding
their number constant. The curvature of v(.) would have to be very pro-
nounced indeed (parents would have to be extremely risk-averse), or n be
very ‘lumpy’ (if the couple had only one grown-up child, for example, an
extra suvivor would represent a 100 per cent increase), for the latter, a
second-order effect, to dominate over the former. Cigno (1998) tabulates gbs

for the case in which f(n,.) is gamma-shaped, and parents display constant
relative risk-aversion. For plausible parameter values, gbs is positive (and
decreasing in s).

3 That would be true even if parents believed (against the evidence) that chil-
dren survive to adulthood with probability one (n � b). If that were the case,
the model would reduce to the one originally formulated by Becker, where
parents deterministically choose the quantity (number) and quality (con-
sumption) of children. In that model, an increase in the price of an item
entering into the cost of raising a child may raise the quality, but never the
quantity of children (Becker and Lewis, 1973).

4 The effect of s on q is given by

( ∂ q/ ∂ s) � [ γ bb � bq4r)qgqs � bpgbsK](u′/bH)

clearly positive if gqs is negative.
5 Results available on request from the second author.
6 That is consistent with the finding of Rosenzweig and Wolpin (1982), based

on Indian household survey data, that subsidizing items of parental expendi-
ture such as schooling or medical care would discourage fertility and encour-
age expenditure per child, and that such a policy could be a useful adjunct of
direct death-reducing forms of public intervention such as the improvement
of water sources.
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Child Labour in Peru: An Empirical
Analysis and its Modelling 
implications
Ranjan Ray*

1 Introduction

There has been growing interest in the subject of child labour among
academics, professionals and the media. Notwithstanding almost uni-
versal agreement that child labour is undesirable, there is wide disagree-
ment on how to tackle this problem. The formulation of policies that
are effective in curbing child labour requires an analysis of its key deter-
minants, and such an analysis of Peruvian child labour is the motivation
of the present study. There has been, in recent years, a rapidly expand-
ing literature on child labour – see Grootaert and Kanbur (1995), Basu
(1999) for surveys. While certain studies, for example Knight (1980) and
Horn (1995), mainly discussed the qualitative features of child labour,
the recent literature has focused attention on the quantitative aspects
taking advantage, as in Patrinos and Psacharopoulos (1997), of the
increasing availability of good quality data on child employment. The
present study is in line with this recent literature. Keeping in mind the
close connection between education and employment, we prepared
regression estimates of child participation in schooling and in the labour
market, paying special attention to the interaction between the two. Our
study also included tobit estimates of child labour hours in Peru
regressed on a selection of personal, family and community characteris-
tics, and compares them with those of Ghanaian child labour hours.1

This study has the following features:

* I am grateful to the seminar participants, especially Bina Agarwal, Kaushik
Basu and Subrata Ghatak, for useful remarks, and to Adrian Breen and Geoffrey
Lancaster for their research assistance. This research was supported by a grant
from the Australian Research Council.



1 We seek to answer, using Peruvian data, the question of whether
poverty is the key determinant of child labour, as is widely believed.
Such a view underlines, for example, the ‘luxury axiom’ of Basu and
Van (1998, p. 416) and reflects the belief that, in developing
economies and in the absence of a satisfactory credit market, house-
holds, especially in rural areas, react to temporary income shortfalls
by increasing their dependence on child-labour earnings. The
present study proposes to test this association, applying it to
Peruvian data. The empirical exercise also investigates the link, if
any, between household poverty and child schooling.

2 Special attention is paid in our empirical investigation to the inter-
action between the adult and child labour markets. Unlike the ana-
lytical literature on child labour (see Basu and Van, 1998; Bardhan
and Udry, 1999), we distinguish between adult male and adult
female wages in studying their impact on child labour. A key empir-
ical result, discussed later, is that the nature of interaction between
adult male and child labour markets is different from that between
adult female and child labour markets.

3 This study also contains an analysis of the determinants of wages
paid to child labour in Peru, using detailed household records in
Peru to construct the child wage data required for the analysis.

The rest of the chapter is organized as follows. Section 2 describes
the data-set. Section 3 is divided into three subsections that (a) report
and discuss the probit regression estimates of child participation in the
labour market and in schooling; (b) analyse the determinants of child
wages; and (c) present and compare the tobit regression estimates of
Peruvian and Ghanian child-labour hours. Section 4 discusses the ana-
lytical implication of these results by distinguishing between adult
male and adult female effects in a model of child labour. Section 5
summarizes the principal findings, discusses the possible implications
and suggests directions for further research.

2 Data-set and its principal features

The child labour data for this study came from the Peru Living
Standards Measurement Survey (PLSS) (1994). This survey was con-
ducted as part of the Living Standards Measurement Study (LSMS)2

households surveys in a number of developing countries. The PLSS
covered 3,623 households containing information on child labour and
child schooling of 5,231 children aged 6–17 years. Child labour refers to
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children in full-time paid employment. Note that although on the
International Labour Organization (ILO)-based definition a working
child aged 15 years or over does not constitute child labour, we follow
conventional practice in extending the age limit to 17 years in order to
better capture the interaction between child schooling and child labour.

Table 15.1 presents the age-specific participation rates of Peruvian
children in the labour market and in schooling. The following remarks
apply. First, the child participation rate in the labour market increases
with child age. In the case of child schooling, the participation rate
peaks around 9 years, and then falls. Second, the gender imbalance in
child employment with boys registering higher participation rates,
contrasts with a more even gender balance in child schooling. Third,
the labour-force participation rates of Peruvian children are sharply
higher than the figure of 11 per cent reported by ILO (1996) for Latin
America. Fourth, the figures suggest that in the age group 10–14 years,
Peruvian children tend to combine schooling with employment.

The construction of child wage data involved the combination of
income and work information from a number of sources. The wage
figures relate only to children involved in labour pursuits outside the
home, and receiving cash payments for their labour. The Peruvian
sample provided wage information on 274 working children.
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Table 15.1 Participation rates of Peruvian children in employment and in
schooling (%)

Employment Schooling

Age Boys Girls Overall Boys Girls Overall

6 7.9 11.6 9.6 90.5 89.3 89.9
7 12.9 11.8 12.4 93.1 94.6 93.8
8 17.6 11.6 14.3 95.5 95.9 95.7
9 18.5 17.1 17.8 98.1 99.5 98.8
10 29.4 22.1 25.8 97.2 97.1 97.2
11 31.8 21.7 27.0 98.3 96.7 97.5
12 37.7 27.0 32.2 95.5 94.8 95.1
13 32.0 27.3 29.5 96.1 88.1 91.9
14 48.7 32.4 40.6 89.3 90.1 89.7
15 51.8 32.7 42.2 88.2 83.2 85.7
16 46.1 34.9 40.4 82.7 74.4 78.5
17 57.1 27.9 42.6 63.9 58.7 61.3

Total 31.8 22.7 27.3 90.9 89.0 90.0

Source: PLSS (1994)



3 Econometric estimates

The probit estimates of child participation

Table 15.2. presents estimates of the coefficients in the probit regres-
sion3 of the child labour participation rate on its various determinants.
Child age exhibits nonlinearity in its effect on child employment via
significance of the ‘age-square’ coefficient. Consistent with the results
of previous studies, we find that an increase in female education
reduces the likelihood of children entering the labour market.

The estimated regression coefficient of the expenditure variable sug-
gests some support for the ‘luxury axiom’, which implies an inverse
relationship between the household’s economic circumstances and the
likelihood of its children entering the labour market. However, the
insignificance of the estimated coefficient of the ‘poverty’ variable is
inconsistent with this axiom. The poverty line was set at 50 per cent of
the sample median expenditure.

A rise in the adult male wage exerts a significantly negative impact
on a household’s propensity to put its children into employment. The
insignificance of the female wage coefficient shows that this is not the
case with respect to adult female labour. This confirms that the nature
of interaction between child labour and adult male labour is quite dif-
ferent from that between child and adult female labour. Of the remain-
ing determinants, the community variables are of particular interest.
Improved sewerage disposal reduces the likelihood of child labour,
though somewhat paradoxically a worsening water storage system also
reduces child labour.

We also calculated the coefficient estimates in the Probit regression
of child schooling participation. The gender-coefficient estimate
showed that a gender differential exists in favour of boys’ schooling.
Improving adult female education in the household leads to increased
probability of schooling for its children. Family size and composition
do not have much of an impact on child schooling. The insignificance
of the poverty and expenditure variables suggest that a household’s
economic circumstance has little impact on the child’s schooling
enrolment.

Determinants of child wages

Next we examined the key determinants of wages paid to child labour
using the 2-step procedure developed by Heckman (1979) to correct for
‘sample selectivity’. The negative estimate of the coefficient of the ‘child-
gender’ variable suggests gender bias against working girls in the wage
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Table 15.2 Probit regression estimatesa of child labour participationb equation
in Peru

Variable Coefficient estimatec

Constant �254.45e

(35.38)

Child characteristics
Age of child 39.92e

(5.57)
(Age of child)2 �1.06e

(.23)
Child gender �41.29e

(0 � boy; 1 � girl) (4.41)
Years of schooling 15.76e

(4.45)
Currently enrolled in school �30.61e

(0 � no, 1 � yes) (7.59)
Ability to write (0 = no, 1 � yes) �28.72e

(7.81)

Family characteristics
Poverty status (1 � below poverty line; 0 � above) .026 

(6.96)
Expenditure per equivalent adult �.0053e

(.0017)
Region of residence (1 � urban, 0 � rural) �95.77e

(6.26)
No. of children 2.78d

(1.32)
No. of adults �5.50e

(1.90)
Gender of household head 2.39
(0 � male, 1 � female) (7.22)
Age of household head �.072 

(.223)
Maximum female education �9.92e

(2.26)
Maximum male wage �.684e

(.139)
Maximum female wage .259 

(.388)
(Maximum female wage)2 .001 

(.006)
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payment for their labour. Neither the child’s school enrolment status nor
the community variables have any significant impact on child wages.

The tobit regression estimates of child labour hours: comparison 
of Peru and Ghana

Let us now move from child labour-force participation rates to the
labour hours spent by children in full-time, economically gainful activ-
ities. To put the Peruvian results in a wider perspective, we compared
the Peruvian estimates with those of Ghanaian child labour. The data
on the labour hours of Ghanaian children came from the Ghana Living
Standards Measurement Surveys (GLSS) in 1988–89.4

Taking the comparable child characteristics, at sample mean,
between Ghana and Peru, we noted first that a typical Peruvian house-
hold contains more children than the Ghanian family. However, the
percentage rate of Peruvian child labour-force participation is no
higher than the Ghanaian figure. Second, Peru’s record on child
schooling is superior to Ghana’s. Third, in relation to the adult, the
child works similar hours in both countries.

Next we prepared estimates of the selectivity-corrected tobit regres-
sions of boys’ and girls’ labour hours, respectively, in Ghana and Peru
on the various determinants. The following features are worth noting:

Table 15.2 Probit regression estimatesa of child labour participationb equation
in Peru – Continued

Variable Coefficient estimatec

Community characteristics
Water storage (1 � best, 6 � worst) �3.46e

(1.38)
Disposal of sewerage (1 � best, 6 worst) 10.32e

(1.59)
Electricity (1 � yes, 0 � no) �.528 

(3.55)
Quality of water supply (1 � good, 0 � contaminated) �2.91 

(4.48)

Cragg–Uhler R2 .417
Log likelihood �2176.3
χ2

21 1776.48

Notes: a Standard errors in brackets; b The dependent variable takes the value 0 if the
child does not work and 1 if the child does work; c All the coefficient estimates and their
standard errors have been multiplied by 100; d Significant at 5 per cent level; e Significant
at 1 per cent level
Source: Author’s calculations



1 Both countries agree that, regardless of gender, the poverty
coefficient is insignificant, thereby providing (somewhat surpris-
ingly) little support for the hypothesis that household poverty is a
significant determinant of child labour.

2 In both countries, older children work longer hours than younger
children. However, in Ghana, but not in Peru, the significance of
the negative coefficient estimate of the squared age variable suggests
that the positive effect of age on Ghanaian child labour hours
weakens in the later age categories.

3 Both countries agree that rising education levels of parents con-
tribute significantly to the reduction of child labour. Both countries,
also, agree on the general responsiveness of child labour hours to a
deteriorating community infrastructure, though the effects are not
always in the expected direction.

4 The results confirm that child labour hours respond positively to
child wage in both countries. The nature of responsiveness of child
labour hours to adult wages is dependent on the gender of the child
and of the adult. The two countries differ on the magnitude and
direction of such responsiveness.

4 Some analytical implications

One of the main empirical results of this study is the differential
response of child labour participation rates to male and female wage
changes. To model this behaviour, we took a variant of the Basu and
Van (1998) utility function as follows:

U � (c � s)(1 � e � δ) (1)

where c is the household’s total consumption, eε [0,1] is the child’s
labour supply (or effort), so that (1 � e) is the child’s leisure, and s, 
δ � 0 are parameters. While s may be thought of as ‘subsistence con-
sumption’, δ(� 0) ensures a positive marginal utility of consumption of
the household whether or not the child works, that is for e � 1 and 0.

The household’s budget constraint is now given by:

c ≤ ewc � d(e)wf � wm (2)

where wc, wf and wm are child, female and male wages, respectively,
and d(e) is a dummy variable which takes a value of 1 if e � 1, that is if
the child works, 0 otherwise.
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The household’s problem is to maximize U subject to equation (2).
Note now that if the household chooses not to let its child work, that is
e � 0, then U � (wm � s)(1 � δ) since neither the mother nor the child
will work. Alternatively, if e � 1, then U � (wc � wf � wm � s)δ. Hence,
the child will be sent to work if:

(wc � wf � wm � s)δ ≥ (wm � s)(1 � δ)
or (wc � wf)δ ≥ wm � s (3)

Hence, as the female wage wf increases, the child increases her labour
supply5 since equation (3) is more likely to hold. Alternatively, as wm

increases, the child is less likely to work, as the Peruvian evidence pre-
sented earlier, and also Ray (2000a), suggests.

Let us now turn to the objective function itself. We consider the
following CES generalization of the Stone–Geary utility function used
by Basu and Van (1998, equation 13).

U(cm, cf, cc, em, ef, ec)

where ck, sk, Tk and tk are, respectively, actual consumption, subsistence
consumption, maximum time available, minimum time required for
leisure and non-labour activities, and ek denotes labour hours for the
male, female and the child (k � m, f, c).

The corresponding household budget constraint is given by:

pmcm � pfcf � pccc � wmem � wfef � wcec (5)

where pk is the unit price of consumption of household member 
k(� m, f, c) and wk is the corresponding wage rate. Maximizing equa-
tion (4) with respect to {ck, ek} subject to equation (5) yields, on
rearranging, the following consumption and earnings equations:
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where

X � Σwiei � Σpici (that is, we assume that the household consumes its
entire earnings)

Let us now define , namely, the ratio of consumption to

earnings by household member i. Hence, δi � 1 implies a net resource
transfer to i, and δi � 1, a corresponding resource outflow from i. In

case of the child, it is easily verified that according as:

(pcsc � φ1
cS) (wcT*c � φ2

cT*) � (φ2
c � φ1

c)X (8)

where is the aggregate subsis-

tence consumption in the household. Equation (8), in turn, implies
that if φ2

c � 0, and S � X, then according as pc sc we T*c. Since 

the left-hand side of this last inequality (that is, the child’s subsistence
consumption) will almost certainly be less than the right-hand side
(that is, the maximum earnings that the child can bring), δc � 1 in this
case. This leads us to the following proposition.

Proposition If the child labour supply is inelastic with respect to
aggregate household income, then in a poor household living
around the subsistence level of consumption, child labour is
‘exploitative’ in the sense that the child’s earnings exceed her/his
consumption; that is, it leads to a net resource outflow from the
child.

The above discussion also suggests the following:
1 Because of the appearance of X on the right-hand side of equation

(8), the nature of the inequality would change over the expenditure
distribution. In other words, as X increases, child labour will at some
point cease to be ‘exploitative’ in the above sense.
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2 Equation (8) can be rearranged to yield the following: δc �
�

1
according to:

and equation (9) yields the following cut-off point for aggregate
household expenditure when the resource flow from the child
changes direction.

Equation (10) suggests that by providing better schools, recreational
facilities and/or improved child care, the authorities increase tc,
namely the minimum non-labour time required by the child, thus
lowering T*c and, hence, reducing the cut-off point at which child
labour ceases to be ‘exploitative’ in the sense discussed above.

5 Conclusions

This chapter has investigated the determinants of the participation
rates of Peruvian children in the labour market and in schooling. We
have investigated the hypothesis of a direct link between household
poverty and child labour, namely that households below the poverty
line are more likely to put their children into employment compared
to those above the poverty line. The Peruvian evidence does not
provide much support for this hypothesis although, elsewhere, using
Pakistani data, we found considerable support for this idea. The
absence of a strong link between household poverty and child labour is
also seen in the tobit regression of child-labour hours in Peru and
Ghana on a variety of child, family and community characteristics.
Neither country finds the estimated poverty coefficient significant,
where poverty is defined over non-child adult income. It is common in
the development literature to view child-labour earnings as providing
the necessary cushion for households to absorb temporary income
shortfalls. In failing to find strong evidence of any link between house-
hold poverty and child labour, the Peruvian and Ghanaian results
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suggest that this view need not be universally valid. The Peruvian data
also suggest that children, especially in the older age categories,
combine schooling with employment to a much greater extent than in
many other countries. The results of this study also show that the
interaction between adult male and child labour is qualitatively quite
different from that between adult female and child labour.

This study could usefully be extended by jointly estimating child
participation in employment and in schooling using a proper simulta-
neous equations framework. Such an extension, besides recognizing
the simultaneity in decisions on child labour and child schooling,
ought to treat the poverty variable as ‘endogenous’, since the house-
hold’s economic circumstance is itself dependent on the household’s
decision to send its children to the labour market.

Notes
1 Full details of our calculations are available from the author.
2 See Grosh and Glewwe (1995) for an overview and general description of the

LSMS data-sets.
3 See Ray (2000a) for the corresponding coefficient estimates based on logit

regression.
4 See Ray (2000c) for more details on the Ghanaian data and results.
5 This is suggested by the Pakistani evidence in Ray (2000b).
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