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Foreword

Man-made changes in the climate system, consisting of atmosphere, hydrosphere,
cryosphere, lithosphere and biosphere represent a most serious challenge not only
to the planet’s ecosystems and their natural environment but to human civilizations.
While the Earth system will undoubtedly adapt, human infrastructures and societal
organization may be questioned if no action is taken in time to buffer unavoidable
consequences related to climate change. As a reaction, scientific disciplines such as
bioclimatology, genetics, hydrology, bio-hydrology and eco-physiology are now con-
sidered an important part of forestry, agriculture, water management, environmental
protection, and natural hazards control (e.g., droughts, floods, windstorms, weather
extremes, and wild fires). Bioclimatology provides an integrated, interdisciplinary
framework for dealing with contemporary challenges of natural hazards. Bioclima-
tology has also the potential to assess and predict extreme weather events in a very
complex way.

Bioclimatology will help in better understanding the causes and impacts of natural
hazards and ways how to prevent them. Improved knowledge of natural hazards is a
vital prerequisite for the implementation of integrated resource management. It pro-
vides a useful framework for combating current climate variability and for adapting
to ongoing climate change.

Climate change explains the occurrence of extreme weather in Central and Eastern
Europe (CEE). Today, the increases in precipitation and soil moisture variability and
increased temperature are the most important single issue that needs to be addressed.
The assessment of impacts caused by extreme weather situations such as heat waves,
droughts, floods, windstorms, etc., is even more complicated. Atmospheric General
Circulation Models (GCMs) are currently used to predict such situations. These mod-
els need to be adjusted to provide downscaled outputs using localized scenarios of
selected extreme events. Some of the designed GCM scenarios of extreme weather
situations need to be modified according to analogues.

The shift of vegetation zones is the most investigated and obvious response of
ecosystems to climate change. Forecasting the shifts of vegetation zones in response
to weather extremes and ongoing climate change is based on climatically determined
actual distribution models, or so-called “bioclimatic envelopes”. Bioclimatic mod-
elling is based on the concept that distributional patterns depend on the physiological
tolerance of populations to climatic effects besides ecological and life history fac-
tors. These limits are genetically determined and thus more or less fixed. Genetically
regulated plasticity enables the adaptation of individuals and populations to changing
environments without any change in the inherited genetic resources. Natural selection
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vi Foreword

eliminates the genotypes of low fitness from a population, thus adjusting its gene
pool towards better adaptation. It is important to realise that the adaptive response of
ecosystems to environmental stress is ultimately regulated by genetics and that bio-
climatic modelling has to consider genetically set adaptation mechanisms in plants as
important parts of ecosystems.

This book presents a carefully edited and reviewed selection of papers from the
International Scientific Conference on Bioclimatology and Natural Hazards held in
Slovakia at the Polana Biosphere Reserve on September 17–20, 2007. There 250
participants from the 14 different countries of Europe discussed recent research on
the interactions between meteorological, climatological, hydrological and biologi-
cal processes in the atmosphere and terrestrial environment. All contributing authors
come from renowned scientific research institutions and universities in Europe and
specialise in issues of climate change, soil-plant-atmosphere interactions, hydrologic
cycle, ecosystems, biosphere, and natural hazards. From the total of 215 conference
contributions, the 25 most important issues have been selected for this book to high-
light a spectrum of topics associated with climate change and weather extremes and
their impact on different sectors of the national economy.

Most of the presented papers point out that the damage caused by the occurrence
of extreme climate events and its impact on ecosystems seems to have substantially
increased over the past decades. Some of these climate extremes can induce disas-
trous effects. For instance, drought and windstorms can act as promoters of wind
throws and can result in increased population sizes of different kinds of insects. This
in turn can have effects on landscape wild fire occurrence and enhance the vulnera-
bility of ecosystems and their resilience. The vulnerability and the impacts of disas-
ter on ecosystems and society are influenced by many factors. The combination of
methods and knowledge from various academic disciplines provide efficient set of
tools and procedures to reduce the vulnerability of ecosystems by strengthening their
resilience. The contributions reflect the diversity and the interdisciplinary character of
the research concerning the occurrence of natural hazards. Some contributions report
results of research in the fields of severe storms, heavy precipitation and floods, soil
erosion and degradation resulting from the destruction of forest by wild fire as well
as results of modeling the impacts of natural hazards on tree growth.

The editors gratefully acknowledge the enthusiastic support and constructive sug-
gestions made by many colleagues and friends. We express our sincere thanks to all
reviewers of the manuscript.

Katarı́na Střelcová
Csaba Mátyás
Axel Kleidon
Milan Lapin

František Matejka
Miroslav Blaženec

Jaroslav Škvarenina
Ján Holécy



Contents

Part I EXTREME EVENTS, RISKS AND CLIMATE VARIABILITY

What Climate Can We Expect in Central/Eastern Europe by 2071–2100? . . . 3
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Insect Pests as Climate Change Driven Disturbances in Forest Ecosystems . . 165
T. Hlásny and M. Turčáni
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Part IV SOIL AND AGRICULTURE BIOCLIMATOLOGY, NATURAL
HAZARDS AND RESPONSES

Responses of Soil Microbial Activity and Functional Diversity
to Disturbance Events in the Tatra National Park (Slovakia) . . . . . . . . . 251
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st. 1/a, H-1117 Budapest, Hungary, bari@ludens.elte.hu

Juraj Bebej Technical University in Zvolen, Faculty of Forestry, Zvolen, Slovakia,
bebej@vsld.tuzvo.sk

Sylvi Bianchin Technische Universität Bergakademie Freiberg, Interdisciplinary
Environmental Research Centre, Freiberg, Germany, sylvin.bianchin@ioez.tu-
freiberg.de
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Milan Koreň Research Station of the Tatra Nationl Park, State Forest of TANAP,
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Katarı́na Střelcová Technical University in Zvolen, Faculty of Forestry, Zvolen,
Slovakia, strelcov@vsld.tuzvo.sk
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Igantavičius Gytautas Vilnius University, Environmental Studies Centre, Latvia

Tove Heidman Danish Institute of Agricultural Sciences, Department of Agroecol-
ogy, Research Centre Foulum, Denmark
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Part I
EXTREME EVENTS, RISKS AND CLIMATE VARIABILITY



What Climate Can We Expect in Central/Eastern Europe
by 2071–2100?

J. Bartholy, R. Pongrácz, Gy. Gelybó and A. Kern

Keywords Regional climate change · Temperature ·
Precipitation · Central/Eastern Europe · Regional
climate model

Introduction

According to the Fourth Assessment Report of the
Intergovernmental Panel on Climate Change (IPCC)
Working Group I, published on 2 February 2007
(IPCC 2007), the key processes influencing the
European climate can be summarized as follows: (i)
water vapour transport from low to high latitudes has
increased; (ii) variation of atmospheric circulation
has changed on interannual as well as longer time
scales; (iii) snow cover during winter has reduced in the
northeastern part of the continent; (iv) the soil has dried
in summer in the Mediterranean and Central European
regions. For instance, the heat wave in summer 2003 in
Europe can be considered as a consequence of a long
period of anticyclonic weather (Fink et al. 2004), which
coincided with a severe drought in the region (Black
et al. 2004). For Europe, it is likely that the increase
of annual mean temperature will exceed the global
warming rate in the twenty-first century. The largest
increase is expected in winter in northern Europe
(Benestad 2005) and in summer in the Mediterranean
area. Minimum temperatures in winter are very likely
to increase more than the mean winter temperature in
northern Europe (Hanssen-Bauer et al. 2005), while

J. Bartholy (B)
Department of Meteorology, Eötvös Loránd University,
Pazmany st. 1/a, H-1117 Budapest, Hungary
e-mail: bari@ludens.elte.hu

maximum temperature values in summer are likely to
increase more than the mean summer temperature in
southern and Central Europe (Tebaldi et al. 2006). For
precipitation, the annual sum is very likely to increase
in northern Europe (Hanssen-Bauer et al. 2005) and
decrease in the Mediterranean area. Central Europe
is located at the boundary of these large regions.
Different seasonal trends can therefore be expected,
namely, precipitation is likely to increase in winter,
while it decreases in summer. In case of summer
drought events, the risk is likely to increase both in
Central Europe and in the Mediterranean area due
to a decrease in the mean summer precipitation and
an increase in spring evaporation (Pal et al. 2004;
Christensen and Christensen, 2004). As a consequence
of the European warming, the length of the snow
season and the accumulated snow depth are very likely
to decrease over the entire continent (IPCC 2007).

Global climate models (GCMs) are inappropriate to
describe regional climate processes due to their coarse
spatial resolution. GCM outputs may therefore be mis-
leading to compose regional climate change scenarios
for the twenty-first century (Mearns et al. 2001). In
order to determine better estimations for regional cli-
mate parameters, fine resolution regional climate mod-
els (RCMs) can be used. RCMs are limited-area mod-
els nested in GCMs, so the initial and the boundary
conditions of RCMs are provided by the GCM outputs
(Giorgi 1990). Due to computational constrains the do-
main of an RCM does not cover the entire globe, some-
times not even a continent. On the other hand, their
horizontal resolution can be as fine as 5–10 km.

The PRUDENCE (Prediction of Regional scenarios
and Uncertainties for Defining EuropeaN Climate
change risks and Effects) project involved 21 European
research institutes and universities and was completed

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 3
DOI 10.1007/978-1-4020-8876-6 1, c© Springer Science+Business Media B.V. 2009
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in 2004 in the context of the European Union 5th
framework programme. The primary objectives
of PRUDENCE were to provide high-resolution
climate change scenarios of 50 km × 50 km for
Europe for 2071–2100 using dynamical downscaling
methods with RCMs with the reference period
of 1961–1990 and to explore the uncertainty in
these projections (Christensen 2005). Results of the
PRUDENCE project are disseminated widely via
Internet (http://prudence.dmi.dk) and several other
media, and thus, they support socioeconomic and
policy-related research studies and decisions.

In the frame of PRUDENCE project, the follow-
ing sources of climate uncertainty were studied (Chris-
tensen 2005):

1. Sampling uncertainty: Simulated climate is consid-
ered as an average over 30 years (2071–2100, with
a reference period of 1961–1990).

2. Regional model uncertainty: The RCMs use differ-
ent techniques to discretize the differential equa-
tions and to represent physical processes on sub-
grid scales.

3. Emission uncertainty: The RCM runs used two
IPCC-SRES emission scenarios, namely, the A2
and B2. Twenty-two experiments from the PRU-
DENCE simulations considered the A2 scenario,
while only eleven of them used the B2 scenario.

4. Boundary uncertainty: The RCMs were run with
boundary conditions from different GCMs. Most of
the PRUDENCE simulations used the HadAM3H
model as the driving GCM. Only a few of them
used the ECHAM4 model or the ARPEGE model
(Déqué et al. 2005).

Detailed intercomparison and analysis of the results
of the PRUDENCE project is published in a special
issue of the journal Climatic Change edited by Chris-
tensen et al. (May 2007). In this chapter, we focused on
our region, and therefore the regional climate change
projections are summarized for Central/Eastern Europe
using the outputs of all available PRUDENCE simula-
tions. The results of the expected temperature change
by the end of the twenty-first century are discussed, as
well as the expected change of precipitation. More de-
tailed results are presented for Hungary.

Data

The adaptation of RCMs with 10–25 km horizontal
resolution is currently proceeding in the frame of

EU-funded projects: CECILIA (Central and Eastern
Europe Climate Change Impact and Vulnerability
Assessment) and CLAVIER (Climate Change and
Variability: Impact on Central and Eastern Europe).
In Hungary, the Department of Meteorology at the
Eötvös Loránd University (Bartholy et al. 2006a,
2006b) and the Hungarian Meteorological Service
(Horányi 2006) play an active and important role in
regional climate modelling. Since these EU projects
will end in June 2009, results of the RCM experiments
are expected within 1–3 years. However, impact
studies and end-users need and would like to have
access to climate change scenario data much earlier.
In order to fulfil this instant demand with preliminary
information, outputs of the PRUDENCE simulations
are evaluated and can be offered for Central/Eastern
Europe. For the A2 scenario outputs of 16 RCM
experiments, while for the B2 scenario, only outputs
of 8 RCM simulations are available. Since the project
PRUDENCE used only these two emission scenarios,
no other scenario is discussed in this chapter. The A2
scenario projects a very heterogeneous world with an
emphasis on family values and local traditions, while
the B2 scenario considers a world with an emphasis
on local solutions to economic and environmental
sustainability (IPCC 2007). The projected CO2

concentrations may reach 850 ppm (in the A2
scenario) and 600 ppm (in the B2 scenario) by the end
of the twenty-first century (IPCC 2007), which are
more than double of the pre-industrial concentration
level (280 ppm).

Table 1 lists the name of the contributing institutes,
the RCMs, the driving GCMs and the available
scenarios we used in the composite maps. Composite
maps of expected temperature and precipitation change
cover Central/Eastern Europe (44.75◦–55.25◦N,
9.75◦–27.25◦E). The climate projections of PRU-
DENCE are available for the end of the twenty-first
century (2071–2100) using the reference period of
1961–1990.

Temperature Projections
for Central/Eastern Europe

Composite maps of the mean expected seasonal tem-
perature change are shown for both A2 and B2 sce-
narios in Fig. 1. In order to represent the uncertainty
of these composites, standard deviation values of the



What Climate Can We Expect in Central/Eastern Europe by 2071–2100? 5

Table 1 List of RCMs with
their driving GCMs used in
the composite analysis

Institute RCM Driving GCM Scenario

Danish Meteorological
Institute

HIRHAM
HIRHAM

HadAM3H
ECHAM5

A2, B2
A2

HIRHAM high
resolution

HadAM3H A2

HIRHAM extra
high resolution

HadAM3H A2

Hadley Centre of the UK
Met Office

HadRM3P
(ensemble/1)

HadAM3P A2, B2

HadRM3P
(ensemble/2)

HadAM3P A2

ETH (Eidgenössische
Technische Hochschule)

CHRM HadAM3H A2

GKSS (Gesellschaft für
Kernenergieverwertung
in Schiffbau und
Schiffahrt)

CLM
CLM improved

HadAM3H
HadAM3H

A2
A2

Max Planck Institute REMO HadAM3H A2
Swedish Meteorological RCAO HadAM3H A2, B2

and Hydrological Institute RCAO ECHAM4/OPYC B2
UCM (Universidad

Complutense Madrid)
PROMES HadAM3H A2, B2

International Centre for
Theoretical Physics

RegCM HadAM3H A2, B2

Norwegian Meteorological
Inst.

HIRHAM HadAM3H A2

KNMI (Koninklijk
Nederlands
Meteorologisch Inst.)

RACMO HadAM3H A2

Météo–France ARPEGE HadCM3 A2, B2
ARPEGE ARPEGE/OPA B2

RCM model results are also determined and mapped
for all seasons (Fig. 2). Similar to the global and the
European climate change results, larger warming can
be expected for the A2 scenario in Central/Eastern Eu-
rope than for the B2 scenario. The largest tempera-
ture increase is expected in summer, while the small-
est increase in spring. The expected summer warm-
ing ranges in Hungary are 4.5–5.1◦C and 3.7–4.2◦C
for the A2 and B2 scenarios, respectively. In case of
spring, the expected temperature increase in Hungary
is 2.9–3.2◦C (for A2 scenario) and 2.4–2.7◦C (for B2
scenario). On the basis of seasonal standard deviation
fields (Fig. 2), the largest uncertainty of the expected
temperature change occurs in summer for both emis-
sion scenarios.

Figure 3 summarizes the expected mean seasonal
warming for Hungary in case of A2 and B2 scenar-
ios. In general, the expected warming by 2071–2100 is
more than 2.5◦C and less than 4.8◦C for all seasons and
for both scenarios. The expected temperature changes
for the A2 scenario are larger than that for the B2
scenario. The smallest difference is expected in spring
(0.6◦C), while the largest difference is expected in win-

ter (1◦C). The largest temperature increase is expected
in summer, 4.8◦C (A2) and 4.0◦C (B2). The smallest
temperature increase is expected in spring (3.1◦C and
2.5◦C in case of A2 and B2 scenarios, respectively).

In order to evaluate the model performance, the
temperature bias is determined for each RCM output
field using the GCM-driven simulations for the refer-
ence period (1961–1990) and the CRU (Climate Re-
search Unit of the University of East Anglia) database
(New et al. 1999). In general, the RCM simulations
slightly overestimate the temperature in most of the
Central/Eastern European regions; however, small un-
derestimation can be seen in the southwestern part of
the selected domain, at the mountainous areas of the
Alps. The temperature bias does not exceed 1.5◦C.

Similar to the mean temperature, expected seasonal
warming of daily maximum and minimum tempera-
tures is summarized for Hungary in Fig. 4 The largest
warming is expected in summer for both scenarios: in
case of maximum temperature the interval of the ex-
pected increase is 4.9–5.3◦C (A2) and 4.0–4.4◦C (B2),
while in case of minimum temperature these intervals
are 4.2–4.8◦C (A2) and 3.5–4.0◦C (B2). The expected
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Fig. 1 Seasonal temperature
change (◦C) expected by
2071–2100 for
Central/Eastern Europe using
the outputs of 16 and 8 RCM
simulations, A2 (left panel)
and B2 (right panel)
scenarios



What Climate Can We Expect in Central/Eastern Europe by 2071–2100? 7

Fig. 2 Standard deviation of
seasonal temperature change
(◦C) expected by 2071–2100
for Central/Eastern Europe
using the outputs of 16 and 8
RCM simulations, A2 (left
panel) and B2 (right panel)
scenarios
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Fig. 3 Expected seasonal increase of mean temperature (◦C)
for Hungary (temperature values of the reference period, 1961–
1990, represent the seasonal mean temperature in Budapest)

Fig. 4 Expected seasonal increase of daily minimum and maxi-
mum temperatures (◦C) for Hungary (temperature values of the
reference period, 1961–1990, represent the seasonal mean tem-
perature in Budapest)

increase of mean temperature in summer is between the
expected warming of the maximum temperature and
that of the minimum temperature. Summarizing the ex-
pected mean seasonal increase of daily extreme tem-
perature for Hungary, the entire interval of the expected
warming includes values from 2.4 to 5.1◦C, which is
0.4◦C larger than in case of the mean temperature. The
largest temperature increases are expected in summer
for both scenarios, which is not surprising when the
above results are considered. The expected increase of
maximum temperature is generally not smaller than the
expected increase of minimum temperature, winter be-
ing the only exception.

In order to provide a better overview on the spatial
structure of expected temperature changes (both mean
and extremes) for Central/Eastern Europe by the end of
the twenty-first century, Table 2 summarizes the spatial
differences of warming for summer and winter. In sum-
mer, zonal structure of warming (i.e. increasing values
from north to south) can be detected for all parame-
ters. The zonal temperature change difference values
for the entire region exceed 1.4◦C, and in general, they
are larger for the A2 scenario than for the B2 sce-

nario. The largest south–north difference is expected
for maximum temperature, the A2 scenario (1.9◦C).
In winter, generally a meridional structure of warming
is expected (i.e. increasing values from west to east).
Similar to the summer values, the winter temperature
change difference values are larger for the A2 than for
the B2 scenario. The meridional difference values ex-
ceed 1.0◦C (except maximum temperature, in case of
the B2 scenario). The largest difference value is ex-
pected for the minimum temperature, the A2 scenario
(1.8◦C). In spring and autumn, the meridional temper-
ature change difference values are smaller and do not
exceed 0.8◦C and 0.4◦C, respectively.

Precipitation Projections for
Central/Eastern Europe

Similar to the temperature projections, composite
maps of mean expected seasonal precipitation change
(Fig. 5) and standard deviations (Fig. 6) are mapped for
both A2 and B2 scenarios for the 2071–2100 period.
The annual precipitation sum is not expected to change
significantly in this region (Bartholy et al. 2003),
but this does not hold for seasonal precipitation.
According to the results shown in Fig. 5, summer
precipitation is very likely to decrease (also, slight
decrease of autumn precipitation is expected), while
winter precipitation is likely to increase considerably
(somewhat less increase is expected in spring).

In summer, the projected precipitation decrease ex-
ceeds 25% (A2) and 10% (B2). The largest decrease
(exceeding 35% and 10% in case of A2 and B2 scenar-
ios, respectively) is expected at the southern part of the
selected region. In winter, the expected precipitation
increase exceeds 20% (A2) and 15% (B2). The largest
precipitation increase is expected in the Transdanubian
subregion located in Hungary (more than 35% and 20%
in case of A2 and B2 scenarios, respectively). Fur-
thermore, large increase can be expected in the north-
eastern part of the selected region. As the composite
maps of Fig. 5 suggest, the precipitation is expected
to increase in spring in most of the selected region,
except the southernmost subregions. This increase is
somewhat less than the expected increase for winter.
Note that in the eastern part of Central/Eastern Europe,
the expected seasonal change is larger in case of the
B2 than in the A2 scenario (about 10–18% and 5–
8%, respectively). The expected precipitation change
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Table 2 Spatial differences of expected summer and winter
temperature change for Central/Eastern Europe for 2071–2100
(zonal difference is positive in case of increasing change from

north to south, while the meridional difference is positive in case
of increasing change from west to east)

Scenario Summer (J-J-A) Winter (D-J-F)

Mean temperature A2 Zonal: +1.6◦C Meridional: +1.4◦C
B2 Zonal: +1.4◦C Meridional: +1.0◦C

Maximum temperature A2 Zonal: +1.9◦C Meridional: +1.4◦C
B2 Zonal: +1.6◦C Meridional: +0.8◦C

Minimum temperature A2 Zonal: +1.4◦C Meridional: +1.8◦C
B2 Zonal: +1.4◦C Meridional: +1.4◦C

in autumn is between –5% and +5%, which is not
significant for the B2 scenario. For the A2 scenario,
the expected precipitation decrease exceeds 10% in the
eastern part of the selected region. The expected de-
crease is smaller in autumn than in summer. Based on
the seasonal standard deviation values, the largest un-
certainty of precipitation change is expected in sum-
mer, especially in case of the A2 scenario when the
standard deviation of the RCM results exceeds 20% in
the Carpathian basin.

Figure 7 summarizes the expected seasonal change
of precipitation for Hungary for the A2 and the B2
scenarios. Black and grey arrows indicate increase and
decrease of precipitation, respectively. According to
the reference period (1961–1990) the wettest season
was summer, then, less precipitation was observed in
spring, even less in autumn and the driest season was
winter. If the projections are realized then the annual
distribution of precipitation will be totally restructured,
namely, the wettest seasons will be winter and spring
(in this order) for both scenarios. The driest season will
be the summer in case of the A2 scenario and autumn
in case of the B2 scenario. On the basis of the projec-
tions, the annual difference between seasonal precipi-
tation amounts is expected to decrease significantly (by
half) for the B2 scenario (which implies more similar
seasonal amounts), while it is not expected to change
for the A2 scenario (nevertheless, the wettest and the
driest seasons are completely changed).

In order to evaluate the model performance, the pre-
cipitation bias is determined for all the RCM output
fields using the GCM-driven simulations for the refer-
ence period (1961–1990) and the CRU database (New
et al. 1999). The RCM simulations overestimate the
precipitation in most of the Central/Eastern European
region; however, slight underestimation can be seen in
the southwestern part of the region. In Hungary, the
bias does not exceed 15% in absolute values (Bartholy
et al. 2007).

Discussion of Country-Based
Temperature and Precipitation
Projections Relative to 1◦C Global
Warming

The target period of the PRUDENCE simulations
covers the end of the twenty-first century (2071–2100).
Thus, the above results presented for Central/Eastern
Europe provide climate projections for this period. On
the other hand, impact studies would require regional
climate change scenarios for earlier periods, preferably
for the next few decades. The only information source
currently available with fine (i.e. 50 km) horizontal
resolution for all the European countries is a special
comprehensive assessment based on the PRUDENCE
simulations (Christensen 2005). This country-based
analysis is conducted for both the mean temperature
values and the precipitation amounts. In order to avoid
the specific characteristics of the A2 or B2 scenario,
a pattern-scaling technique has been applied, in which
the changes are expressed relative to a 1◦C global
warming. Uncertainties in the estimates of projected
changes are due to the use of different GCMs and
RCMs as well as natural variability. As a result, mean
and standard deviation of 25 estimates of temperature
and precipitation change are provided for each country.
Furthermore, these main statistical parameters are used
to fit a normal probability distribution function for the
projected change. Table 3 summarizes the mean, the
standard deviation, the 5th and the 95th percentiles
of the annual, the winter and the summer projected
temperature changes for the Central/Eastern European
countries. Table 4 summarizes the same in case of
precipitation.

For annual and seasonal temperature changes
(Table 3) the expected increase in the Central/Eastern
European countries is larger than the global 1◦C
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Fig. 5 Seasonal precipitation
change (%) expected by
2071–2100 for
Central/Eastern Europe using
the outputs of 16 and 8 RCM
simulations, A2 and B2
scenarios
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Fig. 6 Standard deviation of
seasonal precipitation change
(%) expected by 2071–2100
for Central/Eastern Europe
using the outputs of 16 and 8
RCM simulations, A2 and B2
scenarios
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Table 3 Statistical characteristics of expected increase of temperature (◦C) for Central/Eastern European countries relative to 1◦C
global warming using 25 RCM simulations (Christensen 2005)

Year Winter (D-J-F) Summer (J-J-A)

Country Mean ± SD 5th and 95th
percentiles

Mean ± SD 5th and 95th
percentiles

Mean ± SD 5th and 95th
percentiles

Czech Republic 1.3 ± 0.4 0.6–2.0 1.3 ± 0.4 0.6–1.9 1.5 ± 0.6 0.5–2.4
Hungary 1.4 ± 0.3 0.9–1.9 1.3 ± 0.3 0.8–1.9 1.7 ± 0.4 1.0–2.4
Poland 1.3 ± 0.3 0.8–1.8 1.3 ± 0.3 0.8–1.8 1.3 ± 0.4 0.6–2.0
Slovakia 1.4 ± 0.4 0.7–2.0 1.3 ± 0.4 0.7–1.9 1.6 ± 0.6 0.6–2.5
South Germany 1.3 ± 0.4 0.6–2.0 1.1 ± 0.4 0.5–1.7 1.6 ± 0.6 0.6–2.5
North Germany 1.2 ± 0.4 0.6–1.8 1.1 ± 0.4 0.5–1.8 1.3 ± 0.5 0.6–2.0

warming, which implies that this region is quite
sensitive to the global environmental change. In
general, the projected mean summer regional warming
(1.3–1.7◦C) is larger than the mean annual temperature
increase (1.2–1.4◦C), while the expected mean winter
(1.1–1.3◦C) warming is smaller than that. In case of
Poland, the expected temperature increases are equal
for summer and for winter, which are also equal to
the projected annual warming (1.3◦C). In the Czech
Republic, the expected summer warming (1.5◦C) is
larger than the projected temperature increase in winter
(1.3◦C) and in the whole year (1.3◦C). The largest
standard deviation values are expected in summer,
while the winter and the annual values are equal in
case of all Central/Eastern European countries. The
5th percentiles of the expected regional warming are
between 0.5 and 1.0◦C. The 95th percentiles of the
projected annual temperature increase are between 1.8
and 2.0◦C, and for winter and summer 1.7–1.9◦C and
2.0–2.5◦C, respectively.

According to the results presented in Table 4, the
annual amount of precipitation in the Central/Eastern
European countries is not expected to change signifi-
cantly. The mean values are between −0.6 and +0.7%,
and the standard deviation values are less than 2.4%.
On the other hand, considerable precipitation decrease

Fig. 7 Expected seasonal change of mean precipitation (mm)
for Hungary (increasing or decreasing precipitation is also in-
dicated in percent). Precipitation values of the reference period,
1961–1990, represent the seasonal mean precipitation amount in
Budapest

by 4.0–8.2% and increase by 4.5–9.0% are projected
for the summer and winter seasons, respectively. These
results confirm the conclusions drawn from the precip-
itation maps in the previous section, which implies that
the expected shift in the annual distribution of precipi-
tation starts quite early, that is when the global warm-
ing reaches 1◦C.

Conclusions

On the basis of our research results shown in this chap-
ter, the following conclusions can be drawn:

Table 4 Statistical characteristics of expected increase of precipitation (%) for Central/Eastern European countries relative to 1◦C
global warming using 25 RCM simulations (Christensen 2005)

Year Winter (D-J-F) Summer (J-J-A)

Country Mean± SD 5th and 95th
percentiles

Mean ± SD 5th and 95th
percentiles

Mean ± SD 5th and 95th
percentiles

Czech Republic +0.1 ± 2.0 –3.5–3.5 +4.5 ± 3.3 –0.9–10.0 –4.9 ± 5.2 –13.4–3.6
Hungary –0.3 ± 2.2 –3.9–3.4 +9.0 ± 3.7 3.0–15.0 –8.2 ± 5.3 –16.9–0.5
Poland +0.7 ± 2.1 –2.6–4.1 +6.0 ± 3.5 0.2–11.8 –4.0 ± 4.9 –12.0–4.1
Slovakia –0.6 ± 2.4 –4.5–3.3 +7.5 ± 4.4 0.3–14.8 –7.3 ± 5.8 –16.8–2.2
South Germany –0.3 ± 1.6 –2.8–2.3 +5.1 ± 2.9 0.3– 9.9 –6.4 ± 4.7 –14.0–1.3
North Germany +0.3 ± 1.7 –2.7–2.9 +6.0 ± 4.1 –0.7–12.6 –7.3 ± 4.9 –15.4–0.9
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� Expected seasonal temperature increase for Cen-
tral/Eastern Europe for the A2 scenario is larger
than for the B2 scenario, which is in good agree-
ment with the expected global and European cli-
mate change results (IPCC 2007). The largest and
the smallest warming are expected in summer and
in spring, respectively.

� In summer, a zonal structure of projected warm-
ing with increasing values from north to south can
be expected for all temperature parameters, while
in winter, a meridional structure of warming is ex-
pected with increasing values from west to east.
In spring and autumn, the spatial difference values
of projected temperature change are much smaller;
they do not exceed 0.8◦C and 0.4◦C, respectively.

� In the reference period of 1961–1990, the RCM
simulations slightly overestimate the temperature
in most of the Central/Eastern European region. A
small region of underestimation can be seen in the
southwestern part of the selected domain, at the
mountainous areas of the Alps. The temperature
bias does not exceed 1.5◦C.

� In Hungary, for all the four seasons and for both
scenarios, the expected warming by 2071–2100 is
between 2.5 and 4.8◦C. The largest temperature
increase is projected for summer, 4.8◦C (A2) and
4.0◦C (B2), and the smallest seasonal warming is
expected in spring, 3.1◦C (A2) and 2.5◦C (B2). The
smallest difference between the A2 and B2 scenar-
ios is projected for spring (0.6◦C), while the largest
is projected for winter (1◦C).

� The largest increase of maximum and minimum
temperatures in Hungary is expected in summer
for both scenarios. For maximum temperature, the
interval of the expected warming is 4.9–5.3◦C (A2)
and 4.0–4.4◦C (B2). For minimum temperature,
these intervals are 4.2–4.8◦C (A2) and 3.5–4.0◦C
(B2). In general, the expected increase of maximum
temperature is not smaller than the expected
increase of minimum temperature with the
exception of the winter season.

� The annual precipitation sum is not expected to
change significantly in the Central/Eastern Euro-
pean region, but this does not hold for seasonal pre-
cipitation sums. Summer precipitation is very likely
to decrease; furthermore, slight decrease of autumn
precipitation is expected. On the other hand, winter
precipitation is likely to increase considerably, and
slight increase in spring is also expected.

� The projected summer precipitation decrease
in Hungary is 24–33% (A2) and 10–20% (B2),
while the expected winter precipitation increase is
23–37% (A2) and 20–27% (B2).

� In case of Hungary, the wettest season was summer,
while the driest season was winter in the reference
period (1961–1990). If the projections are realized
then the annual distribution of precipitation will be
totally restructured: namely, the wettest season is
found in winter in both scenarios; the driest season
is found in summer in the A2 scenario and in au-
tumn in the B2 scenario.
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Introduction

Regional climatological effects of global warming may
be recognized not only in shifts of mean temperature
and precipitation but also in the frequency and
intensity changes of different climate extremes. A
joint WMO-CCl (World Meteorological Organization
Commission for Climatology)/CLIVAR (a project of
the World Climate Research Programme addressing
Climate Variability and Predictability) working group
formed in 1998 on climate change detection (Karl
et al. 1999); one of its task groups aimed to identify
climate extreme indices (Peterson et al. 2002) and
completed a climate extreme analysis on all parts
of the world where appropriate data were available
(Frich et al. 2002). The main results of this working
group appeared in the IPCC Assessment Reports
(2001, 2007). Klein Tank and Können (2003) analyzed
extreme climate indices on continental scale for
Europe (86 and 151 stations were used in case of
temperature and precipitation time series, respectively)
for the second half of the twentieth century. Their
results give a general overview on the European scale
but they are not detailed enough for the Carpathian
basin. In this chapter, trend analysis of extreme
temperature and precipitation indices is discussed for
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the Carpathian basin for both the past few decades and
for the last decades of the twenty-first century.

The next section of this chapter presents the
database and the definition of the extreme climate
indices. Then, the Detected Trend of Extreme Climate
Indices for the Carpathian Basin section discusses the
trend analysis of extreme temperature and precipitation
indices detected in the Carpathian basin in the second
half of the twentieth century. The Future Trends of
Extreme Climate Indices for the Carpathian Basin
section compares the extreme climate indices for the
periods 1961–1990 and 2071–2100 using simulated
daily temperature and precipitation datasets. Finally,
Conclusions section discusses the main findings of this
chapter.

Data and Methodology

In order to compile a global climate database suitable
for extreme analysis, the WMO-CCl/CLIVAR task
group on extreme indices contacted the national me-
teorological services and collected daily precipitation,
minimum, maximum, and mean temperature time
series for the period 1946–1999. In addition to the
datasets from the national meteorological services,
further data sources, namely, the National Oceanic and
Atmospheric Administration (NOAA) and National
Climatic Data Center (NCDC) datasets (Peterson
and Vose 1997), the European Climate Assessment
Dataset (ECAD) (Klein Tank et al. 2002b), and daily
meteorological time series for Australia (Trewin 1999),
have been included. All these datasets have been
quality controlled and adjusted for inhomogeneities.
Then, in order to accept a given observation station,
the following general criteria have been used: (i) from

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 15
DOI 10.1007/978-1-4020-8876-6 2, c© Springer Science+Business Media B.V. 2009
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the entire 1946–1999 period data must be available
for at least 40 years, (ii) missing data cannot be more
than 10%, (iii) missing data from each year cannot
exceed 20%, and (iv) in each year, more than 3 months
consecutive missing values are not allowed.

The WMO-CCl/CLIVAR task group decided to map
station data instead of gridded database since extreme
events (e.g., local floods and droughts, heat waves, lo-
cal cold spells) often occur on local scale, but on the
other hand, they are all important part of global cli-
mate patterns, which could disappear in case of a spa-
tial data interpolation. Therefore, maps showing the de-
tected trends and presented in this chapter use similar
technique applying station-based analysis. Since sim-
ulations of regional climate models (RCMs) use and
result in gridded datasets, in case of analyzing the ex-
pected future tendencies, we used grid-based maps.

For the evaluation of recent tendency of climate,
extreme indices in the Carpathian basin 32 meteoro-
logical stations have been used (Fig. 1). Datasets for
21 Hungarian stations were provided by the Hungarian
Meteorological Service, while datasets for 11 stations
located in the neighboring countries are freely avail-
able via Internet from the ECAD (Klein Tank 2003).
Two basic constraints are taken into account during the
selection of the stations: (i) covering the area of the
Carpathian basin with the best spatial homogeneity and
the best representation of the main climatic subregions,
(ii) minimal number of missing data.

Our datasets are compiled for 1901–2001. However,
our previous analyses (Pongrácz and Bartholy 2000)
suggest that precipitation and temperature tendencies
of the last quarter of the twentieth century and the
second half of the century are significantly different.
Because of this and due to the limited temporal extent
of the time series, the analysis presented in this chap-
ter for the Carpathian basin has been accomplished for
1946–2001.

Table 1 lists the main extreme precipitation and
temperature indices (12 and 14, respectively) that the
WMO-CCl/CLIVAR task group identified and sug-
gested for global and regional climate extreme analy-
sis. Indices listed in Table 1 include a few precipitation-
related parameters, which do not indicate extreme
conditions. They belong to the index type annual num-
ber of precipitation days exceeding a given threshold
(i.e., 5, 1, 0.1 mm). We accomplished the trend analysis
for these latter indices, because they add important
characteristics to regional precipitation conditions.

Detected Trend of Extreme Climate
Indices for the Carpathian Basin

First, extreme climate indices related to daily tempera-
ture values are analyzed. On the basis of our previous
study of time series of mean and extreme temperature
parameters for the Carpathian basin, a strong warming
tendency was detected from the middle of the 1970s
(Pongrácz and Bartholy 2000). Therefore, the entire
1961–2001 period has been separated into two subpe-
riods, namely, 1961–1975 and 1976–2001. The trend
analysis has been accomplished for these subperiods
(Bartholy and Pongrácz 2006).

Summary of the trend analysis of the extreme
temperature indices is presented in Fig. 2. The
distribution of the trend coefficients, determined for
each station, can be seen. The whisker plot diagrams
provide statistical characteristics of the decadal trends
for each extreme temperature index, for the two
subperiods (1961–1975 and 1976–2001). Opposite
sign of trend coefficients may indicate warming and
cooling tendencies. For instance, negative coefficients
of the number of cold days (T×10) and positive
coefficients of the number of hot days (T×30GE)
both indicate warming climate. Therefore, warming
and cooling tendencies are indicated by different
background colors (gray and white, respectively). In
case of the intra-annual extreme temperature range
(ETR) index, hatched background is used since the
sign of the trend coefficient is not directly connected
to a warming or cooling tendency.

According to the results, warming trends are
detected in the first subperiod in case of extreme
indices indicating negative temperature extremes (i.e.,
T×10, Tn10, FD, T×0LT, Tn−10LT), while cooling
trends are detected in case of positive temperature
extremes (i.e., HWDI, T×90, SU, T×30GE, T×35GE,
Tn20GT). In case of Tn90, the regional mean trend
coefficient is not significant, both warming and cooling
trends have been detected. In the last quarter of the
twentieth century, warming tendencies are dominant.
Warming trend is detected in case of nine indices,
namely, HWDI, T×90, Tn10, Tn90, SU, T×30GE,
T×35GE, Tn20GT, Tn−10LT, while the regional
mean trend coefficient is not significant in case of
T×10, FD, and T×0LT.

In this chapter, detailed analysis is presented for the
last quarter of the twentieth century when the largest
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Table 1 Definition and idicator of extreme climate indices

Number Indicator
(ECAD)

Definition of the extreme index Unit

1 CDD Maximum number of consecutive dry days
(when Rday < 1 mm)

Day

2 R×1 Highest 1-day precipitation amount mm
3 R×5 The greatest 5-day rainfall total mm
4 SDII Simple daily intensity index (total precipitation

sum/total number of days when Rday ≥ 1 mm)
mm/day

5 R95T Fraction of annual total rainfall due to events
above the 95th percentile of the daily
precipitation in the base period 1961–1990
(
∑

Rday/Rtotal, where
∑

Rday indicates the
sum of daily precipitation exceeding R95%)

%

6 R95 Number of very wet days (Rday > R95%, where
R95% indicates the 95th percentile of the daily
precipitation in the base period 1961–1990)

Day

7 R75 Number of moderate wet days (Rday > R75%,
where R75% indicates the upper quartile of the
daily precipitation in the base period
1961–1990)

Day

8 RR20 Number of very heavy precipitation days (when
Rday ≥ 20 mm)

Day

9 RR10 Number of heavy precipitation days
(Rday ≥ 10 mm)

Day

10 RR5 Number of precipitation days exceeding a given
threshold (Rday ≥ 5 mm)

Day

11 RR1 Number of precipitation days exceeding a given
threshold (Rday ≥ 1 mm)

Day

12 RR0.1 Number of precipitation days exceeding a given
threshold (Rday ≥ 0.1 mm)

Day

13 ETR Intra-annual extreme temperature range
(difference between the observed maximum
and minimum temperatures, Tmax − Tmin)

◦C

14 GSL Growing season length (start: when for > 5 days
T > 5◦C, end: when for > 5 days T < 5◦C)

Day

15 HWDI Heat wave duration index (for minimum 5
consecutive days Tmax = T N

max + 5◦C, where
T N

max indicates the mean Tmax for the base
period 1961–1990)

Day

16 T×10 Cold days (percent of time when Tmax < 10th
percentile of daily maximum temperature
based on the base period 1961–1990)

Day

17 T×90 Warm days (percent of time when Tmax > 90th
percentile of daily maximum temperature
based on the base period 1961–1990)

Day

18 Tn10 Cold nights (percent of time when Tmin < 10th
percentile of daily minimum temperature
based on the base period 1961–1990)

Day

19 Tn90 Warm nights (percent of time when Tmin > 90th
percentile of daily minimum temperature
based on the base period 1961–1990)

Day

20 FD Number of frost days (Tmin < 0◦C) Day
21 SU Number of summer days (Tmax > 25◦C) Day
22 T×30GE Number of hot days (Tmax ≥ 30◦C) Day
23 T×35GE Number of extremely hot days (Tmax ≥ 35◦C) Day
24 Tn20GT Number of hot nights (Tmin > 20◦C) Day
25 T×0LT Number of winter days (Tmax < 0◦C) Day
26 Tn−10LT Number of severe cold days (Tmin < −10◦C) Day
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Fig. 2 Distribution of decadal trend coefficients of extreme tem-
perature indices for the Carpathian basin. For each index warm-
ing and cooling tendencies are indicated by gray and white back-

ground, respectively. In case of the ETR, hatched background
indicates that the sign of the trend coefficient is not directly in-
dicative of a warming or cooling tendency

changes occurred. The daily maximum temperature of
summer may be indicated by three extreme indices
(i) number of summer days (SU, Tmax > 25◦C), (ii)
number of hot days (T×30GE, Tmax ≥ 30◦C), and
(iii) number of extremely hot days (T×35GE, Tmax ≥
35◦C). Increasing trend coefficients of these indices
are detected during the entire 1961–2001 period, and
the 1976–2001 subperiod, while they are decreasing in
the 1961–1975 subperiod. Figure 3 presents the maps
containing the trend coefficients of extreme indices
SU and T×30GE in the Carpathian basin in the last
26 years. Circles represent decadal trend coefficients
of the meteorological stations (using the base period
1961–1990). Black and gray circles indicate increas-
ing and decreasing tendencies, respectively, while cir-
cle size depends on the intensity of these positive or
negative trends. According to the results, no decreas-
ing tendency can be identified in either map shown in
Fig. 3. Large positive trend coefficients dominate both
the numbers of summer and hot days, with more than 6
days per decade, in general. These positive trend coef-
ficients are significant at 95% level. Tendency analysis
map of the extreme index T×35GE is not presented in
this chapter, since the frequency of this event is quite

small, however, the trend coefficients are similar to
those shown in case of the SU and T×30GE.

Based on the above results, analysis of the extreme
temperature indices suggests that similar to the global
(Frich et al. 2002) and European trends (Klein Tank
et al. 2002a), the regional climate of the Carpathian
basin tended to be warmer in the last four decades.

In the second part of this section, extreme precipi-
tation indices are analyzed for the second half of the
twentieth century (1946–2001), and for the last quar-
ter of the twentieth century (1976–2001). Results of
the trend analysis are summarized in Table 2 for these
two subperiods. When similar changes are detected for
all stations located in the Carpathian basin, only one
“+” or “−” sign indicates the tendency. In case of
different tendencies of the western and eastern parts
of the selected region, “− +” or “+ −” signs can be
found in the table. The detected regional mean trend
coefficients for the 1976–2001 subperiod are signifi-
cant at 95% level, except the indices SDII and RR5.
In case of the entire 1946–2001 period, only four pre-
cipitation indices exhibit significant regional mean ten-
dency, namely, the consecutive dry days (CDD), R×5,
RR1, and RR0.1. In separate columns the numbers in-
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Fig. 3 Increasing tendency of the number of summer days (SU,
Tmax > 25◦C) and hot days (T×30GE, Tmax ≥ 30◦C) in the
Carpathian basin during the last quarter of the twentieth century.

Trend coefficients greater than 0.4 in absolute value are signifi-
cant at 95% level

dicate the stations where the decadal trend coefficients
are significant at 95% level. Note that the numbers
of stations used in the trend analysis are different in
case of periods 1946–2001 and 1976–2001 (26 and 31,
respectively). On the basis of the analysis of tendency
maps (Bartholy and Pongrácz 2005a), only some of the
extreme indices can be characterized by homogeneous
positive or negative trends for both periods. Most of the
extreme precipitation indices increased considerably in
the Carpathian basin by the end of the twentieth cen-
tury. Positive trends were detected mostly in the last
26 years. The strongest increasing tendencies appear in
case of extreme indices indicating very intense or large
precipitation (i.e., R95T, RR20, R75, R95).

Summarizing the results of trend analysis, it can be
concluded (Bartholy and Pongrácz 2007) that although
in general, precipitation occurred more rarely in the
Carpathian basin (RR1, RR0.1) but the ratio of heavy
or extreme precipitation days (RR20, RR10, R95, R75,
R95T) increased considerably by the end of the twen-
tieth century.

As an example, maps of decadal trend coefficients
of annual number of very wet days (R95) are presented
in Fig. 4 for 1946–2001 and 1976–2001. Based on
the tendency analysis of the entire European continent
(Klein Tank et al. 2002a), frequency of very wet days
increased during the last quarter of the twentieth cen-
tury in the northern stations, while they became less

Table 2 Summary of trend
analysis of extreme
precipitation indices for the
Carpathian basin for the
periods 1946–2001 and
1976–2001 (based on 26 and
31 stations, respectively).
Signs in parentheses indicate
regional mean trend
coefficients being not
significant at 95% level.
Numbers indicate the stations
with detected trend
coefficients significant at
95% level

1946–2001 1976–2001

Extreme
index

Sign of regional
trend coefficient

Stations with
significant trend
coefficient

Sign of regional
trend coefficient

Stations with
significant trend
coefficient

CDD + 22 − 28
R×1 (−+) 22 − 27
R×5 − 21 + − 28
SDII (+) 2 (+) 8
R95T (+) 21 + 28
R95 (− +) 4 + 20
R75 (−) 15 + 25
RR20 (− +) 9 + 26
RR10 (− +) 19 + 23
RR5 (−) 16 (−) 23
RR1 − 25 − 29
RR0.1 − 22 − 30
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Fig. 4 Tendency of annual number of very wet days (R95) in the Carpathian basin during the last quarter of the twentieth century.
Trend coefficients greater than 0.3 in absolute value are significant at 95% level of confidence

frequent in the Mediterranean region. The Carpathian
basin is located in the border of the northern and the
Mediterranean regions; however, our detailed regional
analysis suggests that the trend coefficients are positive
similar to the northern European stations. The entire
Carpathian basin can be characterized by a strong pos-
itive trend in the last 26 years (right panel of Fig. 4),
while in the second half of the twentieth century in
most of the stations the trend coefficients are not sig-
nificant (left panel of Fig. 4).

After summarizing the past extreme climate trends
for the Carpathian basin, they will be compared to the
expected future trends based on climate simulation for
the 2071–2100 period in the next section.

Future Trends of Extreme Climate Indices
for the Carpathian Basin

In order to compare the past and future trends of
the extreme climate indices for the Carpathian basin,
simulated daily values of meteorological variables are
obtained from the RCM outputs of the Swiss Federal
Institute of Technology Zurich (Eidgenössische
Technische Hochschule Zürich, ETHZ) in the frame
of the completed EU project Prediction of Regional
scenarios and Uncertainties for Defining EuropeaN
Climate change risks and Effects (PRUDENCE).
Results of the project PRUDENCE (Christensen
2005) are disseminated widely via Internet and
several other media. The primary objectives

of PRUDENCE were to provide high-resolution
(50 km × 50 km) climate change scenarios for Europe
for 2071–2100 (Christensen and Christensen 2007)
using dynamical downscaling methods with RCMs
(using the reference period 1961–1990). ETHZ
used the climate high-resolution model (CHRM)
RCM (Vidale et al. 2003) with 50 km horizontal
resolution, for which the boundary conditions were
provided by the HadAM3H/HadCM3 (Rowell 2005)
global climate model of the UK Met Office. The
simulations were accomplished for present-day
conditions using the reference period 1961–1990
(the model performance of CHRM is analyzed by
Jacob et al. 2007) and for the future conditions in
2071–2100 using scenario A2. According to this
scenario, fertility patterns across regions converge
very slowly resulting in continuously increasing
world population. Economic development is primarily
regionally oriented, per capita economic growth and
technological changes are fragmented and slow. The
projected CO2 concentration may reach 850 ppm by
the end of the twenty-first century (IPCC 2007), which
is about three times the pre-industrial concentration
level (280 ppm).

Extreme temperature indices are compared in
Table 3 for the reference period and the last three
decades of the twenty-first century. The annual values
are calculated as an average of 10 representative grid
points located in Hungary (Bartholy et al. 2007b). It
can be seen that negative extremes are expected to
decrease, while positive extremes tend to increase
significantly. Both imply regional warming in the
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Table 3 Comparison of
extreme temperature indices
in the reference period
(1961–1990) and in case of
the A2 scenario (2071–2100)
based on the daily outputs of
the RCM of ETHZ

Extreme temperature index Reference period
(1961–1990)

A2 scenario
(2071–2100)

Expected
change

Detected
trend
(1961–
2001)

T×10: Cold days
(Tmax < Tmax,10%,1961−1990)

36 days/year 10 days/year −72% −

T×90: Warm days
(Tmax > Tmax,90%,1961−1990)

36 days/year 78 days/year +116% +

Tn10: Cold nights
(Tmin < Tmin,10%,1961−1990)

36 days/year 9 days/year −76% −

Tn90: Warm nights
(Tmin > Tmin,90%,1961−1990)

36 days/year 79 days/year +120% +

FD: Frost days
(Tmin < 0◦C)

74 days/year 26 days/year −65% −

SU: Summer days
(Tmax > 25◦C)

98 days/year 136 days/year +39% +

T×30GE: Hot days
(Tmax ≥ 30◦C)

47 days/year 90 days/year +91% +

T×35GE: Extremely hot days
(Tmax ≥ 35◦C)

13 days/year 45 days/year +250% +

Tn20GT: Hot nights
(Tmin > 20◦C)

5 days/year 36 days/year +625% +

T×0LT: Winter days
(Tmax < 0◦C)

24 days/year 6 days/year −75% −

Tn−10LT: Severe cold days
(Tmin < −10◦C)

8 days/year 1 days/year −83% −

Carpathian basin. The largest increase due to this
warming trend can be expected in case of hot days
(T×30GE), warm days (T×90), warm nights (Tn90),
extremely hot days (T×35GE), and hot nights
(Tn20GT) by +91%, +116%, +120%, +250%, and
+625%, respectively. Expected changes of all the
temperature indices are completely consistent with the
detected trend in the 1961–2001 period (Bartholy and
Pongrácz 2005b).

Among the extreme temperature indices, the num-
ber of frost days (FD) and the number of summer days
(SU) are selected to illustrate the spatial distribution
of the index values both in the reference period (upper
map) and in the last three decades of the twenty-first
century (center map) in Figs. 5 and 6, respectively. In
both cases the orography is the main factor determin-
ing the spatial patterns of the extreme indices. In the
higher elevated mountainous areas (in the range of the
Carpathians and in the eastern foothills of the Alps),
the annual number of FD exceeds 120 in the reference
period, while it is expected to decrease to only about
80 days per year. In the lower elevated areas of Hun-
gary, FD was about 60–80 days in each year on aver-
age, which is likely to decrease to 10–40 days by the
end of the twenty-first century resulting in a decrease

by 60–70% in the country (lower map of Fig. 5). Ac-
cording to the ETHZ model simulations, the decrease
of FD is expected to be smaller in the northern part of
Hungary (about 60%) than in the southern subregions
(about 70%).

In case of the annual number of SU similar patterns
can be identified. In 1961–1990, SU was about 80–105
days per year on average in Hungary, and it is expected
to increase to 120–145 days by 2071–2100 in case of
the A2 scenario. The smallest increase (35%) is pro-
jected in the southeastern part of the country, while in
the northwestern border the increase may exceed 60%
(lower map of Fig. 6). In the higher elevated moun-
tainous subregions, the expected increase of the SU is
larger than 150%.

Similar analysis is presented in Table 4 for the
extreme precipitation indices. Expected changes
of annual indices are generally consistent with the
detected trends in the last quarter of the twentieth
century. However, the expected regional increase
or decrease is usually small (not exceeding 15% in
absolute value). Much larger positive and negative
changes are projected in January and in July,
respectively, on the basis of the RCM simulations in
case of the A2 scenario. The only exception is the
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Fig. 5 Expected change of
annual number of frost days
(FD) in case of the A2
scenario (2071–2100)
compared to the reference
period (1961–1990), maps
are determined using daily
minimum temperature values
of the RCM of ETHZ

CDD but this is the only precipitation index, which
is related to drought instead of rainfall. Therefore,
the opposite signs of the projected CDD changes
are consistent with the expected regional changes
of the other precipitation indices. These results
suggest that the climate tends to be wetter in January
and drier in July in the Carpathian basin (Bartholy
et al. 2007a). Since the projected increases of the

RR20, RR10, and R95 (these indices describe very
extreme precipitation events) exceed 50% in January,
and the expected increases of RR0.1 or RR1 (these
indices are not related to extreme precipitation) do
not reach 15%, the extreme precipitation events are
expected to become more intense and more frequent in
January. Furthermore, drought is projected to become
more intense in July by the end of the twenty-first
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Fig. 6 Expected change of
annual number of SU in case
of the A2 scenario
(2071–2100) compared to the
reference period
(1961–1990), maps are
determined using daily
maximum temperature values
of the RCM of ETHZ

century. This can be derived from the robust decrease
of precipitation indices and the increase of CDD.
The largest decrease rates (exceeding 35%) in July
are expected in case of the RR0.1, RR1, R75, R95,
and RR5.

Detailed comparison of the decadal monthly num-
bers of precipitation days exceeding 5 mm (RR5) in

the periods 1961–1990 and 2071–2100 is shown in
Fig. 7 for January and for July using the index val-
ues determined for the 10 selected grid points (each
of them is assigned to one of the meteorological sta-
tions located in the vicinity of the grid point). Regional
average changes of the RR5 are −2% (in case of the
entire year), +38% (in January), and −39% (in July).
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Table 4 Comparison of extreme precipitation indices in the ref-
erence period (1961–1990) and in case of the A2 scenario (2071–
2100) based on the daily outputs of the RCM of ETHZ. In case of

the detected trends, signs in parentheses indicate regional mean
coefficients being not significant at 95% level

Extreme precipitation index Reference
period
(1961–1990)

A2 scenario
(2071–2100)

Expected change Detected trend
(1976–2001)

Annual January July

CDD (Rday < 1 mm) 159 days/year 176 days/year +10% −27% +26% −
R×1(Rmax) 147 mm 156 mm +6% +27% −17% −
R×5 (Rmax,5days) 251 mm 252 mm +0.3% +18% −24% +
SDII (Ryear /RR1) 68 mm 72 mm +7% +15% −5% (+)
R95 (Rday ≥ R95%,1961−1990) 18 days/year 19 days/year +6% +55% −39% +
R75 (Rday ≥ R75%,1961−1990) 90 days/year 77 days/year −14% +13% −46% +
RR20 (Rday ≥ 20 mm) 2 days/year 3 days/year +37% +308% −5% +
RR10 (Rday ≥ 10 mm) 11 days/year 12 days/year +13% +89% −28% +
RR5 (Rday ≥ 5 mm) 29 days/year 28 days/year −2% +38% −39% (−)
RR1 (Rday ≥ 1 mm) 77 days/year 67 days/year −13% +13% −45% −
RR0.1 (Rday ≥ 0.1 mm) 133 days/year 114 days/year −15% +9% −47% −

Although the annual number is not expected to change
significantly in any grid point, but the seasonal distri-
bution of RR5 may change very much. The RR5 in
January is projected to become about 3–4 times of the
RR5 in July.

The difference between the expected changes of
RR1 and RR10 is illustrated in Fig. 8 using annual
and monthly (January and July) grid point values of
the indices. Blue circles in the maps indicate expected

decrease, while yellow and red circles imply expected
increase. The size of the circles corresponds to the
magnitude of the expected changes. In case of the an-
nual change, the expected decreasing rate in the coun-
try is about 10–20% in RR1, while the increasing rate
of RR10 between 2071–2100 and 1961–1990 is ex-
pected to vary between 0 and 40% in Hungary. The
largest changes of RR1 are projected in July, namely,
40–60% increase by the end of the twenty-first cen-

Fig. 7 Comparison of
monthly number of
precipitation days exceeding
5 mm (RR5) in January and
in July, in the reference
period (1961–1990, CTL)
and in case of the A2 scenario
(2071–2100) based on the
daily precipitation outputs of
the RCM of ETHZ
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Fig. 8 Expected change of
annual and monthly number
of precipitation days
exceeding 1 and 10 mm (RR1
and RR10, respectively) in
case of the A2 scenario
(2071–2100) compared to the
reference period
(1961–1990). Maps are
determined using simulated
daily precipitation amounts of
the RCM of ETHZ

tury. Opposite changes (0–40% increase) can be ex-
pected in January. The largest changes of RR10 are
expected in January, the projected decrease exceeds
60% in most of the grid points. In July, in general,
about 10–60% decrease is expected, except the south-
eastern part of the country where the expected increase
exceeds 40%.

Conclusions

Analysis of extreme temperature and precipitation
indices (according to the suggestions of the WMO-
CCl/CLIVAR working group) is presented in this
chapter for the second half of the twentieth century
and for the last three decades of the twenty-first
century (using the A2 scenario). Based on the results,
the following conclusions can be drawn for the
Carpathian basin:

1. Warming trends are detected in 1961–1975
in case of extreme indices indicating negative
temperature extremes (i.e., T×10, Tn10, FD,

T×0LT, Tn–10LT), while cooling trends are
detected in case of positive temperature extremes
(i.e., HWDI, T×90, SU, T×30GE, T×35GE,
Tn20GT).

2. Detected trends of the extreme temperature indices
imply significant regional warming in 1976–2001.

3. Analysis of simulated daily temperature datasets
suggests that the detected regional warming is ex-
pected to continue in the Carpathian basin by 2071–
2100. The negative temperature extremes are pro-
jected to decrease, while positive extremes tend
to increase significantly. The largest increase due
to the regional warming trend can be expected in
case of the T×30GE, T×90, Tn90, T×35GE, and
Tn20GT by +91%, +116%, +120%, +250%, and
+625%, respectively.

4. In case of the entire 1946–2001 period, only four
precipitation indices (i.e., CDD, R×5, RR1, RR0.1)
exhibit significant regional mean trend, which im-
ply increasing aridity in the region.

5. In 1976–2001, precipitation occurred more rarely
in the Carpathian basin (which is indicated by the
decreasing trends of the RR1 and RR0.1), but the
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ratio of heavy or extreme precipitation days (RR20,
RR10, R95, R75, R95T) increased considerably.

6. Expected changes (for 2071–2100) of annual pre-
cipitation indices are small, but generally consistent
with the detected trends in 1976–2001.

7. Large positive and negative changes of monthly pre-
cipitation indices are projected in January and in
July, respectively. Projected increase of very ex-
treme precipitation events exceeds 50% in January,
while the expected increases of not extreme precipi-
tation indices do not reach 15%, these results imply
that the extreme precipitation events are expected to
become more intense and more frequent in January.
Furthermore, drought is projected to become more
intense in July.
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Bartholy J, Pongrácz R, Gelybó Gy (2007a) Regional climate
change expected in Hungary for 2071–2100. Applied Ecol-
ogy and Environmental Research 5, 1–17
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Introduction

Rising global temperatures are accompanied by pre-
cipitation changes. This relates to both total precipi-
tation amounts, where an increase has to be expected,
and to changing precipitation patterns. The latter being
more spatially and seasonally variable than tempera-
ture change (IPCC 2007). Northern Europe is one of
the regions that have become significantly wetter dur-
ing the last century (IPCC 2007). In Germany, annual
precipitation totals increased by just under 10% from
1901 to 2000 (Schönwiese and Janoschitz 2005). These
increases are normally lower in Eastern than in Western
Germany. Especially in Saxony, the annual precipita-
tion trends are close to zero; probably related to the
increasing continentality of the climate.

Due to altered circulation patterns, a redistribution
of precipitation within the year became apparent in
different parts of Germany (Bernhofer et al. 2001,
2002; Freydank 2001; Hänsel et al. 2005; Schönwiese
and Rapp 1997) with drier summer and wetter
winter half years. There is also evidence for changes
in the precipitation variance (Jonas et al. 2005;
Trömel 2005).

This study focuses on changes in precipitation char-
acteristics in the region of central Eastern Germany.

S. Hänsel (B)
Technical University, Bergakademie Freiberg, Interdisciplinary
Environmental Research Centre, Brennhausgasse 14, D-09599
Freiberg, Germany
e-mail: stephanie.haensel@email.de

The precipitation shift from the summer to the win-
ter months was quantified. Next to general studies re-
garding changes in the annual precipitation regime, an
analysis concerning the precipitation classes with ma-
jor changes was performed. A trend comparison of dif-
ferent time intervals allowed qualifying the temporal
representativeness of the trends.

Materials and Methods

The analysed monthly precipitation records were taken
from the Saxon climate database, developed within the
project CLISAX (Statistical Assessment of Regional
Climate Trends in Saxony) for the Saxon State Agency
for Environment and Geology (Franke et al. 2004).
Comprehensive data verification was performed within
the CLISAX project, and selected records were already
analysed with respect to their homogeneity.

For the time frame 1951–2006, more than 200 sta-
tions with monthly precipitation records were anal-
ysed for their general precipitation characteristics as
well as variations and changes in these characteristics.
Some analysis used regional data. For this purpose,
the stations were grouped into nine regions with simi-
lar natural landscapes and precipitation characteristics
(Table 1). Station grouping was supported by correla-
tion and cluster analysis.

These nine sub-regions represent low-lying areas
from about 100 m a.s.l. to mountainous areas with av-
erage elevations above 500 m a.s.l., and average annual
precipitation ranging from below 600 mm to more than
900 mm.

The total number of stations in each sub-region is
representative. When looking at the availability and ho-
mogeneity of the data, however, it becomes obvious

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 29
DOI 10.1007/978-1-4020-8876-6 3, c© Springer Science+Business Media B.V. 2009
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Table 1 Characterisation of
the nine regions with average
altitude and annual
precipitation

Region (number/name) Number of
rain gauge
stations

Average
altitude (m)

Average annual
precipitation for
1951–2000 (mm)

1/Thuringian-Franconian Mountains 13 559 805
2/Vogtland and Thuringian Basin 28 422 697
3/Western Erzgebirge 41 573 916
4/Eastern Erzgebirge 27 446 827
5/Erzgebirge Foreland 14 305 728
6/Western Saxon Hilly Country and

Central German Black Earth Area
23 153 572

7/Eastern Saxon Hilly Country 23 187 643
8/Elbe-Mulde Lowlands 24 103 571
9/Lausitz and Spreewald 45 208 687

Table 2 Number of stations
with at least 90% data
availability for individual
periods

Region 1901–2000 1901–2006 1931–2000 1931–2006 1951–2000 1951–2006

1 0 0 5 5 11 11
2 1 1 4 4 27 24
3 2 2 7 7 20 17
4 2 1 4 3 14 9
5 2 2 2 2 39 34
6 2 1 10 7 27 24
7 2 2 3 3 23 19
8 1 1 5 5 21 19
9 3 3 11 7 41 38
Total 15 13 51 43 223 195

that a statistically relevant number of stations are avail-
able only as of the early 1950s. Before, only individ-
ual stations deliver nearly undisturbed data series from
1901 onwards (Table 2).

Additionally two stations with monthly precipita-
tion records were analysed for the time frame 1851–
2006. Those stations are Görlitz in Eastern Saxony and
Jena Sternwarte in Thuringia. Jena belongs to the sub-
region Thuringian Basin and Görlitz to the Lausitz re-
gion. Both stations are quite similar in their latitude,
altitude and average annual precipitation, but Jena is
situated in the west and Görlitz in the east of the study
area (Table 3). The data were taken partly (1851–1951)
from Anonymus (1961) and were completed by data
from the CLISAX database.

Table 3 Characterisation of the two long-term study sites

Station Latitude
(◦min)

Longitude
(◦min)

Altitude
(m)

Average
precipitation in
1951–2000 (mm)

Jena
Stern-
warte

50 56 11 35 155 600

Görlitz 51 10 14 57 211 665

Linear regression was used for the trend analysis.
Because of missing normal distribution of the data, an
assumption for linear regression, the non-parametric
Mann–Kendall trend test was performed in addition.
This test also delivers information about the signifi-
cance of the trend (Table 4).

The monthly precipitation distributions of different
time intervals as well as their statistical parameters
were compared with several tests. The t-test was used
to compare the means of the distributions. This test has
been developed to determine whether the difference be-
tween the two means equals 0.0, versus the alternative
hypothesis that the difference does not equal 0.0. The
t-test depends on a normal distribution of the samples.
Furthermore, the test assumes that the variances of the

Table 4 Error probability α and confidence limits C of the
Mann–Kendall trend test value Q (Rapp 2000)

Q C α Level of significance

>1.282 >80% <0.2 Low
>1.645 >90% <0.1
>1.960 > 95% <0.05 Medium
>2.576 >99% <0.01
>3.290 >99.9% <0.001 High
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two samples are equal. Because of missing normal dis-
tribution of the monthly precipitation data, the medians
were additionally compared using the Mann–Whitney
U-test. This test is constructed by combining the two
samples, sorting the data from smallest to largest and
comparing the average ranks of the two samples in the
combined data.

The distributions themselves were compared with
the Kolmogorov–Smirnov test. This test is performed
by computing the maximum distance between the cu-
mulative distributions of the two samples.

Results and Discussion

Long-term precipitation trends from 1851 to 2006
were analysed for the two stations Jena Sternwarte and
Görlitz. For this period, Jena shows a significant annual
precipitation increase, whereas the annual trends for
the shorter intervals are smaller and non-significant
(Fig. 1a; Table 5). At the station Görlitz, all periods
show negative trends, but only the one for 1901–2006
is significant according to the Mann–Kendall trend test
(Fig. 1b; Table 5).

When comparing the Mann–Kendall trends for dif-
ferent time periods it becomes visible that both stations
behave very similar within the last time slice of 1951–
2006 (Table 5). Here, they show distinct precipitation
increases during the winter and decreases during the
summer half year. The direction of the season trends
is the same, but Jena is characterised by a slight sig-
nificant (α = 0.2) precipitation increase in autumn and
Görlitz by a significant negative spring trend (α = 0.1).
The precipitation decrease is most pronounced at both
stations during the first vegetation period (April–June)
and a progression of this trend into the future might en-
hance the water stress in natural ecosystems and irriga-
tion problems in agriculture. The availability and qual-
ity of drinking water might become another problem.
When looking at monthly trends, May (for Görlitz) and
June (for Jena) show the most pronounced precipita-
tion decreases and November the highest precipitation
increases for the period 1951–2006.

Furthermore, it becomes apparent that the station
Görlitz, situated farthest to the east, shows more nega-
tive precipitation trends than Jena in all time intervals
and seasons (Table 5). It seems that the precipitation
deficit increases with rising continentality (increasing

longitude). Especially in the period 1901–2006, pre-
cipitation has decreased at Görlitz in all seasons and
months, except for March.

The precipitation record of Jena for the period
1851–2006 shows positive trends in almost all seasons,
except for slight precipitation decreases in June, July,
October and the summer season. Most pronounced
are the precipitation increases in the winter months
January and December and accordingly in the winter
season and half year.

Changes in the annual precipitation patterns were
analysed not only for these two stations with long-term
records but also for more than 200 stations in the
9 different sub-regions in central Eastern Germany.
Analysis was done for the half years, the seasons,
as well as on a monthly basis. For the time slice
1951–2006, the results of the regional analysis are
quite similar to the station trends of the two long-term
study sites Görlitz and Jena, suggesting a fine
match.

Regarding the half years, the winter shows a pos-
itive precipitation trend in all regions, whereas pre-
cipitation decreased in the summer half year for the

Fig. 1 Long-term precipitation trends of station (a) Jena Stern-
warte (Thuringia) and (b) Görlitz (Eastern Saxony)
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Table 5 Mann–Kendall trends for different time periods for the stations Jena and Görlitz

1851—2006 1901—2006 1951—2006 1851—2006 1901—2006 1951—2006
Year 1.88 1.02 -0.25 0.23 -1.90 -0.66

SHY 0.57 -0.26 -1.30 -0.90 -1.60 -2.04

WHY 3.02 2.52 0.98 1.45 -0.95 1.41

Spring 1.61 1.52 -0.10 -0.66 -1.75 -1.79

Summer -0.64 -0.31 -0.60 -1.26 -1.28 -1.22

Autumn 0.59 0.23 1.29 0.54 -1.09 0.30

Winter 3.22 1.84 0.23 1.50 -1.21 0.48

January 2.42 -0.45 -1.18 1.53 -1.40 0.00

February 1.57 1.16 1.13 0.22 -0.73 0.38

March 1.28 1.88 1.34 -0.29 0.31 0.91

April 1.48 0.13 -1.10 -0.40 -1.36 -0.83

May 0.27 0.55 -0.56 -0.31 -1.25 -2.08

June -0.27 0.47 -2.66 -0.97 -0.99 -0.59

July -0.70 -1.20 1.16 -1.37 -1.03 -1.07

August 0.33 0.36 -0.03 -0.59 -1.14 0.69

September 0.46 -0.82 0.24 -0.18 -0.47 0.57

October -0.48 -0.44 -0.14 -0.59 -1.29 -0.21

November 1.53 2.16 2.78 1.37 -0.27 1.27

December 1.79 1.56 0.41 0.42 -0.63 -0.24

Jena Görlitz

significance level:

< 0.2

0.2

0.1

0.05

0.01

positive trends: negative trends:

time frames 1951–2006 and 1931–2006 (Fig. 2). The
summer trends of the two different time intervals are
quite similar within the regions. The winter trends of
the shorter period 1951–2006 are generally higher than
those of the longer interval 1931–2006. The 1930s have

Fig. 2 Average half year precipitation trends of nine sub-regions
for the periods 1931–2006 and 1951–2006 (SHY, summer half
year; WHY, winter half year)

been a quite wet period and thus suppressed the posi-
tive precipitation trend.

A distinct annual precipitation increase could be
monitored for the Thuringian-Franconian Mountains
only (region 1) – for both periods (Fig. 2; Table 6). The
annual trends of the other regions are quite indifferent
as are the spring trends of all regions. Those indifferent
spring trends are a result of the different trend direc-
tions in the spring months with very high precipitation
increases in March and strong negative trends in April
and May. In summer, all regions show an average
precipitation decrease that is most pronounced in
the agriculture-dominated regions – the Elbe-Mulde
Lowlands in the north (8) – and the Lausitz and
Spreewald (9) in the east of the study area (Table 6).
Autumn and winter became wetter in all regions with
the highest increases in the Thuringian-Franconian
Mountains (1).

When looking at monthly trends, March and
November stand out by very high precipitation
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Table 6 Monthly, seasonal and annual precipitation trends of nine different regions for the period 1951–2006

1 2 3 4 5 6 7 8 9

Year 13 4 3 2 7 3 0 2 -1

Summer half year -6 -9 -6 -9 -6 -7 -13 -14 -14

Winter half year 34 21 15 17 21 17 16 22 16

Spring 3 -2 -5 -3 2 5 -3 7 -1

Summer -7 -9 -2 -6 -4 -10 -11 -18 -15

Autumn 30 20 15 3 13 8 5 2 4

Winter 30 13 8 19 18 17 16 25 16

January 33 -2 -8 6 0 -3 5 14 9

February 33 18 15 30 28 21 22 27 24

March 46 39 33 33 38 37 34 48 41

April -21 -28 -30 -37 -29 -6 -30 -13 -29

May -14 -13 -16 -4 -2 -9 -11 -10 -11

June -16 -27 -12 -15 -19 -33 -20 -35 -18

July 0 -7 -27 -38 -17 6 -31 -16 -38

August -5 7 41 39 26 -2 22 -3 12

September 21 12 8 -7 4 4 -8 -4 -2

October 30 -8 -18 -29 -17 -32 -25 -25 -20

November 38 57 56 46 57 53 50 33 32

December 20 22 19 19 23 30 19 25 12

Region-No.

linear Trend:   0 to 5%   0 to -5%

  5% to 15%  -5% to -15%

  15% to 25%   -15% to -25%

  > 25%   < -25%

increases between 1951 and 2006 (Table 6). In all
regions precipitation also increased in February and
December. This becomes also visible on a station level.
Almost all stations show positive precipitation trends
above 5% in March and November and in February
and December; only few stations show negative or just
small trends (Fig. 3).

During the first vegetation period (April–June), and
in most regions also in July and October, the precipi-
tation decreases are most pronounced (Table 6). This
is also true on a station basis. Figure 3 shows the
highest percentage of stations with negative precipi-
tation trends in the months April–July and October.
The Thuringian-Franconian Mountains (region 1) in
the southwest of the study area is the only region with

Fig. 3 Spatial homogeneity of monthly precipitation trends
(1951–2006)
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a strong positive October trend (Table 6). This region
generally behaves different from the other regions.

An overview on the temporal and spatial representa-
tiveness of the precipitation trends is given in Fig. 4. It
shows the trend direction for each 30-year period from
1901–1930 to 1977–2006 for all stations within the
9 regions. Three months have been chosen to display
different trend signatures. These are May, as an exam-
ple for decreasing precipitation trends in 1951–2006

in all regions; August, as an example for indifferent
regional trends; and November with a strong precipita-
tion increase.

In May, most stations show negative 30-year trends
as of 1955 – single stations already since 1951. Only in
the Thuringian-Franconian Mountains (region 1) and
Vogtland and the Thuringian Basin (region 2), the neg-
ative trends start in the 1960s. Since about 1940, pre-
cipitation increases have been observed for all regions.

May na

na

na

na

97 83 4 5 6

1961–1990

1951–1980

1941–1970

1971–2000

1 2

1931–1960

1921–1950

1911–1940

1911–1940

1921–1950

1931–1960

1911–1940

1921–1950

1941–1970

1951–1980

1961–1990

1971–2000

Region-No.

November

1971–2000

August

1931–1960

1941–1970

1951–1980

1961–1990

Linear trends between -5% to 5% Linear trends < –5%

Linear trends > 5%

Fig. 4 Running 30-year precipitation trends (relative linear trends) for May, August and November for the periods 1901–1930 to
1977–2006
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Before that time, the trend behaviour of the different
regions does not give a clear picture. At the end of
the studied time frame, the trends in almost all regions
switch to positive signs.

August shows predominantly precipitation de-
creases since 1951 in the regions 1 (Thuringian-
Franconian Mountains), 2 (Vogtland and Thuringian
Basin), 6 (Western Saxon Hilly Country) and 8
(Elbe-Mulde Lowlands), but the trends are not as
temporally stable as in May (Fig. 4). Those four
regions extend from the southwest to the north of the
study area. The other regions from the Erzgebirge
(regions 3 and 4) in the south to region 9 (Lausitz
and Spreewald) in the northeast of study area show
predominantly precipitation increases since the 1940s.
Since about 1910 until the 1940, negative 30-year
trends dominate the picture.

For November, the 30-year trends are mostly ho-
mogeneous within all regions in these three exemplary
months (Fig. 4). For the time intervals 1921–1950 to
the 30-year trends, starting in the 1940s, precipitation
decreases have been observed in all regions. Positive
trends occur predominately since that time and until the
end of the study time frame – interrupted by a narrow
band of small or negative trends at about the interval
1971–2000.

All stations show positive as well as negative trends
for all months. This reflects the natural variability of
precipitation and restricts the significance of short-term
precipitation trends. In many intervals, especially in
May and November, those trend directions are iden-
tical for most stations. The spatial representativeness
of the trends seems to be quite high. These patterns
suggest that there exist some larger scale precipitation
trigger(s).

According to the monthly trend patterns, the regions
1 (Thuringian-Franconian Mountains) and 2 (Vogtland
and Thuringian Basin) behave similarly. The trend
patterns of the Eastern Erzgebirge (region 4) are in
some months, like May, more similar to the Eastern
Saxon Hilly Country (region 7) than to the Western
Erzgebirge (region 3) which itself shows similarities
to the Erzgebirge Foreland (region 5) and the Western
Saxon Hilly Country (region 6). Generally, these
trend patterns support the chosen classification into
sub-regions.

The precipitation cycles of the nine different regions
have to be characterised before looking at changes in
the annual precipitation cycles. The regions show quite

similar annual precipitation cycles at different precipi-
tation levels, with a precipitation maximum in summer.

The highest monthly precipitation averages occur in
most regions in July, showing a distinct peak (Fig. 5). A
second smaller precipitation maximum occurred in De-
cember or January. Corresponding to the two maxima,
the annual precipitation cycle shows two minima – one
in February and the other in October or November.

Figure 5 shows changes within the annual precipita-
tion cycle, using region 1 (the Thuringian-Franconian
Mountains) and region 7 (the Eastern Saxon Hilly
Country) as examples. Displayed are the average
precipitation sums of the period 1951–1975 compared
to the period 1976–2000. The summer maximum of
the annual precipitation cycle seems to have shifted
to later times in the year at region 7 (Fig. 5b), due
to decreasing precipitation averages in May, June
and July and increasing ones in August. It stretches
over two months with almost equal rainfall sums

Fig. 5 Changes in the annual precipitation cycle for region 1
(Thuringian-Franconian Mountains) and region 7 (Eastern Saxon
Hilly Country) for 1951–1975 compared to 1976–2000
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(1976–2000), whereas July clearly showed the highest
precipitation amounts in 1951–1975. The autumn
minimum shifted from November to October. The
winter maximum in December increased, but is still
considerably smaller than the summer maximum,
while the strong winter precipitation increases in
region 1 led to a winter maximum of almost the same
value as the summer maximum (Fig. 5a). Primarily
region 1 is discriminated from the other regions by a
higher summer maximum in July as well as a higher
autumn minimum in the second period compared to
1976–2000. A third small precipitation maximum
in March and a minimum in April became visible
in some regions like region 1. In other regions like
region 7, the precipitation totals of March and April
are almost equal. The shifted increase to the summer
maximum from early to late summer and the higher
winter maximum in period 1976–2000 compared to
1951–1975 are common trend characteristics of all
regions.

Changes in the frequency distribution of monthly
rainfall totals became visible (Fig. 6) next to the
changes in the annual precipitation cycle (Fig. 5).
A general difference between the distribution of the
summer and winter half year months can be seen. The
distribution of the precipitation totals of the summer
months is more expanded than the one of the winter
months (Fig. 6a). The highest frequency of monthly
precipitation totals is reached in class 40–60 mm for
the summer half year and class 20–40 mm for the
winter half year.

The frequency distribution of the summer half year
shifted to smaller classes; small precipitation classes
became more frequent and those near or beyond nor-
mal conditions became less frequent. The winter pre-
cipitation distribution has shifted in the inverse direc-
tion with a decreasing frequency in small precipitation
classes and an increase in the frequency of high-rainfall
classes.
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The box and whisker plots (Fig. 6b) also show those
distribution shifts. The mean, the median and the 50th
percentile of monthly precipitation totals for 1951–
1975 within region 7 is higher for the summer half
year and lower for the winter half year as compared
to 1976–2000. The first period shows noticeably more
and larger outliners than 1976–2000, true for both half
years. The described changes in mean, median and
the distributions themselves are significant for region 7
(Table 7).

The other regions behave similar to region 7 with
most of them showing different distributions in the
two time intervals 1951–1975 and 1976–2000; espe-
cially in the winter half year with high significance.
For the summer half year just the changes in mean,
median and distribution of the regions 1 (Thuringian-
Franconian Mountains) and 5 (Erzgebirge Foreland)
are non-significant, whereas the Erzgebirge regions 3–
5 show non-significant trends during the winter half
year with equal medians in regions 4 and 5 and a non-
significant increase in mean in region 3.

The results of the t-test for comparing the means
have to be interpreted with care since the condition of
normal distribution is not met by the data. Since the test
results for the significance of the medians are similar
to those of the means one can assume that there are

significant changes in the mean of the distributions in
most regions.

Conclusions

The changes in precipitation characteristics and
patterns of nine sub-regions in central Eastern
Germany were analysed, based on a comprehensive
database of more than 200 official rain gauge
stations. A precipitation trend analysis with high
spatial resolution was possible for the time frame
1951–2006 only. Prior to 1951, only single stations
deliver nearly undisturbed data. Additionally, two
long-term precipitation records were analysed for
the period 1851–2006. Those records show different
trend characteristics, especially the long-term trends
for 1851–2006 and 1901–2006 differ from each
other. The monthly and seasonal trends for the
period 1951–2006 are quite similar to each other
as well as to those of the other analysed stations.
The differences could be a result of the different
maritime and continental influences. The station Jena
Sternwarte, situated in the west of the study area,
shows predominantly precipitation increases. At the
more continentally influenced station Görlitz, at the

Table 7 Test statistics for the comparison of the monthly rainfall frequency distributions of the half year for the time intervals I
(1951–1975) and II (1976–2000)

Region number
Summer half year

Mean (mm) p-value Median (mm) p-value ND p-value

I II (t-test) I II (U-test) (KS-test)

1 73.5 70.6 0.02 65.8 63.4 0.17 No 0.111
2 70.0 66.9 <0.001 63.0 61.9 0.025 No 0.055
3 88.4 84.2 <0.001 80.0 77.0 0.004 No <0.001
4 80.0 77.4 0.012 71.0 68.9 0.04 No 0.008
5 71.4 70.2 0.314 64.0 65.0 0.757 No 0.12
6 58.4 55.0 <0.001 52.7 50.2 <0.001 No <0.001
7 64.1 61.5 0.005 58.0 54.0 <0.001 No <0.001
8 57.4 52.1 <0.001 51.6 48.0 <0.001 No <0.001
9 67.0 63.9 <0.001 59.0 56.0 <0.001 No <0.001
Winter half year
1 56.8 67.9 <0.001 48.4 58.7 <0.001 No <0.001
2 45.6 49.7 <0.001 40.8 45.0 <0.001 No <0.001
3 66.1 67.0 0.194 59.0 58.0 0.099 No <0.001
4 57.8 60.3 0.002 52.0 52.0 No <0.001
5 49.3 51.8 0.007 45.0 45.0 No <0.001
6 37.5 40.6 <0.001 34.0 36.6 <0.001 No <0.001
7 43.3 45.3 0.001 39.0 40.0 <0.001 No <0.001
8 39.3 42.2 <0.001 36.0 38.5 <0.001 No <0.001
9 47.3 49.8 <0.001 42.0 43.2 <0.001 No <0.001

ND, normal distribution; KS, Kolmogorov–Smirnov
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border of Poland, precipitation decreased in many
months and seasons. This fits the observations of
Schönwiese and Rapp (1997), who found strong
annual precipitation increases in Western Germany
and just slight changes in Eastern Germany.

When looking at the annual precipitation cycles –
that are quite similar for the different regions – a dis-
tinct redistribution of precipitation becomes visible.
Regarding the half years, winter shows positive pre-
cipitation trends in all regions, whereas precipitation
decreased in the summer half year (time frames: 1951–
2006 and 1931–2006). This summer precipitation de-
crease is especially high in the agriculture-dominated
lowlands in the north of the study area. A continua-
tion of this negative summer precipitation trend would
not only increase the irrigation challenge in agriculture
but also lead to changes in the natural vegetation and
may enhance problems in the availability and quality
of drinking water. Since the precipitation decreases are
highest during the first vegetation period (April–June),
water stress and productivity are major problems for
natural as well as agricultural ecosystems.

Due to opposite monthly trends, spring and autumn
show indifferent trend behaviour. While March
and November stand out by very high precipitation
increases in 1951–2006, April, May and October are
characterised by pronounced precipitation decreases.
These reversed monthly trends also appear in shifts in
the annual precipitation cycle. The summer maximum
has shifted from early to late summer and the autumn
minimum from November to October. Furthermore,
the negative summer and positive winter trends lead
in some regions to an equalisation of the summer and
winter maximum of the annual precipitation cycle that
has been in the past characterised by a summer rain
season.

Highly significant changes in the frequency distri-
butions could be monitored in most regions. The fre-
quency in high precipitation classes increased for the
months of the winter half year, while the distribution
shifted to smaller classes for the summer months.

The natural variability of precipitation is reflected
by the moving 30-year trends that show variable trend
reversals in all months and seasons. These point out the
limited validity of short-term trends. A simple extrapo-
lation of linear trends in the future is quite possible but
not reasonable. Since the trend reversals occur at sim-
ilar times in almost all regions there must exist some

larger scale triggers of precipitation. Furthermore, it
shows a high spatial representativeness of the trends.
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Introduction

The issue of climate change has been presented
mostly as a change in long-term means, mainly in
terms of air temperature and precipitation totals. In
the IPCC (2001) report there was for the first time
a discussion on a possible change in the shape of
distribution curves of individual climatic phenomena,
specifically the change in probability densities in
the time series from different periods. The basic
alternatives of shift of distribution curves are presented
in Fig. 1. It is obvious that besides the shift of mean,
central values, the change of values at the left and right
margins of distribution curve (extreme design values)
can be considered as a very important aspect.

The presented simplified schemes clearly show that
there is a chance for increase of population variability,
that is, increase of extremes at both margins of distribu-
tion curve. Most of the human socioeconomic activities
as well as the processes in the natural ecosystems have
been adjusted to the natural climatic variability that oc-
curred in several past decades. It means that most of
them may cope with the occurrence of some extreme
values without any significant difficulties. Direct mea-
surements and observations confirmed that the return
period of 50 years is probably the limit for a natural

M. Lapin (B)
Faculty of Mathematics, Physics and Informatics, Comenius
University, Mlynská dolina - F1, 842 15 Bratislava, Slovakia
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adaptation for the majority of biological species. Also,
human activities fulfill the limit of 50-year return pe-
riod. On the other hand, this time roughly corresponds
to the mean active period of individual human’s exis-
tence. Therefore, people should be prepared to mas-
ter extreme problems naturally occurring during one’s
active life. The complex of natural ecosystems is prob-
ably adapting to the weather and climate variability in a
more complicated way. The genetic memory of species
depends on many factors: some of them can adapt more
quickly and others require a very long time. It is antic-
ipated that the return period of 50 years suits well also
in this case (IPCC 1998, 2001, 2007).

The statistical analysis of time series based on mete-
orological as well as hydrological observations enables
us to design and to estimate certain values in the distri-
bution curves (e.g., probability of occurrence p = 0.02
and p = 0.98) only when some conditions and limits
are met. We consider as important the following four
preconditions:

1. The time series of observations have to fulfill the
precondition of temporal homogeneity from the
aspect of observing methods and representative-
ness. Observations and measurements need to be
taken at the same place, no significant change
in the surroundings of the observing site should
have occurred, the methods of observations should
not have changed, and measuring instruments
should be comparable. In this case, all the detected
inhomogeneities may be explained by climatologic
causes, such as temporarily changed atmospheric
circulation, temporal trends of some climatologic
variable – mainly temperature, etc. (Nosek 1972;
Guide WMO 100 1983; Peterson et al. 1998; Lapin
and Tomlain 2001).

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 39
DOI 10.1007/978-1-4020-8876-6 4, c© Springer Science+Business Media B.V. 2009
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Fig. 1 Possible changes in means and variability of air temperature (top) and precipitation totals (bottom). Distribution curves
represent deviations from the past long-term averages – modified after IPCC (2001)

2. The time series have to meet further preconditions:
independent random choice and sufficiently great
population. Otherwise, the selected time series
should have statistical properties comparable, if not
identical, with much longer ones from the same
place, and its duration should be at least 30 years
(Nosek 1972; Guide WMO 100 1983). Sometimes
the series are selected according to some intention
(standard period 1961–1990); however, in this
case, the selection should not be motivated by
additional reasons, for example, an examination of
unusual weather, because it would remove other
degrees of freedom from the statistical analysis (in
the case of climatologic series, n − 2 degrees of
freedom is the best option, where n is the number of
observations).

3. The independent choice has also another dimen-
sion. Sometimes it is necessary to examine time
series created under not fully correct conditions.
For instance, individual data may not be taken at
the same time of the year, or under different syn-
optic situations, or from the events with different
radiation and atmospheric stability conditions. This
is connected mainly with extreme precipitation to-
tals, heat waves, drought spells, etc. Therefore, the

reliability testing of time series and the testing of
the independence of all the items in the sample must
be done very carefully, otherwise the final statistical
characteristics can be misleading. Some details on
this aspect are presented further below.

4. The temporal stationarity of time series may be
mentioned as the last important condition. Exam-
ples like that may be found frequently; in Fig. 2
the annual mean temperatures from the Hurbanovo
Observatory are shown. It is clear that within the
whole 1871–2006 period only limited number of
stationary 30-year series can be selected. The 1951–
1980 period is nearly stationary, but the 1971–2000
period is surely not. The issue of the stationarity
will also be addressed in the following parts of the
chapter.

Methods

The statistical elaboration of design values with low
probability of occurrence is aimed at estimating
climatic characteristics for practice in socioeconomic
sphere, research, engineering, and state administration.
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Fig. 2 Annual air
temperature means (T) at
Hurbanovo and annual
precipitation totals (R) in
Slovakia for the period of
1881–2006 (based on
double-weighted averages of
spatial means from 203
stations); changes in T and R
are shown by 20-year moving
averages and linear trend
lines of T and R

In the subsequent parts of the chapter, we would like
to point out to the most essential principles of this
analysis (Nosek 1972; Guide WMO 100 1983; Lapin
and Tomlain 2001).

Input Data

The input data represent some series of observations
regularly or irregularly distributed in time and space
– one should use data and series from regular station
network of meteorological and hydrometeorological
services. These institutions provide stable long-term
measurements from the point of view of methods and
management.

In the case of “extreme value statistics,” a question
concerning the definition of extremes emerges. Strictly
in terms of mathematical statistics, the extreme is the
lowest or the highest value within the selected time
interval – the local extreme. The basic time interval
may be a day or a month; hence there is a single max-
imum and a single minimum in each day or month, re-
spectively. Nevertheless, some problems arise if all the
values within the selected basic interval are the same,
for example, in a month without any precipitation, all
the daily totals are zero, or during a completely over-
cast week, all the daily values of cloudiness are 100%,

etc. The duration of the basic interval can also be the
same as the definition length of the selected variable.
In this case, each value is a maximum and minimum as
well (e.g., daily precipitation totals on July 1st, during
the period of 1871–2000 at Hurbanovo Observatory; in
Fig. 3, there are only absolute daily maxima for each
day in the annual course).

A further important precondition of a correct
climatological analysis is that for statistical elab-
oration, one needs at least 30 local extremes from
entirely comparable basic intervals (days, months,
years. . .). The independence of the extremes may also
be a matter of discussion if we suppose that various
conditions of the occurrence of extremes that may
reduce the degrees of freedom exist in different basic
intervals (different conditions at the beginning and the
end of a basic interval, different synoptic situations,
etc.). For instance, considerably different conditions
for observing high daily precipitation totals may be
at the beginning and the end of April (regarding the
convection, circulation, specific humidity. . .). Even
more complex problems arise if an entire season is
selected as the basic interval, for example, the growing
period (April 1st–September 30th). Consequently,
different conditions significantly influence variables
such as runoff, soil moisture, relative humidity, etc. The
entirely subjective application of “extreme weather
events” is not suitable for every statistical elaboration.
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Fig. 3 Annual course of
absolute maxima in daily
precipitation totals at
Hurbanovo for the period of
1871–2000 and their
approximate envelope curve.
In the 2001–2006 period only
10 corrections of maximum
daily totals occurred with no
effect on the depicted
envelope curve

The absolute maxima in daily precipitation totals at
Hurbanovo measured during the period of 1871–2000
are presented in Fig. 3 as an example of the difficul-
ties in the analysis of precipitation extremes. There is
a clear annual course in maximum precipitation totals
on one side, and irregular occurrences of absolute ex-
tremes to the utmost on the other. In the 2001–2006
period, only 10 corrections of maximum daily totals
occurred with no effect on the depicted envelope curve.
The daily air temperature means show slightly better
patterns (Fig. 4), where the considered interval is iden-
tical with the definition interval of the variable. The
values have been normalized in order to eliminate the
annual course of the variable (in this case, each value
represents a deviation from the 1951–2000 average).
In the case of precipitation totals there are 130 val-
ues available for each day, while for air temperature
only 50 values are available. For temperature it is suffi-
cient for statistical elaboration (Nosek 1972); however,
the annual course of design values with low probabil-
ity of occurrence is surely a serious problem also for
temperature.

It needs to be stressed that nearly ideal time series
of measured data have been presented here; generally,
however, much shorter series with disputed data selec-
tion are statistically processed (individual rain spells
for rain intensities, extraordinary weather events, k-day
precipitation totals, etc.). The regional assessment
of weather extremes can be considered as a specific
problem, for example, maxima in daily precipitation
totals within some climatologically homogeneous
region (Gaál 2006). Figure 5 (annual maxima in

precipitation totals from 557 stations in Slovakia in
1951–2000) serves as an illustration of the problems
mentioned before.

Even though Fig. 5 was constructed using the best
data available in Slovakia for the statistical evaluation
of characteristics of 1-day precipitation totals (Faško
et al. 2002), it does not provide all information on ab-
solute precipitation totals (Table 1) or on their tem-
poral and spatial distribution. A drawback of such an
approach is that the annual maxima are selected with-
out any consideration of different physical conditions
during the year and different synoptic situations. That
is the reason why some events from the cold half-
year connected with long-lasting precipitation in cen-
tral cyclones (C) or troughs (B) over central Europe are
included in the last column of Table 1. Precipitation
maxima in the warm half-year may occur either due to
localized convective situations (one or several thunder-
storms) or due to long-lasting rain in central cyclones
and troughs occurring occasionally during this time of
year (Table 1).

A selection of values above some threshold
(R ≥100 mm) is a significantly different method of
basic extreme data selection (Fig. 6, Faško et al. 2002,
completed in 2005). Such an approach enables us to
get a relatively good glance on high daily precipitation
totals in the individual years (based on observations
from about 700 stations each year). On the other
hand, such a method of selection is far from correct
data preparation for statistical elaboration, mainly
for the following reasons: (a) there is a varying
number of stations each year in operation; (b) some
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Fig. 4 Annual course of
statistics for normalized daily
mean temperatures at
Hurbanovo (deviations from
long-term averages) for the
period of 1951–2000; Max
(Min) – absolute maximum
(minimum) in daily means;
q3 (q1) – upper (lower)
quartiles; q2 – median, and
Sd – standard deviation of
daily means

Fig. 5 Annual maxima in
daily precipitation totals at
557 stations in Slovakia in
1950–2000; SRMax (SRMin)
– absolute maxima (minima)
in Slovakia; 2% – 98th
percentile; Mean – mean
value; and Cv – coefficient of
variation of the individual
annual maxima throughout
the country (Faško
et al. 2000, 2002)

stations have only short observations, and (c) it
is impossible to assess whether this selection is
independent. A similar analysis has been carried out
for southern Poland by Cebulak et al. (2000). The
extreme on June 29, 1958 represents an outstanding
event, when there were observed daily precipitation
totals R ≥100 mm at 36 stations in Slovakia; no
other extreme events exceeding this threshold
occurred during 1958 (in south Poland more than 100
events of R ≥ 100 mm were registered on the same
day).

Obviously, in the case of complex data related
to extraordinary weather events where the extremes
are considered as a result of interaction of several
meteorological variables, the selection is even more
problematic. In an analysis of complex extreme events
such as droughts, heat waves, flood risk, wild fire risk,
avalanche risk, etc., one needs to take into account
several meteorological variables simultaneously,
including soil moisture, vegetation, preceding weather,
land use, etc. Extreme events of duration ranging from
one to several days might be a subject of any statistical
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Table 1 List of stations with daily precipitation totals R ≥
150 mm in Slovakia for the period of 1951–2000 (based on all
stations with precipitation measurements, about 700 each year;
Faško et al. 2002); ϕ – latitude, λ – longitude, H – altitude, Date
– date of occurrence, Sit CS – Czecho-Slovak classification of

synoptic situations (C – central cyclone, B – trough of low air
pressure, VFZ – air pressure saddle, Wal – westerly anticyclonal
of summer type, SWc3 – southwesterly cyclonal of 3rd type, Ec
– easterly cyclonal)

# Station ϕ(N) λ(E) H R Date Sit
[◦] [′] [◦] [′] [m] [mm] (dd-mm-yy) CS

1 Trnava 48 22 17 38 155 162.8 03-VI-51 C
2 Sokolovce 48 31 17 50 165 156.4 19-VII-56 VFZ
3 Salka 47 53 18 45 111 231.9 12-VII-57 B
4 Chata Zbojnı́cka 49 11 20 10 1958 169.0 29-VI-58 C
5 Hrebienok 49 09 20 13 1285 165.0 29-VI-58 C
6 Skalnaté pleso 49 11 20 14 1778 170.0 29-VI-58 C
7 Železnô 48 57 19 23 990 153.7 18-X-61 B
8 Veľké Pole 48 33 18 34 556 164.0 19-VIII-66 C
9 Oravská Lesná 49 22 19 10 780 163.2 18-VII-70 B
10 Novoť 49 25 19 15 770 187.6 18-VII-70 B
11 Oravská Polhora – Roveň 49 33 19 26 704 182.1 18-VII-70 B
12 Oravice 49 16 19 45 853 154.3 18-VII-70 B
13 Zverovka 49 14 19 42 1027 154.5 18-VII-70 B
14 Podspády, VT 49 16 20 10 910 152.3 30-VI-73 Wal
15 Luková 48 57 19 35 1661 153.0 29-X-90 SWc3
16 Jasná 48 58 19 35 1196 154.0 29-X-90 SWc3
17 Cı́fer 48 19 17 29 147 161.5 12-VIII-96 B
18 Limbach 48 17 17 13 181 155.0 10-VII-99 Ec
19 Pezinok, Grinava 48 05 17 05 159 151.5 10-VII-99 Ec

Fig. 6 Number of events
(each station is considered as
one event each day) and days
(at least one event in
Slovakia) with daily
precipitation totals
R ≥100 mm in Slovakia for
the period of 1949–2004
(Lapin et al. 2005)

analysis only following a thorough reliability testing
of all variables. In such cases, the series of selected
items representing extreme weather events need to be
tested also according to the four basic preconditions
mentioned in Introduction section. Otherwise, the
statistical elaboration can be misleading.

Reliability Testing

Generally, the climatological data comprises a number
of potential shortages. Therefore, the reliability testing
and the necessary modification of data should consist
of several steps. In this section, we concentrate mainly
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Fig. 7 Time series of annual
maxima in daily precipitation
totals at two close stations
(6 km distance) in the Liptov
region (the first one,
Bobrovček, 667 m, has 16
filled-in data; the second one,
Huty, 795 m, (black columns)
is complete)

on the completeness and the temporal homogeneity
of the time series. Further details concerning the test-
ing of statistical characteristics, such as central val-
ues, marginal percentiles and extremes are addressed
in the relevant scientific literature (e.g., Nosek 1972;
Storch and Zwiers 2000; Lapin and Tomlain 2001;
Wilks 2005).

A key problem of any analysis of extreme data or
extreme weather events is usually the incompleteness
of the data series. In general, the longer the series are
the more reliable statistical results can be obtained. A
time period spanning at least 30 years is deemed to be
satisfactory for a correct analysis. Our experiences con-
firmed that a rapid decrease of the number of usable
stations occurs if the desired length of series exceeds
50 years. Sometimes only 10% of stations fulfill all the
requirements. Relatively long series are necessary also
from the point of view of the outliers. For instance, a
maximum value R≥100 mm of daily precipitation to-
tals appears nearly each year at some of 700 stations in
Slovakia. However, these totals may be considered as
outliers at least in half of such cases due to the fact
that the length of the time series does not reach 30
years. Daily minimum of air temperature shows sim-
ilar potential biases, mainly in the winter months. In
statistical elaboration, mainly in the case of an at-site
analysis, the outliers should be taken into account very
carefully. Regional approaches that analyze time series
of several stations simultaneously, however, are able
to cope with the problem of estimation of the design
values with low probabilities more reliably even when
outliers are present (Gaál 2006).

Completion of missing data in time series is shown
through the example of annual extremes in daily pre-
cipitation totals. In Fig. 5, there are data from 557 sta-
tions in Slovakia for the period of 1950–2000. During
the process of elaboration, we have found several sta-
tions with gaps (missing values) in individual months
that did not allow us to derive annual maxima in the
particular year. However, the missing monthly totals
can easily be estimated using isopluvial maps of the
monthly precipitation totals, and the neighboring sta-
tion’s data. This is also quite easy to do for daily to-
tals in the case of cyclonic weather (central cyclone C,
or trough of low pressure B) with equally distributed
high daily totals. On the other hand, the selection and
filling of missing maxima is not so straightforward at
unequally distributed high daily totals connected with
severe summer thunderstorms. We have accomplished
the filling of missing daily maxima in two steps fol-
lowing Cebulak et al. (2000): first, we have identified
all days with potential extreme daily totals and then,
second, the precipitation map of some area around the
selected station has been constructed using all measur-
ing stations (in some cases, synoptic maps have been
applied as well). As an example of difficulties, we show
two stations in Fig. 7. Both time series are from the
Liptov region in northern Slovakia. The first station
(Huty, filled columns) is complete and the second one
(Bobrovček, unfilled columns) has gaps for 16 years at
the beginning and the end of the observation period.
The distance between the stations is about 6 km.

It is obvious that such a method may also be ap-
plied at other climatic variables, even though such a
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Fig. 8 Temporal course of
basic statistical
characteristics of normalized
daily mean temperatures dT
(deviations from normal) at
Hurbanovo for the season
April 1st–August 31st for the
period of 1951–2007 (from
the top: d9 – upper decile,
StDev – standard deviation,
q3 – upper quartile, q2 –
median, mean, Kurt –
kurtosis, Skew – skewness,
q1 – lower quartile, and d1 –
lower decile); no significant
change in StDev, Kurt, and
Skew, increases in other
values since 1991 by about
1–1.5◦C (dashed horizontal
lines) indicate climate change
category Number 1 from
Fig. 1 (the year 2007 seems
comparable with the extreme
years 2000 and 2003)

high number of filled-in data (31%) is unusual. The
Bobrovček station is an extraordinary one with its 16
missing data among the 557 stations. Completing the
missing station’s data was possible mainly due to the
dense gauge network, and well-defined upwind effects,
respectively. Otherwise, it is sometimes very difficult
to complete even a single missing value because of spe-
cial synoptic situations (e.g., isolated thunderstorms).

After completing the time series of annual maxima
of daily precipitation totals at 557 stations in Slovakia,
we considered the testing of temporal homogeneity
of individual time series (Craddock test, double-mass
analysis, etc., Lapin and Tomlain 2001). Nevertheless,
none of the tests has brought usable result. A plenty of
fake inhomogeneities have been detected, similarly to
Gaál (2006), since none of them has been confirmed by
metadata. Therefore, we came to the conclusion that if
there are homogeneous series of annual precipitation
totals, the annual maxima of daily totals are probably
homogeneous as well. Note that in the case of time se-
ries of daily air temperature maxima and daily specific
air humidity maxima, there are much better possibil-
ities of temporal homogeneity testing using only the
Cradock test (Lapin and Tomlain 2001).

Stationarity of time series is a further serious prob-
lem in the analysis of climatic extremes (Guide WMO
100 1983). As it can be seen from Fig. 1, there are

reasons for unreliable assessments of design values in
the case of climatic change. To some extent, it is also
evident among the series of normalized daily temper-
ature averages for the modified growing period April
1st–August 31st in the period of 1951–2007 (Figs. 8
and 9). After the year 1990, there are significantly dif-
ferent conditions, not only in the trend of mean val-
ues of daily temperature, but also at the margins of the
distribution spectrum (upper and lower deciles, etc.).
Evaluation of design values with high return periods
(low probability of occurrence) based on the statistical
evaluation of the series from 1951 to 1990 has, there-
fore, new dimensions recently. It seems that the upper
and the lower deciles have shifted by about 1.3◦C to
higher values and this probably holds also true for the
extremes. In this specific example, the mean of up-
per deciles is only 4.41◦C in the period 1951–1990
but 5.80◦C in 1991–2007 (dashed line in Fig. 8). For
the mean values, the shift is 0.00 and 1.27◦C, for
the lower decile, it is −4.40 and −3.31◦C, respec-
tively. Figure 8 also indicates that the standard devia-
tion (StDev), skewness (Skew), and the kurtosis (Kurt)
have not changed significantly after 1990. Figure 9
shows the shift in distribution curves of new climate
(1991–2007) compared to the past (1951–1990). It fol-
lows from the foregoing discussion that the first option
of climate change (Fig. 1) might be the most probable
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Fig. 9 Shift in the daily air
temperature distribution
curves between the periods of
1951–1990 and 1991–2007 in
the April–August season (the
dashed lines represent shorter
periods 1951–1960 (left) and
2000–2007 (right)). Each
daily value in this graph has
been calculated as deviation
from the 1951–1990 average
for every day in annual
course (the lines have been
slightly smoothed)

one since the distribution curve has shifted nearly lin-
early without any significant change of variability.

Selecting the Theoretical Distribution
Function for the Estimation
of Design Values

The shortness and the temporal nonstationarity of time
series as well as the complex patterns and temporal
course of basic statistical characteristics of climatic
variables result in the fact that the theoretical statistical
models of probability distribution have several limita-
tions in climatology. Only seldom is it possible to ap-
ply the Gaussian (normal) distribution with a clear in-
terpretation of all the statistical characteristics. This is
important mainly for extreme value analysis. Climatic
extremes occur very rarely, and their magnitude is only
partly influenced by random processes. Exact forecast
of such events is basically not possible, but there are
several ways of how to assess them by means of math-
ematical tools of statistical climatology (Nosek 1972;
Storch and Zwiers 2000; Wilks 2005).

The process of estimation of the magnitude of ex-
tremes (the so-called design values) expected to occur
in the future with a given probability of occurrence
p (or with a given return period t, where t=1/p) is
called frequency analysis. A common assumption of
the frequency analysis of hydrological and meteoro-

logical extremes is the independence of the observed
phenomena. This implies that natural climatic variabil-
ity does not affect the distribution of extreme events
(Bradley 1998). Besides, the stationarity of the climate
is supposed, that is, regardless of the prevailing cli-
mate forming mechanisms, the probability of occur-
rence of an extraordinary phenomenon is constant from
year to year (Franks 2002). The hypothesis about the
identical distribution, independence, and stationarity
of the climatic extremes, however, seems to be vio-
lated in the light of the global climate change (Fig. 1;
IPCC 2001, 2007). Consequently, the design values es-
timated in the past may not be valid recently, and their
applicability in possible future engineering construc-
tions have to be seriously reconsidered.

For a long time, according to the guidelines
of Nosek (1972), the two-parameter Gumbel and
the three-parameter Pearson distributions have
been used for the estimation of design values of
climatological/hydrological extremes in the former
Czechoslovakia. The recent studies in frequency
analysis worldwide, and the statistical handbooks,
however, offer a much broader palette of possible
theoretical distribution functions for these purposes.
A general consensus among scientists exists that
the two-parameter distributions should be used
very carefully since they have limited flexibility:
using these distributions may lead to enhanced bias
of the estimated quantiles at the right tails of the
frequency curves. The application of distribution
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functions with three parameters (e.g., generalized
extreme value (GEV), generalized logistic, generalized
normal, Pearson III, Weibull, or Pareto) or more
(kappa with four or Wakeby with five parameters)
is generally recommended. The advantage of the
four-parameter or five-parameter distributions lies
in their ability to mimic a wide range of plausible
distributions if their parameters are properly set
(Hosking and Wallis 1997). Especially, the GEV
distribution function (Coles 2001) has been proved
to be a suitable one for modeling extremes of
precipitation (e.g., Kohnová et al. 2004; Gaál 2006;
Kyselý and Picek 2006; Alila 1999; Smithers and
Schulze 2001), floods (Kohnová and Szolgay 2003,
Kohnová et al. 2006; Castellarin et al. 2001; Kumar
and Chatterjee 2005), or temperature (Kharin and
Zwiers 2000; Kyselý 2002). Note that the Gumbel
distribution that has been popular in the hydrologic
community is a special case of the GEV distribution
when the shape parameter is equal to zero.

The aim of the frequency analysis is to assess
reliable estimates of design values corresponding
to relevant return periods. Given a n-year series of
observations, the design values with return period
t can be reliably calculated by means of traditional
(at-site) analysis only in case t ≤ n (Hosking and
Wallis 1997). A rule of thumb is to confine the design
value estimation to the return period t not exceeding
three times the value of n; the design values cannot
be assessed sufficiently reliably for longer return
periods (Malitz 1999). Nevertheless, having relatively
short series of observations (30, 40, and sometimes
up to 100 years), one runs up against problems,
usually in engineering applications, when trying to
estimate design values with return periods of t ≥ 100
years. In order to overcome the difficulties with
the insufficient length of series of observations, the
so-called regional frequency analysis was developed.
The regional approach successfully replaces the
temporal dimension of the problem by the spatial
one since it uses data simultaneously from several
sites within a given region (multisite analysis). Such a
spatial extension of the data sample requires to group
sites together with similar statistical properties of
their on-site probability distributions. Having a much
wider dataset to analyze from a given region, one is
able to obtain a more accurate and reliable estimation
of the design values of the underlying variable,
mostly at the tail of the selected distribution function

(Hosking and Wallis 1997). Even though the regional
frequency analysis has originally been developed for
flood data (hence the popular term flood frequency
analysis), Hosking and Wallis (1997) emphasize that
the methodology is also applicable for any other
environmental applications.

The so-called 5t-rule (Jakob et al. 1999) is the ba-
sic principle recommended for the regional frequency
analysis. It specifies that “the pooled stations should
collectively supply five times as many years of record
as the target return period t.” For example, for a reliable
estimation of design values with t = 200 years, at least
1000 station-years of data are needed. Supposing an
average record length of 40 years (a realistic case for
the precipitation data in Slovakia), each group of sites
should consist of at least 25 stations.

In frequency analysis, there are basically two ways
of selecting extreme values out of long climatological
or hydrological series. The first one, the annual max-
imum series (AMS) considers the largest events each
year; the second one, the partial duration series (PDS)
or peaks-over-threshold (POT) approach includes all
values above a selected threshold level. The AMS ap-
proach is the most frequently used method of con-
structing data samples even though it usually leads to
loss of some information (a secondary maximum from
a given year may exceed the maximum value from
another one). The POT approach avoids these draw-
backs by considering all the independent events above
a certain level; however, it is applied less due to its
complexity and difficulties in definition of the thresh-
old level (Madsen et al. 1997). The requirement of
independent selection is easily obtained for the AMS
method, whereas it is not a straightforward task for the
PDS approach where multiple peaks corresponding to
the same hydrologic event may occur. In such case, ad-
ditional options for the definition of independent events
have to be introduced.

Further details related to the issue of frequency anal-
ysis, a historical overview, a comparison of the meth-
ods, and their application on the precipitation data in
the area of Slovakia are presented in Gaál (2006) and
Kohnová et al. (2005b).

Examples of Elaboration

In this section, several examples based on the recent
examination of precipitation extremes are shown. The
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Fig. 10 Design values daily precipitation total R (mm) corre-
sponding to the probability of occurrence of 1%, 2%, and 10%
at the stations in the High Tatras region: (a) Poprad, (b) Štrbské
Pleso, (c) Skalnaté Pleso, (d) Lomnický štı́t, (e) Javorina, (f) Os-

turňa, and (g) Červený Kláštor based on data observed in the
1951–2005 period, and the Pearson III theoretical distribution
function (Faško et al. 2006). The trend lines only roughly illus-
trate the increase of R with increasing number of days
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Fig. 11 Basic and modified
DDF curves (Mod. – with
1-day gap in precipitation
totals) of maximum 3–5-day
precipitation totals (RMax )
for the warm season
(April–September) at the
Hurbanovo Observatory for
the period of 1901–2000
(Gaál and Lapin 2002)

illustrations clearly show the problems related to a cor-
rect assessment of usable design values.

In Fig. 10, the 1-, 2-, and 5-day precipitation
totals are presented, based on 55-year long series
(1951–2005), according to Faško et al. (2006). In the
case of 5-day precipitation totals, only events with
daily precipitation values of at least 0.1 mm per day
have been selected. Although the area of the High
Tatras mountains is relatively small (about 500 km2),
the design values show considerable variability for
the same return periods. The altitude does play an
important role here; on the other hand, much more sig-
nificant are the upwind effects, mainly at stations such
as Javorina (northern slope foot) and Skalnaté Pleso
(southeastern slope). Concerning the 5-day totals, the
design values are nearly two times higher than those of
other stations in the comparable altitudes (Poprad and
Štrbské Pleso). The fact that the deviations between the
design values of 1- and 2-day totals are not so relevant
may be related to different physical conditions of
short-term (thunderstorms) and long-term (cyclonic)
precipitation events. The trend lines in Fig. 10
represent roughly the increase of extreme precipitation
totals with rising number of precipitation days. In the
case of 30–180 min precipitation intensities, one would
probably observe similarly insignificant differences
based on altitude (Šamaj and Valovič 1973). Further
details related to this issue may be found, for example,
in Dzubák (1969), Šamaj et al. (1985), Kyselý and

Picek (2006), Kyselý et al. (2007), Lapin et al. (2003),
and Parajka et al. (2004).

The second example presents similar evalua-
tions for the Hurbanovo Observatory (Gaál and
Lapin 2002; Gaál et al. 2004). The lowland localities in
southern Slovakia have a different precipitation regime
compared to the northern mountains. That is why a
slightly modified methodology was introduced here.
Events with continuous precipitation of a duration
of 3–5 days rarely occur at Hurbanovo. Therefore,
a modified method of selection of several-day
periods with precipitation has been proposed, where
a possible 1-day gap is allowed. Great differences
between the basic and modified method of selection
may be recognized mainly in the warm season
(April–September, Fig. 11). The modified method has
been applied also by Kohnová et al. (2005a) for 10-day
precipitation events, where the evapotranspiration
effects during 1- or 2-day gaps in significant
precipitation events has been considered. It can
be stressed that 5–10-day precipitation events play a
very important role in the regional floods occurrence in
Slovakia.

Conclusions

The presented chapter demonstrates a series of pos-
sible difficulties related to the reliable selection and
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processing of extreme weather events. The Slovak Hy-
drometeorological Institute Observatory at Hurbanovo
(SHMI, 115 m a.s.l., since 1871) was the main source
of observed data series for this chapter. Obviously, it
was impossible to mention and analyze all potential
possibilities and risks in the reliability of the data se-
ries. However, the most essential principles may be
summarized as follows: (1) Extreme weather events
must be correctly defined, selected, and tested, other-
wise the result of the evaluation is not reliable; (2) Sev-
eral theoretical distribution functions may be applied in
design values estimation; nevertheless, the distribution
function with at least three parameters is advised to be
used; (3) The return period of design values t should be
lower than three times the number of observing years
n; the best way is to confine the estimation to the values
t≤n; (4) Any complex event of extraordinary weather
(droughts, wild fire risk, etc.) should be selected very
carefully, otherwise the evaluated statistical character-
istics will be impossible to interpret and apply cor-
rectly; (5) Special attention should be devoted to the
stationarity of long-term time series.

The chapter also outlined the importance of climate
change impacts on the frequency distribution and re-
turn periods of extreme events. Climate change may
cause the design values calculated from the historical
observations to be invalid even at present and likely
in the next decades. Therefore, the methods of design
value estimation should be modified. From this point of
view of more detailed reliability testing of input data, it
is recommended to reprocess also the design values of
extremes published in the past decades. It is clear that
the authors of the aforementioned studies have some-
times not kept the basic principles of selection, testing,
and statistical elaboration. The scientific interpretation
and practical applications of these results could there-
fore be problematic.

Other climatic and hydrologic elements, from
the aspect of extreme events, have been studied by
further authors (e.g., Faško et al. 2003a, 2003b;
Szolgay et al. 2003; Majerčáková et al. 2004; Lapin
et al. 2005, 2007, etc.). In some other papers, the
difficulties in scenarios of extreme events design
under climate change impacts have been emphasized
(Lapin et al. 2001, 2004; Lapin 2003; Lapin and
Hlavčová 2003; Lapin and Melo 2002, 2003).
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Introduction

Planting trees brings many benefits to the urban en-
vironment (Fabião 1996; Jim and Liu 1997; Nilsson
et al. 2000; Saebe et al. 2003; Soares and Castel-
Branco 2007). Trees have a moderating effect on the
urban microclimate and improve the physical, biolog-
ical and chemical aspects of the urban environment,
namely by reducing the urban ‘heat island’ effect (Al-
coforado 1992), by acting as a barrier against strong
wind channelling (Lopes 2003), by protecting urban
surfaces from direct sunlight (McPherson and Much-
nick 2005), by capturing air pollutants and dust in ur-
ban areas (Freer-Smith et al. 2004) and by increasing
the biodiversity, providing habitat for birds and small
mammals (Clergeau 1996). Trees also protect urban
surfaces by reducing the impact of rainwater, while
their roots remove nutrients that can be harmful to the
water in urban soils, hence improving urban hydrol-
ogy and controlling erosion. In addition, trees in ur-
ban settings sequester carbon, providing a helpful hand
to combat climate change, reduce the energetic de-
mand of the city, influence thermal and mechanic com-
fort and foster citizens’ wellbeing (e.g. affecting phys-
ical and mental health, aesthetic and socio-economic
values, common heritage, recreation benefits, etc.). A
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1999 World Health Organization report revealed that in
three European countries (Austria, France and Switzer-
land), more people died prematurely due to the effects
of pollution from vehicle emissions than due to car
accidents. Since a large proportion of the population
is expected to continue living in urban areas, where
current EU standards for PM and long-term average
nitrogen dioxide are exceeded, owing mainly to road-
traffic emissions (Krzyzanowski et al. 2005), the plan-
tation of trees in these areas must be strongly encour-
aged. However, excessive plantation of trees and ob-
structive ‘green masses’ in ventilation paths should be
avoided, because it can reduce mean wind speed and
deplete dispersion conditions (Lopes 2003; Alcoforado
et al. 2005).

On the other hand, trees’ benefits for the urban
environment are frequently accompanied by hazards
caused to the human population and infrastructure,
particularly during strong wind events, due to total
or partial tree falls in public and private open spaces.
This is one of the major causes of human injuries
(and, sometimes, death) during extreme events.
For example, the extreme windstorms of 26–28
December 1999 were directly responsible for killing
95 people, injuring 11 and affecting approximately
3,400,000 people in France; killing 15 in Germany;
11 in Switzerland; 11 in the United Kingdom
and 5 in Spain. The total cost of the disaster was
estimated at more than USD 10 billion (EM-DAT:
the OFDA/CRED International Disaster Database).
During this event, wind speed exceeded 160 km/h in
many places along the French coast and along the
49◦N parallel. Near Paris, in Versailles, more than
4000 trees were windthrown as a result of the storm
and the French Office National des Forêts reported
that an estimated 1,300,000 trees were blown away
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throughout the country (http://www.onf.fr/reg/Ile-de-
France/versailles/tempet.htm).

The Constraints of Trees in the Urban
Environment

Windstorm damages to trees greatly depend on the
physical conditions imposed by the urban environment.
In fact, the environment in urban areas is generally
unfavourable for most arboreous species because
climate, sunlight, soil conditions and air quality are
more restrictive than in rural areas. The severity of
urban conditions is not uniform, since it depends on
the location of urban trees (Fabião 1996; Nilsson
et al. 2000): trees planted in paved areas (street trees)
are exposed to a relatively higher level of stress
than those planted in urban parks (park trees) or in
small urban forests (urban woodlands). Therefore, the
average life span of street trees is generally shorter
than those of parks trees or trees planted in urban
woodlands. Furthermore, the number of species used
in urban planning in paved areas is fewer than those
used in the other urban environments. For example,
about 55% of all trees planted in Spanish paved areas
(Garcia-Martin and Garcia-Valdecantos 2001) or in
Lisbon streets (Soares and Castel-Branco 2007) are
represented by only five genera.

Trees planted in the urban environment, namely
street trees, must be adapted to higher temperatures
(heat island effect) and higher shadow levels than those
observed outside urban areas. Building construction
and paving are responsible for some important changes
in soil conditions, such as the lowering of the phreatic
water table, the removal of the soil surface layer and the
soil compaction. This reduces the soil volume available
for root expansion, the available nutrient content and
soil permeability in addition to restricting the water and
air uptake by the roots. Street trees are also damaged
by the effects of air pollution, mainly by gas emissions
from industries and cars, poisoned by salts, gas, oil and
various piped chemical products from industries. Fur-
thermore, they are damaged by severe and inaccurate
pruning practises or by occasional events like wind-
storms, hail fall and physical impacts caused by cars
and building materials. Finally, street trees can also
be damaged by inadequate procedures during planting,
particularly those concerning the planting depth, the
dimension of the planting holes and transplant shocks

caused by changes in urban dynamics regarding their
proximity to new paving or the opening of ditches,
and also by insects and diseases (Fabião 1996; Saebe
et al. 2003).

Thus, the survival and failure of urban trees are a
consequence of the simultaneous action of all of the
abovementioned abiotic and biotic factors. As such,
the ability of trees to resist these environmental factors
must be taken into account both by selecting wind-
resistant species and evaluating the damage to trees
caused by windstorms. A simple relationship between
the observed damage and the measured wind speed is
not enough to evaluate wind damage to trees and other
parameters must also be considered.

Wind Damage to Urban Trees

The effects of windstorms on urban trees also depend
on the inherent characteristics of each of the species
(e.g. age, size, height, bearing, density of the foliage,
width of the fustic, density of the wood, etc.), as well
as its cultural and health conditions. After two hur-
ricane events in Florida in the United States (Hurri-
cane Erin, 2 August 1995, with 37 m/s sustained wind
and peak gusts of 45 m/s; and Hurricane Opal, 4 Octo-
ber 1995 with 56–65 m/s, respectively), Duryea (1997)
noted that ‘species that grow into large trees were more
likely to cause property damage than small trees’. Sand
pine (Pinus clausa), slash pine (Pinus elliottii), lon-
gleaf pine (Pinus palustris) and laurel oaks (Quer-
cus laurifolia) were more likely to cause damage if
they fell than the smaller Southern redcedar (Juniperus
silicicola), Carolina laurelcherry (Prunus caroliniana)
and Chinese tallow (Sapium sebiferum). Besides the
size there is a predisposition to Florida native trees, like
the dogwood (Cornus florida), sand live oak (Quer-
cus geminate), live oak (Quercus virginiana), sabal
palm (Sabal palmetto) and Southern magnolia (Mag-
nolia grandiflora), to tolerate hurricane-force winds
extremely well. Some foreign species have the pre-
disposition to be affected by insects and disease af-
ter experiencing strong winds and are less resistant
(Duryea 1997).

Trees in natural environments are optimised
structures which are subjected to static and dynamic
loads (Mattheck and Breloer 1994). According to
James (2003), the strength of each structural member
depends on the size of the cross-section (the base
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of the trunk is the strongest part where static loads
are the greatest), the shape of the cross-section (a
circular section is best adapted to torsional forces)
and the strength of the material (young wood is
more flexible than old wood). Trees also show some
physical features of adaptive growth against wind
loads (Niklas 2002). For example, the growth rings
are thicker on the side where the dynamic (wind) load
is greatest and thinner on the opposite side, while
the base of a trunk or branch is massive due to the
addition of wood and, thus, represents a localised
reinforcement to withstand the high (static) loads.
In the urban environment, trees experience a wind
dynamic load that produces a complex sway motion
in trees: more lateral movements are caused by wind
than in forests, where trees are protected by their
neighbours. Furthermore, the energy is transferred
from the wind to the main structure of the trunk
(damping effect) and, consequently, dissipated by the
leaf drag, wood and root/soil system, and partly by
branch sway (James 2003).

Urban Climate and Environment
of Lisbon

Lisbon is the capital and largest city of Portugal and
is located at 38◦43′N and 9◦09′W, about 30 km to the
east of the Atlantic shore, on the bank of the Tagus

estuary. The climate is Mediterranean (Csa according
to Köppen’s classification), characterised by mild win-
ters (61–90 climatological normal temperature, in Jan-
uary, from minimum 8.2◦C to maximum 14.5◦C) and
dry summers (in August, from 17.7◦C to 27.9◦C). The
annual precipitation is 751 mm .

The summer wind regime in the city of Lisbon is
dominated by a relatively strong northerly wind that
occurs near the western coast of the Iberian Peninsula,
the Nortada (Fig. 1).

This regional circulation occurs when a strong pres-
sure gradient is maintained by a persistent thermal de-
pression in the warm continent and the Azores anticy-
clone is above the cooled ocean. The upwelling of the
cooler ocean waters near the shore reinforces the pres-
sure gradient, increasing wind speeds near the ground.
In Lisbon, the Nortada is very important in what con-
cerns air quality and comfort, since it promotes the
dispersion of pollutants and, at the same time, reduces
both the natural and anthropogenic heat loads. Alco-
forado (1987) found that N and NW are the most fre-
quent wind directions for 45% of summer days. From
June to September (27%) the Nortada was considered
strong (hourly mean wind speed ≥ 15 km/h), though
wind velocities can reach 50 km/h in the early after-
noon, and maximum gusts of 70 km/h (19.4 m/s) in the
late afternoon. Consequently, the mechanical effect of
strong winds on people can be unpleasant, especially
in the leisure areas: with a wind-effective speed greater
than 9 m/s, the performance of a pedestrian in a street is

Fig. 1 Wind direction in
summer (June–August) at
Lisbon Airport (1971–2000),
at 12.00 p.m
Source: Alcoforado and
Lopes (2003)
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significantly affected, while an effective wind greater
than 20 m/s is hazardous for weaker persons (Saraiva
et al. 1997). Experiments conducted in a wind tunnel
with a physical model of the eastern part of Lisbon
showed many critical points (from the security point
of view) in the streets. Findings show that more than
43 h per year could be critical, with effective wind
velocities greater than 20 m/s. Sudden gusts in these
areas could be dangerous for weak or unprepared per-
sons and trees should be planted to prevent damages
(Saraiva et al. 1997).

In winter, winds blow mostly from SW, W, NW
and N. However, from March onwards, there is a
great increase in the frequency of northerly winds
(Alcoforado 1992). Northeast is the most frequent
wind direction in December (30%), but the north
direction is still a strong component (13%). In January
and February, the west direction is persistent and
at the end of the winter season the north direction
becomes more important (Fig. 2). Although the wind
blowing from south and southwest directions are not
the most frequent directions throughout the year, they
can cause serious damages to urban trees (Lopes
2003).

In Lisbon, the windy weather conditions occur more
frequently during the winter, when the westerly flow
is more intense, bringing more tracks of frontal dis-
turbances to the Portuguese latitudes. These winter
cyclonic circulations are related to three main large-
scale patterns, two of them with a clear connection
to low-pressure systems located just to the west of
the British Isles: (i) westerly or north-westerly winds
could blow over Portugal in connection with travelling
frontal systems that extend as far as southern Portu-
gal; (ii) in other cases, windy weather conditions are
related with westerly and south-westerly winds from
the North Atlantic that occur over Portugal along the

southern flank of cyclone systems, which have a high
moisture content, particularly over northern and central
Portugal’ (Santos et al. 2005); (iii) a third type of large-
scale circulation is related with southerly winds associ-
ated with cyclonic circulations which are, in turn, con-
nected with the more southerly path of the westerlies
in the mid-tropospheric flow. These cyclonic circula-
tions at the lower levels are mainly controlled by low-
pressure centres located to the west or southwest of
Portugal.

In the last 30 years, some windstorms causing
damage to trees have been reported in Lisbon, with
maximum gusts of 22–33 m/s (80–120 km/h). This
corresponds to a statistical return period from 2 to 8
years (Borges 1971). The OFDA/CRED International
Disaster Database indicates the occurrence of a small
number of deaths and injuries during windstorms in
Portugal, most of them caused by fallen trees.

Green Areas and Trees in Lisbon

Since the fifteenth century, the city of Lisbon was the
point of departure for the discovery of new lands. Dur-
ing many centuries, Portuguese ships travelled around
the world in search of new trade routes and, since
then, exotic tree species were introduced in Europe
and many gardens of foreign species were built in the
city. In the nineteenth century, parks and public gar-
dens were integrated in new urban strategies. These
green spaces today contain a wide variety of species,
some being Mediterranean (or well adapted to the Lis-
bon climate), and also many exotics, from Southeast
Asia, Central America, Australia, the Pacific Islands
and even from cold climates (Moreira 1998).

Fig. 2 Winter windroses at
the Lisbon Airport
(1971–1980)
Source: Lopes (2003)
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At present, the Green Index of Lisbon (which
corresponds to the mean value of green areas,
mainly covered by trees) has an average value of
26.8 m2/inhabitant (including Parque de Monsanto,
the largest continuous green area in the urban perimeter
of Lisbon); excluding the Parque de Monsanto, this
value decreases to 9.1 m2/inhabitant (Soares and
Castel-Branco 2007) (Fig. 3).

Since the early twentieth century, several inven-
tories and studies of the trees in the city of Lisbon
were made. The first list dates back to 1929 and the
last one available is from 2003 (Fig. 4). The most
representative species found in Lisbon’s streets are
the European nettle tree (Celtis australis L.), the
plane tree (Platanus hybrida Brot.), different species
of limes (Tilia spp.), blue jacaranda (Jacaranda
mimosifolia D. Don), box elder maple (Acer negundo
L.) and different species of poplars (Populus alba L.,

Populus nigra L. and Populus x canescens) (Soares
and Castel-Branco 2007). It was verified that the
type and proportion of species varied along this
period: for example, while Celtis australis exists in
the city since 1929, Acer negundo was only found in
2003.

Today, more than 70 monumental trees (or groups
of trees) are a part of the Portuguese heritage worth
preserving: it includes a variety of species, some ex-
otic (e.g. Phoenix dactylifera L., Ficus macrophylla
Desf. Ex Pers., Tipuana tipu (Benth.) Kuntze, Brachy-
chiton spp., Cupressus macrocarpa Hartweg ex Gor-
don, etc.) and others representative of our local flora
(e.g. Q. suber L., Q. rotundifolia Lam., Q. robur L.,
Q. faginea Lam., Q.coccifera L., P. pinea L., Arbutus
unedo L., Phillyrea latifolia L., Pistacia lentiscus L.,
Viburnum tinus L., Rhamnus alaternus L., Juniperus
turbinata Guss, Olea europaea L., etc.), most of them

Fig. 3 Lisbon’s green structure
Source: Lisbon City Council
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Fig. 4 The dominant tree species found in the streets of Lisbon in each inventory
Source: Soares and Castel-Branco 2007

found in parks and public gardens (11 centenary spec-
imens) (DGRF, n.d.). Many species are adapted to the
Mediterranean climate, although the urban heat island
can stimulate biological activity by advancing pheno-
logical phases, for example.

Data and Methods

For this study, a series of 17 years was used, from 1990
until 2006, corresponding to the latest available data of
fallen trees. These data were obtained from the infor-
mation compiled by the Lisbon Fire Brigade and Res-
cue Services (Regimento de Sapadores Bombeiros de
Lisboa – RSBL), which handles emergency calls and is
also in charge of cleaning up the areas and notifying
the Lisbon City Council. The time of the fallen trees
occurrences is registered in the RSBL database as the
time of the call to the call centre. Information about the
place where it occurs includes the description of the
street name and the nearest door number, crossroad,
light pole number or a building easy to identify (e.g.

school, church, bank, etc.). In few cases, it is possible
to find specific details about the species, the dimension
of the tree, the probable cause of the occurrence and
the damages caused by the event.

However, it is important to point out that the infor-
mation collected by the RSBL has certain limitations:

– The time registered by the fire brigade corresponds
to the time of the emergency call and not to the tree
fall; there may be a significant time difference be-
tween the occurrence and the call, which remains
unknown;

– The occurrences recorded refer only to the incidents
that have caused disturbances or damages to people,
which excludes the falls that occur where no one is
affected;

– Information on the species, dimension, age and
health conditions of the trees, which is essential
to understand the relations between the meteoro-
logical conditions and the fall of trees, is seldom
included;

– The methodology applied by the RSBL to regis-
ter the occurrences changed during the study pe-
riod. The record books changed in 1994 and 1997
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and, consequently, so did the type of information
included. In addition, the method of registry and the
terminology used among the RSBL technicians are
not well defined.

Until 1998, the occurrences were recorded in a
book and, after that, on a digital format. The data
recorded in paper had to be collected from the archives
of the RSBL and inserted into a digital database
created specifically for this work. Considering that
this was a time-consuming task and that the main
purpose of this study was to assess the adequacy of the
proposed methodology, it was not possible to make a
visual check of all available data. A selection of the
days between 1990 and 1998 with a higher probability
of occurrences was carried out, based on the analysis
of meteorological data (only when strong wind events
occurred). The threshold for assuming the occurrence
of these events was based upon basic statistics and is
explained later in this section.

The meteorological data used were hourly wind
speed and direction at the Lisbon/Airport meteoro-
logical station. Due to the impossibility of verifying
how much time had elapsed between the incident and
the emergency call, each occurrence in the database
was matched with the wind data (speed and direc-
tion) recorded at the start of the hour. In addition,
each occurrence also corresponded to the mean and
maximum wind speed values recorded in 3, 6, 9 and
12 h prior to the call put in to the fire brigade. To
ensure that only occurrences caused by meteorolog-
ical conditions were included, only days with three
or more incidents were selected. At the first stage,
this analysis was applied to the set of data available
initially for the period of 1999–2003. It was found
that the majority of tree falls happened when certain
wind speed limits were surpassed, specifically above
7 m/s for the time period that included the 6 h prior
to the call. The same methodology was then applied
to the data for the period of 1990–1998 and the days
with higher probability to the occurrence of tree falls
due to meteorological conditions were selected, based
on the threshold found. The collection of data from
the archives of RSBL was carried out afterwards. It
was verified that the methodology applied to select the
days was rather precise and efficient; even so, 2 days
before and after each occurrence were also visually
checked.

Finally, all the information obtained was introduced
into a GIS in order to detect the relationships between
the tree falls and the characteristics of the places
where they occur, such as the H/W ratio, aerodynamic
roughness, distance to high-density areas, relation
between the wind direction and street orientation, etc.
Some technical problems were encountered, namely
the precise location of the trees. In such cases, the
central coordinate of the street, or the nearest feature
found was attributed as the location of the occurrence.
The problems encountered will be addressed with
the fire brigade in order to facilitate the future
collection of data. Some suggestions are put forth in
this chapter’s ‘Conclusions and Further Research’
section.

The authors collected newspapers and online news
articles regarding the occurrence of extreme climatic
events for the last several years. Such data has proven
to be an important source of information, with a neces-
sary filter attitude. Some examples are presented later
in this chapter.

Although the authors obtained monthly data, here
a general view by ‘season’ has been adopted in order
to simplify the results. The months are not aggregated
by means of astronomical or thermal criteria. Instead,
we used the methodology of Lopes (2003), to obtain
the general wind regime at the Lisbon Airport
meteorological station. The author used a series
of 10 min wind speed and direction data, from the
period of 1971–1980. A tree diagram and a principal
component analysis of both A and K of the Weibull
function revealed that September has a clearly different
wind regime from other summer months (June, July
and August), and was included in the autumn
months (September–November). Winter comprises
the period from December to February. March,
April and May were considered to be the months of
spring.

Preliminary Results

Tree Falls in Lisbon from 1990 to 2006:
A General Overview

Between 1990 and 2006, 1241 occurrences of trees,
boughs and branches falls were recorded during strong
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wind events. As can be seen in Fig. 5, there was a
large variation in the number of occurrences by year:
the highest percentage of incidents occurred in the
years of 2006, 2000, 2001 and 1997. Over 70% of
the incidents occurred in the 2000–2006 period, with
a maximum of 23.8% in 2006 and 14.3% in 2000. In
June of the latter year, strong winds (wind gusts of
85 km/h ≈ 24 m/s) were reported in the Lisbon re-
gion (where a person who was waiting for the bus was
badly injured); in the beginning of November, a wind
storm swept throughout the country (with floods and
high-intensity precipitation that surpassed 90 mm in a
period of 24 h in some places in northern Portugal).
On 6–7 December, a very active cold front passed over
the country and the Lisbon region was very affected
(gusty winds of 100 km/h). The civil protection service
alerted the population about the event, and confusion
set in the city, with thousands of people working in
the city that live in the suburbs trying to escape the
storm. This situation led the city into chaos (as noted
by Portuguese newspapers), which is a good example
of how civil authorities should deal with the divul-
gation of information. ‘The repeated warnings about
bad weather, the deterioration of the situation through-
out the day and the expectation that it might worsen
at nightfall, all left the population in a state of com-
prehensible anxiety’ (Jornal de Notı́cias online edi-
tion, 7 December 2000). In the end, the city sustained
only light damages, though it led to great fright due to
rumours.

When the 17-year period was analysed according
to the wind direction, it was found that over 58% of
the tree falls occurred with southwest and south winds

(31.2% and 27.4%, respectively), 13.4% were caused
by west wind and 12.5% from winds from the north-
west. Only 1.3% of the occurrences were caused by
east winds (Fig. 6a).

When the data was analysed by season, it was found
that more than 76% of tree and branch falls in the city
occurred during the autumn and winter. In the summer,
the N and NW winds are dominant, while in the other
seasons, winds from the S and SW cause the majority
of falls (Fig. 6b). The first situation is due to the pre-
vailing Nortada, as explained above. In the ‘coldest’
time of the year the ‘extreme’ synoptic situations are
due to a relatively high frequency of south depressions
and storms associated to the cold front.

The wind speed also varied according to the
direction. At the time of the occurrences, winds
recorded from south, southwest and north reached
higher speeds, over 7 m/s. The averages of the
maximum speeds recorded for the 3, 6 and 12 h prior
to the falls were calculated and compared (Fig. 7). It
was found that the maximum speed increases with
time before the emergency call, meaning that the
maximum wind speed for the period of 12 h prior to
the occurrence is higher than the maximum speed
for the previous 3 and 6 h periods (Fig. 8). These
results can be due to the time lag existing between
the moment of the occurrence and the moment it is
recorded in the database. Also, many situations may
occur during the night and only in the morning, after
people wake up, the call is made. The west direction
is a curious situation, as the value from 6–12 h
prior to the occurrence is greater than in all other
directions.

Fig. 5 Percentage of
occurrences of trees, boughs
and branch falls registered in
the database for the period of
1990–2006
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(a) (b)

Fig. 6 Tree falls according to the wind direction (a) and season (b)

The falls occurred relatively disperse in the city.
Even so, it is possible to distinguish specific patterns
of location in relation to the total number of street trees
in the different places.

The location of the falls was analysed by fregue-
sia (the smallest administrative division in Portugal
and the basis for local actions). Lisbon has 53 fregue-
sias, with different characteristics, including dimen-
sion, population and number of street trees. It was ver-

ified that, in general, a higher number of falls occur in
the freguesias with a higher number of street trees, with
few exceptions, the most important being Marvila (it
has a high number of street trees and few occurrences)
and Olivais (it has a medium number of street trees,
smaller than Marvila, but a higher number of occur-
rences (Fig. 9).

These exceptions may be explained by the
roughness, the topographic features of the areas and

Fig. 7 Mean wind speed at
the hour of the falls and in the
previous hours
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Fig. 8 Maximum wind speed at the hour of the falls and in the
previous hours

the type of species found. The inventory of 2003
shows that the most representative species in Olivais
are Platanus spp. (15.4%), Tilia spp. (9.4%), Celtis
australis (8.7%), Jacaranda mimosifolia (8.3%),
Cercis siliquastrum (7.1%) and Populus Canadensis
(6,9%), and in Marvila are Platanus spp. (19.1%),
C. australis (16.8%), Gleditsia triacanthus (6.4%),
Grevillea robusta (6.1%), Cercis siliquastrum (5.8%)
and Robinia pseudoacacia (5.7%) (Soares 2006).
These differences can be a result of the fyto-sanitary
conditions of the trees and of the urban charac-
teristics such as geometry and street orientation
(Sashua-Bar et al. 2003), which must be investigated
further.

The Atmospheric Environment of the
Windstorms: Lisbon’s Soundings and
Stability Indices (2000–2005)

This part of the study aims to analyse the incidence of
thermodynamic instable conditions in the troposphere
among the falling trees events in Lisbon. Soundings
data are usually applied to assess the potential condi-
tions for the occurrence of severe weather phenomena,

like heavy showers, thunderstorms or wind gusts. A
systematic analysis of sounding data from Lisbon Air-
port station seems a useful approach to identify some of
the thermodynamic factors of the windstorms. By the
moment, this specific research is just in the beginning
and it was not yet possible to analyse all the periods
studied in this chapter (1990–2006). In this topic, pre-
liminary results obtained from the analysis of a subset
of tree falls events are shown, and this secondary sam-
ple was constructed by selecting the occurrences regis-
tered in the last years of the initial dataset (since 2000
until 2005). The availability of sounding data from the
Lisbon Airport station has made possible the collec-
tion of 65 soundings related with tree falls events in
the described 6-year period. Using RAOB1 software
the sounding data were analysed and different indices
and parameters were computed taking into account two
objectives: (i) to ascertain the frequency of unstable
thermodynamic conditions associated with the tree fall
events in Lisbon; (ii) to verify the importance of wind
shear conditions to trigger the windy weather condi-
tions in Lisbon area. Here, the results concerning three
stability indices will be presented and discussed:

(a) the ‘convective available potential energy’
(CAPE), a measure of positive buoyancy:

C AP E = g
∫ E L

L FC

θ − θe

θe
(1)

where

θ is the potential temperature (◦C) of the lifted
parcel

θe is the potential temperature (◦C) of the envi-
ronment

g is the acceleration due to gravity

(b) ‘severe weather threat’ (SWEAT, nondimen-
sional), an index that combines the role of
humidity at the lower levels, the 850–500 hPa
thermal lapse and the 850–500 hPa wind shear:

SWEAT = 12.Td850 + 20.(TT − 49)

+2. f850 + f500 + 125.(S + 0.2)(2)

where

1 Version 5.7, Environmental Research Services, Matamoras,
USA.
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TT is the Total Totals ı́ndex (and TT-49 is set to
zero if value is negative),

f850 is the speed of 850 hPa wind in knots,
f500 is the speed of 500 hPa wind in knots and
S is the sine of (500 hPa–850 hPa wind direc-

tions)

(c) Wind shear (m/s), defined by the magnitude of the
vector difference between the 0–6 km mean wind
and the 0–500 m mean wind.

The results of the computed indices for the 65
soundings related with tree fall events need to be
compared with correspondent values associated with
‘non-windy’ weather conditions in Lisbon Airport,
in order to ascertain the significance of this analysis.
Therefore, a random sample of Lisbon soundings
related with weak wind conditions in Lisbon Airport
station was also created. This random set of soundings
includes only soundings at 12.00 p.m. from days with
wind below 7 m/s between 10.00 a.m. and 3.00 p.m.,
and it has the same amount of cases (65 soundings)
observed in the previously mentioned 6-year period
(2000–2005). Thus, two samples of soundings are
compared in this study: one comprises soundings
related with falling trees days (FTD sample) and the
other one includes soundings associated with weak
wind conditions (WWD sample). It is expected that
this comparison between the indices values from
the two opposite samples could contribute to ease
the detection of significant thresholds related with
windstorms triggering.

The events with positive buoyancy (positive CAPE)
are quite more frequent in the falling trees days sam-
ple than in the weak wind days sample. In Table 1,
the frequency (absolute and relative) of soundings with
positive CAPE in the two samples is indicated and it
must be underlined that the number of cases related
with falling trees is much higher (46% against 23%).
However, it should also be emphasised that both kinds
of events could happen with positive buoyancy con-
ditions. The CAPE value has exceeded 1000 J/kg in
four cases in the FTD sample. No case with CAPE
≥ 1000J/kg has occurred in the WWD sample.

The distributions of CAPE values could be com-
pared in a box-and-whiskers plot (Fig. 10), represent-
ing the maximum, the third quartile, the median, the
first quartile and the minimum.

The comparison of SWEAT index values reveals a
much stronger contrast between the two distributions

(Fig. 11). Almost 80% of the soundings from the FTD
sample did occur with SWEAT ≥ 100 (moderate con-
ditions for convection) and about the same percent-
age was observed for SWEAT values below the same
threshold in the WWD soundings set. This result sug-
gests that the combination of humidity, strong thermal
lapse rate and wind shear bellow 500 hPa could be im-
portant to induce surface windy conditions in Lisbon.
In fact, the clear distinction between the two distribu-
tions may indicate that this index could act like an im-
portant predictor of windy conditions in Lisbon area, a
result that must be confirmed by further research. Fur-
thermore, it can be noticed that, on three occasions (in
a 65 days sample), SWEAT values above 300 were ob-
served, suggesting that very severe conditions (poten-
tial) for deep convection are not so rare in the Lisbon
region, as it could be supposed.

The comparison of the wind shear values distri-
butions (Fig. 12) exhibit, once again, another clear
distinction between the two samples, although not so
strong as in the previous index. More than half (54%)
of the total number of FTD occurred under moderate
(≥ 7 m/s) or severe wind shear conditions. Seventeen
percent of the FTD occurred with strong wind shear
(≥ 10 m/s). By contrast, 80% of the WWD are related
with lower wind shear values (7 < m/s). The threshold
of 7 m/s could be taken, empirically, as a discrimina-
tive value that could roughly distinguish the most part
of the cases of the two sets of days, suggesting that it

Fig. 10 Box-and-whiskers plot of CAPE values



Wind Risk Assessment in Urban Environments 67

Fig. 11 Box-and-whiskers plot of SWEAT values

might be a critical value useful for windstorms predic-
tion in Lisbon Airport. Therefore, it will be necessary
to verify this assumption in a larger sample of sound-
ings, in order to achieve more concluding and statisti-
cally significant results.

The results described pointed out that the conjuga-
tion of positive buoyancy, humidity at the lower tropo-
sphere and strong wind shear seems to be an impor-
tant factor to increase the probability of windy weather
conditions in Lisbon. The prior observations allowed
us to make a summary of the main thermodynamic
and wind shear conditions associated with falling trees
events (Table 1). In this table, the main conclusions and

Fig. 12 Box-and-whiskers plot of wind shear values

remarks, extracted from the frequency analysis based
on some critical values, are indicated.

The Example of the Windstorms of 8th
October 2004

On 8 October 2004, the Iberian Peninsula was under
the influence of a low-pressure centre located in the
Atlantic Ocean. Consequently, the flux was from south
and southwest over Portugal.

Table 1 Comparison
(empirical thresholds) of the
stability conditions between
the soundings samples of
FTD and WWD

Magnitude of instability
conditions (thresholds)

FTD (65 soundings in
2000–2005 period)
absolute/relative frequency

WWD (65 soundings in
2000–2005 period)
absolute/relative frequency

Positive CAPE 30 (46%) 15 (23%)
SWEAT ≥ 100 51 (79%) 14 (21%)

≥ 200 25 (39%) 2 (3%)
Wind Shear ≥ 7m/s 37 (57%) 14 (21%)

≥ 10m/s 12 (19%) 1 (1.5%)
(Combined conditions)
SWEAT ≥ 100
+ 35 (54%) 7 (11%)
Wind shear ≥ 7 m/s
Positive CAPE
+
SWEAT ≥ 100 15 (23%) 1 (1.5%)
+
Wind shear ≥ 7 m/s
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A relatively high number of trees, boughs and
branches (35 occurrences, recorded between 9.30 a.m.
and 6.40 p.m.) have fallen in the city. The wind
speed began to increase significantly from 9.00 a.m.,
reaching a maximum of 15 m/s at 2.00 p.m., with its
speed considerably decreasing from that time onwards
(Fig. 13).

As the wind speed increased, its negative impact
on the city became clearer, and the tree falls were di-
rectly related to it. Between 12 p.m. and 4 p.m., the
wind speed varied between 13 and 15 m/s and 80% of
the tree falls occurred (28 of the 35). This peak in oc-
currences coincided with the period of maximum gust
(27 m/s).

Most of the occurrences took place in the south
and southwest parts of the city, in relation to the
abovementioned synoptic situation. In the morning
(prior to 1.00 p.m.), the falls were caused by flows
from the south; in the afternoon, a wind shift towards
the southwest led to the remaining occurrences
(Fig. 14).

The distribution of falls was analysed in relation to
the different land uses and ventilation classes defined
for the city of Lisbon (Alcoforado et al. 2005). It was
found that 41% of the trees fell in densely built-up
areas (where at least 50% of the area is covered

with high-density buildings) in the southern part of
the city and 20% in green areas. Although these
districts have greater roughness length (z0 ≈ 1 m)
and therefore diminish regional wind speed by about
30% when compared to non-occupied areas (Lopes
2003), local acceleration through the narrow streets
can occur during extreme wind events. Therefore,
an index capable of translating the narrowing of
the streets should be included in the analysis. This
index could be given by the relation between the
height of the buildings and the width of the streets
(height/width) and should be applied in future
research.

In relation to the species affected by these events,
it was possible to identify 24 fallen trees, which were
distributed among 8 species (Table 2). It was found that
48% of the trees only suffered damages to their upper
parts (e.g. branches and boughs) and over half (52%)
were uprooted. Of all the cited species, the black poplar
was the most affected by this strong event, correspond-
ing to one-quarter of all tree falls. In this case, the cause
of the falls is not very well understood and other con-
straints, especially the fyto-sanitary conditions, may
have a great influence on the resistance of trees. In fu-
ture research, all the conditions should be included in
the database and should be analysed in depth.

Fig. 13 Relation between tree falls and wind (speed and direction) on the 8 October 2004
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Fig. 14 Pattern of fallen trees according to wind direction during the windstorm on the 8 October 2004

Table 2 The characteristics of the trees identified for the episode of 8th October 2004

Species Percentage of
trees

Tree foliage Average
height

Populus nigra L. (black poplar) 25 Deciduous 17
Sophora japonica L. (Japanese

pagode tree)
21 Deciduous 12

Acer negundo L. (box elder) 18 Deciduous 15
Jacaranda mimosifolia D. Don.

(jacaranda)
12 Semi deciduous 11

Tilia tomentosa Moench (lime) 8 Deciduous 19
Ulmus minor Miller (elm tree) 4 Deciduous 20
Cercis siliquastrum L. (Judas tree) 4 Deciduous 7
Ficus carica L. (fig tree) 4 Deciduous 4

Atmospheric Analysis of Two Windstorm
Events in Lisbon: 18th July and 24th
November 2006

This section presents a diagnosis of the atmospheric
environment associated with two severe windstorms

triggered in quite different synoptic situations and ther-
modynamic conditions.

The first windstorm (18 July 2006) was a local
storm, with strong gusts probably induced by convec-
tive motions and instability in the troposphere above
the Lisbon area. The second windstorm (24 Novem-
ber 2006) was related with a clear synoptic forcing
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Table 3 Sounding-derived parameters

Indices (Units) Lisbon Airport 1200 UTC

CAPE (J/kg) 247
DCAPE (J/kg) 994
WINDEX (knots) 40
T2Gust (knots) 37
SWEAT (non-dimensional) 227.6

and high pressure gradients affecting the surface atmo-
spheric circulation over the Portuguese area.

The 18 July windstorm occurred under moderately
warm weather conditions. In the previous days, the
synoptic situation was influenced by the Azores sub-
tropical high. After 17 July, the surface circulation
(Fig. 15a) over the western part of the Iberian Peninsula
became conditioned by shallow (thermal) low pressure,
with southerly (SW to SE) winds into the Lisbon area
in the low levels of the troposphere. Nocturnal temper-
atures remained above 20◦C and the maximum tem-
perature reached 32◦C at the Lisbon/Airport meteoro-
logical station. In this atmospheric environment, local
thunderstorms were formed in the southwestern part of
Portugal on the 18 July 2007 and the associated con-
vection was responsible for a windstorm affecting Lis-
bon by the end of the morning, with the most intense
wind records observed at the Lisbon/Airport meteoro-
logical station. The hourly wind speed at this location
increased irregularly during that morning. The maxi-
mum hourly wind speed was recorded from SE, with
a mean speed of 10.8 m/s (with a maximum gust of
18 m/s) and occurred at 11.00 a.m.

The analysis of the 1200 UTC Lisbon sounding
(Fig. 15b) allowed us to understand the dynamic causes
of this windstorm, taking into account that the maxi-
mum gusts occurred around that moment. Combining
different sounding-derived parameters, some features
of the thermodynamic factors of the windstorm could
be found. Table 3 shows several indices and parameters
of instability.

The thermodynamic structure represented in the
sounding (Fig. 15b) exhibits different important
features favourable to the activation of strong
downdrafts, probably triggering gusts in the lower
troposphere. The thunderstorm activity has started
earlier, but the CAPE value (247 J/kg) suggests its
possible continuation to the afternoon period. A jet
stream at the upper levels was also present, underlying
a troposphere marked by strong wind shear. But it is
most interesting to verify the effects of a thick dry

air layer below 700 hPa, inducing strong negative
buoyancy, with the DCAPE value reaching 994 J/kg
(Table 3). This highly instable environment has
resulted in downdrafts that, very probably, were at the
origin of the strong gusts experienced at the surface
in the Lisbon area. This event was responsible for 11
fallen trees, boughs and branches.

The second windstorm studied occurred on 24
November 2006 and its dynamic causes were quite
different from those of the previous event. The
synoptic circulation over the Iberian Peninsula
(Fig. 16a) was controlled by the influence of an intense
frontal cyclone (low minimum of 969 hPa at 0000
UTC), its centre being located west of the British Isles.
On 24 November, Portugal was affected by strong
surface pressure gradients, ensuring the occurrence of
persistent windy weather conditions. The daily mean
hourly wind speed observations at the Lisbon/Airport
meteorological station was 9.5 m/s, from southwest or
south in almost all the time records. By 9.00 p.m., the
wind gust was at 23 m/s.

By the end of the morning, the Lisbon area was
crossed by a cold front moving from west to east, and
the most intense winds occurred just after this passage.
Wind speed observations between 11 and 13.5 m/s
were registered from 12.00 to 2.00 p.m. The sounding
(Fig. 16b) reveals strong south-westerly fluxes from
the upper troposphere (where a jet stream is visible)
until the surface levels. The most interesting feature in
this profile is a low-level jet, with 29 m/s, blowing just
520 m above the ground level.

This thermodynamic profile (Fig. 16b) shows a
moderate highly instable atmospheric environment,
favourable not just for the occurrence of surface gusts
but also to thunderstorm activity and thick cloud
formation, taking into account the availability of the
moisture (precipitable water: 36.1 mm) and convective
energy to freely activate the lifting of the air from the
lower levels. This event was responsible for the fall of
112 trees, boughs and branches.

Conclusions and Further Research

The fall of trees, boughs or branches occurs quite fre-
quently in the city of Lisbon. To identify the causes of
the fall of trees during windstorm events, a database
was created and it includes so far 1241 occurrences
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Fig. 15 Windstorm on 18 July 2006: (a) Synoptic chart; (b) sounding over Lisbon Airport (1200 UTC)
Source: MetOffice (UK) and University of Wyoming, Department of Atmospheric Science
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(b)

(a)

Fig. 16 Windstorm on 24 November. (a) Synoptic chart; (b) sounding over Lisbon Airport (1200 UTC)
Source: MetOffice (UK) and University of Wyoming, Department of Atmospheric Science
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of fallen trees (from 1990 to 2006), meteorological
data (wind speed and direction) and some of other re-
quired information, such as urban parameters (rough-
ness length, H/W ratio, street orientation, street pollu-
tion levels, etc.), trees characteristics (diameter of the
trunk, crown, height, age) and other conditions like
fyto-sanitary state, soil, etc. Wind data and the occur-
rences were correlated with other data and the prelimi-
nary and general results were presented.

The main directions that cause tree falls were iden-
tified: in summer, Nortada winds are responsible for
74% of the falls and most of the cases are related
to the falls of boughs and branches. From autumn to
spring, perturbed weather types from west, southwest
and south (cyclonic circulations related to low pressure
in connection with frontal systems or low-pressure cen-
tres located to the west or to the southwest of Portugal),
are responsible for the most part of the occurrences
(79%), most of them affecting the whole tree, but also
some boughs and branches. Infrequently, strong winds
from downdrafts may also occur, such as those on 18
July 2006.

The majority of the falls (70.5%) happened in the
last six years, with the maximum of 24% in 2006. Only
29.5% of the total occurrences took place in the 1990s
(with a maximum of 8.4% in 1997). It is possible that
during this later period the trees had suffered higher
stress due to urban factors, such as the increase in traf-
fic and in the level of pollutants, which influence the
fyto-sanitary conditions, in addition to the influence
of age (since older trees are more vulnerable). It was
also possible to identify specific areas where tree falls
are more frequent, probably due to the combination of
the roughness and topography of the areas, the number
of street trees, the species and the fyto-sanitary con-
ditions, among other factors, which will be studied in
more detail in the near future.

It was also found that the majority of falls hap-
pened when specific wind speed limits were surpassed,
specifically above 7 m/s for the time period that in-
cluded the 6 hours prior to the occurrences.

For a successful implementation of an ‘alert plan’
for the city during strong wind events, a few recom-
mendations must be made:

i. A common language must be defined among the
RSBL technicians, potentially to be shared with re-
searchers. This language should include a glossary
of terms used in the description of the trees and the

type of occurrences, besides the exact definition of
the size of trees, boughs and branches and other im-
portant parameters;

ii. The precise location of the place of the occurrence
is necessary to understand many of the factors that
influence the fall of trees. A GPS device should be
used for this purpose;

iii. A form, based on a checklist of the factors that may
influence the falls, should be created and filled in
by RSBL personnel with observations or measure-
ments when the service is undertaken. The imple-
mentation of this method would allow for the cre-
ation of a reasonably complete database to be used
in future analysis;

iv. The development of a training programme for the
RSBL personnel, in order to clarify the methodol-
ogy described and to ensure the correct application
of the devices, as well as strengthening the working
relations between researchers and RSBL personnel.

The methodology applied has proved suitable for
this study, although some limitations were encoun-
tered. It is necessary to deepen our research and collect
more data, with the purpose of understanding all the
probable causes of tree falls in the city and assist in
the development of contingency planning necessary to
face these events.
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bano en las ciudades españolas. Actas del III Congreso Flo-
restal Español: 467–474
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Kaňák J, Benko M, Simon A, Sokol A (2007) Case study of the

9th May 2003 windstorm in southwestern Slovakia, Atmo-
spheric Research, 83: 162–175

Krzyzanowski M, Kuna-Dibbert B, Schneider J (ed.) (2005)
Health effects of transport-related air pollution, WHO

Lopes A (2003) Modificações no clima de Lisboa como con-
sequência do crescimento urbano. Vento, ilha de calor de su-
perfı́cie e balanço energético, PhD thesis, University of Lis-
bon: 375pp

Mattheck C, Breloer H (1994) The body language of trees.
HMSO. London, UK

McPherson E, Muchnick J (2005) Effects of street tree shade on
asphalt concrete pavement performance, Journal of Arbori-
culture 31(6): 303–310

Moreira ME (1998) Estudo Fitogeográfico do Jardim Braancamp
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Ozone Air Pollution in Extreme Weather Situation –
Environmental Risk in Mountain Ecosystems

S. Bičárová and P. Fleischer

Keywords Ground-level ozone · Episode · Temporal
and spatial variation · Complex topography · Emissions

Introduction

Extreme weather events including heat waves have as-
sumed significant changes in intensity and frequency
in the context of global warming. Unpreceeded 15-day
long heat wave with record temperatures and unusually
persistent high-ozone concentrations was observed in
Europe during August 2003 (Vautard et al. 2005). Spe-
cial meteorological situation favored the progressive
accumulation of ozone. Marked atmospheric stability
with very weak winds, which limited the dispersion of
pollutants, the high temperatures caused by the advec-
tion of a warm African air mass, and strong sun radi-
ation with clear skies led to high ozone concentrations
(Rodrı́guez et al. 2004).

Extraordinary high level of ozone pollution
occurred also in Slovakia in August 2003. Monitoring
stations recorded maximal O3 concentrations from
127 to 301 �g m−3. The ambient air quality standards
were exceeded frequently at southwest lowland urban
stations in Bratislava and north rural mountain station
Lomnický Štı́t: alert threshold IH1h = 240 �g m−3 20
times only at Bratislava stations, information threshold
IH1h = 180 �g m−3 total 69 times. Increase of O3

concentration with altitude documents measurement in
the High Tatras vertical profile. Mean monthly values
raised from 82 �g m−3 at Stará Lesná (814 m a.s.l.) to

S. Bičárová (B)
Geophysical Institute, Slovak Academy of Sciences,
Meteorological Observatory Stará Lesná, 059 60 Tatranská
Lomnica, Slovakia
e-mail: bicarova@ta3.sk

124 �g m−3 at Lomnický štı́t (2635 m a.s.l.) (Bičárová
et al. 2005).

Air pollution is a serious problem in the High
Tatra Mountain. Ozone AOT40 index for protection of
natural forest vegetation (10,000 ppbh) is commonly
exceeded in the middle of vegetation period. A
synergic effect of air pollution, extreme weather
conditions, and biotic agents related to global climate
change has caused serious deterioration of the forest
condition in the Tatra National Park since early 1990s
(Fleischer et al. 2005).

Recent O3 concentration in Slovakia is substantially
more affected by long-range transport and by climatic
changes than by national strategy application for
reduction of O3 precursor emissions (Hrouzková
et al. 2004). Results of LOTOS–EUROS model appli-
cation, including calculation of sequential hourly O3

concentrations for years 1999 and 2003, show minor
effect of Slovak emissions on the mean annual O3 con-
centration in all territories in Slovakia (Kremler 2006).

In this chapter, the summer O3 episode observed
during August 12–14, 2003 in the High Tatra Moun-
tain region is investigated using Meteorology and Pho-
tochemistry Model (MetPhoMod) (Perego 1999). The
goal of MetPhoMod model implementation is to study
time and spatial distribution of O3 pollution and to an-
alyze the contribution of emission sources to maximal
O3 concentrations.

Methods

MetPhoMod Model Description

MetPhoMod is an eulerian, three-dimensional,
mesoscale model for simulation of summer smog over

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 75
DOI 10.1007/978-1-4020-8876-6 6, c© Springer Science+Business Media B.V. 2009
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very complex terrain under fair weather conditions
(Perego 1999). It is a single program that includes
modules for air motion, turbulence, radiation,
ground–atmosphere interactions, gas phase chemistry,
and deposition. The model uses a Cartesian grid.
Complex topography is considered, by dividing grid
points into the two categories: normal and under-
ground. Transport is calculated using the Piecewise
Parabolic Methods (PPM) based transport scheme.
The nonhydrostatic pressure is evaluated by solving
an elliptic equation derived from the mass continuity
equation. The turbulence module implements the k−ε

turbulence closure scheme with an implicit solver.
The program includes a chemical interpreter and
predefined input file of chemical equations for the
regional atmospheric chemistry mechanism (RACM)
(Stockwell et al. 1997). MetPhoMod does not include
modules for clouds, aerosols, and heterogeneous
chemistry. A grid of rectangular cubes represents
the modeling domain. All values are stored in the
center of the cube. The dynamics then are solved with
the method of Rhie and Chow (1983), in the form
proposed by Clappier (1998). The solution procedure
strictly keeps mass consistency. The chemical equation
system is calculated by a technique based on separation
of fast and slow species (Gong and Cho 1993). The
fast species are solved with an implicit, the slow ones
with an explicit integration step. The MetPhoMod
software consists of a single UNIX executable file
(http://www.giub.unibe.ch/klimet/metphomod/) and
is handled with common UNIX commands.The
network common data format (netCDF), a bi-
nary data format, defined by UNIDATA/UCAR
(http://www.unidata.ucar.edu/) is used for input and
output files formulation.

Ozone Episode in August 2003

Unusual high O3 concentrations were recorded in
Europe and Slovakia (301 �g m−3 in Bratislava and
195 �g m−3 at Lomnický štı́t) during the August 2003
heat wave (Bičárová et al. 2005). Simulation of ozone
by model CHIMERE (Vautard et al. 2005) shows the
first exceeding of the European standards (90 ppb, or
180 �g m−3) in the Ruhr area, northeast France, Paris,
and near Marseille on 2nd and 3rd August. Then in
an anticyclonic move the high-ozone region rotated

clockwise from southern Germany (4 August) to
north-central France (6–7 August) and then to western
France (8–9 August). After 12th August, the whole
polluted air mass was pushed away eastward by a
cold front coming from the Atlantic area (Fig. 1) and
contributed to significant increase of O3 concentrations
observed at monitoring stations in Slovakia.

Transfer of ozone pollution documents also the fore-
cast of maximal O3 concentration (Fig. 1) prepared by
PREV′AIR according the results of model CHIMERE.
Analysis of the weather situation presented by Slovak
Hydrometeorological Institute (SHMI) shows the oc-
currence of anticyclone occasions (A, Wal) in cen-
tral Europe for the period 12–14 August. Anticyclones
generally bring fair weather (rise of air temperature,
decrease relative humidity) and clear skies (increase
solar radiation and sunshine duration). The dynamics
of an anticyclone lead to downward vertical movement,
which suppresses convective activity. Moving of colder
air from northwest influenced decrease of O3 concen-
tration in region of 48–54◦ N on 14 August.

Model Domain

Selected area (20 km×18 km) of the High Tatra Moun-
tain region extends from Svit on the west to Kežmarok
on the east and from Lomnický štı́t on the northwest to
Poprad basin on the southeast (Fig. 2). Model domain
includes fixed ground-level stations in vertical profile:

– Poprad-Gánovce (H = 706 m a.s.l., ϕ =
49◦ 02′ N, λ = 20◦19′ E);

– Stará Lesná (H = 810 m a.s.l., ϕ = 49◦09′ N, λ =
20◦ 17′ E);

– T. Lomnica-Štart (H = 1200 a.s.l., ϕ =
49◦ 10′ N, λ = 20◦ 15′ E);

– Skalnaté Pleso (H = 1778 m a.s.l., ϕ =
49◦ 11′ N, λ = 20◦ 14′ E);

– Lomnický štı́t (H = 2634 m a.s.l., ϕ =
49◦ 12′ N, λ = 20◦ 13′ E).

At these stations, SHMI provides a meteorologi-
cal and air pollution measurement in cooperation with
the Geophysical Institute of the Slovak Academy of
Sciences (GPI SAS) and the Research Centre of the
Tatra National Park (RC TANAP). Stationary (semi-
urban, industrial) and mobile sources around the towns
Poprad and Kežmarok produce more anthropogenic
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Fig. 1 Synoptic charts (source: Wetterzentrale http://www.
wetterzentrale.de/topkarten/tkfaxnwsar.htm), ∗type of mete-
orological situations: A – anticyclone over Central Europe,
Wal – west anticyclone occasion of summer type (source:

SHMI http://www.shmu.sk) and forecast of maximal O3
concentrations (source: PREV’AIR http://www.prevair.org/
en/prevision o3.php) for the period August 12–14, 2003
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Fig. 2 Satellite images and borders of the High Tatra Mountain model domain (http://geology.com/europe-satellite-images.shtml)

emission in comparison with sparsely populated high-
altitude mountain localities. On the other hand, for-
est vegetation at foothills releases important quantity
of biogenic volatile organic compounds (BVOC) emis-
sions. Model grid consists of 21 × 19 horizontal cells
of resolution 1 × 1 km2 with 22 vertical levels in an
elevated interval of altitude 600–2700 m a.s.l. Digi-
tal topographic data and representative altitude for ev-
ery cell were obtained by digitalization of the High
Tatras paper map (ratio 1:50,000) using the software
Didger and Surfer (http://www.goldensoftware. com).

Digital Elevation Model (DEM) of investigated domain
20 km × 18 km × 3 km is shown in Fig. 3.

Input Data – Specification and Validation

Static Parameters

Static parameters include relatively stable ground char-
acteristics: the ground roughness, the surface albedo,
the ground heat capacity, the ground diffusivity, the
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Fig. 3 DEM of the High Tatra Mountain model domain and location of ground meteorological and O3 stations: 1 – Poprad-Gánovce,
2 – Stará Lesná, 3 – Štart, 4 – Skalnaté Pleso, 5 – Lomnický štı́t

relative air humidity in ground pores, the evaporation
resistance of soil, and the shielding factor of plants.
Parameters were defined in accordance with the clas-
sification System of U.S.G.S (U.S. Geological Survey
Land Use/Land Cover System). Land of the High Tatra
Mountain model domain covers mainly vegetation of
grass, shrubs, forest, and mixed barren land of alpine
rockies. There are also several semi-urban and rural
settlements.

Dynamical Parameters

Dynamical parameters involve the basic meteoro-
logical data: the air temperature, the air moisture,
the wind direction, the wind speed, and the O3

concentration. These data come from measurements
at stations of model domain. The air temperature
(Kroneis NTC sensor, YSI 44212 type) and relative
air humidity (Vaisala MHP35D type) were measured
on thermometer screen at 2 m level above the surface.
Wind speed and wind direction were registered by
R. Fuess type of anemometer. Continuously recorded
data were averaged and stored as hourly values. The
global radiation was obtained by thermopile-based
pyranometer (Ostrožlı́k 2004). UV absorption ozone
analysators measure O3 concentration in accordance
with the secondary national ozone calibration standard
of SMHI. Intercomparisons with the Czech primary

ozone standard are regularly organized. Data are
collected and validated in central SHMI database.

Hourly data were used to strengthen the model be-
havior around the edges of vertical layers and on the
top of domain. Figure 4 illustrates the modest differ-
ences between modeled and measured hourly values
for the air temperature (T ), the relative air humidity
(RH), and the wind speed (Ws) at individual stations.
Correlation coefficients show good agreement between
the experimental data and values processed by model
(rT = 0.985, rRH = 0.951, rWs = 0.896) with an
exception of wind direction (rWd = 0.366) that is
very variable in the complex mountain area. Model
calculates global radiation according to Paltridge and
Platt (1976). The tight relationship between modeled
and measured data at Stará Lesná (r = 0.936) indicates
sufficient accuracy of solar radiation module (Fig. 5).

Emissions

Emissions data of EMEP expert emissions database
WebDab were applied (Vestreng et al. 2005). Temporal
and spatial disagregation of annual (2003) emissions
for EMEP grid square including model domain of
the High Tatra Mountain region were performed for
gaseous species CO, NOx , SOx , and non-methane
hydrocarbons (NMHC). Composition and fractions of
NMHC groups were assigned according to Stockwell
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Fig. 4 Comparison of modeled (red line) and measured (black
square) values for air temperature t (◦C), relative air humid-
ity RH (%), wind speed Ws (m · s−1) at stations: 1 – Poprad-

Gánovce, 2 – Stará Lesná, 3 – Štart, 4 – Skalnaté Pleso, 5 –
Lomnický štı́t during the period August 12–14, 2003
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Fig. 5 Global radiation
(Rglobal, Wm−2): modeled
(red line) and measured
values (black line) at Stará
Lesná for the period August
12–14, 2003
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et al. (1990). BVOC emissions of model domain
(Bičárová and Fleischer 2006) were estimated by
GLOBEIS-BEIS2 model (Guenther et al. 1993).
Figure 6 shows the spatial distribution of mean daily
concentration NOx and isoprene (ISO) obtained
by the MetPhoMod. Maximal NOx concentration
corresponds with the distribution of stationary and
mobile emission sources as well as ISO concentration
with forested area of model domain.

Results

MetPhoMod was used for study of O3 episode in the
High Tatra Mountain during the period August 12–14,
2003 in two applications. In both cases, identical
meteorological emissions and ground parameters
and also initial O3 concentrations were specified
as input data. The first application, appointed as
interpolation, considered O3 data from measurement
involved into the boundary conditions. The second
application simulated O3 concentration from the local
emission sources without measured O3 data included
in the border section. In this case, comparison of

modeled and measured O3 concentration can specify
contribution of emissions from local independent
sources. Model results for all grid cells just above the
ground (ground level) are presented.

Model Interpolation

Model interpolates O3 data involved as individual data
file into the boundary conditions that contains O3 con-
centrations measured at the stations: Poprad-Gánovce,
Stará Lesná, Štart, Skalnaté Pleso, and Lomnický štı́t,
adjusted for each vertical layer. Initial O3 concentra-
tions were identical with that measured, and other ini-
tial background gaseous species concentrations were
assigned as zero. Comparison between modeled and
measured O3 concentrations and also correlation coef-
ficients in range from 0.867 to 0.999 confirm an accept-
able accuracy of the model interpolation (Fig. 7). Suf-
ficient agreement between experimental and modeled
O3 concentration (correlation coefficient r = 0.833)
was detected also at station Starý Smokovec. In this
case O3 measurement was excluded from O3 data file.

Hourly O3 concentrations obtained by model
interpolation were used for illustration of O3 vertical
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Fig. 7 Hourly O3 concentrations (�g m−3) of model interpolation (red line) and measured data (black line): 1 – Poprad-Gánovce, 2
– Stará Lesná, 3 – Štart, 4 – Skalnaté Pleso, 5 – Lomnický štı́t, 6 – Starý Smokovec for the period August 12–14, 2003

profile (Fig. 8) that shows ozone transport from high
troposphere to surface layer of atmosphere in the
High Tatra Mountain. The highest O3 concentration
(∼190 �g m−3) occurred in the night from August 13
to 14,2003, on the top layer of model domain cannot
be caused by photochemical production from local
sources. Results of model interpolation correspond
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Fig. 8 Vertical profile of hourly O3 concentrations (�g m−3) ob-
tained by model interpolation for the High Tatra Mountain model
domain during August 12–14, 2003

with the ozone forecast provided by the French infor-
mation system PREV′AIR and also with the evolution
of O3 episode described by Vautard et al. (2005) that
documents transport of O3 polluted air masses from
Western Europe to the east by a cold front after August
12, 2003. Analysis of interpolation results indicates
that a long-range transport through the high tropo-
sphere played more significant role in O3 concentration
increase than its local formation during the extremely
high O3 events in the High Tatra Mountain region.

Model Simulation

Model simulation assumed O3 concentrations that can
be caused mainly by local anthropogenic and biogenic
emission sources at model domain. However, initial O3

concentrations were defined by measured values, the
effect of O3 measurement on output O3 values sharply
decreased after initialization because O3 data file was
excluded from boundary conditions. Another initial
gaseous species concentrations were derived from out-
put data file of model interpolation. It is considered that
calculating process was not controlled by measured O3

data and simulated O3 concentrations represent local
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Fig. 9 Hourly O3 concentrations (�g m−3) measured (black line) and calculated by model simulation (red line): 1 – Poprad-
Gánovce, 2 – Stará Lesná, 3 – Štart, 4 – Skalnaté Pleso, 5 – Lomnický štı́t during August 12–14, 2003

potential of ozone formation. Daily courses of simu-
lated and measured hourly O3 concentrations (Fig. 9)
show the highest contrast in the night time from August
13 to 14, 2003 (36–54 h of ozone episode) at all sta-
tions of vertical profile.

Relationship between measured maximal (M) and
simulated (S) O3 concentrations presents ratio M/S
(Table 1a). On the first day (August 12) M/S was

evidently lower (7–30%) than on the following days
(61–92%) of O3 episode when apparently polluted
air mass has moved over the High Tatras area. The
measured O3 concentrations were substantially higher
than simulated about: 53% at Poprad-Gánovce, 39% at
Stará Lesná, 65% at Štart, 60% at Skalnaté Pleso, and
74% at Lomnický štı́t during peak phase of O3 episode
from 12 h (UTC) August 12 to 06 h (UTC) August

Table 1a Comparison between measured maximal (M) and simulated (S) O3 concentrations (�g m−3) for individual days of O3
episode in the High Tatra Mountain region during August 2003

Maximal hourly O3 concentrations (�g m−3)

Day h UTC 12. 08. 2003 13. 08. 2003 14. 08. 2003

Station h M S M/S h M S M/S h M S M/S

Poprad-
Gánovce

12 111 85 1.30 15 170 96 1.76 01 161 98 1.65

Stará Lesná 14 107 87 1.23 16 165 98 1.69 02 157 98 1.61
Štart 13 107 89 1.21 17 168 100 1.68 02 182 101 1.81
Skalnaté
Pleso

11 100 93 1.08 23 165 102 1.62 00 165 101 1.64

Lomnický štı́t 10 106 99 1.07 23 193 102 1.90 00 194 102 1.92
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Table 1b Mean hourly O3
concentrations (�g m−3)
during peak phase of O3
episode (time period from
12 h August 13 to 06 h
August 14, 2003)

M S M/S (M–S)/M (%) S/M (%)

Poprad-Gánovce 147.1 96.1 1.53 34.7 65.3
Stará Lesná 135.1 97.0 1.39 28.2 71.8
Štart 162.9 99.0 1.65 39.2 60.8
Skalnaté Pleso 161.0 100.5 1.60 37.6 62.4
Lomnický štı́t 177.0 101.5 1.74 42.7 57.3
Average 156.6 98.8 1.58 36.5 63.5

13, 2003 (Table 1b). Observed O3 concentrations (M)
were considered as sum of O3 contributions from local
dependent (S) and local independent (M–S) emission
sources. According to these results, approximate
contributions of 63.5% local dependent and 36.5%
local independent emission sources to observed O3

concentration were specified (Table 1b) in the High
Tatra Mountain region during peak phase of ozone
episode in August 2003.

Discussion

A coupled meteorological and photochemical model,
MetPhoMod, simulates sensitive O3 balance affected
by many factors, mainly the quantity of emissions,
the composition of precursors, the environmental
conditions, and the meteorological situation in
troposphere. Input parameters inaccuracy for each
factor influences results of the model simulation.
Although size of the model domain limits the accuracy
determination due to effect of long-range air pollution
transport, on the other hand, it enables to analyze
contribution of local independent emission sources for
the High Tatra Mountain region.

Usability of MetPhoMod in complex terrain shows
good agreement between model results and O3 data ob-
tained by aircraft measurement during intensive field
campaign in the Grenoble region in July 1999. In-
terestingly, the maximum O3 concentration was not
produced in Grenoble city but at higher altitudes, up
to 1500–2000 m a.s.l. over the rural area. Above the
residual layer between 1300 and 2300 m a.s.l. O3 con-
centration decreased and measured values at 3200 m
a.s.l. were considered as an ozone background refer-
ence level (Coauch et al. 2003). This is contrary to the
comparison of the vertical distribution of O3 concen-
tration in the High Tatra Mountain region in August
2003. Maximal ozone pollution was detected on the top
of the model domain at the altitude above 2600 m a.s.l.
and toward lower altitudes O3 concentrations slightly
decreased during peak phase of O3 episode.

Assuming relevant contribution of long-range
transport, the national reduction of emissions is
not an effective tool to achieve decrease of O3

concentrations in Slovakia. The first results of
model LOTOS–EUROS simulation obtained on
base of Dutch-Slovak cooperation also show an
insignificant impact of Slovak emissions reduction
to O3 concentrations (Kremler 2006). Furthermore,
increase of O3 concentrations is expected due to
effects of variables associated with future changes
in climate and ozone precursor emissions. Climatic
changes assumed for temperature, atmospheric water
vapor, and the biogenic VOC, each individually
causes a 1–5% increase in the daily peak ozone in
central California (Steiner et al. 2006). Considering
unchanged anthropogenic precursor emissions, 10%
higher daily maximum values of O3 concentrations
were simulated by coupled climate-chemistry model
for the region of the southern Germany (Forkel 2006).

Current O3 concentrations have adverse effects on
vegetation. Risk assessment based on relationships
between external concentration and plant response
is inadequate for evaluating the consequences of
changing global patterns of exposure to ozone. New
models linking stomatal flux, and detoxification
and repair processes to carbon assimilation and
allocation provide a more mechanistic basis for
future risk assessments. There is an urgent need to
develop more holistic approaches linking the effects of
ozone, climate, and nutrient and water availability, on
individual plants, species interactions, and ecosystem
function (Ashmore 2005).

Conclusion

Air pollution, especially ground-level ozone, affects
negatively the sensitive ecosystems of the Tatra Na-
tional Park (UNESCO Biosphere reserve). Application
of MetPhoMod is a tool for analysis of the temporal
and the spatial distribution of O3 air pollution in the
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High Tatra Mountain region. The vertical profile of O3

concentration obtained by model interpolation docu-
ments the ozone transport from ozone-enriched high
troposphere to the surface layer of the atmosphere dur-
ing O3 episode in August 2003. Achieved results show
that long-range and descent transfer of air pollution
supported by high-pressure system apparently played
more significant role in O3 concentration increase than
its local formation during investigated period in the
High Tatras Mountain region. A further evaluation of
other O3 episodes is required for generalization of pre-
sented results.
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Introduction

Drought as a phenomenon means deficiency of water –
in general. It is used frequently, but its definition is
usually qualitative and sometimes contradictive. Defi-
nition of drought from Encyclopedia Wikipedia says ‘A
drought is an extended period of months or years when
a region notes a deficiency in its water supply’. Accord-
ing to Multilingual Technical Dictionary (ICID 1996),
drought is ‘a sustained period of time, with insufficient
precipitation’. So, drought is mentioned here as a ‘pe-
riod’ of time.

There are different drought definitions; drought is
treated as a ‘state’ or as a time interval in which defi-
ciency of water is noted.

Meteorological drought (Meteorological Vocabu-
lary 1993) is ‘frequently used term characterized by
deficiency of water in soil, plant and atmosphere’.

Hydrological drought is defined as a deficiency of
water in streams and rivers, usually according to num-
ber of days with water level or discharge below some
defined value. The same criteria can be applied for
groundwater and for springs (Burger 2005).

Agronomical drought (Meteorological Vocabu-
lary 1993) is a result of meteorological drought. This

V. Novák (B)
Institute of Hydrology, Slovak Academy of Sciences, Račianska
75, 831 02 Bratislava, Slovakia
e-mail: novak@uh.savba.sk

term seems to be not appropriate, better term for the
state of water in soil below some level should be the
expression ‘soil drought’. According to Šútor and
others (Šútor et al. 2005, Šútor 2006), soil drought
occurs if an average soil water content is below the
soil water content (SWC) characterised by permanent
wilting point. A better term is given by Wikipedia:
characterised deficiency of water that negatively
affects crop production as ‘agricultural drought’.

Physiological drought (Meteorological Vocabu-
lary 1993) is expressed as a ‘deficiency of water, not
covering plant needs’. It means the state of soil (and
water in plants, respectively) limiting plant growth
and plant production. Its relation to different types
of drought is not unambiguous; even if there is a
meteorological drought, it does not mean necessarily
physiological or hydrological drought. Accordingly,
the stage of physiological drought depends on plant
type, especially on the ontogenesis stage of particular
plant. Biomass production means usually production
of the shoot parts of plants. But crop yield (known as
agricultural output) means usually biomass production
of final product (like grain, or roots of sugar beet). But,
exact and quantitative expression of drought is difficult
to formulate. It can mean quite different situation,
depending on the aspect we are looking for.

Probably the most important aspect of agricultural
drought is deficiency of soil water, limiting biomass
production. In this chapter it will be discussed what can
be understood under ‘drought’ from the point of view
of plant production.

This chapter presents method of physiological
drought evaluation, depending on the relationship
between transpiration (evapotranspiration) of partic-
ular plants and plant production (Havrila and Novák
2006).

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 89
DOI 10.1007/978-1-4020-8876-6 7, c© Springer Science+Business Media B.V. 2009
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Theory

Rate of photosynthesis, expressed by the carbon diox-
ide consumption by plant, can be appreciatively ex-
pressed by the equation (Bierhuizen and Slayter 1964):

P = �cou

rac + rsc + rm
(1)

Transpiration rate can be expressed by van Hon-
ert’s (1948) type of equation

Et = �cv

ra + rs
(2)

P – photosynthesis rate (kg m−2 s−1)
Et – transpiration rate (kg m−2 s−1)
rac, rsc, rm – resistance of boundary layer of atmo-

sphere at the leaf surface, the resistance of the
stomata and mesophyl resistance to carbon diox-
ide transport from atmosphere to plant (s m−1)

ra, rs – resistance of boundary layer of atmosphere
at the leaf surface for water vapour transport,
the stomata resistance to water vapour from sub-
stomatal cavity to the atmosphere (sm−1)

�cou – the difference of the mass concentration
of carbon dioxide between leaf (after carboxy-
lation) and the atmosphere (kg m−3)

�cv – the difference of the mass concentration of
water vapour between the leaf and atmosphere
(kgm−3)

By combination of Eqs. (1) and (2), we get

P

Et
= ra + rs

rac + rsc + rm

�cou

�cv

(3)

Resistances to CO2 and water vapour transport are
complex functions of environmental characteristics and
they are changing with time. For particular plant, actual
environmental properties and stage of plant ontogene-
sis it seems to be reasonable to assume the constant
value of the resistances ratio at the right side of Eq.
(3) – as an approximation – and to express it as B. Then,
the photosynthesis rate P can be written as proportional
to the transpiration rate Et .

P = B.Et (4)

Equation (4) demonstrates the proportionality be-
tween photosynthesis and transpiration rate based on
simplified assumptions. So, validity of Eq. (4) is lim-
ited by the approximation of the right side of Eq. (3)
by constant B, which contains all the environmental
properties (plant, soil, agrotechnics, fertilisation). Pa-
rameters of atmosphere and partially of the plants are
involved in the procedure of transpiration rate calcu-
lation. Of course, this procedure is an approximation.
There are a few empirical relationships of this type, be-
cause of difficulties with transpiration fluxes separation
(Vidovič and Novák 1987, Feddes and Raats 2004).
There are many empirical relationships between grain
yield Y and seasonal evapotranspiration totals E during
the vegetation period (Hillel and Guron 1973, Hanks
and Hill 1980), some of them for maize canopy are
illustrated in Fig. 1. For dense canopy, transpiration
and evapotranspiration rates are close; therefore rela-

Fig. 1 Empirical relationship of dry maize grains yield Y and
seasonal maize evapotranspiration totals E during the vegetation
period. 1 – Trnava (1981–1982) – the only case where transpira-
tion totals were presented (Vidovič and Novák, 1987); 2 – Logan,
USA (1975); 3a, 3b, 3c – Gilat, Izrael (1968, 1969, 1970); 4 –
Cherson, Ukraina (1974–1978); 5 – Greenville, USA (1978); 6 –
Farmington, USA (1978), 7 – Evans, USA (1978). Items 2–7 are
compiled from Hanks and Hill (1980)
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tionships Y = f(E) are close to linear too, as it can be
seen in Fig. 1.

There exists a family of ‘production’ models, which
could be used to model production process, based on
the photosynthesis modelling. They are relatively com-
plicated, canopy oriented and their weak point is ne-
cessity of many parameters estimation, needed as input
data (Vanclooster et al. 2004). Therefore, even sim-
plified, appreciative models with minimum input data
which can be applied for particular plant with accept-
able accuracy are valuable for application. This is the
case of presented approach.

Transpiration is frequently used as an indicator of
the soil water resources. de Wit (1958) found that
dry matter production is proportional to transpiration.
Relative transpiration as an index of the soil water
resources state was used by Budagovskij and Grig-
orieva (1991) as the ratio of transpiration Et and the
potential transpiration Etp:

ηp = Et/Etp (5)

Equation (5) is characterizing the availability of soil
water within the range (0;1) and the expression (6) can
be noted as drought index in the range (0;1); ηd = 1
means ‘absolute’ drought, ηd = 0 means full, unlim-
ited availability of soil water to plant.

ηd = 1 − ηp (6)

The Critical Soil Water Content of Limited
Water Availability Concept

The ‘critical SWC of limited water availability’ (θla)
is characterizing an average SWC of the soil rooting
layer at which the transpiration rate starts to decrease
followed by biomass production decrease (Novák and
Havrila 2006). Usually, upper 1 m layer is considered
in which majority of roots are located. The core of the
estimation method is based on an analysis of the known
relationship between relative transpiration rate and av-
erage SWC of the root zone, as it is presented in Fig. 2
(Feddes and Raats 2004).

The principle of θla evaluation is briefly character-
ized using Fig. 2. It follows from previous analysis
that maximum plant production rate can be reached
if transpiration total per vegetation period of particu-

0 0.1 0.2 0.3 0.4
θ
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θa

θk1

θk2 θ1a5θ1a1

><

E
t/E
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Fig. 2 Schematic relative transpiration Et/Etp and the SWC θ

of the upper 1 m soil layer, where θla5–θla1 is the range of the
‘critical SWCs of limited availability’ for plants, for the range
of daily transpiration totals 1 ≤ Et ≤ 5 mm/day, Ep, Etp is po-
tential transpiration and transpiration, respectively. Site Most pri
Bratislave (South Slovakia), θk1, θk2 are ‘critical’ SWCs, indicat-
ing the beginning and the end of the transpiration decrease rate
range

lar canopy is maximum, that is potential is equal to
1. From it follows that any transpiration rate below its
potential value is limiting plant growth. A decrease in
SWC in the soil root zone below θla has to result in
a decrease of biomass production too. Therefore, the
water content of the soil root zone below this value can
be declared as corresponding to the state characterized
as ‘physiological drought’.

Method of the ‘critical SWC of limited water avail-
ability’ (θla) estimation was described earlier (Novák
and Havrila 2006). It can be expressed by the empirical
Eqs. (7), (8) and (9) (Novák et al. 1989):

θla = θk1 = 1

α
+ θk2 (7)

θk2 = 0.67 . θv (8)

α = −2.27E p + 17.5 (9)

where θk1, θk2 are the so-called critical SWCs, indi-
cating the beginning and the end of the transpiration
decrease rate range and θv is SWC of the permanent
wilting point (Kutı́lek and Nielsen 1994). Expected av-
erage daily potential transpiration rate Ep allows to cal-
culate coefficient α (Eq. 9); θk2 estimation needs SWC
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corresponding to wilting point θv (Eq. 8). Finally θla is
calculated, using Eq. (7).

The critical SWC is less than θv (θk2 < θv); because
plant transpires at slow rate even at the SWC corre-
sponding to the ‘wilting point’. Coefficient α depends
on the potential evapotranspiration rate Ep. It follows
that SWC corresponding to the critical SWC of limited
availability for plants does not depend on the soil prop-
erties only, but it is also a function of the Soil–Plant–
Atmosphere Continuum (SPAC) properties. Potential
transpiration rate strongly influences critical SWC θk1,
which is a function of meteorological properties. Sensi-
tivity analysis of transpiration process, as it is quantita-
tively described by Penman–Monteith equation (Mon-
teith 1965) and was performed by Novák et al. (1997),
documented the primary importance of net radiation on
potential transpiration rate, followed by the air temper-
ature.

Figure 3 presents SWC corresponding to the critical
SWC of limited availability to plants of three soils as
they depend on the transpiration rate – θla = f (Et).
From the analysis it follows that there is a strong de-
pendence of critical SWC of the limited availability
θla on the transpiration rate and it increases with the
transpiration rate. It is a fact that decrease in daily tran-
spiration rate during days with maximum energy input
(hot days) limited by lack of the soil water is limiting
biomass production much more significantly than dur-
ing cold days.

In Fig. 3 (denoted by circles), SWCs correspond-
ing to ‘point of limited availability’ (θpla) calculated
according to the frequently used empirical equation
(Kutı́lek 1978) could be seen

Fig. 3 Critical SWC of limited availability for maize θla, corre-
sponding to the transpiration rate Et of the three soils. Circles
are denoting values of θpla estimated according to the Eq. (10).
Trnava (1) – chernozem on loess, Láb (3) – sandy soil, Most pri
Bratislave (2) – loamy soil

θpla = θv + 0.6(θfc − θv) (10)

θfc is SWC corresponding to the field capacity, char-
acterizing the amount of water in the soil after thor-
ough wetting followed by natural draining of water to
subsoil (Kutı́lek and Nielsen 1994). It can be seen that
SWC corresponding to the ‘point of limited availabil-
ity’ (θpla) differ from the critical SWC of the limited
availability θla, but it is in the range of SWC estimated
by the proposed method (Fig. 3). But values θpla are
corresponding to the high transpiration rates, which are
rare. Realistic transpiration rates under conditions of
South Slovakia are usually 2–3 mm/day. The range of
SWC with available water in soil is estimated by the
difference between the water content at field capacity
and the water content at the wilting point (Peters 1965).
Later, the concept of different water availability in this
SWC range was presented and is accepted widely, but
in literature the information on how to quantify ‘differ-
ent water availability’ to be based physically and phys-
iologically was not found. An example how this prob-
lem was treated is expressed by Eq. (10); the ‘critical’
SWC is assumed to be 0.6 times of the range between
field capacity and permanent wilting point.

Proposed estimation method of the critical SWC
of limited availability for plants θla is physically and
physiologically clearly interpreted and can be easily
calculated using Eqs. (7), (8) and (9). It is not a con-
stant value for particular soil and plant, but it changes,
depending on the transpiration rate. For practical pur-
poses it is possible to use the critical SWC (θla) corre-
sponding to the daily average transpiration rates.

Results – An Illustrative Example

The above described method of ‘physiological
drought’ estimation will be illustrated on results of
measurement and modelling at the experimental site
of Most pri Bratislave (South Slovakia), with loamy
soil and maize canopy. As a tool, simulation model
HYDRUS –ET (Šimůnek et al. 1997) was used, with
incorporated modified Penman–Monteith method
to calculate evapotranspiration and its components
(Majerčák and Novák 1992). Calculations were
made for 31 seasons and maize canopy. Basic soil
characteristics can be found in papers by Havrila and
Novák (2006) and Novák and Havrila (2006).
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Maximum (Vmax) and minimum (Vmin) daily values
of SWC in 0–50 cm upper layer of soil with maize
canopy – expressed in water layer thickness – calcu-
lated by mathematical model HYDRUS–ET, during 31
seasons for Most pri Bratislave site, as well as SWC
corresponding to the basic soil water hydrolimits (wilt-
ing point, critical SWC of limited availability and field
capacity) are shown in Fig. 4. It can be noted that
during this period, there was no state when the SWC
of the upper 50 cm soil layer was below permanent
wilting point. There were found periods, when SWC
was below critical SWC of limited availability (Vla),
which corresponds here to the potential (highest) rates
of transpiration. Vla is the thickness of soil water layer,
which depends on transpiration rate, which changes
during the seasons. To evaluate the long time courses of
SWCs related to water content of limited availability,
Vla was evaluated for transpiration rates close to max-
imum ones; Et = 5 mm d−1 (see Fig. 2). That means,
keeping SWC above the such evaluated Vla = 12.8 cm
in upper 50 cm soil layer, decrease of photosynthesis
rate due to water deficiency could be rare.

Cumulative frequency curves of maximum (Vmax)
and minimum (Vmin) daily values of SWC in 0–50 cm
upper layer of soil with maize canopy are shown in
Fig. 5. In 60% of seasons analysed, the Vla was esti-
mated to drop below the critical level.

Figure 6 presents the time interval expressed in days
during the vegetation period of maize with SWC of the
upper 50 cm soil layer less than SWC corresponding to
the ‘critical SWC of limited availability’ to plants Vla,
(Vla = 12.8 cm of water layer) for 31 vegetation peri-
ods. In other words, there is the time interval, during
which photosynthesis rate is limited by soil water and
is less than optimal one. The ‘driest’ growing season
for maize canopy was found in 2003, with permanent
deficiency of water needed for maximum biomass pro-
duction.

Cumulative frequency curves of number of days n
during the vegetation period of maize with SWC of the
upper 50 cm soil layer less than SWC corresponding to
the ‘critical SWC of limited availability’ of soil water
to plants Vla, (Vla = 12.8 cm), calculated by math-
ematical model HYDRUS–ET, during 31 seasons is

Fig. 4 Maximum (Vmax) and
minimum (Vmin) daily values
of SWC of the 0–50 cm upper
layer of soil with maize
canopy, calculated by
mathematical model
HYDRUS–ET, during 31
seasons, expressed in water
layer thickness. SWCs
corresponding to the basic
soil water characteristics
(Vv – wilting point, Vla –
SWC of limited availability
and Vfc – field capacity) are
presented too (Most pri
Bratislave)

Fig. 5 Cumulative frequency
curves of maximum (Vmax)
and minimum (Vmin) daily
values of SWC in 0–50 cm
upper layer of soil with maize
canopy, calculated by
mathematical model
HYDRUS–ET, during 31
seasons, corresponding to the
basic soil water
characteristics (Vv – wilting
point, Vla – SWC of limited
availability and Vfc – field
capacity), Most pri
Bratislave, p – probability
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Fig. 6 Duration of time
interval �t in days during the
vegetation period of maize
with SWC of the upper 50 cm
soil layer smaller than SWC
corresponding to the ‘critical
SWC of limited availability’
to plants Vla, (Vla = 12.8 cm
of water layer) calculated by
mathematical model
HYDRUS–ET, during 31
seasons (Most pri Bratislave
site)

Fig. 7 Cumulative frequency
curves for number of days n
during the vegetation period
of maize with SWC of the
upper 50 cm soil layer less
than SWC corresponding to
the ‘SWC of limited
availability’ of soil water to
plants Vla, (Vla = 12.8 cm of
water layer), calculated by
mathematical model
HYDRUS–ET, during 31
seasons (Most pri Bratislave
site), p – probability

shown in Fig. 7. Data from Fig. 6 were used. Only four
vegetation periods of maize were wet enough to ensure
optimum SWC for maximum biomass production.

Conclusions

A proposal is presented how to define ‘soil drought’
from biomass production point of view. The presented
approach is based on the theoretical considerations and
empirical relationship between biomass production of
particular plants and transpiration (evapotranspiration)
total of this plant during its vegetation period. This re-
lationship is linear and valid for particular plant and en-
vironmental conditions (soil, nutrition, agrotechnics).

Optimal plant production can be reached for max-
imum transpiration total during vegetation period of a
particular canopy, therefore potential transpiration total
corresponds to maximum possible yield in given con-
ditions. Transpiration rate, less than potential one leads
to the biomass production decrease.

This phenomenon was used to define the so-called
physiological drought, as the state of soil water ex-
pressed by the SWC of soil root zone below so-called
critical SWC of limited availability for plants. Then,
transpiration rate is below potential one and biomass
production is below its potential rate.

Method of calculation for ‘critical SWC of limited
availability’ for plants, presented in this chapter is a
function of soil properties, and transpiration rate. It
means, the lower is the transpiration rate, the longer
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are preserved optimal conditions for plant production
and the state of physiological drought is postponed.

Another consequence of this analysis is a recogni-
tion that the state noted as a ‘physiological’ drought
interpreted through SWC is not characterized by some
value of SWC only, but it depends at the particular site,
on soil, plant and meteorological characteristics.
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Introduction

The meteorological and bioclimatologic vocabulary
defines the term drought (dryness) from several points
of view. In principle, however, it is defined as the state
of water deficit concerning soil, plants and atmosphere
(Krevčmer 1980). The grounds underlying lack of
moisture are complex and intricate. In countries
with generally sufficient water supply, the dryness is
considered a rare event or even a natural calamity.
In agriculture and forestry, it is understood as an
important meteorological factor, distressing landscape
ecosystems. We can say that perhaps drought is the
most important, because besides the direct damage
represented by spells of drought on plants, such event
entails a whole range of other consequences. These are
synergism following consequences, such as excessive
transpiration, sunburnt bark, decline of seedlings and
regeneration, premature fall of plant assimilatory
organs, premature beginning of autumn phenophases,
deficient development of next-year vegetative and gen-
erative buds, damage and injury to fine root systems,
blocked mycorrhizas, the lowered microbial activity
in soil connected with a soil acidification, water
eutrophication, the outbreak of biotic pests, forest fires
(Ditmarova et al. 2006; Hayes et al. 1999; Heim 2002;
Holécy 2004; Paganová 2000; Střelcová et al. 2004).
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Drought is a normal, recurrent feature of temperate
climate. It occurs almost everywhere, although its fea-
tures vary from region to region. Drought is therefore
difficult to define; its definition depends on differences
in regions, needs and disciplinary perspectives (Hayes
et al. 2005). Drought is a temporary aberration; it dif-
fers from aridity, which is restricted to low-rainfall re-
gions and is a permanent feature of climate.

Drought is an insidious hazard of nature. Drought
expresses a relatively short-term negative deviation of
water balance from the normal and has significant im-
pacts on various activities (Heim 2002; Dubrovsky
et al. 2005; Šiška and Samuhel 2007; Šiška et al. 2005).
Using various points of reference, drought can be con-
sidered in meteorological, agricultural, hydrological
and socio-economic terms (Fig. 1). Without excep-
tion, the primary cause of drought under the conditions
prevalent in Slovakia is a deficit in precipitation over a
certain period, such as during all periods of the grow-
ing season. Other climatic factors, such as high tem-
perature, strong wind and low relative humidity, can
significantly aggravate its severity (Hayes et al. 1999;
Heim 2002; Kharel and Bruins 2004).

The altitude and topography are strong climate-
differentiating factors. Consequently, in conditions
of the considerably broken topography in Slovakia
droughts play an extra-important role. The increase
in altitude also causes changes in solar radiation,
thermal and water balance of the land. The primary
importance of the climate from the viewpoint of the
natural vegetation has already been pointed out by
Zlatnı́k (1976). The author defines the vegetation
stages as basic units characterising the altitudinal
climate conditions (vertical differentiation) through
vegetation (biocenoses). The diversity of vegetation
stages result from the climatic differences due to the

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 97
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Fig. 1 Definition
understanding drought for
different sector activities and
time sequence of drought
(according to Hayes
et al. 1999; Heim 2002)

altitude, exposure and topography. The biogeocenoses
resulting from variability of these three factors can be
classified as belonging to nine vegetation stages. The
Slovak territory has been, according to Zlatnı́k (1976),
divided into the following vegetation stages named
after the significant tree or bush indicator species
dominating in the area (what does not need to be
in accordance with their occurrence optimum).
Altitudinal vegetation stages are characterized by
their dominant climax tree species as follows: 1st
Oak– Quercus (Q), 2nd Beech-Oak –Fagus-Quercus
(FQ), 3rd Oak-beech– Quercus-Fagus (QF), 4th
Beech –Fagus (F), 5th Fir-beech –Abies-Fagus (AF),
6th Spruce-fir-beech –Picea-Abies-Fagus (PAF), 7th
Spruce– Picea (P), 8th Mountain pineMughetum (M),
9th Alpine (non-forest high mountain pastures) (the
acronyms in parentheses have been derived from the
Latin names).

The vegetation stages of lower elevations, that is the
1st oak vegetation stage, the 2nd oak stage with ad-
mixture of beech, and the 3rd beech stage with admix-
ture of oak, are rather arid during the vegetation period
(March–September). The precipitation deficit reaches
100–300 mm during the vegetation season. The 4th
beech stage is characterized by an equitable climatic
water balance. In the higher vegetation stages (the 5th
beech stage with fir, and the 6th fir stage with beech
and spruce), the climate humidity increases. The hu-
midity of the climatic regime belongs to the fundamen-
tal properties of montane forests. The water balance
reaches the highest values in the 8th vegetation stage
of mountain dwarf pine and the 9th alpine stage, where
the amount of precipitations considerably exceeds the
evaporation requirements of the atmosphere. Within
the annual balance, the surplus of precipitation water
is approximately 1000 mm (Škvarenina et al. 2004).
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The experiments confirmed that under optimum
conditions of plant growth, the actual evapotran-
spiration (E) is proximate to the potential one (to
the maximum possible evapotranspiration under
the given climatic conditions from sufficient soil
moisture –Eo). That is why the ratio E/Eo (relative
evapotranspiration) and drought index (Eo/P), P –
precipitation total – enable quantification of deficit
of water in soil root zone for optimum plant growth
(Budyko and Zubenok 1961).

The indices were proposed to characterise general
environmental conditions and processes on the Earth’s
surface. It approximates the ability of precipitation
to provide the water required by native vegetation
for an undisturbed evapotranspiration process and
is often used in ecological studies (Novák 1995;
Tomlain 1996; Špánik and Šiška 2007; Arora 2002;
Gongalsky et al. 2004; Pražák et al. 1994; 1996).

In this chapter, for the firsttime, we present detailed
relative evapotranspiration (E/Eo), and drought index
(Eo/P), results of altitudinal vegetation stages in Slo-
vakia, covering the period 1951–2005.

Methodology

Relative evapotranspiration and drought index express
functional dependences among all energy and water
balance equation components of the locality (net
radiation, air temperature and humidity, turbulent state
of atmosphere, difference of saturation water vapour
pressure at the temperature of evaporating surface and
water vapour pressure in the air, precipitation, change

of critical soil moisture during the year and heat
flux in the soil). The model following from common
solution of the energy and water balance equations
was performed and discussed for eight localities in the
territory of Slovakia (Fig. 2 and Table 1). The input
model data are air temperature and humidity, cloudi-
ness, precipitation and number of days with snow
cover.

According to Budyko and Zubenok (Budyko 1980)
the potential evapotranspiration was computed by the
equation of water vapour diffusion in the atmosphere,
and the actual evapotranspiration is supposed to be pro-
portional to the potential evapotranspiration:

E = Eo · W/Wo (1)

The storage W is specified as the moisture stored in
the upper soil layer of 1 m depth and Wo as the critical
value above which E equals Eo. Wo usually amounts
to a layer of 100–200 mm water with seasonal and
regional variations. The average soil moisture W =
(W1 + W2)/2 is determined from the water balance
equation by the method of step-by-step approxima-
tion (W1 is the moisture stored in the soil layer at the
beginning of the month, and W2 at its end) (Hrvol’
et al. 2001, 2003; Tomlain 1996, 2004).

At present, we can only use the data from a lim-
ited number of meteorological stations for which the
potential evapotranspiration has been calculated. For
this reason we decided to use, representing the climate-
hydric conditions in the particular vegetation stages,
the method of representative climatic station for the
given vegetation stage. The climatic stations were clas-
sified into the appropriate vegetation stages 1st–7th

Fig. 2 The map of Slovakia
with particular
meteorological stations that
represent conditions in the
vegetations stages. The map
displays the climatic border
line (dashed line) and rivers
(solid line)
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Table 1 Average annual
values of precipitation (P),
potential (Eo), actual
evapotranspiration (E),
drought index (Eo/P) and
relative evapotranspiration
(E/Eo) at chosen localities of
Slovakia for the period
1951–2005

Meteorological
Station

H
(m a.s.l.)

P
(mm)

Eo
(mm)

E
(mm)

E/Eo
(%)

Eo/P (–) Vegetation stage

Hurbanovo 115 537 748 432 58 1.44 1st Oak
Myjava 375 671 627 450 72 0.96 2nd Beech-Oak
Kamenica n. C. 178 722 644 501 78 0.92 3rd Oak-beech
Plaveč 488 693 522 451 87 0.78 4th Beech
Červený Kláštor 474 755 507 457 90 0.69 5th Fir-beech
Oravská Lesná 780 1114 456 432 95 0.42 6th Spruce-fir-beech
Tatranská Javorina 1020 1253 422 412 97 0.35 7th Spruce
Štrbské Pleso 1360 995 435 407 94 0.45 7th Spruce and 8th

Mountain pine

(8th). For the 9th stage there were no data based on
the map of vegetation stages (Raušer and Zlatnı́k 1966)
and the typological maps of the forest type groups
(scale 1:2,00,000).

Result and Discussion

Average Annual Values of Relative
Evapotranspiration and Drought Index

Table 1 shows the average annual values of drought in-
dex, potential evapotranspiration, precipitation, actual
evapotranspiration and relative evapotranspiration for
the period 1951–2005 at chosen stations in Slovakia.
On an average, the smallest annual values of E/Eo for
the analysed period 1951–2005 were recorded in the
Danube Lowland (1st Oak vegetation stage), that is in
region with relative high totals of potential evapotran-
spiration (above 700 mm) and with annual precipita-
tion totals below 550 mm. In mountain areas of Slo-
vakia, where excess moisture is observed during the
year, the actual evapotranspiration shows only small
differences relative to the potential evapotranspiration
(less than 4%). With the increase of precipitation to-
tals, E grows according to the elevation approaching
a definite boundary (to the 3rd Oak-beech vegetation
stage). Then, as a result of the net radiation decrease
(the growth of cloudiness, relative humidity of the air,
number of days with snow cover, the decrease of the air
and soil surface temperature) the actual evapotranspira-
tion decreases with height. The average annual values
of potential evapotranspiration ranges from 750 mm in
the southern part of Danube Lowland to 350 mm and
less in the highest mountain positions (7th Spruce, 8th
Mountain pine and 9th Alpine stage).

The relative evapotranspiration E/Eo is an excel-
lent measure of water sufficiency of vegetation. It ap-
proaches its lowest values of about 60% in the lowest
areas. Towards higher vegetation stages, the E/Eo in-
creases approaching more than 90% in the 4th beech
vegetation stage. However, on the mountainous sites
this measure partly loses its accuracy. By the 5th veg-
etation stages its resolution approaches only about 1–
5%. Figure 3 presents the dependency between values
of relative evapotranspiration E/Eo and the terrain al-
titude.

The drought index Eo/P informs about the rela-
tionship between solar energy and precipitation inputs
within particular vegetation stages. This index has
been already used for the evaluation of bioclimatologic
regions at the planetary scale (Budyko 1955, 1971;
Larcher 1984; Baumgartner and Liebscher 1990;
McCabe and Wolock 2002; Sankarasubramanian and
Vogel 2002). Beyond any expectations, the Eo/P index
proved to be very sensitive to the altitudinal changes
and was able to detect differences in bioclimatological

Fig. 3 Logarithmic regression dependence of relative evapotran-
spiration annual values (E/Eo) on altitude (m a.s.l.) on the terri-
tory of Slovakia for the period 1951–2005



Occurrence of Dry and Wet Periods in Altitudinal Vegetation Stages of West Carpathians in Slovakia 101

Fig. 4 Logarithmic regression dependence of drought index an-
nual values (Eo/P) on altitude (m a.s.l.) on the territory of Slo-
vakia for the period 1951–2005

conditions also in the comparatively small territory
of Slovakia (Fig. 4). As presented by Budyko (1980),
the values of Eo/P > 1 indicate the territory of
the dry (arid) climate (steppe, forest-steppe). The
values of 0.3 < Eo/P <1 specify forest bioms and
values of Eo/P < 0.3 reveal the climate ecosystems
of tundra, or mountain forest of a temperate zone
as well.

The presented distribution of Eo/P values also
corresponds to the climate condition in Slovakia. Warm
forest-steppe formations dominated by oak, provides
Eo/P values about 1. This represents the 1st vegetation
stage (in the sense of Zlatnik classification) or a part
of the 2nd vegetation stage dominated by Beech-Oak
formations. Vegetation stages up to the Eo/P
value 0.3 represent the predominant area of Slovak
forest; the values of index Eo/P decrease relatively
proportionally when related to the both increasing
altitude and precipitation amount. The vegetation
stages with Eo/P < 0.3 are of mountainous (boreal)
climate, characterized by its low temperature and high
precipitation amount, with Norway Spruce and Dwarf
Pine being the predominant tree species growing
here.

Bochenek et al. (2005) observed the drought index
during vegetation period (April–September). It ranged
from 1.6 in the area heavily prone to drought (central
part) to 1.0 in areas where sum of summer precipitation
exceeds potential evapotranspiration. Such areas
exist in mountainous regions in southern Poland
and are characterized by high rainfall in summer
months.

Long-Term Course of Relative
Evapotranspiration and Drought Index

The observed annual values of relative evapotranspira-
tion in the period 1951–2005 varied from 38% (1990, P
= 422 mm) to 86% (1965, P = 827 mm) at Hurbanovo,
from 54% (2003, P = 445 mm) to 92% (1965, P =
785 mm) at Myjava, from 58% (1961, P = 400 mm) to
95% (1985, P = 911 mm) at Kamenica nad Cirochou,
from 70% (1964, P = 627 mm) to 98% (1997, P =
780 mm) at Plaveč, from 71% (1964, P = 530 mm) to
99% (1975, P = 850 mm) at Červený Kláštor, from
74% (1992, P = 980 mm) to 99% (1958, P = 1389 mm;
1965, P = 1320 mm; 1968, P = 1133 mm; 1979, P =
1051 mm; 1991, P = 986 mm; 2004, P = 1256 mm;
2005, P=1342 mm) at Oravská Lesná, from 84%
(2000, P=1389 mm) to 100%, (1997, P=1516 mm)
at Ždiar-Javorina, from 84% (2003, P = 794 mm) to
100% (1958, P = 1160 mm) at Štrbské Pleso.

Annual values of drought index for the given pe-
riod varied from 0.81 (1965, P = 827 mm) to 2.65
(2003, P = 333 mm) at Hurbanovo, from 0.69 (1965,
P = 785 mm) to 1.71 (2003, P = 445 mm) at Myjava,
from 0.59 (1974, P = 1010 mm) to 1.80 (1961, P =
400 mm) at Kamenica nad Cirochou, from 0.50 (1985,
P = 930 mm; 2005, P = 883 mm) to 1.28 (1961, P
= 477 mm) at Plaveč, from 0.46 (1980, P = 908 mm)
to 1.03 (1971, P = 548 mm) at Červený Kláštor, from
0.28 (1974, P = 1463 mm) to 0.55 (l959, P = 860 mm)
at Oravská Lesná, from 0.20 (1980, P = 1630 mm)
to 0.51 (1951, P = 903 mm; 1961, P = 972 mm) at
Ždiar-Javorina, from 0.28 (2004, P = 1299 mm) to 0.73
(1986, P = 690 mm) at Štrbské Pleso.

The differences in the observed extreme annual val-
ues of both the E/Eo and Eo/P were caused by time
and space variabilities concerning the energetic possi-
bilities of evapotranspiration and precipitation fields in
the territory of Slovakia. Figures 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19 and 20 show long-term
courses of relative evapotranspiration and drought in-
dex at the selected stations in Slovakia during the pe-
riod of 1951–2005. These figures show the decreasing
tendency of annual E/Eo values in the 1st Oak, 2nd
Beech-Oak vegetation stages situated in the Danube
and Zahorská Lowlands, while Eo/P values gradually
increase. The values of E/Eo observed in basins and
northern parts of East Slovakia lowland gradually in-
crease. The sufficient of precipitation in mountain areas
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Fig. 5 Long-term course of relative evapotranspiration annual
values (E/Eo) at Hurbanovo for the period 1951–2005 with the
linear trend and polynomial of third order

Fig. 6 Long-term course of drought index annual values (Eo/P)
at Hurbanovo for the period 1951–2005 with the linear trend and
polynomial of third order

Fig. 7 Long-term course of relative evapotranspiration annual
values (E/Eo) at Myjava for the period 1951–2005 with the lin-
ear trend and polynomial of third order

Fig. 8 Long-term course of drought index annual values (Eo/P)
at Myjava for the period 1951–2005 with the linear trend and
polynomial of third order

Fig. 9 Long-term course of relative evapotranspiration annual
values (E/Eo) at Kamenica nad Cirochou for the period 1951–
2005 with the linear trend and polynomial of third order

Fig. 10 Long-term course of drought index annual values
(Eo/P) at Kamenica nad Cirochou for the period 1951–2005
with the linear trend and polynomial of third order
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Fig. 11 Long-term course of relative evapotranspiration annual
values (E/Eo) at Plaveč for the period 1951–2005 with the linear
trend and polynomial of third order

Fig. 12 Long-term course of drought index annual values
(Eo/P) at Plaveč for the period 1951–2005 with the linear trend
and polynomial of third order

Fig. 13 Long-term course of relative evapotranspiration annual
values (E/Eo) at Červený Kláštor for the period 1951–2005 with
the linear trend and polynomial of third order

Fig. 14 Long-term course of drought index annual values
(Eo/P) at Červený Kláštor for the period 1951–2005 with the
linear trend and polynomial of third order

Fig. 15 Long-term course of relative evapotranspiration annual
values (E/Eo) at Oravská Lesná for the period 1951–2005 with
the linear trend and polynomial of third order

Fig. 16 Long-term course of drought index annual values
(Eo/P) at Oravská Lesná for the period 1951–2005 with the
linear trend and polynomial of third order
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Fig. 17 Long-term course of relative evapotranspiration annual
values (E/Eo) at Ždiar-Javorina for the period 1951–2005 with
the linear trend and polynomial of third order

Fig. 18 Long-term course of drought index annual values
(Eo/P) at Ždiar–Javorina for the period 1951–2005 with the lin-
ear trend and polynomial of third order

Fig. 19 Long-term course of relative evapotranspiration annual
values (E/Eo) at Štrbské Pleso for the period 1951–2005 with
the linear trend and polynomial of third order

Fig. 20 Long-term course of drought index annual values
(Eo/P) at Štrbské Pleso for the period 1951–2005 with the linear
trend and polynomial of third order

of Slovakia is observed all year round and so the
mean values of E/Eo vary only in a small extent.

Table 2 presents the results of the Student’s t-test
of significance concerning the correlation coefficients
for E/Eo(relative evapotranspiration) and drought in-
dex Eo/P and the trend of linear regression as well.
The significant trend to aridity was detected only in the
southern parts of Slovakia at station in Hurbanovo and
partly in Myjava. Highly significant trend to humidity
was revealed at station in Plaveč (the north-east part of
Slovakia) concerning the both evaluated indices. The
highly significant growth of humidity for the period
lasting 55 years also shows the northern part of Tatra
Mountains at the station in Javorina. The decline of
drought index and the growth of humidity here are con-
ditioned mainly by the growth of rainfall. The stations

Table 2 Results of the trend analysis performed on yearly data
(1950–2005) for selected meteorological stations. E/Eo (rela-
tive evapotranspiration), drought index (Eo/P) probability level
∗ p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01,∗∗∗∗ p < 0.001; n.s., not sig-
nificant

Meteorological
Station

E/Eo =
f (years)

Trend Eo/P =
f (years)

Trend

Hurbanovo ∗∗ Aridity ∗ ∗ ∗ Aridity
Myjava ∗∗ Aridity n.s. –
Kamenica nad

Cirochou
n.s. – n.s. –

Plaveč ∗ ∗ ∗∗ humidity ∗ ∗ ∗∗ Humidity
Červený Kláštor ∗ humidity ∗∗ Humidity
Oravská Lesná n.s. – n.s. –
Tatranská

Javorina
n.s. – ∗ ∗ ∗∗ Humidity

Strbske Pleso n.s. – ∗ Humidity
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of Kamenica nad Cirochou and Oravska Lesna (both
situated in the northern part of Slovakia) do not show
any significant trend.

The territory of Slovakia is divided to the area
of Panonia (Panonia lowland), influenced by
the Mediterranean climate, and the area of Inner
Carpathians, influenced by subocean mountainous
climate and by the climate of both northern and
Baltic Seas. The dividing line between these areas has
been determined by Zlatnı́k (1959) by so-called main
climatic line, where the Carpathian bow separates
two important European climatic areas (Fig. 2). The
area to the north of this line is remarkably wetter and
colder than the southern, which is drier and warmer.
The northern part is favourable, for example, for the
growth of spruce, unlike the southern part, where
spruce is growing only in the highest spruce vegetation
zone. The results presented in Table 2 and Figs. 5, 6,
7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19 and 20
point out the overwhelming arid trend at the stations in
Hurbanovo and Myjava both situated in the southern
part of Slovakia. The station situated to the north of
the climatic line shows an overwhelming humid trend
during the same period (1951–2005). Similar results
are also presented by Lapin et al. (1997) and Šútor et al.
(2002).

Trnka et al. (2007) have evaluated the occurrence
of drought (Palmer Drought Severity Index, PDSI) in
Morava and Silesia during the period of 1961–2000
and a statistically significant drought is evident for
long-term PDSI. With an exception of the Beskydy
Mountains, the tendency towards a lower (arid) PDSI
is typical for most of the territory of Moravia and
Silesia.

Drought can be seen as a structural problem
occurring every 10 or 12 years, but which is on its
increase (Rožnovský and Janouš 2001; Litschmann
et al. 2002; Rebetez et al. 2006; Paltineanu et al. 2007;
Vicente-Serrano and Cuadrat-Prats 2007). It is
assumed that a climate change will lead to reduced
rainfall, higher temperature and more frequent heat
waves and drought, which means that forest fires will
become more severe and more extensive. Furthermore,
draught is not just a ‘problem for farmers’. Another
consequence of drought concerns drinking water
supplies. Hydroelectric production is heavily hit in
drought years. This induces serious environmental
impacts in terms of increased carbon dioxide
emissions.

Conclusion

This work analyses the trends in occurrence of dry and
wet periods in altitudinal vegetation stages in Slovakia
between 1951 and 2005. We have used the relative
evapotranspiration (E/Eo) and drought index (Eo/P).
We have used meteorological data from eight meteo-
rological stations representing the predominant vege-
tation stages of Slovakia.

The relative evapotranspiration expresses functional
dependences among particular energy and water bal-
ance equation components, as well as drought index,
which denotes relation between energetic possibilities
of evapotranspiration and precipitation totals in chosen
locality. These are used very often for characterizing
humid conditions. These ratios enable to characterize
humid condition and thus, they can be used in mapping
and modelling of biological processes.

The drought index ranges from 1.44 for the area
heavily prone to drought (southern part) to 0.35 for
the mountainous areas (northern part) where sum of
precipitation exceeds potential evapotranspiration. The
relative evapotranspiration shows values as high as
97% in the northern mountainous regions, to 58% in
the Danubian lowland.

A significant increase in the severity of drought was
identified from 1951 to 2000 only in the Danube Low-
land (1st Oak vegetation stage) and in Zahorská Low-
land (2nd Beech-Oak vegetation stage). We determined
a significant trend of increase in humidity in mountains
and in the northern part of East Slovakia
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Rožnovský J, Janouš D (2001) Drought, valuation and prediction
(in Czech and Slovak). SHMI, Brno

Sankarasubramanian A, Vogel RM (2002) Annual hydroclima-
tology of the United States. Water Resour Res 37:701–708
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Introduction

The water exchange at the land surface is driven by the
input of water by precipitation and the loss by runoff
generation and evapotranspiration into the atmosphere.
It is strongly linked to the surface energy balance by
the flux of latent heat associated with evapotranspira-
tion, but also to the dynamics of the atmosphere and
the terrestrial biosphere.

From a more general perspective, the exchange
fluxes of water at the land surface are embedded
in the global hydrologic cycle, which is driven
by thermodynamic processes to a state far from
thermodynamic equilibrium. This state far from
thermodynamic equilibrium is maintained by a range
of processes that continuously perform work, dissipate
energy, and thereby produce entropy. Quantifying
rates of entropy production allows us to measure
the dissipative nature of the hydrologic cycle, its
irreversibility, and can provide a basis to identify
some general functional characteristics. This thermo-
dynamic perspective then allows us to investigate the
applicability of the principle of maximum entropy
production (MEP, e.g., Ozawa et al. 2003; Kleidon
and Lorenz 2005; Martyushev and Seleznev 2006) to
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Biospheric Theory and Modelling Group, Max-Planck-Institut
für Biogeochemie, Jena, Germany
e-mail:akleidon@bgc-jena.mpg.de

surface and soil hydrology, and to test any general
direction in fundamental, thermodynamic terms by
which the biota alters these thermodynamic processes,
such as increasing the rates of entropy production
(e.g., Ulanowicz and Hannon 1987; Schneider and
Kay 1994; Kleidon 2004; Tesar et al. 2007).

More specifically, evaporation, as one of the domi-
nant processes of the land surface water balance, pro-
duces entropy because evaporation of water into un-
saturated air is irreversible. Only at saturation is the
phase transition of liquid to gas and back to liquid re-
versible since it then takes place at the same temper-
ature. This can be seen directly in the expression of
the chemical potential μa of moist air with a tempera-
ture Ta and a relative humidity RH (e.g., Campbell and
Norman 1998):

μa = Rv · Ta · ln(RH) (1)

where Rv is the gas constant of water vapor (Rv =
461.5 J kg−1K−1) and the chemical potential is in units
J kg−1. For a value of RH = 100%, the chemical poten-
tial is at its maximum value of 0, that is, at this point the
moisture content of the air is in thermodynamic equi-
librium with an open water surface of pure water. As
relative humidity decreases, the chemical potential be-
comes increasingly negative, and the air (with respect
to its moisture content) is further away from thermody-
namic equilibrium.

This state far from thermodynamic equilibrium
with respect to atmospheric water vapor (i.e., the
occurrence of dry air) is the result of atmospheric
motion, specifically convection. The atmospheric
circulation acts as both, a heat engine, which generates
motion, and as a dehumidifier, which produces dry
air (Pauluis and Held 2002; Pauluis 2005). A stronger
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atmospheric circulation will result in a state further
away from thermodynamic equilibrium with respect
to the average relative humidity of the air. This
nonequilibrium state is maintained by the removal of
atmospheric moisture by precipitation, which in turn is
caused mainly by rising air masses. The consequence
of this removal of atmospheric moisture is that the
descending air masses are unsaturated, resulting in
overall lower relative humidity and the ability of
the surface to evaporate more water. The tendency
of the atmospheric circulation to maintain a state of
MEP (Paltridge 1975; Lorenz et al. 2001; Ozawa
et al. 2003; Kleidon et al. 2003, 2006) implies that it
circulates as strongly as possible. This in turn would
imply that it is associated with strongest convective
motion, removing moisture as much as possible.
From this perspective, MEP seems to imply that
the atmospheric hydrologic cycle is furthest away
from thermodynamic equilibrium, with on average
the lowest possible relative humidity. However, this
coupling with atmospheric motion is not further
explored here but would need further investigations.

Before we can apply MEP to hydrology and ex-
plore its implications, we first need to establish a ba-
sis and identify the dissipative processes at the land
surface and how we can quantify their rates of en-
tropy production. The goal of this chapter is to pro-
vide this background as well as simple estimates of
entropy production rates associated with surface wa-
ter exchange. Before we go into the thermodynamics
of land surface hydrology, we will first briefly review
the thermodynamic background of nonequilibrium sys-
tems. The global entropy budget is discussed along
with estimates of its components in order to demon-
strate the basic methodology and to provide a means
for comparison of entropy production rates associated
with the water-exchange fluxes over land. Many of the
aspects described here are not necessarily new, and nei-
ther are some of the thermodynamic aspects presented
here. What is new is the integrated view of seeing
the surface water budget as a thermodynamic system
that is maintained far from thermodynamic equilib-
rium and the derivation of first estimates of the associ-
ated entropy production rates. In the Discussion section
we then identify how these first estimates can be im-
proved and discuss the role of vegetation on land sur-
face hydrology from this perspective as well as poten-
tial implications. We close with a brief summary and
conclusion.

Thermodynamic Background

In general, we can distinguish three different,
thermodynamic systems (e.g., Kondepudi and
Prigogine 1998): (a) isolated systems with no
exchange fluxes of energy and mass across the system
boundary, (b) closed systems, where only energy is
exchanged across the boundary, and (c) open systems
with both, energy and mass exchange across the
boundary.

A typical example for an isolated system is the ideal
gas and its associated relationships (Boltzmann distri-
bution, ideal gas law, etc.). The Earth is largely a closed
system, since it exchanges primarily radiation of differ-
ent wavelength with space, while the mass exchange
with its surroundings can be neglected. When we deal
with the land surface, we need to account for energy
fluxes and mass fluxes, since for example, water sup-
plied by precipitation (as a liquid) enters the system in
a different phase than when it leaves by evapotranspi-
ration (as a gas). Hence the land surface system is an
open thermodynamic system.

Figure 1 shows the definition of the land surface
system in terms of its system boundary and its major
fluxes across the boundary. We draw the upper system
boundary very near to the interface between the surface
and the lower atmosphere (which would be just above
the canopy to include vegetation and its effects in the
system). The lower boundary in Fig. 1 is chosen such
that there is no heat flux through the bottom of the soil
column (zero flux boundary condition), and for the wa-
ter fluxes we choose the rooting zone depth at a lower
boundary condition since the change of water content
below the rooting zone is negligible, at least for surface
processes.

In non-isolated systems, a steady state away from
thermodynamic equilibrium can only be maintained
through a net export of entropy from the system to the
surroundings. This can be written in terms of the en-
tropy balance as (e.g., Kondepudi and Prigogine 1998):

dS/dt = σ − div Fe/T − 
 div (Fm,iμi )/T (2)

where S is the entropy of the system, σ , the rate of
entropy production within the system, Fe and Fm,i ,
the net heat and mass fluxes across the system bound-
ary, respectively, with the latter at a chemical potential
μi and the sum running over all substances. The sign
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Fig. 1 Definition of the land
surface system with respect to
energy- and water fluxes. The
exchange fluxes of this land
surface system are described
by the surface energy and
water balance (and other
mass balances, such as
carbon, nitrogen, etc.). The
carbon balance of the land
surface is omitted here since
in the climatological mean
steady state the same amount
of carbon dioxide is taken up
by photosynthesis as is
released by respiration (and
in the same phase as gas), so
that there is no net flux of
entropy across the system
boundary with respect to
carbon dioxide
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convention of the fluxes is such that a positive flux adds
heat, material, and entropy to the system, while a neg-
ative flux exports the same to the surroundings.

The evolution towards thermodynamic equilibrium
can be understood in terms of Eq.( 2). When the sys-
tem becomes isolated, the net heat and mass exchange
with the surroundings diminishes. Then σ > 0, but de-
creases with time and local entropy S converges to its
maximum possible value.

The steady state of the land surface system is
reached when the long-term averages of the state
variables (soil heat- and water content as well as
their associated entropies) do not change in time. The
steady-state assumption allows us to estimate mean
entropy production rates from the mean divergence of
energy fluxes and mass fluxes, since S on average no
longer changes in time (i.e., dS/dt = 0 in Eq.( 2)).

In most cases, entropy production results from dissi-
pative processes. In steady state, the rate of dissipation
D is equal to the rate at which work is being performed
(dW/dt)

dW/dt = D (3)

This then is directly linked to the rate of entropy pro-
duction σ by

σ = D/T (4)

given that the temperature T at which the dissipation
occurs does not change with time.

We next review the global entropy budget for two
reasons: (i) to demonstrate how rates of entropy pro-
duction are estimated; and (ii) to provide a basis for
comparison of the entropy production rates estimated
for surface water fluxes below.

The steady-state assumption and Eq.(2) allow us
to derive an estimate of the global entropy budget
(Table 1). As stated before, the divergence of mass
fluxes at the global scale can be set to zero, so that
the entropy production can be calculated directly from
the divergence of energy fluxes at the system bound-
aries. The entropy production rates associated with the
global mass cycles are then subsumed in the energy
fluxes. This then requires only knowledge about the
heat fluxes Q as well as the temperatures at which heat
is transformed. The rate of entropy production is then
simply given by

σ = Q · (1/Tc − 1/Tw) (5)

with Tw and Tc being the temperatures at which
the heat was converted. The estimated fluxes Q and
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Table 1 Estimate of the
planetary entropy budget and
its components. Entropy
production σ is calculated
from the conversion of the
energy flux Q from higher
temperature Tw to the lower
temperature Tc (see Eq.( 5)).
After Peixoto and
Oort (1992) and
Kleidon (2008)

Process Q(Wm−2) Tc(K) Tw(K) σ (mWm−2K−1)

Atmospheric absorption of solar
radiation

68 252 5760 258

Surface absorption of solar
radiation

170 288 5760 561

Atmospheric absorption of
terrestrial radiation

28 252 288 14

Moist convection
(evaporation + precipitation)

79 266 288 23

Dry convection (sensible heat) 24 280 288 2
Large-scale circulation 10 255 300 6
Biotic activity 8 288 5760 5
Planetary 235 255 5760 881

temperatures Tw, Tc for different irreversible processes
in the Earth system are given in Table 1.

We can see from Table 1 that the dominant process
that produces entropy is radiative transfer, in particu-
lar the absorption of solar radiation. The irreversibil-
ity associated with the absorption of solar radiation re-
flects the fact that solar radiation was emitted at the
surface temperature of the Sun (of about 5760 K), and
once absorbed on Earth cannot be reemitted from Earth
to space at this temperature, but inevitably at a much
lower temperature and longer wavelengths. The associ-
ated entropy production is shown in Table 1 in terms of
three components: absorption of solar radiation in the
stratosphere at a temperature of about T = 252 K, ab-
sorption at the surface of about Ts = 288K, and radia-
tive exchange in the long wave between the surface and
the atmosphere, following Peixoto and Oort (1992).

The next two terms of the budget in Table 1 (moist
and dry convection) are related to the turbulent fluxes
of sensible and latent heat. The sensible heat flux is
assumed here to transport heat from the surface to the
boundary layer (with Tbl ≈ 280 K). For the latent heat
flux, it is assumed that water evaporates at a surface
temperature Ts and condenses higher in the atmosphere
at a temperature of about Tc ≈ 266 K. Entropy produc-
tion associated with the large-scale transport of heat
from the equator to the poles is estimated from the
average value of heat transport of about 10 W m −2

and mean tropical and polar temperatures of 300 K
and 255 K, respectively. For these three fluxes, the ir-
reversible nature is related to the conversion of den-
sity differences from differential radiative heating into
kinetic energy and subsequent frictional and thermal
dissipation.

Also shown in Table 1 is an estimate of entropy
production by biotic activity, the combined process of

generating chemical free energy by photosynthesis and
its dissipation by respiration. Here it is assumed that
photosynthesis converts 8 W m −2 of sunlight into car-
bohydrates that are subsequently converted into heat
by respiration at roughly the surface temperature Ts.
This number is obtained using a global photosynthetic
activity of about 200 GtC year−1 and an average quan-
tum yield efficiency of about 10 photons per molecule
of CO2 fixed. Note that the estimate of entropy produc-
tion by photosynthesis is less than Q(1/Tc − 1/Tw) =
29 mW m−2 K−1 because other factors need to be taken
into account as well, for example, not all solar radiation
is available for photosynthesis. This contribution, how-
ever, is already subsumed in the entropy production
rates associated with the absorption of solar radiation
at the surface.

The planetary rate of entropy production is calcu-
lated from the overall mean absorption of solar radi-
ation (Q = 235 W m−2) that is emitted to space as
long-wave radiation at Earth’s radiative temperature
Tr ≈ 255 K.

For later comparison, note that the typical rate of
entropy production by non-radiative processes is of the
order of 1–10 mW m−2 K−1.

Entropy Production of Surface Water
Exchange

In order to understand and estimate the dissipative
nature of soil water-exchange processes at the sur-
face, we first describe the simplified surface water bal-
ance and introduce the description of the soil water
distribution in terms of its binding and potential en-
ergy. This description is analogous to the energetics
of the atmospheric circulation that was developed by
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Lorenz (1955), but applied to the movement of water
within the soil column. This energetic consideration
then forms the basis for simple estimates of entropy
production by the most important processes of the sur-
face water balance. We then discuss entropy production
of the various components of the simplified surface
water balance in separation and provide some rough
estimates to evaluate their significance in the entropy
budget of the surface water balance.

Surface Water Balance

The water balance on land can be characterized by the
total amount of soil water ws within the rooting zone
D. Note that in the following we use the notation of
“ws” for the amount of soil water, not for performed
work, for which we use a capital W. The change of ws

with time is given by the simple budget equation

dws/dt = P − ET − R (6)

where P is precipitation, ET, the evapotranspiration,
and R, the runoff.

Less common is the description of the water con-
tent of the rooting zone in terms of the energy that is
associated with the binding energy of moisture to the
soil matrix and with the vertical location (but see, e.g.,
Hillel 1998; Roderick 2001). We derive a description
of this binding energy from the general expression for
the change in total internal energy of the soil column
dU (Kondepudi and Prigogine 1998):

dU = T dS − p dV + μ dN (7)

In the following, we neglect changes in total energy
due to changes in heat storage (T dS) and volume
changes (p dV) and focus on the last term (μ dN) in
Eq. (7). This term represents the change in total en-
ergy due to the addition of an infinitesimal amount of
water dN to the soil column with water at a chemical
potential μ. We can express the addition of water dN
by the change in water content d� and the density of
water (ρwater ≈ 1000 kg m−3) as dN = ρwater · d�.
The chemical potential of soil water is directly related
to the matric potential m by

m = μs − μs0 (8)

where μs0 is the chemical potential of pure, unbound
water. We assume μs0 = 0 in the following for sim-
plicity. We will also assume a local equilibrium of the
soil water with the relative humidity RHs of soil air,
that is, μs = Rv · Ts · ln(RHs), where Ts is the soil
temperature.

We obtain the total binding energy of water BEwater

to the soil matrix due to adhesive and capillary forces
by integrating the term μ · ρwater · d� in Eq. (7) from
zero water content to the actual soil moisture content
of the soil at depth z. Note that μ is highly dependent
on �. The expression for BEwater(z) is then

BEwater(z) =
∫ �(z)

0
μs(�) · ρwater · d� (9)

When we integrate Eq. (9) over the depth of the root-
ing zone D, we get an expression for the total binding
energy associated with a given soil water distribution
�(z) within the rooting zone

BEwater =
∫ D

0
BEwater(z)dz (10)

Note that BEwater is generally negative. This represents
the fact that the bound water is in a lower state of en-
ergy and work needs to be done in order to remove it
from the soil matrix.

The link to the total soil water content ws (Eq. 6) is
given by

ws =
∫ D

0
ρwater · �(z)dz (11)

The potential energy PEwater relates to the vertical dis-
tribution of soil moisture within the soil column in re-
lation to the soil surface. It is expressed as

PEwater(z) = ρwater · g · �(z)(zWT − z) (12)

and

PEwater =
∫ D

0
PEwater(z)dz (13)

where z is defined as the depth from the surface and
zWT is the depth of the water table. The term zWT is an
arbitrary additive term (with no consequences on the
following discussions) that defines the depth at which
the potential energy is zero. We have chosen the depth
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of the water table zWT as our reference depth simply
because then the equilibrium distribution results in a
value of the total energy TEwater of 0 (see below).

The total energy TEwater of the water stored in the
soil column is given by

TEwater = BEwater + PEwater (14)

The three terms BEwater, PEwater, and TEwater have the
units J m−2. Note that one can get the expressions also
by considering a modified chemical potential which
includes the effect of an external (gravitational) field
(Kondepudi and Prigogine 1998). Then, the modified
chemical potential μ∗ would be written as

μ∗(z) = μs(z) + g(zWT − z) (15)

When integrated and multiplied by the mass of wa-
ter �(z)ρwater at depth z, the two separate terms in
Eq. (15) represent Eqs. (9) and (12), respectively.

The thermodynamic equilibrium state with respect
to the soil water distribution is reached when TEwater

is at a minimum for a given amount of soil water ws

(see also Soil Moisture Redistribution section below).
This state is reached when no vertical (or horizontal)
gradient in the modified chemical potential exists (i.e.,
local thermodynamic equilibrium at every depth z in
the soil column), that is,

μs(z) = m(z) = −ρwater · g(zWT − z) (16)

Precipitation

Precipitation is clearly the most important driver of the
surface water balance. As precipitation enters the sur-
face system, liquid water enters in free form with a
chemical potential near 0. However, falling raindrops
are associated with a certain amount of kinetic energy
KErain. This kinetic energy is dissipated into heat and
possibly results in some deformation work at the sur-
face at impact. The rate of dissipation can be calculated
from the kinetic energy of the falling raindrops, which
is assumed to be completely converted into dissipative
heating at impact. The rate of kinetic energy dissipa-
tion Drain is estimated from the rainfall amount P, the
terminal velocity of the raindrops vt (which depends on
raindrop diameter), and the density of water by

Drain = 1/2ρwater · P · v2
t (17)

Using a typical annual surface temperature of Ts =
288 K, the associated entropy production is estimated
as

σrain = Drain/Ts (18)

Estimates of entropy production for three typical
annual rainfall rates and for the extreme cases of
drizzle and heavy rain are given in Table 2. While
dissipative heating by falling raindrops can play
an important role in the atmosphere (where the
heating rates can be as much as 2–4 W m−2 (Pauluis
et al. 2000, Pauluis 2005), the dissipative heating
at the surface is less than 10−3 W m−2 for most
regions of the world, and may exceed this value
only in tropical regions of high, mostly convective
rainfall.

Table 2 Estimation of dissipation rates (in W m−2) (first num-
ber) and entropy production (in mW m−2K−1) (second number)
due to the impact of falling raindrops at the surface for different
rainfall intensities and annual rainfall amounts

Annual rainfall
(mm)

Drizzle (droplet
diameter ≈ 0.5 mm,
terminal velocity
≈ 2 m s−1)

heavy rain (droplet
diameter ≈ 5 mm,
terminal velocity
≈ 9 m s−1)

100 6.4 × 10−6 1.3 × 10−4

2.2×10−5 4.5 × 10−4

500 3.2 × 10−5 6.5 × 10−4

1.1 × 10−4 2.3 × 10−3

1000 9.6 × 10−4 2.0 × 10−3

3.3 × 10−4 6.9 × 10−3

Soil Moisture Change

Wetting of the soil matrix, that is, increasing the over-
all amount of soil water ws by �ws, involves the irre-
versible binding of free water with a chemical potential
μwater = 0 from the infiltrated water to a bound state
with μs < 0, thereby producing heat and exporting
entropy. The released heat is called the heat of immer-
sion (Hillel 1998). In other words, wetting decreases
the total binding energy BEwater energy (Eq. 10). The
released heat is then given by �Q = −(BEwater(ws +
�ws) − BEwater(ws)).
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We can obtain a rough estimate of the magnitude of
heating by assuming that the soil reaches the perma-
nent wilting point ( μs = m = −1.5 × 106 J m−3)
before each rainfall event and that it is saturated after
the rainfall. Then the difference in chemical potential
is �μs = 1.5 × 106 J m−3. If we assume a plant avail-
able water (PAW) value of PAW = 100 mm, that is,
the drawdown from saturation to the permanent wilting
point is associated with the removal of 100 mm of wa-
ter, the associated dissipative heating is approximately
P/PAW · �μs/ρwater, where P is precipitation.

The estimated rates for three annual rainfall
amounts are given in Table 3. Actual rates of entropy
production would require a more detailed analysis that
would need to take into account the interval between
rainfall events, the levels of drying, and, naturally, soil
characteristics that shape the relationship between the
matric potential and soil wetness.

In case of soil drying, work needs to be performed
against the surface tension for removing the water from
the soil matrix that is of the same magnitude as the heat
released by wetting.

Table 3 Estimation of heat of immersion (dissipative heating)
and entropy production associated with soil wetting for three an-
nual wetting rates, using a temperature of Ts = 288 K, plant
available water of 100 mm, and a drawdown to the permanent
wilting point after each rainfall event

Annual wetting
(mm)

Heat of immersion
(W m−2)

Entropy production
(mW m−2K −1)

100 4.7 × 10−4 0.002
500 2.4 × 10−3 0.008
1000 4.7 × 10−3 0.024

Evapotranspiration

Evapotranspiration represents a phase change of liquid
water to the gaseous phase. In local thermodynamic
equilibrium the two phases have equal chemical poten-
tials, but heat is needed (i.e., the latent heat of vapor-
ization L) to expand the molar volume from its liquid
to gaseous value. This consists of an entropy flux into
the system of L · E/Ts that results in an increase of
entropy as water changes from the liquid to the gaseous
phase (with E being the evapotranspiration rate and Ts

the surface temperature of the liquid body from which
the water is evaporated). This process alone does not

result in entropy production since it is reversible (i.e.,
if the vapor would condense, it would release the same
amount of heat that would be associated with an en-
tropy export of L · E/Ts).

Entropy is being produced once the saturated air at
the surface is mixed with the unsaturated air of the at-
mospheric boundary layer (with a temperature Ta and a
relative humidity RHa). The entropy production asso-
ciated with this mixing can be directly calculated from
Eq. (1) by

σevap = −ρwater · Rv · E · (ln(RHa) − ln(RHs)) (19)

Since RHs is near saturation, ln(RHs) ≈ 0 in Eq. (19).
Equation (19) can be used to calculate the amount of
entropy production for three annual evapotranspiration
rates at different relative humidities (Table 4).

However, water is usually not in a free, unbound
state, but needs to be extracted from the soil, and, in
the case of transpiration, lifted up to the canopy. The
work required to extract soil water is equivalent to the
released heat of immersion when the soil is wetted.
Hence, the rates are equivalent to the estimated heat-
ing rates shown in Table 3. Since evaporation of bound
water requires work to be done against the surface ten-
sion, the latent heat of vaporization is somewhat higher
compared to evaporation from a free surface (see also
Tributsch et al. 2005).

For plant transpiration, we also need to account for
the work done by vegetation in lifting the freed soil
water from a depth z in the soil to a height h of the
canopy. The resulting rate dWlift/dt associated with a
continuous transpiration rate T is

dWlift/dt = ρwater · g(z + h)T (20)

For instance, if a tropical rainforest extracts soil mois-
ture from 5 m depth and transpires this at a canopy

Table 4 Estimation of entropy production (in mW m−2 K−1)
associated with evaporating free water into unsaturated air of the
atmospheric boundary layer of different relative humidities RH
for different annual evapotranspiration amounts

Annual evapo-
transpiration
(mm)

RH =
60%

RH =
70%

RH =
80%

RH =
90%

100 0.7 0.5 0.3 0.2
500 3.7 2.6 1.6 0.8
1000 7.4 5.2 3.2 1.6
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height of 60 m at a rate of T = 1500 mm year−1, the re-
sulting rate at which work is performed is dWli f t/dt =
3 × 10−2 W m−2. The associated flow of water in
the plant tissues would result in frictional dissipation,
thereby producing entropy. This is neglected here.

Not considered here is the slight increase of RH as
a result of the mixing of the evaporated water (satu-
rated vapor) with the unsaturated air of the atmospheric
boundary layer, which also results in entropy produc-
tion. This effect would seem to be important to con-
sider when global balances would be estimated since
this, after all, is the process which pushes the hydro-
logic cycle back toward thermodynamic equilibrium.

A more detailed analysis of entropy production rates
of land surfaces in different geographic settings would
require information on the temporal evolution of rel-
ative humidity and evapotranspiration rates. This has
been neglected here. Table 4 presents the entropy pro-
duction rates for different, constant values of evapo-
transpiration and relative humidity. From Table 4 it is
clear that both variables strongly affect the entropy pro-
duced by evapotranspiration.

Runoff

The flow of water associated with runoff results from
the conversion of potential energy of soil moisture in
the soil column into kinetic energy. We can estimate
the amount of entropy produced by runoff by consider-
ing the energies at an initial stage and assume that the
potential energy from the surface is converted into ki-
netic energy, which is subsequently dissipated into heat
by friction. If we assume that the difference in potential
energy between the top of the soil column and sea level
is ρg�z, the amount of kinetic energy KErunoff that
can be generated (a generation rate of kinetic energy
GKE,runoff) by depleting this potential energy gradient
for a given runoff rate R is

Drunoff = GKE,runoff = R · �z · ρwater · g (21)

with g being the gravitational acceleration (g =
9.81 m s−2), and the associated entropy production
rate given by

σrunoff = Drunoff/Ts (22)

Examples of entropy production rates for different
runoff rates and elevation differences are given in
Table 5. The rate of entropy production by runoff
and subsequent river basin discharge is relatively
small in comparison to the components of the global
entropy budget (Table 1), except for the case of high
rainfall rates and elevation gradients, for example, in
mountainous areas with steep orography.

Table 5 Estimation of entropy production (in mW m−2 K−1)
associated with runoff generation and subsequent dissipation of
kinetic energy for different values of annual runoff and elevation
differences �z

Annual runoff (mm) �z = 100 m �z = 1000 m

100 0.01 0.11
500 0.05 0.54
1000 0.11 1.08

Soil Moisture Redistribution

In addition to soil water addition by precipitation and
removal by evapotranspiration and runoff generation,
soil moisture is also redistributed within the soil. In
other words, while the previous processes change the
overall value of the soil water content ws, pure redistri-
bution alters the amount of the total energy associated
with the soil moisture distribution, but leaves ws unaf-
fected.

The entropy produced by soil water redistribution
can be estimated as follows. Let us consider an ini-
tial soil water distribution within a soil column. This
distribution is characterized by a certain value of bind-
ing energy BE0 = BE(t = 0) and a potential energy
PE0 = PE(t = 0). Here, only redistribution of mois-
ture below the field capacity within the rooting zone
is considered. Any movement of moisture outside the
rooting zone is treated as runoff, which has been con-
sidered above in the section runoff. The flow of water is
characterized by its associated kinetic energy KEredist.
This energy is generated by the reduction of the total
energy TE, ultimately to its lowest possible value. Af-
ter sufficiently long time, the motion will come to a rest
due to frictional dissipation, that is, all kinetic energy
is dissipated into heat, and BE + PE is at a minimum
value. We hence have
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BE0 + PE0 + KEredist(0) = BE(t) + PE(t) + KEredist(t)

+ Qredist(t) = min(BE + PE) + Qredist + KEredist(∞) (23)

with Qredist being the cumulative amount of heat pro-
duced by dissipation and immersion, and KEredist(0) =
0 and KEredist(∞) = 0. If the state of thermodynamic
equilibrium is approximately reached over a time scale
τredist, the associated entropy production is

σredist = Qredist/(τredist · Ts) (24)

The amount of entropy production associated with re-
distribution should be less than the more extreme case
of soil moisture change considered above (Table 2).
Hence, soil moisture redistribution for a given total ws

should result only in comparatively small rates of en-
tropy production.

One could estimate entropy production associated
with drying, wetting and redistribution of moisture in
the soil column in more detail with a diffusion model
for soil moisture, based, for example, on the Richard’s
equation (Hillel 1998). In such a setup one could also
account for the frequency of wetting, which would
likely prevent the soil moisture distribution to always
reach its state of thermodynamic equilibrium.

Discussion

Limitations

This chapter provided a discussion of the irreversible
nature of the processes involved in land surface hydrol-
ogy and some rough, first-order estimates of the asso-
ciated rates of entropy production. These very simple
estimates certainly can be substantially improved, for
instance by using simulation models of land surface
hydrology. Such models include a fuller representa-
tion of the hydrological processes of the land surface
and a coupling to realistic temporal forcing in differ-
ent geographic settings. This would allow us to ob-
tain estimates about the relevance of each component
in different areas and seasons. This would seem to be
relatively straightforward to do with present-day land
surface schemes.

A shortcoming of our estimates is that other
processes associated with water exchange that would

produce entropy, were not considered here. Examples
include (i) freeze-thaw dynamics in cold regions,
where the phase transition from liquid to solid may
be associated with irreversible phase changes, (ii)
possibly associated work done by frost heaving, (iii)
processes associated with snow and snowmelt as
these involve phase changes as well, and (iv) possible
interactions of water with other biogeochemical cycles.

Vegetation Effects

Despite the simplicity of the estimates performed in
the previous section, evapotranspiration is clearly one
of the dominant contributions to the entropy budget
with respect to surface water exchange, especially the
mixing of saturated surface air with the unsaturated air
of the atmospheric boundary layer. Given the various
ways by which vegetation affects water fluxes at the
land surface, the entropy budget of the surface water
balance is clearly affected. In particular, the following
vegetation effects seem to have straightforward conse-
quences on the thermodynamics of water exchange:

i. higher evapotranspiration rates in the presence of
vegetation directly enhance entropy production
rates;

ii. for a given evapotranspiration rate, the shift from
evaporation to transpiration in the presence of vege-
tation would imply more work is done by lifting wa-
ter to the canopy level. This would only marginally
increase the overall entropy production, but would
imply more work being done for a given rate of en-
tropy production;

iii. higher evapotranspiration rates enhance soil drying,
implying that more work is done in extracting soil
moisture;

iv. for a given precipitation rate, the shift of the wa-
ter budget to enhanced evapotranspiration results in
reduced runoff, and consequently entropy produc-
tion by this component would be reduced. How-
ever, since entropy production by runoff is small
compared to evapotranspiration, it does not seem
to reduce overall entropy production significantly;

v. hydraulic lift and redistribution of soil moisture
through the root system of the vegetative cover
(e.g., Caldwell et al. 1998) would enhance the re-
laxation to thermodynamic equilibrium of the soil
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moisture distribution, that is, it acts to enhance the
rate of entropy production associated with soil wa-
ter redistribution.

Overall, these components would seem to raise the rate
of entropy production associated with the surface water
balance in the presence of terrestrial vegetation.

To provide a rough estimate of the magnitude by
which vegetation affects the entropy budget of the sur-
face water balance, we use the estimates from cli-
mate model simulations of Kleidon (2006). These sim-
ulations estimate that continental evapotranspiration is
roughly doubled for the present day when compared to
a “Desert World” void of terrestrial vegetation, mainly
due to enhanced continental moisture recycling. This
doubling in evapotranspiration rates would seem to
roughly translate into a proportional increase in the
associated rates in entropy production, although one
would need to also include the effect that the relative
humidity of the near-surface air would likely be higher,
and therefore entropy production being reduced (see
Table 4).

Implications

This thermodynamic perspective on land surface
hydrology has potentially two important implications.
First, gradients are a critical aspect in quantifying
rates of entropy production. The necessary discrete
representation of gradients and heterogeneity in land
surface models necessarily involves the spatial and
temporal aggregation, which is likely to “smear out”
gradients and result in model biases. While these biases
would seem difficult to quantify in terms of common
variables (e.g., fluxes or concentrations), the effect
on the entropy budget would seem straightforward
in that rates of entropy production can only be
underestimated. Entropy budget considerations would
therefore seem to be a convenient and practical tool to
quantify the appropriateness of model representations.

The calculation of entropy production rates by dif-
ferent processes could further be used in conjunction
with the proposed MEP principle to make predictions
about the dominance of different processes competing
for water. An example would be the partitioning of
precipitation into runoff and evapotranspiration, which

might be optimal to maximize the catchment’s entropy
production.

On a more profound level, it would seem that en-
tropy production is closely linked to hysteretic behav-
ior and the memory of past hydrological conditions.
Kleidon and Stieglitz (in preparation) introduce en-
tropy production as a metric to measure the extent of
hysteresis and memory with respect to the ground heat
flux. The reasoning is as follows: in the absence of heat
storage, and surface temperature responds and adjusts
to equilibrium immediately to the forcing it is sub-
jected to. In this case, the type of variability of the
forcing is directly reflected in the variability of surface
temperature. With an increased ability to store heat,
past conditions play an increasing role in shaping the
temperature response to the prevailing forcing, result-
ing in an increasingly frequency-dependent spectrum
of surface temperature variations. At the same time,
heat fluxes into and out of the soil heat reservoir take
place at different temperatures, thereby producing en-
tropy. Entropy production therefore reflects the sensi-
tivity to past climatic conditions. An important impli-
cation of this is that the characteristic response of the
heat storage to variability and change is linked to the
rate of entropy production and its maximization.

The same line of reasoning applies to our case
of soil water exchange (Fig. 2). For the above case
of heat storage, surface temperature reflects the
total amount of heat stored in the soil (at least to
some extent). In our case of soil water exchange, the
corresponding variable would be the total amount of
the energy stored in the soil (TE). We would expect
that increased rates of entropy production with water
exchange would be associated with higher rates of
evapotranspiration and higher rates of soil water
variability, or more specifically, higher variability
in TE. A higher variability in TE in turn would
reflect more memory of past conditions. From this
consideration we hypothesize that with increasing
influence of vegetation on the exchange fluxes of water
at the land surface we would expect: (i) higher rates
of entropy production, possibly even maximizing it to
a MEP state, mainly by enhancing evapotranspiration
rates; (ii) higher variability in TE as soil is brought
to drier conditions after rainfall events by enhanced
evapotranspiration. This can also be illustrated by the
extreme case of no evapotranspiration, for which the
soil moisture content would vary between saturation
and field capacity only, clearly resulting in a smaller
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Fig. 2 Illustration of the five hypotheses described in the text
of how entropy production can be used as a basis to char-
acterize vegetation effects on the thermodynamics of surface
water-exchange processes. Hypothesis (i) states that vegeta-
tion effects overall enhance the rate of entropy production
associated with water-exchange fluxes at the land surface. Hy-
pothesis (ii) is that because of enhanced evapotranspiration,
the variability of total energy (TE) associated with soil mois-
ture is enhanced, and the soil moisture distribution is fur-
ther away from thermodynamic equilibrium, as measured by

the distance of the actual value of TE to the total energy at
thermodynamic equilibrium TEeq (hypothesis (iii)). As the sys-
tem is further from equilibrium, we would expect the effect of
soil water change on total energy to depend more on previ-
ous conditions, therefore showing increased hysteretic behav-
ior (hypothesis (iv)). Since increased dependence on previous
conditions results in increased autocorrelation and memory, this
would then lead to a more frequency-dependent spectrum of
variability in total energy when subjected to noisy precipitation
(hypothesis (v))

range of variability in TE; (iii) soil moisture that
is on average further away from thermodynamic
equilibrium; (iv) increased hysteretic behavior since
the soil moisture distribution is further away from
thermodynamic equilibrium (since processes are only
reversible/do not reflect memory at thermodynamic
equilibrium); and (v) a more frequency-dependent
spectrum in TE variability.

These hypotheses could easily be tested in future
work by using numerical simulation models of water
movement in the soil.

Summary and Conclusions

We presented a first attempt to quantify the irreversible
nature of the water-exchange fluxes associated with
land surface hydrology. In this consideration, we
included the irreversibility and entropy production
rates associated with the most common components of

the surface water balance: precipitation, soil moisture
change, evapotranspiration, runoff, and soil moisture
redistribution. Of these, evapotranspiration seems
clearly to be contributing most significantly to the
entropy production associated with the exchange of
water at the surface, although runoff generated over
large elevation differences could also add noticeable
contributions in certain situations.

Based on these considerations, we formulated five
hypotheses regarding the effect of vegetation on land
surface hydrology, specifically to the state of soil mois-
ture distribution in relation to its thermodynamic equi-
librium distribution and how it relates to hysteretic
behavior, hydrologic memory, and variability. If con-
firmed, these hypotheses would add significantly to our
understanding of how the natural land surface responds
to climate and climate variability and how this response
is modified with land-cover change. It is therefore crit-
ical to further investigate and quantify the nonequilib-
rium thermodynamics of land surface hydrology. This
chapter provides a first basis for doing so.
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A logical next step would be to use the methodol-
ogy established here and quantify the entropy budget
in more detail, taking spatial and temporal changes into
account. The considerations described here set the nec-
essary foundations of such future work. These will help
us in improving our understanding of the fundamen-
tal direction that drives land surface processes, what
these mean for the response to climate variability and
change, and how land-surface hydrology is affected by
the terrestrial biosphere at a fundamental, but quantifi-
able level.
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Winter Snow Supply in Small Mountain Watershed
as a Potential Hazard of Spring Flood Formation

M. Hrı́bik, A. Majlingová, J. Škvarenina and D. Kyselová

Keywords Water equivalent of snow · Flood hazard ·
Water supply · Biosphere Reserve Polana · GIS

Introduction

The basic features, common for all Slovak rivers, are
the preponderance of the flow rate in the spring sea-
son, low flow rate in summer and in the winter period
with moderate increase in later fall months. Moreover
the preponderance of the flow rate in the spring season
is not a consequence of precipitation preponderance in
this period. In the spring season the precipitation run
is opposite and approaches to minimum values. There-
fore, the regime of monthly precipitation and flow rate
is expressed by long-term average.

Increase in spring outflows are caused by accumu-
lated snow melting in the winter season. At the same
time, there are still relatively low losses caused by
evapotranspiration (Prazak et al. 1994, 1996; Strelcova
and Mindas 2000; Tesar et al. 2006) and reduced to
infiltration (Buchtele et al. 2006).

The floods present a dramatic demonstration of nat-
ural hazard. They have significant far-reaching conse-
quences for humans and the environment. Simo (1972)
introduces following causes of floods occurrence in
Slovakia:

– Intensive storm rainfall (as well as long-time re-
gional rain),

M. Hrı́bik (B)
Technical University in Zvolen, Faculty of Ecology and
Environmental Sciences, T.G. Masaryka 24, 960 53 Zvolen,
Slovakia
e-mail: vrchar@gmail.com

– Intensive snow melt (combined with rain mainly),
– Ice dams,
– Quick loosen of accumulated water in the reser-

voir, etc

The present chapter is oriented to the evaluation of
flood risk potential as the consequence of an intensive
snow melting, under conditions of a small mountain
watershed. Generally, in the spring season, there is
a gradual snow-cover melting here, with retention in
higher sites. A dangerous situation usually occurs due
to more than average warm advection from west or
southwest trajectory, respectively. This is combined
with warm square rain usually when the ground is not
thawed out.

Pobedinskij and Krecmer (1984), who based an
analysis of hydrological regimes in temperate Eurasian
zone, note that there is usually no surface outflow on
sites that are not covered by forest. Similar results
for Slovak conditions are reported by Midriak (1992),
who introduced the surface outflow lower than 1%
from total annual precipitation for unbroken forest soil
surface.

By spring snow melting and by downpours the
outflow height as well as index on unforested areas
is 2–4 times higher than that ones on forested sites
(Pobedinskij and Krecmer 1984). In a given range,
snow-melting retardation, surface outflow reduction
and its transformation to underground outflow, and
infiltration to substructural layers create a flood
hazard and decrease a hazard of harmful erosion
formation in forest areas. Forest soil, in difference with
agriculturally cultivated soil, is not plain. Their surface
is covered by cover humus and necrotic herbal organic
material called litter. Other microclimatic insulation
cover represents the forest stand itself, often refilled

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 119
DOI 10.1007/978-1-4020-8876-6 10, c© Springer Science+Business Media B.V. 2009
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also with herbal and wood undergrowth in natural
forests.

In relation to spring thaw flood formation, it is
necessary to note that forest soils of mountainous sites
are not very frozen throughout, if at all. This occurs
in case of adequate high and continuously lasting
snow-cover creation still before winter frosts coming
(Petrik et al. 1986). This knowledge is mainly of
hydrological significance, because by gradual melting,
the snow-water supply can be absorbed by soil. The
dangerous situation happens when black frosts occur
in the later fall season. Then, coming snow-cover
isolates frozen soil. In spring, such soils increase
surface outflow from melted snow. As such, the risk of
flood formation is increased.

If the climate changes lead to snow-cover changes
it will also mean the changes in soils’ freezing
(Sály 1996). Soils of lower situated forests will
continue to freeze deeper. By absence of an adequate
snow supply, it can happen that mountainous soils
will freeze as well. Moreover, from the hydrological
point of view, the reduction of soils’ releasing and
absorption capabilities will occur.

However, forest cannot prevent flood waves abso-
lutely, it can mitigate its run (Mindas et al. 2001).

The Characteristics of Natural Conditions
in the Experimental Area

The experimental area is a small mountain watershed
of Hucava stream in Polana Mountains. This situation
is depicted in Fig. 1. Experimental area spreads from

Fig. 1 Hucava mountain watershed localization within Bio-
sphere Reserve Polana – hillshade of the digital relief model

part of Polana Mountains ridge to limnigraph station
near ”Hrochotsky mlyn” (Hrochot millhouse). The de-
scription of the basic parameters and characteristics are
presented in Table 1.

The Characteristics of Geological
and Soil Conditions

Polana is the highest volcanic massive in Slovakia with
the maximum height of 1457.8 m above the sea level.
As Ciesarik et al. (1977) and Kunca (2003) already
noted, the mountain consists of two parts, each with
different altitudes and morphology. One of them is an
erosive caldera of Polana Mountain itself, together with
the Lubietovsky Vepor promontory. The other is cre-
ated by Detva Mountains. Based on the compactness,
the caldera itself (result of explosion or raid of vol-
canic cone peak, respectively) represents a unique hy-
drological object, drained only by the Hucava stream
(Fig. 1).

The whole massive is built with two products of
the second andesites phase. Only in the middle part
– in caldera, there are some granat ryolits. The scope
of the massive and also the bottom of the volcanic
complex is built with layers of tuffits of pyroxenic
andesites that have a variable potency. In the upper
strata this layer extends to tuffs. Tuffs are of different
character from close-grained to coarse-grained, some-
times of till-boulder character. The ridge part of the
Polana Mountains is composed nearly by pyroxenic an-
desites, only.

The mostly spread out soil types in Polana perime-
ter are saturated and unsaturated cambisols. Saturated
soils occur in lower areas with the elevation up to
700–800 m above the sea level. There are also brown
andosols here and typical andosols with an enclave rep-
resentation.

The Characteristics of Climatic Conditions

The Hucava watershed is a region climatologically
very differentiated with span of average annual
temperatures 6.7–2.5◦C. Average temperatures in
July range from 16.5 to 11.5◦C. The vegetation
period (average daily temperature above 10◦C) there
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Table 1 Basic characteristics
of Hucava watershed

Station River Area,
F(km2)

Forest
cover
(%)

Valley
length,
L(km)

H maxi-
mum
(m)

H
minimum
(m)

Gradient
(%)

Watershed
shape
(F/L2)

Hrochot Hucava 41.45 80 14.6 1458 522.5 6.41 0.19
transitive
till
feathery

in Hucava watershed lasts 65–155 days. Average
annual precipitation range from 720 to 1200 mm
and average precipitation in vegetation period are
about 475–630 mm. The snow cover in studied area
lasts 135–190 days on an average. Hucava watershed
belongs, based on Koncek climate classification, into
two climatic regions. First, moderately warm region
(moderately warm, very humid, highlands district)
in the Hrochot part of valley and in south sites of
Bukovina part. Second, moderately cold region,
moderately cold district in lower part of the caldera
and on the north sites and also cold mountain district in
the highest ridge parts of Polana Mountains. From the
climatogeography point of view, this area is classified
as cold subtype of mountain climate (north and the
highest part of the massive) as well as moderate
cold subtype of mountain climate in the south and
lower parts of the caldera (Skvarenina and Mindas
2001).

The Characteristics of Hydrological
Conditions

From the hydrological point of view, the studied area
belongs to Hucava stream watershed. It is represented
by right-side tributary of Slatina River and left-side
part of Hron River watershed. Based on runoff classi-
fication by Dub, the implicit part of Polana caldera be-
longs to (B2) middle-mountainous region (Simo 1972).
Table 1 shows other hydrological characteristics.

The Characteristics of Forest Communities

The Polana massive crosses the southern spur of the
prime Slovak climatic line, which is determined in
forest communities spreading. On the lowest southern
sites, the plan communities are sorted as the forest
type, group of Fageto–Quercetum. That is followed

by Querceto–Fagetum and in upper parts by Fagetum
pauper and Fagetum typicum. On the main ridge,
it crosses in form of slender strips of Fagetum and
Fageto–Abietum to the southern-situated forest types,
group of Sorbeto–Piceetum. On the north sides, there
are extensive communities of Abieto–Fagetum and
Fageto–Abietum. In south, expositions are dominated
by beech stands and by mixed stands composed of
beech. Fir and spruce dominate the north expositions.
The original species composition is more preserved
in higher parts and the composition of lower parts
has been significantly changed. The south of the
Polana Biosphere Reserve, in the composition of
forest stands, is dominated by hornbeam against the
oak. In the north, spruce dominates against beech
and fir.

Methodology

Methodology of Terrain Monitoring

The measurements of snow-cover parameters were
carried out in Polana Biosphere Reserve – in the
Hucava watershed, covering 41.45 km2, since winter
season 2003/2004. The water equivalent of snow
cover was obtained by mass method using the snow
sampling tube (model VS-43). The snow-cover height
was measured by communicable and stabile laths for
snow measurements.

Basic physical parameters were monitored in
2-week intervals in 2004 and in 3-week intervals
in 2005, 2006, and 2007. This was during the time
of the highest snow supply occurrence in mountain
locations. The monitoring was performed on Polana
massive altitudinal transect. Testing areas were
situated both, in open areas and in forest. Step by
step, the measurements were carried out from Hucava
stream mouth (525 m above sea level) up to Polana
peak (1457.8 m above sea level) in each 100 altitudinal
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meters. In the forest, five measurements of snow-water
equivalent and snow density were performed. There
were three measurements performed in an open
area. There were also 20 measurements of snow
height undertaken, using snow-measurement laths.
The measurements comply with the methodology
standards used by Slovak Hydrometeorology Institute
(Turcan 1973). The time constraints limited the
number of measurements and also, more mea-
surements were statistically of little significance.
However, less measurements show negative results
accuracy.

Methodology of Processing Terrain
Monitoring Results in the GIS Environment

The analysis of spatial distribution of snow-cover wa-
ter supply in area of Hucava small mountain water-
shed situated in the area of Polana Mountains, was
performed using GIS tools in the IDRISI environment.
Geostatistical and map algebra were used as analytical
tools.

From the geostatistical analyses, linear regress de-
pendencies (module REGRESS) among elevation as
independent and snow-water equivalent as dependent
variable, found out by terrain measurements in winter
periods 2004–2007, were computed.

Using map algebra tools, based on computed
regress dependencies (mainly regress and absolute
coefficient), the maps of snow-cover water supply
distribution in given area depending on elevation, were
derived (Fig. 2).

Using this method, the obtained maps of water sup-
ply (m3) distribution were then extracted (module EX-
TRACT): average, minimum, maximum, and total val-

Fig. 2 The map of water supply distribution in snow cover –
February 2004

ues of snow-cover water supplies in the area of the
whole watershed as well as on its forested part and
open areas (e.g., meadows).

Results

Snow-Water Equivalent

In accordance with winter aspect and elevation, win-
ter precipitation fixed in snow cover in Hucava wa-
tershed represent from 15 to 40% of the total annual
precipitation. The water equivalent of snow represents
an important hydrophysical parameter defined as the
height of water column in millimeters (L m−2) that
comes from snow-cover melting at given place and de-
pends on a snow height and its density. Figure 4 shows
weighted means (weight is represented by the extent of
area) of the snow-water equivalent for open areas, for-
est areas, as well as for the whole watershed. It points
out the important fact that up to the top of the winter
season (February, beginning of March, respectively),
there are the highest water supplies in open areas. It
is caused mainly by the absence of snow precipitation
interception on the unforested area. Starting spring sea-
son, the situation of a snow-water supply is changing.
The maximum value of snow-cover water equivalent is
moving under crowns of forest stand. This is caused
mainly by retarded snow melting in forest stand mi-
croclimate conditions. In situations when snow precip-
itation is wet and heavy, the snow is not caught by tree
crowns, but cascades inside the forest where more com-
pact snow mass with higher density is created. After
its freezing it is more resistant to melting and lasts in
the forest also after absolute loss of snow in opened
areas. Figure 5 shows distribution of snow-cover wa-
ter equivalent in millimeters (L m−2) in Hucava water-
shed during years 2004–2007. On the left, the situation
presents the time of water supply culmination, while
on the right, the situation in month of snow-cover loss
in a given year is shown. This value graphically in-
forms about the height of the water layer (in millime-
ters) that arises from melting snow in a given place.
The figure also shows that snow supply approached
its maximum in the winter of 2005/2006. During the
winter of 2004/2005 the supply was lower, but more
homogenously distributed along area of the watershed.
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Fig. 3 Weighted means of snow-cover water equivalent (mm respective L m−2) in Hucava watershed in period 2004–2007 concern-
ing open areas, forests areas, and the total observed area

During the time of snow-cover loss, in years rich on
snow (2004/2005 and 2005/2006), relatively high wa-
ter values of snow right in forested ridge localities of
Hucava watershed are found.

Snow-Cover Water Supply in Hucava
Watershed

Based on processing data gained from snow-water
equivalent measurements (4 years), the snow-cover
water supply for watershed area was calculated using
geostatistical methods. Results it can be concluded as
follows (Fig. 3):

– Winters of 2004/2005 and 2005/2006 can be char-
acterized as better than average, mainly in the win-
ter season of 2005/2006 that marked out with to-
tal supply up to 9.65 millions m3 of water fixed
in snow.

– Owing to low water supply, the poorest was the win-
ter of 2006/2007, when the deposit of water was rep-
resented only by 3.77 millions m3 of water during
the peak of the winter. This supply represented only
one-third of the previous winter’s water supply. Wa-
ter supply in March was even lower, only one-fourth
of the water supply was found in comparison with
the same period of the previous year.

The Regime of Hucava Runoff in Relation
to Snow Precipitation and Spring
Flood Risk

The winter of 2005/2006 was marked with a high
record-breaking snow-cover water supply and a long
duration of snow cover. During this winter, the mutual
progress of runoff (discharge), water equivalent, snow-
cover height in dependency on meteorological situation
(air temperature and precipitation total) was analyzed,
(Fig. 6). The following coherences were shown:

– In the beginning of the winter season (since end of
the November, when was registered accumulation
beginning, up to January, 5th), the difference be-
tween snow cover in open area and in forest, mainly
from the reason of high interception of snow in the
tree crowns, was studied. The runoff height was in-
fluenced mainly by the total of fluid precipitation in
lower sites of the watershed.

– Warmer and sunny periods with maximum tem-
peratures over 0◦C had an influence on significant
decrease of snow cover total height mainly on mead-
ows. The decrease was more gradual under the for-
est stand because of a specific microclimate of the
forest stands. But process of snow accumulation
continued up to end of March.
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Fig. 4 Distribution of snow-cover water equivalent in mil-
limeters (L m−2) in Hucava watershed during the period of
2004–2007. On the left is depicted situation in time of a water
supply culmination, on the right is depicted situation in month
when snow cover ceased to exist in a relevant year

– The maximum supply of snow-cover water equiva-
lent was recorded in open areas already at the be-
ginning of March, meanwhile in the forest it was
accumulated at the end of month. The run of water
level was nearly steady up to the end of snow ac-
cumulation in the forest. This was impacted also by
subnormal air temperatures during March.

– The melting process as a consequence of sublima-
tion comes first in open areas and gradually contin-
ues since March, 5th. Owing to high forest cover
percentage of Hucava watershed (80%) and low
air temperatures, this fact did not show significant
runoff height.

– The snow melting in forest started at the end of
March after relatively high spring temperatures
(daily maxima of air temperature above 10◦C)
together with abundant rain precipitation. The
snow melting also occurred in forested parts of the
watershed accompanied with significant increase in
runoff (ca. 10 mm).

– The spring runoff was affected by a record water
supply in snow cover, high air temperatures, and
fluid precipitation. After such a significant increase
(avalanche effect of snow melting), the gradual de-
crease began with typical spring shaken progress of
water levels.

The temporal progress of snow cover and runoff
in dependency on meteorological parameters was
assessed by more authors, for example, Balazs
et al. (1974), Ernstberger– and Sokollek (1984), and
Miller (1977).

Ernstberger and Sokollek (1984) found, in middle-
mountainous sites of Hessen conditions, that the for-
est cover has significant influence on snow-melting re-
tardation (10 days) and runoff extremes decreasing in
forested watersheds.

The influence of vegetation on snow-cover duration
has been confirmed also in other Slovak experiments
that are described in Hrı́bik (2007), (Hrı́bik 2007),
Kantor et al. (2007), Kostka and Holko (2001), and
Mindas (2003).

The Hydrological Regime of Hucava
Stream

Figure 7 as well as the Table 2 reveal that Hucava
watershed follows two different regimes of runoff.
Here, the studied part of Hucava watershed “Hrochot-
sky mlyn,” is characteristic of a middle-mountainous
region stream, meanwhile for the remaining part,
Hucava mouth is of a highland-to-lowland-stream
character (draining mainly Detva foothills and part
of Poniky highlands, representing mountains with
lower altitude). The studied part has more attributes
of middle-mountainous stream of snow – rain type.
The maximum flow rate starts in April and is related
to snow melting in the middle-mountainous parts of
Polana caldera.
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Fig. 5 Water supply in snow cover (million m3) in watershed of Hucava during period 2004–2007

Hucava – mouth profile has runoff regime of high-
lands stream of the rain – snowy type. The portion
of water supply accumulated in snow cover is signif-
icantly lower. The maximum flow rate starts a month
before, it means in March (already in the end of Febru-
ary) after snow melting on highlands sides.

Middle-mountainous watershed of Hucava related
with Polana caldera shows only small probability of
spring flood formation. It is caused mainly by high
forest cover percentage of the watershed that retards
snow melting. Other reason confirming this fact is that
significant quanta of winter supplies in ridge parts of
Polana massive decreases only gradually from the end
of April up to the start of May.

The segment of the watershed represented by
Hucavamouth can lose its snow supply relatively
quickly. This is caused by a quick accumulation of
water level and flood formation in case of quick
warming or by starting of abundant raining in spring
season, respectively.

Conclusion

Snow cover represents significant ecological factor
mainly in mountainous forest ecosystems. Processes
of snow-cover water equivalent development and next

snow melting has a significant influence on runoff and
water balance in watershed in middle-mountainous
conditions. The spatial and temporal distribution of
snow in the watershed depends mainly on meteorolog-
ical and topographic factors, and also on forest cover
of the watershed (species composition, structure, and
age of the forest stands). The interception of snow in
tree crowns, as well as forest microclimate influence
on snow cover under the tree crowns, retards snow
melting and influences the progress of runoff.

This work brings results after 4 years of moni-
toring of snow-cover hydrophysical characteristics at
elevation transect in Hucava mountain watershed in
the Biosphere Reserve Polana. Experimental measure-
ments were performed during culmination and snow-
melting period at the mountain sites since the winter of
2003/2004 up to the winter of 2006/2007 and equally
in the open and forest areas. The forest ecosystems in
elevation interval 525–1457 m above sea level were ob-
served.

Based on terrain measurements of snow-cover wa-
ter equivalent, snow-supply spatial distribution analy-
sis using GIS tools and mainly geostatistical (linear re-
gression) and map algebra tools was performed.

Conclusions are concentrated in the following dis-
cussion:

From the water supply point of view, the winters
of 2004/2005 and 2005/2006 can be characterized as
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Fig. 6 Courses of basic hydrometeorological elements during the period of snow over accumulation and melting in winters of
2005–2006, at the mountain watershed of river Hucava Biosphere Reserve Polana Mountains



Winter Snow Supply in Small Mountain Watershed 127
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Fig. 7 The hydrograph of relative runoff and precipitation in
the Biosphere Reserve Polana. The two types of runoff in the
watershed are represented. One of them is Hucava – “Hrochot-
sky mlyn” runoff, measured in site where the stream has moun-
tainous character (522 m above sea level). Another one is the
Hucava-mouth runoff, measured in highlands – lowlands char-
acter site (300 m above sea level)

better than average. The highest water supply in snow
cover was measured in turn of February and March
2006 representing 9.65 millions m3 that represents up
to 246 mm of water column on average. In the win-
ter of 2004/2005 the supply was lower (7.65 millions
m3 with average water column of 195 mm), but more
homogenously distributed along the area of watershed.
In the same period of 2004, the total water supply in
snow cover was about 3.5 millions m3 (water column
of 89 mm) and in 2007 the supply was represented by
3.78 millions m3 (water column of 96 mm). This rep-
resents only one-third of volume in comparison with
the year 2006. Even water supply volumes in March
2007 represented only one-fourth of those in 2006. The
lowest values were found in April 2007, when the total

water supply of the snow cover was only 1.06 millions
m3 (water column value of 27 mm). During the time
of snow-cover loss, in years rich in snow (2004/2005
and 2005/2006) relatively high volumes of snow-water
equivalent right in ridge localities of Hucava watershed
can be found.

Based on these results, it can be stated that the influ-
ence of the forest on snow supply holding grows after
culmination and after the start of snow-cover melting
when the forest acts as a curtain and defends snow
against melting. This fact confirmed the effect of forest
which explains the more regular distribution of snow
precipitation, and on the later retarded breakup of water
on a land surface, and on underground waters. All these
effects significantly decrease the potential risk of flood
formation.
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Mapping of Gumbel Extreme Value Distribution Parameters
for Estimation of Design Precipitation Totals at Ungauged Sites
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totals

Introduction

N-year maximum precipitation totals are usually
estimated for engineering hydrology in order to
provide a hydrometeorological input for estimation
of design flood. Recently, intensive efforts to develop
complex statistical methods for estimating design
rainfalls have been reported in the national mete-
orological offices around the world. Examples of
such complex national studies on risk assessments
of heavy precipitation include the German KOSTRA
project (Barthels et al. 1997; Malitz 2005), the Flood
Estimation Handbook (FEH 1999) in Great Britain,
the Italian VAPI project (Ferrari 1994), the HIRDS
system in New Zealand (Thompson 2002), and the
Australian Guide to Rainfall and Runoff (Institutions
of Engineers 1987).

Within the KOSTRA project (e.g., Barthels
et al. 1997; Malitz 2005), the regionalization of N-year
design rainfall values for N ranging from 0.5 to 100
years was achieved in two time frames using classical
extreme value statistics and a complex climatological
analysis, with a grid resolution of 8.5 × 8.5 km for the
whole of Germany.

S. Kohnová (B)
Department of Land and Water Resources Management,
Faculty of Civil Engineering, Slovak University of Technology,
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The objective of the UK Flood Estimation
Handbook (FEH 1999) was to develop a method for
the estimation of rainfall depth–duration–frequency
relationships for durations between 1 h and 8 days and
for return periods of up to 1000 years for arbitrary
locations in Great Britain. The Focused Rainfall
Growth Extension method (FORGEX) was developed
to estimate the growth curve (Reed et al. 1999;
Faulkner and Prudhomme, 1998).

High Intensity Rainfall Design System (HIRDS) is
a software package developed in New Zealand for es-
timating design rainfall values (Thompson 2002). The
system involves mapping of the index rainfall (the me-
dian value of the annual maximum rainfall) and re-
gional growth curves, respectively. Design rainfall val-
ues in HIRDS are computed for 10 standard durations
ranging from 10 min to 72 h.

Regionalization of extreme precipitation totals has
been of interest in Switzerland as well. Rainstorms
were investigated by Geiger et al. (1986). This analy-
sis resulted in the construction of several maps, which
permitted the estimation of design rainfall values up to
the duration of 5 days in any locality of the country.

Analysis of the annual maximum precipitation in
the State of Washington (US) (Wallis et al. 2007) was
carried out using index rainfall type methodology. The
parameters of the Generalized Extreme Value (GEV)
distribution function were estimated by L-moments,
a modification of probability-weighted moments. In
South Africa, the L-moment-based regionalization
method (Hosking and Wallis 1997) was successfully
applied to estimate design rainfalls.

For the estimation of design maximum daily pre-
cipitation totals at ungauged sites, interpolation meth-
ods are usually applied. The assessment of the map-
ping of climatological characteristics is described in

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 129
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many studies, for example, Tabios and Salas (1985),
Borga and Vizzacaro (1997), Dubois (1998), Goovaerts
(2000), Weisse and Bois (2001), Loukas et al. (2001),
and Wallis et al. (2007).

Rainfall frequency mapping for the whole territory
of Greece was also described in Loukas et al. (2001).
Rainfall depths for durations of 1–7 days were fit
by the Gumbel (EV1) theoretical distribution, and
the depth–duration–frequency relationships for each
station were estimated and mapped for Greece using
spline interpolation. (Weisse and Bois 2001, 2002)
compared kriging and ordinary regression against
the topography to model 10- and 100-year rainfall
estimates for rainfall durations of 1–24 h in the
French Alps. The tests included relationships between
the rainfall and topography, which is important
in a mountainous region. All these methods were
compared by cross-validation. The comparison
showed that topography is indeed an important
parameter for short time steps. Watkins et al. (2005)
conducted regional precipitation frequency analyses
and spatially interpolated point intensity duration
frequency (IDF) estimates at gauge sites for Michigan.
Several interpolation and smoothing techniques were
evaluated including a trend surface analysis, thin
plate splines, inverse distance weighting (IDW), and
several kriging algorithms. Ordinary block kriging was
recommended as a practical and objective method for
the index flood values and the developing of isopluvial
maps.

In previous studies concerning the statistical
analysis of extreme daily precipitation totals in
Slovakia, the Gumbel and Pearson type III distributions
were found to be the most appropriate in studies of
Reinhartová (1967), Dzubák (1969), and Šamaj
et al. (1982, 1985). The recent studies for example,
Faško et al. (2000) and Gaál (2006), preferred
the Pearson type III distributions or GEV for the
estimation of daily precipitation totals in Slovakia.

Although the number of other suitable theoretical
distribution functions for the analysis of extreme
daily precipitation totals has increased during recent
years, subsequent studies (Geiger et al. 1986; Loukas
et al. 2001; Casas et a. 2007) have favored the use of
the Gumbel distribution (EV1) which may be useful
under particular circumstances, for example, when
data series are short and the tail behavior is not very
obvious. There are a large number of theoretical as
well as “case study” evidences that the distributions

of heavy precipitation amounts tend to be heavy-tailed
(see e.g., Katz et al. 2002; Koutsoyiannis 2004a,b).

This chapter builds on the results derived in case
studies of Parajka et al. (2002, 2004), in the upper Hron
River basin, where we proposed a different approach
for the mapping of design extreme daily precipitation
totals. First, the daily precipitation measured at the cli-
matological gauge stations was spatially interpolated
using a user-defined interpolation method. As a result,
grid maps of the mean daily precipitation totals were
constructed for the selected study period. Next, a sta-
tistical estimation of the design values of the maximum
daily precipitation totals was performed at each indi-
vidual grid point. Here, based on the presented method-
ology, kriging and IDW interpolation methods were
used for the interpolation of the daily precipitation to-
tals in the pilot Hron River basin. According to the sta-
tistical tests and also due to the historical tradition in
Slovakia, the Gumbel distribution was selected for the
analysis. The performance of the estimated distribution
function parameters using kriging and IDW interpola-
tion methods was tested. Finally, derived maps of the
100-year precipitation totals were compared with the
expert hand-drawn isohyets map of design 100-year
maximum daily precipitation totals based on 50-year
measurements at 557 stations in Slovakia and the Per-
son III model, constructed by Faško and Lapin (Faško
et al. 2000; Gaál et al. 2004).

Estimating N-Year Maximum
Precipitation Totals

In order to estimate the N-year maximum daily pre-
cipitation totals the Swiss methodology according to
Geiger et al. (1986) was applied. This methodology is
based on the application of two extremal distribution
functions; Gumbel EV1 and EV2.

The general formula for the probability density
function Fx for EV1 is

Fx = exp

(

− exp

(
x − μ

c

))

(1)

where x is the annual maximum daily precipitation to-
tal, and c and μ are the parameters of the distribution
function EV1, calculated as follows:

μ = μx − cμyn (2)
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c = σx

σyn

√
n − 1

n
(3)

where

μx is the sample mean of x,
σx is the sample standard deviation of x,
n is the number of observations.

The values of μyn and σyn are available in a tabular
form, depending on the number of observations
(Geiger et al. 1986).

The probability density function equation for EV2
is

Fx = exp

(

− exp

(
z − ẑ

cz

))

(4)

where

z = ln x . (5)

For the estimation of parameters cz and ẑ of the
extremal EV2 distribution, the following equations are
applied:

ẑ = μz − cz .μyn (6)

cz = σz

σyn

√
n − 1

n
(7)

where

μz is the sample mean value of z,
σz is the sample standard deviation of z,
n is the number of years of observation.

The Van Montfort test was used to select between
the two extreme value distributions, the Gumbel EV1
and the EV2 (Geiger et al. 1986).

It is based on the estimation of the relationship be-
tween the I(m) values of the EV1 and the standardized
values of y(m+1/2), where

I(m) = �x(m)

�y(m)

= x(m+1) − x(m)

y(m+1) − y(m)

(8)

y(m+1/2) = − ln

(

− ln
n − m + 0, 5

n + 1

)

(9)

where

x(m) is the value of the ordered extreme precipitation
totals,

y(m) is the reduced variable,
m is the order of the x values,
n is the number of years of observation.

The testing variable is the correlation coefficient r,
estimated as

r = SI,y

σI σy
(10)

where

SI,y is the covariance of variables I(m) and y(m+1/2),
σI is the standard deviation of variable I(m), and
σy is the standard deviation of variable y(m+1/2).

The critical values of rkrit are estimated according
to the length of observations and significance level
α. In the study, we used rkrit on the significance level
� = 10%.

The Mapping of Daily Precipitation
Totals

A variety of methods, both deterministic and stochas-
tic, can be applied to take point data (e.g., from gauges)
and estimate the mapped variable over an area.

The general form of the equation for interpolation
in the z(x,y) plane at point zo (Meijerink et al. 1994) is

z0 =
n∑

i=1

wi zi (11)

where:

z0 is the estimated value of the process at any point
x0 and y0,

wi is the weight of the sampling point i with coor-
dinates xi , yi ,

zi (xi , yi ) is the observed value of the attribute at
point xi , yi ,

n is the number of sampling points considered.
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Fig. 1 The topography of the upper Hron basin and locations of precipitation stations

Here, in order to interpolate the mean daily precip-
itation, two interpolation algorithms were examined:
the ordinary kriging and the IDW method. The IDW
method is a deterministic approach that estimates the
mapped variable at an ungauged site using a distance-
weighted average of the data points. The weights wi

are determined as a decreasing function of the distance
between the interpolated point x0, y0 and the points
with measurements xi , yi (for details, see e.g., Tabios
and Salas 1985); in this study the power parameter
was set to be equal to 2. The kriging approach is a
stochastic interpolation method that uses a statistical
relationship (spatial correlation) between the values at
sampled points to determine the weights wi . In this ap-
proach, the weights wi are assessed by minimizing the
variance of the interpolation error (for details, see e.g.,
Isaaks and Srivastava 1989). The ability to assess an
interpolation error is unique to stochastic interpolators
and demonstrates the advantage of kriging over simpler
deterministic interpolation methods.

Input Data

The upper Hron River basin to the Banská Bystrica
profile was selected as the pilot basin. This region is
located in central Slovakia. The area of the basin is
1763 km2, and the elevations range from 340 m a.s.l.
in the basin’s outlet to more than 2000 m a.s.l. in the
northern part of the catchment. The dataset includes

daily precipitation totals measured at 25 precipitation
stations and the period studied was from January 1961
to December 2000. The location of the stations with
the topography and vertical zonality of the region is
presented in Fig. 1.

Results of Mapping of the 100-Year
Maximum Daily Precipitation Totals

For the interpretation of the spatial variability in the
100-year values of maximum daily precipitation totals,
the following steps were taken: first, the mean daily
precipitation totals were spatially interpolated. As a
result, the grid maps (500 × 500 m) of the daily pre-
cipitation totals were constructed for the study period
1961–2000. Next, a statistical estimation of the design
values of the maximum daily precipitation totals was
performed at each individual grid point. The statistical
estimation itself consists of the determination of the
maximum daily precipitation totals for each year, the
estimation of the parameters of the selected extreme
value distribution and the calculation of the design val-
ues for the user-defined return periods. The Van Mont-
fort test was then applied to select the appropriate EV1
or EV2 extremal distribution function. From the test
results presented in Fig. 2 we can conclude that for ap-
proximately 88% of the upper Hron River basin, the
EV1 (Gumbel distribution) was selected as appropri-
ate and unified one and was used for the whole region.
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Fig. 2 Spatial interpretation
of the EV1 and EV2
distributions according to the
Van Montfort test

The EV2 distribution was the most suitable one for the
region of Jaseniansky Creek and the Heľpa-Pohorelá
region.

Using the Equations (2) and (3) the parameters of
the EV1 distribution function were estimated. The
comparison of the values of the μ and c parameters of
the EV1 distribution function derived using the kriging
and IDW interpolation method is presented in Fig. 3.

The cumulative distribution functions of the μ and
c parameters over the upper Hron River basin area in
Fig. 3 show that the values of parameter c are very
similar using both kriging and the IDW method. The
similar result was also observed by comparison of cu-
mulative distribution functions of parameter c values
over the upper Hron basin in different elevation zones
(Fig. 4). For the parameter μ the IDW interpolation
method gives slightly higher values in comparison to
the kriging interpolation method in 70% of the basin
area. Similar results can also be seen from Fig. 4, when
comparing cumulative distribution functions of param-
eter μ values over the upper Hron basin in the elevation
zones 500–1500 m. In the highest elevation zone, the
IDW interpolation method underestimates the values

of both EV1 parameters when compared to the kriging
interpolation method.

In a subsequent step, the mapped μ and c parame-
ters of the EV1 distribution function were used to con-
struct a map of the 100-year maximum daily precipita-
tion totals (Fig. 5).

Evaluation of Results and Conclusion

From the spatial distribution of the 100-year maximum
daily precipitation totals in Fig. 5, it is evident that the
highest values of around 100–120 mm are found in the
Jaseniansky Creek basin. In the region of Starohorské
Mountains and the spring region of the Hron River, the
100-year design maximum daily precipitation totals are
around 90 mm. In the central part of the upper Hron
River basin and in the Čierny Hron River basin the 100-
year design precipitation totals are around 70 mm.

Subsequently, maps of the 100-year design
precipitation totals derived in this study were
compared with the expert hand-drawn isohyets map
of the 100-year maximum daily precipitation totals

Fig. 3 Cumulative
distribution functions of the
μ and c parameters of the
EV1 distribution function
over the upper Hron basin
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Fig. 4 Cumulative
distribution functions of the
μ and c parameters of the
EV1 distribution function
over the upper Hron basin in
selected elevation zones

Fig. 5 Maps of 100-year
maximum daily precipitation
totals constructed using the
kriging and IDW
interpolation method

constructed by Faško and Lapin (Faško et al. 2000;
Gaál et al. 2004), which can be considered to be
more objective in a terrain with complex orography. A
comparison of the relative catchment area belonging
to a certain range of percentage differences between
the maps of the 100-year maximum daily precipitation
totals derived by these two approaches is presented in
Table 1.

Differences from the expert-drawn map are less than
±30% in most of the basin’s area. Differences in the
category from 0 to ±10% amount to 29.7% of the
basin’s area for the kriging and 29.1% of the basin’s
area for IDW method. Differences in the range of (−10
to −20%) are on 47.2% of the basin’s area for krig-
ing, 43.2% of the basin’s area for IDW. The differences

Table 1 Comparison of the catchment area (in %) belonging to
a certain range of percentage differences between the maps of
100-year maximum daily precipitation totals derived using the
kriging and IDW method and the expert-drawn isohyets map
(Faško et al. 2000)

Category of relative
differences (%)

Percentage of the basin’s area (%)

Kriging interpolation
method

IDWinterpolation
method

Less (−30) 5.4 6.4
(−30)–(−20) 17.2 19.7
(−20)–(−10) 47.2 43.2
(−10)–0 24.5 21.6
0–10 5.2 7.5
10–20 0.6 1.4
20–30 0.0 0.1
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Fig. 6 Percentage differences
between maps of 100-year
maximum daily precipitation
totals (derived in this chapter)
interpolated by the kriging
and IDW methods

higher than 20% take 19.6% of the basin’s area for
kriging and 26.1% of the basin’s area for IDW. From
the results we can conclude that the values of the 100-
year maximum daily precipitation totals constructed by
the expert hand-drawn isohyets map are higher than
the values calculated using the approach presented in
our study in approximately 70% of the catchment area.
The differences compared to the expert-drawn map
tend to be larger in mountainous areas with complex
orography.

In Fig. 6 the percentage differences between the
maps of the 100-year maximum daily precipitation to-
tals (derived in this chapter) interpolated by the krig-
ing and IDW methods are presented. The compari-
son showed very similar values of design precipitation
in localities around the climate stations. Different re-
sults were achieved in locations without the direct mea-
surement of precipitation; the highest differences were
around 10–15%.

The benefits of the presented approach in compari-
son with classical approaches is the ability to map de-
sign maximum daily precipitation totals directly from
an interpolated time series of annual maximum daily
precipitation totals. Using this methodology it is pos-
sible to take into account the physical, regional, and
seasonal characteristics of extreme precipitation totals
in a region. On the other hand, this approach underes-
timates the values of design precipitation totals at lo-
calities with a lack of precipitation stations. This fact
results especially from the underestimation of interpo-
lated daily precipitation totals in the case of local ex-
treme rainfall events.
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Flood Prevention and Nature Conservation – Interdisciplinary
Evaluation of Land Use Scenarios for an Agricultural Landscape
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Introduction

Flood prevention and nature conservation are often
considered not to be compatible. The Weißeritz
catchment (eastern Erzgebirge, Saxony, Germany)
was heavily affected by floods in August 2002. In
response to this event, the German Environmental
Foundation (Deutsche Bundesstiftung Umwelt, DBU)
funded the project ‘Flood Prevention and Nature
Conservation in the Weißeritz Area’ (HochNatur)
which aimed to design measurements integrating
both flood prevention and nature conservation. Thus,
land-use changes such as extensification of grasslands,
transformation of arable fields into grasslands, partial
afforestation and establishment of small landscape
structures like hedgerows were in the focus of the
project. In the following results on the evaluation
of various land-use scenarios considering both flood
prevention and nature conservation will be presented,
using two sub-catchments with contrasting land use
and biotope patterns as an example.

E. Richert (B)
Technische Universität Bergakademie Freiberg,
Interdisciplinary Environmental Research Centre, Freiberg,
Germany
e-mail: richert@ioez.tu-freiberg.de

Investigation Area

The Weißeritz catchment in the eastern Erzgebirge
declines from about 800 m above sea level (a.s.l.) in the
mountain ranges down to 200 m a.s.l. in the northern
foreland. The two sub-catchments selected are the
Weißbach (WB, 630–800 m a.s.l.) and Höckenbach
(HB, 350–500 m a.s.l.) some 10 km apart and therefore
there is no for the scenarios relevant interaction
between the sub-catchments. The WB sub-catchment
is characterized, apart from forests (24% of the total
area), by grassland (42% of the area), which is mainly
extensively used (33% of the area). Many endangered
species and biotope types are present, especially along
the rivulet corridor. In contrast, the HB sub-catchment
is dominated by arable fields (69% of the area),
whereas grasslands and forests occur on 6% and
13% only. Endangered species or biotope types are
extremely rare.

Methods

A detailed survey of the present state of the two
sub-catchment areas HB and WB with respect
to landscape ecology and hydrology via systems
analysis and modelling was performed using a
method transferable to other mountainous regions.
On this foundation different land-use scenarios were
developed (Table 1) and evaluated both from the
flood prevention and nature conservation perspective
(Fig. 1). These scenarios considered land-use changes
such as extensification of grasslands, transformation
of arable fields into grasslands, partial afforestation
(potential natural vegetation), conservation tillage and

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 137
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Table 1 Compilation of the land-use scenarios analysed in the
project ‘HochNatur’ (Flood Prevention and Nature Conservation
in the Weißeritz Area), their abbreviations and the area percent-
ages affected by land-use changes in comparison to the present
state in the sub-catchments HB and WB

Scenario Abbreviation HB WB

Present land use Pres – –
Arable field into grassland a-g 69.0 16.3
Conservation tillage c till 69.0 21.0
Partial afforestation (areas with

quick runoff components)
p aff 25.9 24.9

Extensification of grasslands g ext n.a. 9.8
Nature conservation measures Nat 83.7 53.8
Flood prevention measures flood 82.2 51.8
Combination of nature

conservation and flood
prevention measures

comb 82.9 51.3

n. a. = scenario not analyzed

the establishment of small landscape structures like
hedgerows (Richert et al. 2007).

The main focus of the ecological analysis was on
high-resolution biotope mapping and the assessment of
the present state and the developed scenarios (Bianchin
et al. 2007; Richert et al. 2007). The assessment of
the various biotope types was done with the help of
three evaluation criteria, naturalness, substitutability,
and rareness and endangerment. However, the
assessment of biotope types only does not yield
any information about their spatial distribution and

structural composition of the landscape. Therefore an
assessment for the whole landscape through landscape
metrics was necessary to analyse the structural and
biotope type diversity at the landscape level. For this
analysis the Shannon–Weaver diversity index, the
mean patch size index (Farina 2000) as well as the
interdispersion–juxtaposition index were calculated
(Bianchin et al. 2007). In order to compare the
different land-use scenarios with each other and the
current state a ranking system was used. Within a
last step the results were weighted according to the
percentage of the area with high conservation value.

For the analysis of the hydrological situation in
the project area, three tightly coupled models were
used. First, the expert system WBS FLAB – areas
of equal runoff components – identified areas with
fast runoff components (surface runoff, saturation
overland flow, fast interflow) on the basis of landscape
characteristics such as soil type, land use and slope
angle (Merta et al. 2003, 2006, 2007b; Schulla and
Jasper 2006; Zimmermann et al. 2001; Peschke
et al. 1999). The results were used to parameterise
the afterwards following runoff-precipitation models
WaSiM-ETH (Schulla 1997) and SWMM (United
States Environmental Protection Agency 2005), which
were used to quantify the runoff of the respective
sub-catchment.

Fig. 1 Main steps in the
project ‘HochNatur’
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Results and Discussion

Apart from the present state, 7 and 6 scenarios, re-
spectively, were analysed for each sub-catchment (Ta-
ble 1). The scenario ‘extensification of grasslands’ was
not defined for the sub-catchment HB due to the small
percentage of grasslands in this area. The scenarios
‘nature conservation measurements’ and ‘flood preven-
tion measurements’ were elaborated nearly exclusively
with respect to the relevant objective only.

The scenario ‘combination of nature conservation
and flood prevention measures’ attempted to consider
both aims as much as possible, on the basis of vari-
ous guidelines (Richert et al. 2007). The assessment of
the scenario ‘arable fields with conservation tillage’ ac-
cording to landscape metrics was not meaningful since
the borderlines and spatial distribution of the fields did
not change with respect to the present state.

From the nature conservation point of view for both
sub-catchments all scenarios resulted in higher scores
compared to the present state (Figs. 2 and 4). The sce-
narios ‘arable field into grassland’ (a-g), ‘combination
of nature conservation and flood prevention measures’
(comb) and ‘nature conservation measures’ (nat) all re-
sulted in high scores (mostly > 50%). For these sce-
narios, a large amount of area was affected by land-use
changes (Table 1). Due to the greater amount of area
affected for the scenario ‘arable field into grassland’ in
the HB (69%) than in the WB (16%) sub-catchment,
scores are higher in the former. In comparison to the
present state higher scores were also allocated to the
scenarios ‘flood prevention measures’ (flood), but for
both sub-catchments these scenario received the low-
est scores of all. The extreme low scores for the WB

Fig. 2 Results from the evaluation of land-use change accord-
ing to nature conservation criteria in relative scores (scenario
‘present land use’ = 0%, scenario ‘nature conservation measures’
= 100%) for the sub-catchments HB and WB (for abbreviations
of scenarios refer to Table 1)

sub-catchment are a result of the loss of biotope and
landscape diversity and heterogeneity caused by, for
example large-scale afforestation.

The reduction of area proportions with fast surface
and sub-surface flow components was significantly
correlated with the reduction of peak discharge in
the river (p < 0.05). From the flood protection
point of view especially the scenarios with large
changes in land use (flood prevention measures,
nature conservation measures, combination of
nature conservation and flood prevention measures;
50–85%, Table 1) resulted in marked improvements
in comparison to the present state, with the effects
in the HB sub-catchment being more pronounced
than in the WB sub-catchment (Figs. 3 and 4). The
combination of flood prevention measures focused
at the specific on-site problems will yield in high
improvements (Merta 2007a). Moreover, these
scenarios for flood prevention measures showed high
scores from the nature conservation point of view
in both sub-catchments also (Fig. 4). Similarly, the
scenarios focused on nature conservation measures
and on the combination of nature conservation and
flood prevention measures markedly reduced the
proportion of areas with fast surface and sub-surface
flow components in both sub-catchments (Fig. 3).
Conservation tillage, which does not change the
proportion of arable fields in contrast to other
scenarios, has a high relevance with respect to flood
prevention and is as effective as conversion of arable
fields into grassland. From the nature conservation
point of view, the conservation tillage scenario slightly
gains compared to the present state due to its soil
protection effect.

n. a.

a-g

c_till

p_aff

g_ext

nat

flood

comb

0 20 40

relative area proportion [%]

Höckenbach

02040

relative area proportion [%]

Weißbach

Fig. 3 Results from the hydrological assessment for the sub-
catchments HB and WB. Numbers indicate the reduction of area
percentages with fast surface and sub-surface flow components
in comparison to the present state (for abbreviations of scenarios
see Table 1)
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Fig. 4 Combined assessment
of land-use scenarios with
respect to flood prevention
and nature conservation (for
abbreviations of scenarios
refer to Table 1)

In contrast to measures involving agricultural land
use only, afforestation on sites with fast runoff com-
ponents are less effective in reducing the proportion of
area on which floods may be generated. Although the
scenario for partial afforestation (p aff) changed land
use on 25% of the total sub-catchment area, especially
in the WB sub-catchment there was a smaller reduction
in the area proportion with fast surface and sub-surface
flow components compared to measures on agricultural
land (a-g, c till) which affected 16% respectively 21%
of the sub-catchment area only (Fig. 3). This is due
to the very shallow soils on steep slopes in the upper
ranges of the Erzgebirge with their low capacity for
water storage. Therefore, in spite of the higher demand
for agricultural land, the combined effect of partial af-
forestation on flood prevention and nature conservation
is less than transforming arable fields into grasslands
in the WB sub-catchment with its high abundance of
endangered species and biotope types (Fig. 4).

Importantly, measures aimed at flood prevention
synergistically interact with nature conservation
(habitat and species diversity, connectivity), landscape
conservation and aesthetics (tourism and recreation
potential), and soil protection (erosion). Moreover,
these measures contribute to a balanced regional
hydrological budget, which can mitigate negative
consequences of summers with low precipitation.

Conclusions

The integrative assessment of scenarios of land-use
changes aimed at both flood prevention and nature
conservation in a mountainous area has shown that

through a wide spectrum of measures on varying
proportions of the area of individual sub-catchments
dramatic improvements for both objectives can be
achieved. Even scenarios with measures directed
exclusively to nature protection yielded in a reduction
in the extent of areas with fast surface and sub-surface
flow and reduced flood peaks in rivers (Merta
et al. 2007b). Similarly, land-use management
designed with respect to flood prevention had positive
effects on nature protection. Highest effects were
associated with land-use changes on large area
proportions. However, also single measures like the
establishment of hedgerows may be positive both
from the nature conservation and flood prevention
perspective (Richert et al. 2007). They affect especially
the local habitat, for example by reducing soil
erosion.

The analysed effects of land-use changes were the
greatest in small-to-medium sized catchments and in
the case of precipitation events with 5–50 years reoc-
currence intervals (Merta et al. 2007b). In large catch-
ments, the temporal and spatial multiplicity of pro-
cesses in the different parts overlap and therefore it
depends on these interactions whether the discharge
of the whole catchment is influenced or not. Finally
the flow processes in the river bed itself become more
important.

The effect of land-use changes heavily depends
on the specific conditions of the landscape such as
the presence and spatial arrangement of habitat and
landscape elements with high relevance for nature
conservation, such as vegetation structure (density,
height, root depth, etc.) with relevance for flood
prevention (Merta et al. 2007b). Therefore results
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from the individual scenarios developed for the
two sub-catchments cannot be transferred to other
catchments. However, the methods developed for the
assessment both from the nature conservation and
flood prevention perspective can be transferred to other
regions provided that necessary data such as a digital
landscape model, type and distribution of land use and
soil characteristics are available.
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Introduction

Forest is the most outstretched natural element in the
Tatra Mountains. Continuous forest belt covers an
area of nearly 60,000 ha on both, Slovak and Polish
sides. In addition to that, shrubby stands at timberline,
formed by mountain pine (Pinus mugo), covers another
10,000 ha.

The Tatra Mountains is the most northern and also
the highest part of the Carpathian mountain range. The
mountain chain is oriented east–west and located al-
most in the centre of Europe. Steep peaks are sur-
rounded by large basins. This ‘Geographical island’
constellation is one of the reasons for unique climate
with frequent extreme meteorological changes; it has
a notable impact on local vegetation, especially the
forest. Altitudinal span (from 600 to 2600 m a.s.l.)
provides space for presence of four altitudinal vege-
tation ranks. Together with wide spectrum of geoeco-
logical types, it forms conditions for unique biolog-
ical and landscape diversity of this territory. On the
other hand, tree-species composition is very simple
due to glaciations of the Tatra Mountains during Pleis-
tocene era, trees species spreading in Holocene and
current climate conditions. Spruce-dominated stands

P. Fleischer (B)
Research Station of the Tatra National Park,
State Forest of TANAP, 059 60 Tatranská Lomnica, Slovakia
e-mail: fleischer@post.sk

occur mostly on the northern boreal forest instead of
the central European mountain forest. This evaluation
is confirmed by the following: natural occurrence of
continental species like Pinus cembra and Larix eu-
ropea, low percentage of Abies alba and broadleaf
species, low occurrence of Fagus sylvatica and by ab-
solute dominance of Picea abies.

Due to the ‘island effect’, strong winds occur
frequently; the strongest winds reaching speed above
10 m/s and occurring more than 200 days a year.
Prevailing wind direction is west–east.

Unique landscape of the high mountains and well-
preserved countryside were the reasons for its dec-
laration as a National Park in 1949. The forest has
played an important role in protected area covering
nearly 75% of the National Park. Relatively high de-
gree of forest’s naturalness provides habitats for exis-
tence of native and often rare and endangered species.
Important is also hydrological function for water runoff
regulation, especially after heavy summer storms and
melting snow in spring. Climate conditions, favourable
for establishing and developing local health centres
and sanatoria, depend on forest’s effect of reducing
extreme weather conditions, as well as on concentra-
tion of fytoncides. The forest is not only an aesthetic
background but it also offers space for recreation and
sport. Multi-purpose function of the National Park re-
lies on functional and stable forest ecosystems. More-
over, the Tatra forest also has an economical value.
Nature-close forestry, which rehabilitates degraded sta-
tus to more natural ones, has some commercial use.
Sustainable use of the Tatra forest was approved in
1993 when bilateral biosphere reserve the Tatras was
placed on the UNESCO Man and Biosphere list. De-
spite its legal protection, the status of the forest has re-
markably deteriorated in last 25 years. Both aerial- and
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ground-monitoring projects in the late 1980s confirmed
increased defoliation, elevated concentration of heavy
metals in plant tissues, increased precipitation acidity
and changed soil properties. Forest degradation led to
increased incidental felling caused by insect and wind.
The situation of the forest was suddenly dramatized by
a down-slope wind called Bora in November 2004. The
area of 12,000 ha was completely destroyed with to-
tal volume of 2.3 million m3. Windfall and consequent
events are affecting current status and development of
the Tatra forest.

Forest History

Forest vegetation in the Tatra Mountains territory is
relatively young. Its formation has started after Pleis-
tocene era, roughly 10,000 years ago. Based on sam-
ples of dozen pollen analyses in wider vicinity of the
Tatra Mountains, one can state that formerly open tree
vegetation is similar to taiga or even tundra type grown
only in the foothills of the mountains. Stands were
formed mostly by pines with mixture of cembra and
larches. Good light conditions allowed spreading of ju-
nipers, willow and birch. At the end of younger Dryas
(8800–8300 y BC), hydrological conditions favoured
spruce and caused its strong expansion.

During Preboreal era (8300–6800 y BC), which was
the beginning of continuous warming, an open pine-
birch formation spread into the altitude 900–1000 m
a.s.l. During second half of this era larch and cembra
became more accommodated and pressed away spruce
from lower altitude. This trend continued during warm
and dry Boreal (6800–5500 y BC) when spruce stands
were the prevailing forest type and spread up to 1700 m
a.s.l. In neighbouring basins fir percentage increased,
on the warmest sites also typical species for Quercetum
mixtum, especially elm, lime and hazel occurred.

During warm and wet Atlantic era (5500–2500 y
BC) alder in lower elevation spread into dominant
spruce stands. Elm, lime, hazel and oak were only
marginal. Dominant species in basins as well on
the mountain slopes was spruce. Timberline at the
1800 m a.s.l. was formed by pine–spruce forest with
an admixture of larch. Above timberline sparse Pinus
mugo belt has developed in accordance with edaphic
and relief conditions. Pine percentage slowly decreased
and in some localities fir and beech occurred.

During the next, even warmer, era of Subboreal
(2500–800 y BC) the significant decrease in percentage

of broadleaves species on the behalf of fir occurred.
Climate of Subatlanticum (800 y BC–till now) was
stable and equal to the current conditions. During the
whole era spruce and fir forest dominated, after sys-
tematic deforestation the percentage of pine and alder
increased.

Current vast spruce stands are the consequence
of postglacial vegetation development in the Tatra
Mountains region. Character of the forest was also
formed by climate conditions. These differ from
comparable mountainous regions in Slovakia mostly
by high solar radiation, higher summer temperature
and lower summer precipitation, as expected in their
altitude. Together with prevailing acid cambisoils and
podzols they form a frame for very narrow spectrum
for native forest’s tree species inside taiga-like forest.
Permanent presence of alder, birch or poplar is only
at hydrophic sites in foothills of the Tatra Mountains.
Notably shorter life cycle is the typical feature of
birch, rowan, larch and pine which occur like pioneer
species in early succession stage after large-scale wind
disturbances. The special case of forest vegetation
development is the occurrence of mixed larch and
pine–spruce forests which are located on sites with
frequent Bora effect.

The Tatra forest has been notably impaired by
man since 15–16th century with an ambition to get
open space for grazing and arable land. Logging was
rather limited due to low population, undeveloped
transport and market networks. Logging form was
limited and even individually oriented; cutting in fact
did not change the forest too much. Bigger demand for
wood came during formation of the Tatra settlement
in 18–19th century. Parallel reforestation of clear cut
areas was applied. The largest areas were forested
in early 1920s after windfalls in 1915 and 1919.
Systematic reforestation continued after the formation
of the National Park in 1949.

Forest Status at the End of the Last
Century

Mortality is a natural part of life cycle of all living or-
ganisms and systems. Also in the boreal forest, large-
scale dieback is assessed as a natural part of their living
strategy, in fact, it is a prerequisite for natural regener-
ation. Until 1980s in the Tatra forest, large-scale wind-
falls and consequent insect calamities occurred regu-
larly, together with fires, allowing natural regeneration.
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Occurrence and size of such disturbances was causally
conditioned. Since the second half of 1980s, forest in-
juries have showed new symptoms. Tree crowns at the
most exposed localities turned to yellow and started to
loose needles. Pollution was assessed as a reason for
forest dieback and later, after some years of extreme
weather, synergism of more direct and indirect factors
was described as a driving factor.

In the early 1990s, based on ground and aerial mon-
itoring, chemical composition of assimilating appara-
tus, the status of the forest in the Tatras was assessed
as ordinary, but with the worst prognosis in Slovakia
(Fleischer and Koreň 1995). Ten years later, based
on 180 monitoring plots for defoliation assessment,
we stated that average defoliation increased from 28%
up to 33%. The most alarming was the fact that ob-
served mortality was 20%. The most damaged trees
were those with the best status in the previous census.

Status Analyses of Model Community

Current status and risk assessment we performed at
the end of 1990s on forest community was ranked
by previous preliminary analyses as the most vulner-
able. Selected model community, larch–spruce forest,
Lariceto-Piceetum, covers an area of 4500 ha and in
the past there were established many research plots for
its observation (Fleischer 1999).

As key factors determining forest status we assessed
the following:

1. internal preconditions of the forest stand for further
development with emphasis on the resistance to dis-
turbing factors;

2. external factors causing changes in the forest’s
status (climate, pollution, forest management
activities).

Internal Criteria

Internal criteria expressed the following:

Health Status

Health status we used in the assessment, comprised
combination of defoliation and discolouration, pollen

and seed germination, and heavy metals concentration
in plant tissues. Mean defoliation in the upper story
(biosociological rank 1 and 2) corresponded to aver-
age defoliation of the Tatra forest. Stronger defoliation
we found was in the main end especially in the lower
story of planted stands. Defoliation above 50% was not
considered as a base for healthy development of the
forest stands. We assessed only standing living trees.
Standing dead trees were assessed separately; they are
presented for three stand-layers in Table 1. Higher con-
centrations of heavy metals were found in vicinity of
main roads as a consequence of heavy traffic.

Incidental Felling and Bark Beetle

Due to windy conditions on the south-oriented lee side
of the Tatra Mountains, incidental felling caused by
wind is recorded yearly, reaching the volume of several
dozen thousands cubic metres of wood. An overview
of incidental felling caused by both, wind and insect
is presented in Fig. 1. The graph clearly confirms the
dependence of 80, 000 m3 insect calamity from 2004
on 120, 000 m3 wind calamity from 2003. From 1989,
the volume of annual incidental felling is equal to half
of annual increment in the Tatra forest. Wind usually
affects small areas, in 80% of the events less than 0.5
ha. In the past it was an appropriate size for natural
regeneration or plantation, forming the future forest
more vertically and more age-structured. At the present
moment new gaps and edges are the main risk for in-
sect outbreaks. Insect is swarming even in the altitude
where it has not occurred before.

Naturalness of the Forest

We analysed naturalness of the forest stands according
to presence of natural and anthropogenic signs, for ex-

Table 1 Average defoliation and mortality in Lariceto-Piceetum
forest community according to biosociological rank (status in
1999)

Biosociological
rank

Mean defoliation Average
mortality

1 31.5 2.7
2 32.4 31.7
3 42.3 51.0
4 48.4 Not recorded

Biosociological rank: 1 – plus trees, 2 – main story trees, 3 –
trees from 1.3 m up to 1/2 of the main story tree height, 4 – trees
up to 1.3 m.
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Fig. 1 Incidental felling volume (in m3) according to a pre-
vailing factor (wind, insect), LHC Tatry, 1988–2004 (before 19
November 2004)

ample tree and herbal species composition, dead wood,
stamps and forest roads. In addition, historical draw-
ings, photographs, maps and forestry archives were
used.

According to occurrence of selected elements six
categories of naturalness were chosen: (1) pristine
forest – natural elements only, in past low-intensity
selective cutting, (2) natural forest – native tree-species
composition, partly changed spatial structure, (3)
mostly natural forest – native species composition,
moderately changed spatial structure, (4) slightly
changed forest – both natural and anthropogenic signs
are presented, natural are dominant, (5) moderately
changed forest – only anthropogenic signs but
nature-close outlook, (6) strongly changed forest –
only anthropogenic signs and unnatural outlook,
monoculture (Table 2; Fig. 2).

Table 2 Relative area of naturalness categories in Lariceto-
Piceetum community

Degree of
naturalness

Description Area (%)

1 Pristine 3
2 Natural 13
3 Mostly natural 13
4 Slightly changed 23
5 Moderately changed 30
6 Strongly changed 18

Species, Age, Vertical and Spatial Structure
of Forest

Species diversity as one of the traditional preconditions
for higher ecological stability is loosing sense in
naturally monospecies communities on the one hand.
On the other hand, mixture of any, even single tree
species – in this case larch, we need to accept this
as existence of ‘mixed’ forest with expected higher
resistance. In the model community more than 20%
of the area covered pure spruce stands with zero
percentage of larch. Nearly 40% were stands with 10%
larch percentage. One-third of the area was covered
by stands with 30% larch percentage. Only 5% of
the area formed stands with more than 30% larch
admixture. Higher heterogeneity, as a precondition for
higher ecological stability, is guarantied by vertical
and spatial differentiations. The most unsuitable
one-layer storey covered more than 60% of the
model community. Optimal, multi-storey structure
covered 18%. Higher larch percentage and more
diversified vertical structure played an important role
for more suitable light and humus conditions, higher

Fig. 2 Map of naturalness
categories in
Lariceto-Piceetum
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T20, 1350 m a.s.l.

ground-layer vegetation diversity and better natural
regeneration. We found enormous seedlings mortality
due to dense canopy closure.

High stand density was confirmed by tree numbers
per hectare. We found on average 1082 individuals
with DBH>8 cm. According to previous studies on
forest stability (Korpel′ 1994) this number is 20%
higher than accepted maximum. High numbers of
trees meant also high wood volumes. According
to Korepel’ (1990) 250 m3 is optimum and 500 m3

is the critical value. We found 478 m3 ha−1 as an
average. In 62% of analysed cases we found more than
500 m3 ha−1. More than 85% of wood volume was
concentrated in upper forest layers.

We confirmed close correlation between spatial
distribution and naturalness. Using indexes by
Pretzsch (1998) we confirmed long-term tendency of
natural stands to form clusters, and man-made forest
to keep regular distribution. Most of the analysed
stands are age-classes stands, especially those which
were affected by windfalls in 1920s. The areas of
age-classes were nearly normally distributed along
Gauss curve, confirming 100–150 year history of
sylviculture in the Tatra forest.

Species homogeneity of stands affected the charac-
ter of phytocenosis. In Fig. 3 we present an example
of number of species per area. On average vegetation
species number derived from 50 research plots was
10.3 and average vegetation cover was 67%. Mosses
dominated in dense stands. Grass and herbal species
dominated in more open, mixed and vertically hetero-
geneous stands.

Vegetation with high percentage of mesophytes and
acidophilous mosses indicated moist, very acid soils
with lack of nitrogen.

Geology, Soil and Humus Conditions

Model community was located on south-oriented
slopes of the Tatra Mountains which are, from
geological point of view, formed by moraines and
polygenetic debris. Soils are oligotrophic, often
podzolic cambisoils with different physical parameters
depending on soil depth and particle size. Shallow,
loam-sandy, often rocky soils are more suitable for
larch. Deeper, more loamy and moistly soils offer
opportunity for fir. We identify relatively thick humus
layer (5–12 cm), moder, often mor with pH 3.3–3.7 on
average. High humus percentage was also in mineral
A horizon. Biological activity derived indirectly from
cellulose test was very low, especially in mosses
phytocenosis. Fulvoacids were more abundant than
humin acids (Fleischer 1999).

External Factors

External factors were divided into the following cate-
gories:

Climate Conditions

Climate was analysed through mean and extreme diur-
nal, monthly and seasonal air temperature and precip-
itation. We stated important positive deviations from
long-term temperature averages during growing sea-
son and often negative deviations from mean precipi-
tation (Fig. 4a,b). Continuity of such conditions might
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lead, according to the CCCM scenario (Mind’áš and
Škvarenina 2003), to the total collapse of analysed for-
est communities at height between 1000 and 1200 m
a.s.l. during several decades mostly due to high inter-
ception (about 60% on average, occasionally 85%) and
very sporadic natural regeneration. We found correla-
tion between heath status and precipitation. During dry
and warm periods, the health of the forest declined.
Also mean defoliation was higher at rocky soils with
weak retention capacity (Koreň et al. 1997).

Pollution

Pollution impact was analysed by wet deposition with
emphasis on pH, S and N content, nutrient leaching
(Ca, Mg, K) from plant tissues and Al mobilisation in
the soil. The average pH value of precipitation ranged
between 3.1 and 4.5. Figure 5 shows annual pH average
at two different heights. Annual H+ input was 1–8 kg.
Rain in higher altitudes is more acidic. Recent years
confirmed decline of S input, but opposite is trend for
N (both NO3

−, NH4
+) as shown in Fig. 6. We found

higher acid lead in throughfall waters, coefficient of en-
richment ranged between 2 and 7 (Fleischer 2005).

According to the critical load method (Kunca
et al. 2003), current deposition exceeds soil buffer
capacity and causes 10–30% mortality. Using
the steady-state model Profile (Warfvinge and
Sverdrup 1992) we assessed possible effects of
atmospheric deposition on changes in soil chemistry
which can influence the forest growth.

The research run at three forest sites in the Tatra
Mountains with presence of Norway spruce, European
larch, Arolla pine and Dwarf pine. This approach
responded to the topical demand for describing the
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effects of acidification at the level of ecosystems.
As the criteria different Bc/Al ratios were taken. In
spite of evident reduction in sulphur emissions we
found that the low-risk critical loads were exceeded
for Norway spruce, European larch and Arolla
pine at two sites. The critical deposition limits
were low and calculated at interval from 1514 to
2511 eq ha−1 year−1 and the acid load values range
from 1494 to 3424 eq ha−1 year−1.

Air quality was analysed by O3 concentration dur-
ing growing season. The highest values occurred dur-
ing warmer years. Recommended value 50 �g m−3 was
exceeded continuously in the whole territory. We con-
firmed significant correlation between O3 and altitude.
Index AOT 40 was exceeded in 800 m a.s.l. twofold, in
1200 m a.s.l. threefold and at timber line (1500–1700 m
a.s.l.) nearly fivefold. Necrotic ozone-like symptoms
were recorded, for example on rowan and elder leaves
(Fleischer et al. 2005).

Risk Assessment

A risk for further status and development of the forest
community was understood as its resistance against
known disturbing factors previously recorded. Based
on the current knowledge we added some weight
values to categorize the importance of each factor
(Table 3).

Based on the final score we divided expected resis-
tance into four categories. Spatial distribution of those
categories fits well with the forest naturalness cate-
gories (Fig. 7). Model for the highest resistance was
joined with the ecologically most stable virgin stands.
We divided natural stands into more and less resistant
according to the character of stand spatial structure. We
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Table 3 Classification of
factors on forest resistance

Factor Weight Note

Health status ? − Fast dieback led to ‘edge effect’
+ Slow defoliation allows humus

decomposition and natural
regeneration

Incidental felling ? − Areas >0.5 ha suffer from extreme
microclimate

+ Areas <0.5 ha supports natural
regeneration

Insect + Spontaneous spreading in homogenous
spruce stands

Naturalness ++ The highest possible resistance was
assigned to natural stands

Stand structure ++ Age, species and vertical heterogeneity
lead to higher stability

Stand texture +++ Spatial distribution of natural and
structured stands

Diversity + Presence of admixed species, for example
larch, pine or fir increases physical
stability of community

Humus ? + Buffering effect against acid deposition
− Thick row humus layer limits natural

regeneration
Soil – physical parameters ? + Rocky soils allows higher larch

percentage, vertical structure
− Loamy and moist conditions speed up

biomass production, soft wood
formation

Climate +++ Extreme values increase vulnerability to
insect attack

Precipitation deficit in growing season
Irregular large-scale windfalls

Pollution + Critical level for acid load exceeded
Critical level for O3 exceeded

1 high 

2 acceptable 

3 low  

4 very low  

10 km

Fig. 7 Spatial distribution of expected resistance in Lariceto-Piceetum community and windfall 2004 border
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categorised ecologically unstable spruce monocultures
as the least resistant.

Expected resistance of the Lariceto-Piccetum
community was as follows:

Forest categories Resistance

Virgin forest
Natural forest, diversified

1

Natural forest, undiversified 2
Semi natural forest, diversified 3
Semi natural forest, undiversified

Spruce monocultures
4

Windstorm 2004

Verification of the expected resistance came unexpect-
edly soon. On 19 November 2004 northern wind with
gusts over 200 km h−1 laid down forest stands on the
area of 12,000 ha with wood volume 2.3 million m3.
The area affected by the windstorm was continuous.
Cold, heavy air masses reached the earth surface at
the altitude of 1200–1350 m a.s.l. and formed sharp
contour-like line and completely devastated the forest.
Only narrow belt at the altitude of 700–750 a.s.l. re-
mained (Fig. 7). Most of the spruce communities with
larch and pine were damaged. Since 1915, it was sev-
enth large-scale windfall of this nature, affecting more
or less the same territory. History of well-documented
windfalls is shown in Fig. 8.

From this graph it is clear that the Bora 2004 caused
more damage on wood than the sum of all previous
events. It is correct to call the last event as the ‘Large
Bora’ (Koreň 2005).
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Fig. 8 History of the Bora wind in the Tatras and the volume of
damaged forest

Current Status and Expected Forest
Development

During the following years, the windfall status in the
forest confirmed rather pessimistic prognosis derived
from the mentioned criteria. Remnants of young
stands, especially fir and spruce, started to die due to
the extreme microclimate. Surrounding stand edges
were attacked by bark beetle insect in unprecedented
way. Besides common species like Ips typographus
andPityogenes chalcographus, formerly marginal
species like Ips amitinus and Ips cembrae extended
their populations to catastrophic scale. Increment
index for I. typographus for 2006 versus 2007 was
twofold, and for P. chalcographus even sixfold.
Insect population profited not only from luxurious
foot conditions but also extremely warm weather
in 2006 and 2007 allowed more than usual massive
swarming. Current insect attack on standing trees
brings the most pessimistic prognosis. Large volume
of flammable material after logging of coniferous trees
and on-purpose left biomass, combined with high air
temperatures, low air humidity lack of precipitation
and increased risk of fires. In the summer 2005 after a
series of extreme air temperatures exceeding 30◦C, the
largest fire in the history of the National Park broke out
and burnt 250 ha of windfall and adjacent forest. There
is evidence that further forest development will be
driven by synergetic combination of negative factors
and tendencies.

Objective for Further Forest Management

Forest management objectives of the Tatra National
Park forest were defined in 1960s (Bezačinský and
Greguš 1976) and updated in 1990s (Korpel′ 1990;
Koreň et al. 1999). According to these concepts
some parts (virgin forest) should remain without
human intervention. They should serve primarily
as sites to study natural processes. Intervention
in the forest, identical with current ‘nature-close
forestry’ were planed and changed. Disturbed by both,
human activity and natural disasters the forest lost
the ability to provide expected landscape-ecological
services. This attitude was approved in many papers
(Korpel′ 1990; Saniga 1996; Koreň 2006) and only
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slight modification for the forest development is
needed.

Optimal general forest ecosystem rehabilitation
should include

� conservation of fauna and flora gene pool by sensi-
tive land use,

� production of high-quality drinking water,
� utilisation of countryside for education, health treat-

ment, recreation and tourism. Especially important
are strategies for forest management:

� biodiversity conservation, suitable stands with
structures close to natural ones are ecologically
applicable

� biodiversity rehabilitation, ecologically unstable
stands with disturbed biodiversity are applicable,
priority should be given to stands below 80 years
with reduced risk for evoking calamities

� adaptation, which aims at minimising negative im-
pact of the climate change on the living forest and
thus less adaptable landscape systems. Wide span of
impact is expected, from intact up to total devasta-
tion. Proposed measures are aimed at naturalisation
of species composition and elevation of stand stabil-
ity (Vladovič 2003; Voško et al. 1997). This means

– forest stands are based on autochthonous species;
– species and genetic diversity need to be as broad

as possible to guarantee higher adaptation of
phenotypes to changed ecological conditions;

– due to low adaptation ability of spruce and
absence of beech in the whole Tatra Mountains
region and its foothills, it is important to
increase percentage of broadleaf species,
especially maple;

– application of selective and shaded sylviculture
forms in autochthonous stands, large utilisation
of natural regeneration.

Conclusion

Based on the analysis of expected resistance and dam-
aged forest in reality we can conclude that

1. There is no relation between expected and real re-
sistance. Wind power was a driving factor in damag-
ing the forest. Neither natural nor diversified strands
could resist the wind speed over 230 km h−1. Even
tree species like birch, pine and alder did not sur-

vive. Wind broke many trees but majority of trees
were uprooted despite the fact that that autumn
2004 was relatively dry. The least injured species
was larch, due to short crown and small surface, and
the needleless conditions in the late autumn.

2. Despite the fact that wind power exceeded all our
expectations, we can state that the main reasons for
such a large destruction were

– forest density, and high volume per hectare,
– weak spatial diversification of forest.

3. Only few islands of standing forest remained on
the windfall. There were localities protected by ge-
omorphologic structures (moraines, stream debris)
but surprisingly there also were elevated sites ori-
ented along windstorm direction (N−S). Special
group represent former multi-layered stands, where
young trees remained only partly damaged.
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Modeling Natural Disturbances in Tree Growth Model SIBYLA
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cutting · Tree mortality · Factor analysis · Monte Carlo
method

Introduction

Climatic changes belong to very important factors with
significant influence on forest structure, stability, and
production. During the last 10 years, frequency of nat-
ural disasters has been systematically increasing in for-
est ecosystems. However, not only their frequency has
been increased, but also the amount of destroyed wood
mass has risen. For instance, in November 2004, huge
windstorm appeared in the High Tatras in Slovakia
and completely destroyed spruce forests on an area of
2–5 km by 40–50 km. This windthrow caused a pro-
duction loss in the magnitude of 90% of planned an-
nual coniferous cutting in the Slovak Republic. Due to
this increasing occurrence of disturbance models for
different forest injurious agents have recently become
popular in Slovakia. The development of such models
is also important in connection with new trends in edu-
cation system. E-learning methods successfully utilize
strategic computer games and simulators. Our inten-
tion was to create a strategic game for the simulation of
forest behavior, to place it on WEB (to make it avail-
able online), and to make it accessible to students and
for e-learning process at Technical University of Zv-
olen. However, it is impossible to create “real simula-
tions” of forest behavior without the model of natural

M. Fabrika (B)
Technical University in Zvolen, Faculty of Forestry,
T.G. Masaryka 24, 960 53 Zvolen, Slovakia
e-mail: fabrika@vsld.tuzvo.sk

disturbances. By now, only a few authors in Slovakia
have been involved in the estimation and quantifica-
tion of natural risks in forest ecosystems. First more
complex papers have been concentrated with resistance
potential of forest (Stolina 1980, 1992). Recent papers
are mainly concentrated on insurance models or spatial
distribution by GIS technology. From the newest mod-
els developed in Slovakia, we can mention the insur-
ance model of Holecy (2000) and Mikusikova (2005),
which has also been implemented in Germany (Holecy
and Hanewinkel 2006) and spatial models by Hlásny
et al. (2005), Turčáni and Hlásny (2007). However, the
approach used in these models is not satisfactory for
the purposes of forest simulators, where a more de-
tailed model is needed. In this chapter, we present a
new model of natural hazards that was developed for
and implemented in the tree growth simulator SIBYLA
(Fabrika 2005).

Material and Methods

We used data from forest inventory databases and
management records covering the whole area of
Slovakia (Fig. 1). Database consists of 89,707 forest
stands. In total, 388,830 ha have been statistically
investigated. The chosen sample represents approx-
imately 19% of Slovak forest area. The stands were
selected from all 47 Forest Eco-regions. Minimum
and maximum number of forest stands selected from
one Eco-region is 56 (295 ha), and 6,687 (21,188 ha),
respectively. Forest inventory data included following
information: Forest Eco-region, stand density, aspect,
slope, site category, age, tree species (proportion in
composition in percentage), mean diameter, mean
height, and growing stock. From management records

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 155
DOI 10.1007/978-1-4020-8876-6 14, c© Springer Science+Business Media B.V. 2009
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Fig. 1 Investigated area of all 47 Forest Eco-regions in Slovakia (vertical bar means sample size of Forest Eco-region)

the following data were used: tree species, year and
amount of salvage cutting, and type of injurious agent.
All information is related to a stand identifier. Four
types of abiotic injurious agents were observed (wind,
snow, icing, drought), three types of biotic agents
(bark beetle and timber borer, defoliator and other
insect, wood-destroying fungus), and three types of
human-induced agents (air pollutants, fire, illegal
cutting). Data were collected during 2000–2005, with
different period of repeated collections from 1 to 6
years depending on individual stands. In total, we
processed 26,246 stands damaged by wind, 993 by
snow, 912 by icing, 3,048 by drought, 9,803 by stem
insect, 504 by crown insect, 2,800 by fungi, 3,278 by
air pollutants, 97 by fire, and 1,808 through illegal
cutting. Considering tree species composition, data
included 47,437 spruce stands, 5,719 fir stands, 8,034
pine stands, 20,048 beech stands, and 9,234 oak stands.

Risk for occurrence of salvage cuttings was calcu-
lated as

risk =

m∑

i=1

li ∈[1..6]∑

k=1
1

n∑

j=1

l j ∈[1..6]∑

k=1
1

.100 (1)

where m is number of stands where salvage cutting oc-
curred, n is the number of all stands, li is the number of

years with salvage cutting in management records for
stand i, l j is the number of maximum years in manage-
ment records for stand j. The risks were calculated for
stands using the following cross-classification: Forest
Eco-region (FER), tree species (SPECIES), site cate-
gory (SITE), and type of injurious agent (AGENT).

In the next step, relative (5-years) amount of salvage
cutting was calculated for stands

%Vi = min

⎧
⎪⎪⎪⎪⎨
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(
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k=1
V icik

)

. 5
li

V origi
; 1

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

.100 (2)

where Vicik is the amount of salvage cutting of stand
i in year k (in m3) and Vorigi is the initial growing
stock of stand i (in m3) taken from forest inventory.
Next, arithmetic means AVG(%V) and standard devia-
tions SD(%V) were calculated for the same groups of
stands defined by FER, SPECIES, SITE, and AGENT.
The result of these calculations is the classification ta-
ble (C-TAB), which includes Forest Eco-region, tree
species, site category, type of injurious agent and for
these groups risk of occurrence, mean relative amount
of salvage cutting, and its standard deviation, together
with mean stand variables: vegetation zone, aspect,
slope, age, stand density, tree species percentage, site
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index, and relation between mean height and mean di-
ameter (hd ratio). Together with C-TAB, selection table
(S-TAB) was derived from the analyzed database. Se-
lection table comprises information about occurrence
of each type of injurious agent in groups of stands de-
termined by Forest Eco-region and tree species.

Moreover, further modeling approaches were uti-
lized as a modeling instrument:

– factor analysis, because salvage cuttings are
activated by many factors (climate, geomorphology,
stand stability, maturity, resistance, productivity,
etc.),

– regression analysis, because salvage cuttings are de-
pendent on many variables (altitude, aspect, slope,
site, age, stand parameters, and others),

– Monte Carlo method, because salvage cuttings ap-
pear randomly as a result of unknown and compli-
cated situation,

– planar geometry, because some injurious agents are
propagated in typical spatial figures (ellipse, strip,
circle, spot-propagation),

– fuzzy-based rules, because some injurious agents
are propagated on the basis of uncertain rules.

Results

The model of natural disturbance is composed of two
parts. The first part selects salvage cutting on a stand
level; it specifies the type of injurious agent, its risk
and total amount of cutting. This part is statistically
oriented, since factor analysis, regression analysis,
and Monte Carlo method are utilized. The second
part determines salvage cutting on a tree level using
fuzzy-based rules and planar geometry. The complete
flowchart of the model is presented in Figs. 2, 3 and 4.
The procedure is explained in following steps:

1. Frequencies of occurrence of all injurious agents
are taken from S-TAB. Frequencies depend on For-
est Eco-region and tree species. Table 1 presents
an example for one Forest Eco-region and spruce.
Next, frequencies are increased with multipliers if
during the last 5-year period any dead trees oc-
curred in the stand. This modification is applicable
to bark beetles and timber borers, wood-destroying
fungi and fire, because occurrence of these agents is
higher if stand hygiene is worse. The multipliers are

Fig. 2 Flowchart of the salvage cutting model (part 1)

Fig. 3 Flowchart of the salvage cutting model (part 2)
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Fig. 4 Flowchart of salvage cutting model (part 3)

Table 1 Example from “Selection table” (S-TAB)

Forest
Eco-region

Tree species Injurious
agent

Frequency

23 JAVORNIKY Spruce Windstorm 46.7
23 JAVORNIKY Spruce Bark beetles 31.3
23 JAVORNIKY Spruce Other 10.9
23 JAVORNIKY Spruce Snow damage 4.3
23 JAVORNIKY Spruce Illegal cutting 3.5
23 JAVORNIKY Spruce Drought 1.4
23 JAVORNIKY Spruce Defoliator 1.2
23 JAVORNIKY Spruce Fire 0.5
23 JAVORNIKY Spruce Air pollutants 0.3

derived from functions (Fig. 5) and they depend on
the percentage of dead trees during the last growth
period. In the next step, a particular injurious agent
is selected by applying probability proportional to
size (PPS): (1) cumulative frequencies are calcu-
lated, (2) random number between 0 and maximum
cumulative frequency is generated, and (3) the in-
jurious agent with equal or nearest cumulative fre-
quency is selected.

Fig. 5 Multipliers used to increase occurrence frequency of in-
jurious agents

2. Mean risk (riskmean) of injurious agent is retrieved
from C-TAB. The risk depends on Forest Eco-
region, tree species, site category, and injurious
agent. Table 2 presents an example for one Forest
Eco-region, spruce and windstorm. This risk
is valid for mean conditions in cross-classified
category that are specified by eight mean variables
(x j ): vegetation zone (1), aspect (2), slope (3), age
(4), stand density (5), percentage of tree species
in species composition (6), site index (7), and hd
ratio (8). For the analyzed stand, the actual risk is
determined on the basis of the real stand conditions
described by the same variables as above. Mean
risk is modified using a model derived from
factor analysis. The above-mentioned eight stand
variables are combined into factors, while for each
tree species and injurious agent different number
of factors (k=2,. . .,4) are derived (Vaculčiak 2007).
The factors Fi are linear combinations of the
transformed stand variables into normal variables
multiplied by their scores calculated in factor
analysis:

Fi =
8∑

j=1

(

scorei j .
x j − x̄ j

sx j

)

(3)

Table 2 Example from “Classification table” (C-TAB)

FER SPECIES SITE AGENT RISK AVG
(%V)

SD
(%V)

Veg- zone Aspect Slope Age Stand
density

Percentage Site
index

hd

23 Spruce 1 Windstorm 13.27 18.39 31.03 4.8 183 29 81 0.80 79 30 0.78
23 Spruce 2 Windstorm 28.04 15.76 19.64 5.0 164 39 89 0.78 90 31 0.76
23 Spruce 3 Windstorm 15.28 7.90 11.88 4.1 184 39 83 0.79 80 32 0.81
23 Spruce 4 Windstorm 18.52 14.28 19.20 4.0 212 44 85 0.78 74 31 0.83
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Table 3 Example of factors table

SPEC AGENT FACTOR Scores of linear combination

vegzone aspect slope age sdensity percentage siteindex hd

spruce windstorm stability −0.123243 0.057766 −0.224123 −0.738731 0.207547 0.174868 0.815942 0.793160
diversity −0.793107 0.023538 −0.173181 0.070574 0.162982 −0.799766 0.035486 −0.004895
terrain 0.314044 0.006772 0.706223 0.081063 0.638186 −0.239916 −0.073781 0.088126
aspect 0.080726 0.916622 0.236525 −0.051582 −0.329803 −0.076033 −0.092671 0.044231

fir windstorm stability −0.072138 0.008514 −0.102457 −0.819394 0.025576 −0.062213 0.845124 0.724375
diversity 0.140796 −0.003404 −0.284255 0.097013 0.710334 −0.804328 0.035255 0.181635
terrain 0.838617 0.054434 0.743003 0.115097 −0.148218 −0.065398 −0.144667 0.042374
aspect 0.062678 0.981793 −0.007793 −0.025703 0.134595 0.145238 0.027565 −0.041866

pine windstorm stability 0.002035 −0.077524 −0.014910 −0.799566 0.095944 0.042437 0.696902 0.848855
terrain −0.794081 −0.436846 −0.860241 0.077155 0.039856 0.258176 0.251750 0.021108
density −0.018982 0.359042 −0.050020 0.038754 0.922050 0.073460 0.145289 0.049189
diversity 0.178664 0.118310 −0.004555 0.239430 −0.086423 −0.879039 0.465678 0.052959

beech windstorm stability 0.128001 0.033452 0.086098 0.803614 −0.029059 0.012653 −0.760635 −0.884057
diversity −0.529656 −0.087224 0.105628 0.186517 0.145024 0.907098 0.309903 0.020474
density 0.197946 0.635618 −0.143354 0.151555 0.772599 0.078975 0.049473 0.079477
terrain 0.606860 −0.010171 0.903248 0.106998 −0.041415 0.046732 −0.247284 0.067404

oak windstorm stability 0.070130 −0.001142 0.004954 0.814447 0.012914 0.100096 −0.644454 −0.884375
diversity 0.886811 0.057240 0.342279 0.132466 0.107642 −0.810566 0.283735 0.032391
density −0.014329 0.046729 −0.591642 0.217322 0.798093 0.051661 0.395113 0.049584
aspect 0.113164 0.988673 0.022911 −0.051688 0.073637 0.037037 −0.106577 0.000466

Table 3 shows an example of factors for windstorm
and all tree species. Mean factors and real factors
are calculated for mean and real conditions. Risk
modification is based on multipliers, which are de-
rived from occurrence of salvage cuttings depend-
ing on the factor value. For all factors, occurrences
are derived from regression analysis using Weibull
function. For mean factor (Fmean) and real factor
(F real) occurrences are calculated from the regres-
sion function separately (see example in Fig. 6a).
Finally, real risk (riskreal) is calculated by

riskreal = riskmean .

k∑

i=1

W eibull
(
Freal

i

)

W eibull(Fmean
i )

k
(4)

3. Real risk for real condition is modified by climate
anomalies

riskmodi f = riskreal .b.

⎛
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where ai are dummy variables, si , the real values
of site variables, and snorm

i , the standard values of
site variables obtained from regionalized climate
(Fabrika et al. 2005). Site variables correspond to

variables that are necessary for ecological site clas-
sification in model SIBYLA (Fabrika 2005). These
are NOx in air (1), CO2 in air (2), nutrient supply
in soil (3), number of vegetation days per year (4),
annual temperature amplitude (5), mean tempera-
ture in vegetation season (6), soil moisture (7), and
precipitation amount in vegetation season (8). Vari-
ables smin

i and smax
i are minimum and maximum

values of site variables and represent ecological am-
plitude of a particular tree species (Kahn 1994). If
dummy variable ai is equal to 0, site difference be-
tween the reality and norm has no influence to risk
disturbances; if ai is equal to +1, site difference has
a positive influence, and if ai is equal to −1, site
variable has a negative influence. Dummy variables
are given in Table 4. Coefficient b is a multiplier
sensitive to tree species and can obtain values be-
tween 0.5 and 1.5. Equation (5) is calculated only
if the sum of absolute values of dummy variables in
the denominator is more than 0, otherwise result of
equation is 1.

4. Estimated risk is compared with random number
from uniform distribution U[0,100). If the risk is
higher than the random number, the injurious agent
is activated in the growth period.

5. Mean relative volume of salvage cutting AVG(%V)
and standard deviation SD(%V) is retrieved from
C-TAB (see example in Table 2). The volume is
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Fig. 6 Example of correction
for: (a) risk of salvage
cutting, (b) amount of
salvage cutting

modified on the basis of mean factors and real fac-
tors as described in Step 2 using a polynomial func-
tion (example shown in Fig. 6b). The function was
derived from regression analysis. The modification
of volume is

AV G (%V )real = AV G (%V )mean .

k∑

i=1

Polynom
(
Freal

i

)

Polynom(Fmean
i )

k
(6)

Standard deviation is not modified because variance
has been proven to be homoskedastic, without ex-
change depending to factor value.

6. In the final step of the statistical part of the model,
random relative amount of salvage cutting %V in
the stand is generated by applying the principle
of Monte Carlo method. Random number is
generated within Normal (Gauss) distribution
defined by mean (AVG(%V)real) and standard
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Table 4 Dummy variables for model of climate anomalies

Agent a1 a2 a3 a4 a5 a6 a7 a8

Windstorm 0 0 0 0 0 0 0 0
Snow damage 0 0 0 −1 0 0 0 0
Icing damage 0 0 0 −1 0 0 0 0
Bark beetle 0 0 0 1 0 1 0 0
Defoliator 0 0 0 1 0 1 0 0
Wood-destroying fungi 0 0 0 1 0 1 0 1
Air pollutants 0 0 0 0 0 0 0 0
Fire 0 0 0 0 0 1 0 −1
Drought 0 0 0 0 0 1 0 −1
Illegal cutting 0 0 0 0 0 0 0 0
Other 0 0 0 0 0 0 0 0

deviation (SD(%V)). Generation is repeated in
each growing period (1 period = 5 year). To obtain
a plausible conclusion, we must repeat simulation
many times. After a high number of simulations
(more than 30) simulated mean converges to origin
average with origin standard deviation. Therefore,
single simulation simulates one possible amount of
salvage cutting very well.

7. Individual trees are selected for salvage cutting. Se-
lection depends on spatial propagation of mortality
in the stand space. Propagation can be individual,
spotted, or local. In the case of individual (scat-
tered) propagation, trees are selected on the ba-
sis of their individual tree parameters (tree diam-
eter, tree height, hd ratio, crown diameter, crown
length, crown shape coefficient, tree vitality, bio-
sociological tree status, tree competition pressure,
tree quality, and score of existence). In this pro-
cedure, parameters are called selectors and are se-
lected for each injurious agent separately. After-
wards, selectors are transformed by fuzzy functions

and joined by OR/AND operators. Fuzzy functions
are sensitive to individual parameters and hence,
the parameters can be in positive or negative posi-
tion to each other. Negative position is derived from
the positive one by NOT operator. Trees with the
highest final values of joined fuzzy functions are
selected as dead trees for salvage cutting, while the
number of trees is defined by %V. Individual propa-
gation is automatically activated for snow damage,
icing damage, drought, wood-destroying fungi, air
pollutants, and illegal cutting. Default adjustment
of the model is given in Table 5. In spotted prop-
agation (expanded from local point), trees are se-
lected on the basis of generated parameters of spot-
ted elements. Random number of spots is gener-
ated from uniform distribution U[1,5). Propagation
is defined by the length of propagation period (usu-
ally 3 years). Size of spotted elements is defined
by %V. Amount annual salvage cutting is expanded
linearly. All trees inside the spotted elements are
dead and prescribed for salvage cutting. Spotted
propagation is automatically activated for bark bee-
tles and timber borers. In the case of local prop-
agation (for specified sub-area), trees are selected
on the basis of generated parameters of a local area.
The shape of the area is automatically selected from
the pre-defined categories (circle, strip, ellipse) de-
pending on injurious agent. The position of the area
is randomly generated. The size of the local area
depends on %V. All trees inside of the local area are
dead and prescribed for salvage cutting. Local prop-
agation is automatically activated for wind dam-
ages (in strips), defoliators (in ellipses), and fires
(in ellipses).

Table 5 Default adjustment of the model for individual propagation of dead trees (+ stands for positive position, − stands for
negative position)

Snow Icing Fungus Air pollutants Drought Illegal cutting

Selector Tree diameter
Tree height

+
Crown diameter + +
Crown length +
Crown shape coefficient
Tree vitality − −
Bio-sociological status −
Competition pressure + +
Tree quality −
Score of existence

Link AND AND OR AND OR
Random NO NO NO NO NO YES
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The model has been implemented as a software tool.
The software is an integral component of SIBYLA
growth simulator (Fabrika 2005). User can specify if
(s)he wants to use implicit or explicit model for salvage
cuttings. Implicit model is fully automatic. All neces-
sary input data are retrieved from SIBYLA database
and include information about the site, and about the
stand. It is necessary to specify generalized data about
site (Forest Eco-region, altitude, aspect, slope, and for-
est type). At the same time, it is important to select
also detailed climate and soil data (i.e., concentration
of NOx and CO2 in air, soil nutrient supply, number
of days of vegetation season, annual temperature am-
plitude, mean temperature in vegetation season, soil
moisture, and total amount of rainfall during vegeta-
tion season), if they are known. The software com-
pares standard climate from generalized specification
and real climate specified by user. Detected differences
are used in modeling climate anomalies and their in-
fluence on the occurrence of salvage cuttings. If de-
tailed climate and soil data are not specified, no cli-
mate anomalies will be accounted for in the model.
Apart from site data, user should also specify stand
data, namely information about age, stand density, tree

species composition, site index, and hd ratio. Data are
derived from forest structure, which is either directly
specified by user or generated by structure generator.
The number of dead trees, which occurred in the re-
cent period is modeled by SIBYLA mortality model.
Mortality is necessary for modification of occurrence
frequencies of injurious agents. User can check the
functionality of Monte Carlo generator for occurrence
and amount of salvage cuttings in periods of simulation
(see Fig. 7) before prognosis. Explicit model is fully
controlled by user. User selects which injurious agent
should be activated in the particular simulation period
and inserts its risk and its amount of salvage cutting
(specified by average and standard deviation). Further-
more, user needs to justify propagation of injurious
agent on a tree level. Options are available from soft-
ware dialog (see example in Fig. 8) together with fuzzy
functions of individual tree selectors. All options are
also saved in table DAMAGE in SIBYLA Microsoft
Access Database. Explicit model is simplified and the
model flowchart is reduced (see pictograms in Figs. 2,
3 and 4). The final model of disturbances has been inte-
grated into PROPHESIER Unit and its subunit is called
AGGRESSOR (Fig. 9). The final result of the model

Fig. 7 Monte Carlo generator of salvage cuttings in Localizer unit
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Fig. 8 Example of a dialog box for the explicit model fully controlled by user

Fig. 9 The position of
Aggressor unit in SIBYLA
software structure

is the identification of dead trees with the transparent
reason of mortality. It is possible to check reason of
mortality in the SIBYLA database after the simulation
or check it in the console (info panel) of virtual reality
(if cursor goes over dead trees).

Conclusion

One cannot imagine forest development without
influence of external factors either abiotic, biotic,
or human-induced factors, of which many are often
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unpredictable (hardly predictable). This is the reason,
why such factors usually do not belong to regular
components of growth simulators. In this chapter,
we presented the first version of the complex model
simulating natural disturbances that was successfully
implemented in tree growth simulator SIBYLA.
This model responds to a wide range of injurious
agents: wind, snow, icing, bark beetles, timber borers,
defoliators, wood-destroying fungi, air pollutants,
drought, fire, and illegal cutting. Injurious agents are
activated by a great number of external variables:
geomorphology parameters (altitude, aspect, slope),
climate (temperature, precipitation, vegetation
season), sanitation parameters (remaining dead trees),
site parameters (Forest Eco-region, vegetation zone,
site class), and stand parameters (age, stand density,
tree species composition, site index, mean height
and mean diameter). The model combines different
modeling instruments: factor analysis, regression
analysis, Monte Carlo method, planar geometry, and
fuzzy-based rules. Salvage cuttings are simulated
hierarchically from stand level (risk and total amount)
to tree level (tree selection). The model cannot
only help to find answers on a number of scientific
questions, but is also applicable in e-learning process,
and as a decision support in forest management.
However, first the model needs to be evaluated on
a scientific level, which is to be performed in the
nearest future. We also have to solve some additional
problems, which have not been implemented yet, for
example, a sequential character and gradations of
some injurious agents, or changes in tree increment
and tree quality of living trees due to damages caused
by injurious agents.
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Insect Pests as Climate Change Driven Disturbances
in Forest Ecosystems
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Introduction

Climate change is generally agreed to have a profound
impact on forest structure and its dynamics (Aber
et al. 2001; Ayres and Lombardero 2000; Dale
et al. 2000, 2001). As trees can live from decades to
centuries, rapid changes of climate are also expressed
through alterations of the disturbance regime (Franklin
et al. 2002; He et al. 1999). All major disturbances
are affected in a certain manner – fire, drought,
introduced species, insect and pathogen outbreaks,
hurricanes, windstorms, ice storms and landslides
(Dale et al. 2001; Flanning et al. 2000; Aber et al. 2001;
Hanson and Weltzin 2000). Although disturbances
are an integral part of forests, when such disturbances
exceed their natural range of variation the impact on
forests may be extreme (Ayres and Lombardero 2000).
Pest organisms have the ability to adapt much faster
than their host trees, thereby increasing the likelihood
of severe pest impacts (Docherty et al. 1997; Malcolm
et al. 2001; Battles et al. 2006).

Pest organisms respond to environmental changes
both directly and indirectly, through changes in forest
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structure and the decreased resistance of trees. A
changing climate may also cause those pests that
are currently of minor significance (i.e. not forming
large-scale outbreaks) to become key species, thereby
causing serious damage.

Insects are physiologically extremely sensitive
to temperature, and even a small temperature
increase may have a severe impact on forests (Lange
et al. 2006). In addition to the pest’s distributional
ranges, climate also influences their voltinism (i.e.
the annual number of generations) (Reynolds and
Holsten 1994, Hansen and Bentz 2003; Lange
et al. 2006). If climate warming extends the vegetation
season, multi-voltinism is expected to shift to northern
locations and higher altitudes; potentially causing
further severe damage to forests.

The impact of climate variability on insect
pests’ abundance fluctuation is not at all clear
(Kendall et al. 1998; Myers 1998; Liebhold and
Kamata 2000). The most common hypotheses to
explain population oscillations are based on density-
dependent biotic interactions, that is predator–prey
dynamics (Andersson and Erlinge 1977), maternal
effects (Rossiter 1994), induced plant defences
(Baltensweiler and Fischlin 1988), host–parasitoid
interactions (Berryman 1996) and disease dynamics
(Myers 1993). However, the concept of climatic
release, as a cause of periodic population cycles,
has been questioned due to statistical concerns and
the lack of periodicity in the climatic deviations that
are thought to trigger the outbreaks (Martinat 1987;
Turchin and Berryman 2000).

An analysis of potential changes in the distribution
of outbreak areas and fluctuation patterns of pests
(both indigenous and introduced) is a key task in
the assessment of the impact of global change on

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 165
DOI 10.1007/978-1-4020-8876-6 15, c© Springer Science+Business Media B.V. 2009
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forest ecosystems. The growing number of recent
works on this topic is testimony to this issue’s
importance (Brasier 1996; Lonsdale and Gibbs 1996;
Harrington et al. 2001; Gordon et al. 2001; Williams
and Liebhold 2002; Logan et al. 2003; Woods
et al. 2005; Esper et al. 2007). To contribute to this
field, we focused on two key pests in spruce (Picea
abies L.) and oak-beech ecosystems (Quercus cerris
L., Quercus petraea Liebl. s.l., Carpinus betulus,
Quercus robur, Fagus sylvatica L.) – Ips typographus
(L. 1758) (hereinafter ‘IT’) and Lymantria dispar
(L. 1758) (hereinafter ‘LD’). These pest species
act in diametrically opposed ways, responding to
expected changes of climate differently (Logan
et al. 2007; Netherer and Pennerstorfer 2001; Netherer
et al. 2004). In particular, we focused on

� the impact of the expected temperature increase on
changes in the number of IT generations per year
(voltinism),

� the impact of the expected temperature increase on
future spatial development of LD outbreaks, under
the assumption of beech as the alternative host.

To meet these goals, we identify the locations where
outbreaks will most probably occur, evaluate changes
in voltinism in relation to climate conditions and assess
their development under the climate change scenario.

Lifecycle of Investigated Pest Species

Eight-toothed bark beetle (IT) is the most important
bark beetle pest in spruce stands. Its lifecycle and pop-
ulation dynamics have long been studied (Christiansen
and Bakke 1988; Lieutier et al. 2004) even with various
computer simulations (Byers 1993, 1996, 1999, 2000).
The species is distributed across the whole of
Eurasia, thus it has a very wide niche. It is one of
the primary injurious agents in man-made spruce
stands at medium latitudes in Europe (Turčáni and
Novotný 1998), although large-scale outbreaks have
also been reported in northern regions in nature-close
forests (Christiansen and Bakke 1988). In normally
functioning and balanced ecosystems, IT is not
considered to be an aggressive or primary mortality
agent of healthy trees. However, under favourable
conditions it is able to attack healthy trees and may
be the primary tree mortality factor (Hedgren and

Schroeder 2004). Once IT populations reach a critical
size, they are able to overwhelm almost every mature
tree, healthy or otherwise. Outbreaks can last for many
years and normally collapse only when every tree
within reach has been killed, or when cold weather
suppresses the populations (Raffa 1988).

The primary conditions for an outbreak are
stand hazard, availability of windthrow and current
beetle population size (Reynolds and Holsten 1994).
Windstorms are outstandingly important precursors
to outbreaks, because they quickly provide large
quantities of breeding material in the form of broken
or fallen branches, which eliminates intra- and
inter-specific competition (Anderbrant 1990; Schopf
and Köhler 1995). However, wood processing and
control measures subsequent to such windstorms may
reduce such impacts.

The emergence and migration of beetles of
monovoltine generations were found to depend on
geographical latitude. Northern populations emerged
later and migrated less frequently before overwintering
than those of southern origin (Forsse 1991). In a
bivoltine situation, the overwintering generation was
found to disperse more extensively (Furuta et al. 1996).

In warmer areas of Europe, IT is able to emerge
from hibernation earlier; and two or – under favourable
conditions – even three generations can develop
in a single season. In northern Europe, lower
temperatures normally constrain the beetles to a single
generation (Annila 1969). Increasing temperatures
are expected to shift the outbreaks to higher elevation
(Baier et al. 2007) and to force more populations per
year (Lange et al. 2006; Harding and Ravn 1985).
Continued warming trends will increase the risk of
spruce bark beetle outbreaks throughout the host’s
range (Logan et al. 2003).

Several studies have been performed to examine the
influence of temperature on the development and re-
productive cycles of IT (Vité et al. 1952; Annila 1969;
Zumr 1982; Anderbrant 1986; Netherer 2003; Baier
et al. 2007). IT limits proposed by Annila (1969) and
Wermelinger and Seifert (1998), recently published by
Lange et al. 2006), are generally accepted. This topic
has also been discussed by Netherer (2003), who con-
ducted extensive research in the High Tatra mountains.
Table 1 states the stage-specific limits of IT develop-
ment reported by these authors.

Baier et al. (2007) conducted extensive research
on IT thermal limits to develop PHENIPS – a



Insect Pests as Climate Change Driven Disturbances in Forest Ecosystems 167

Table 1 Specific developmental threshold temperatures T (◦C)

and heat sum requirements (D◦) for IT. Variant A is by An-
nila (1969), and Wermelinger and Seifert (1998); variant B is
by Netherer (2003)

Stadium T (◦C) D◦(dd)

Variant A B A B
Flight of first

generation
5 – 110.0 –

Egg 10.6 10.3 51.8 54.51
Larvae 8.2 4.07 204.4 246.64
Pupae 9.9 12.81 57.7 39.32
Immature adult 3.2 3.38 238.5 307.00

comprehensive phenology model of IT. The authors
supposed that the onset of host tree infestation in
spring is given by 16.5◦C for flight activity coupled
with a mean thermal sum of 140 degree days (dd) from
the beginning of April 1st onwards. In contrast to other
works, a nonlinear function was used to calculate the
effective thermal sums, using threshold temperatures
of 38.9 − 8.3◦C. The discontinuation of reproductive
activity appears at a day length of less than 14.5 h.

A thermal sum of 334.2 dd was found to be neces-
sary to complete pre-imaginal development (egg to pu-
pal stage), and 222.8 dd (i.e. two-thirds of the thermal
sum for pre-imaginal development) is required for mat-
uration feeding of the filial beetles (Wermelinger and
Seifert 1998, Netherer 2003). Hence, a thermal sum of
557 dd is required for total development. For success-
ful hibernation, the brood must complete pre-imaginal
development (egg–pupae), that is it requires 60% of the
thermal sum for total development before the onset of
the cold period.

Gypsy moth (LD) is the most important defoliator
of broad-leaved stands (mainly oak) in Eurasia (native)
and North America (introduced). It is characterized by
cyclical abundance fluctuations, causing defoliation in
large areas across southern, eastern and central Europe,
northern Africa, Asia Minor, Central Asia, the Middle
East (Villemant and Fraval 1998) and the eastern part
of North America (Doane and McManus 1981). Popu-
lations with flying females occur from Northern Asia to
Japan (Liebhold et al. 2008). Contrary to the previous
species, LD is strictly univoltine across all of its distri-
butional territory, and it rarely acts as the primary tree
mortality agent. The cyclicity of outbreaks seems to be
regular across a wide span of natural conditions (John-
son et al. 2006), fluctuating from 3–4 years in southern
Europe, 8–10 years in central Europe and 20–25 years
in northern regions (Johnson et al. 2006). There are

indications of altitudinal shifts of outbreaks in warm
years (Csóka and Hirka 2006).

LD eggs are laid in August and the embryo
immediately starts developing during the warm
days of summer. In a month, the tiny larva is fully
formed and ready to hatch. At this point, however,
the larva goes into diapause, shutting down metabolic
activities and becoming insensitive to the cold. LD
can tolerate temperatures as low as −30◦C provided
such temperatures do not persist for several days
(Doane and McManus 1981).

LD caterpillars are thermal conformers (Knapp and
Casey 1986). Unlike IT, their growth is independent of
temperatures between 25◦C and 30◦C.

Some newly hatched larvae may be wind-dispersed
to new locations. This spring ‘ballooning’ is an impor-
tant means of dispersal for both Asian and European
races, and it is the primary natural means of dispersal
for the European race. Although ‘ballooning’ has been
recorded over distances of 50 km, it is usually effective
from about 5–7 km from infestation sites (Doane and
McManus 1981).

A specific point is that, under favourable condi-
tions, the species feeds on beech (and occasionally
other broadleaves) as alternative hosts. Formerly, this
had been observed in isolated stands at lower eleva-
tions, mainly surrounded by infested oak stands. Re-
cently, this has been observed on a larger scale, for
example in Hungary and Slovakia (Hirka 2006; per-
sonal observation). Serious egg mass densities in beech
stands were reported in 2004 in Hungary. The 2006
outbreak spread over thousands of hectares of beech
stands of different ages at 500–700 m (Bakony Moun-
tains, Bükk Mountains, Hungary). Observed defolia-
tion was up to 50–70% over large areas. Therefore,
the species must be considered an important climate
change driven agent in both oak and beech stands.

Study Region

Both species have been investigated throughout
Slovakia (49, 000 km2). Forested land covers 41% of
the country. Tree species’ composition is made up pre-
dominantly of spruce (26.1%), fir (4%), pine (7.2%),
beech (31.2%), oak (13.4%) and hornbeam (5.7%)
(Moravčı́k et al. 2006). The altitudinal gradient varies
between 94 and 2655 m a.s.l. The country is in the tem-
perate and continental climatic zone. The mean annual
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temperature ranges between 5◦C and 8.5◦C, mean
annual precipitation total is 740 mm. Diversified
topography and land-use, ranging from agricultural
lowlands in the south to high mountains in the
north, are typical of the region. The geographic
limits of key forest tree species and pests are within
these limits. This facilitates the modelling of global
warming-induced shifts of pest outbreaks and changes
in population dynamics, as well as the generalisation
of results across a broader region.

Data

We used the mean annual air temperature records for
the 1951–1980 period as substantial climate data. This
period is generally recognised as ‘normal’, without any
trends or significant changes in the variability of main
climate parameters: it is broadly used as the refer-
ence for climate change impact studies in the region.
The available meteorological stations are irregularly
distributed at 178 climatic stations across the country
(Fig. 1).

Canadian Global Circulation Model (GCM) of the
second generation (CCCM 2000) was used for regional
downscaling (Lapin et al. 2001, 2006). The only cli-
matic variable needed was mean annual air temperature
and its future projection. Its course during the 1900–
2100 period at Hurbanovo station (southern Slovakia)
can be seen in Fig. 2. The references above discuss the
downscaling procedure in more detail. The low spa-
tial variability of air temperature data allows us to use
this time series for the entire country (in the form of
increments).

Utilized forestry data included species distribution
and percentage in mixed stands. All data is spatially

Fig. 1 The distribution of meteorological stations measuring air
temperature

Fig. 2 Observed air temperature data (1900–2000) and modi-
fied outputs of CCCM 2000 climate model (2001–2100) (Lapin
et al. 2001). The 30-year moving average is displayed for the
1985–2085 period

referenced through forest compartments. The distribu-
tion of investigated forest tree species is given in Fig. 3.

The data concerning LD was gathered from 1955
to 1982 (usually between May 10th and 15th), at 20
sites throughout Slovakia. The size of the forest stands
in which the sites were located varied from several
hectares to several hundred hectares. LD larvae were
collected from each site by placing nets around 20
lower canopy branches (about 0.5 m long with about
100 leaves) of 20 Quercus spp. trees at the forest edge.
Netted branches were cut and subsequently beaten
over a sheet and fallen LD larvae counted (Patočka
et al. 1962, 1999).

Methods

Changes in IT Voltinism

The sums of effective temperatures (SET) needed to
meet the IT stage-specific developmental thresholds
were calculated from the average air temperature
data for the 1951–1980 period. As daily data was not
available at all climatic stations, mean monthly values
were centred to the middle of each month, and missing
daily values were linearly interpolated. The sums of
effective temperatures differed negligibly between A
and B variants in Table 1, therefore we used variant A
which also provided threshold for the flight of the first
generation stage.
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Fig. 3 The distribution of investigated forest tree species in Slovakia (stands with species occurence above 10%)

The strong linear correlation between SET and
elevation (r = 0.94) allowed us, by using External
Drift Kriging (e.g. Wackernagel 1998), to predict
(interpolate) SET values at unrecorded locations over
the whole study region. The technique is based on
the combination of point distributed target variable
(SET) with so-called auxiliary/predictor variable(s)
(elevation), available at all grid-nodes in the considered
spatial domain, assuming these are linearly correlated.
To facilitate the time-demanding computations, we
used a 180 m resolution grid for all the analyses.

Using this technique, we produced a series of sur-
faces bearing the sum values of effective temperatures
accumulated at each grid cell, starting from the first
day that met the criterion of minimal temperature for
the flight of the first generation. Due to the 14.5 h day
length limit (22nd August in the study region, Julian
day 228), all calculations were restricted by this date.
We only analysed the full generations (Immature Adult
stage) which were expected to complete their develop-
ment (SET = 557 dd). Other developmental stages were
not considered. The methodology is summarised in the
following steps:

1. Calculate the total number of dd for each meteo-
rological station, beginning from the first day that
meets the criterion of minimal temperature for the
flight of the first generation, to August 22 (day
length limit), provided that the temperature is not

lower than required by the particular developmental
stage.

2. Predict SET values at all unrecorded locations in the
study region using External Drift Kriging.

3. Threshold the produced surfaces by multiples of
557 dd, in order to identify areas which allow for the
full development of any particular IT generation.

4. Project the SET according to climate change
scenario and evaluate changes in areas which
allow for the full development of any particular IT
generation.

Changes in Gypsy Moth Outbreak Ranges

We analysed expected changes in LD outbreak ranges
in oak stands, as well as the future danger to beech
stands, in the vicinity of identified oak stands outbreak
spots. External Drift Kriging was used to produce the
underlying temperature map and its future projections.
Long-term data on LD abundance and environmental
conditions were analysed using Canonical Correspon-
dence Analysis (CCA) (McCune and Mefford 1999; ter
Braak and Šmilauer 2002). CCA allows us to examine
the patterns of the community structure of oak defo-
liator species (LD among them) in relation to a set of
environmental variables, in order to design a regional
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model of species abundance–environment relationship.
The particular steps of the proposed approach are

1. Investigate LD abundance – environment relation-
ship by identifying the key explanatory variables
and their respective importance.

2. Identify outbreak spots by means of a linear
weighted combination of relevant environmental
variables (as maps) standardized into the unit range.

3. Identify all beech stands in the vicinity of LD out-
break spots in oak stands, provided these are within
the temperature limit allowing for LD occurrence.

4. Evaluate climate change impact on the size of LD
outbreak areas in oak stands, as well as on the extent
of potentially endangered beech stands.

Results

All the analyses have been carried out for four temporal
scales, as presented in Table 2. These allow for the de-
velopment of both medium-term and long-term strate-
gies to prepare the forests for forthcoming changes.

Bark Beetle Voltinism

The sums of effective temperatures for particular
developmental stages were calculated using the
method described above. The surfaces of SET
values were calculated for four temporal horizons

Table 2 The 30-year moving average data of mean annual air
temperature (T ◦C year) and increments to the ‘normal’ climate
period (1951–1980)

Time scale T ◦ (year) Increment to
1951–1980 (T ◦)]

1951–1980 9.94 0.00
2015 (2000–2030) 11.19 1.24
2045 (2030–2060) 11.98 2.03
2075 (2060–2100) 13.26 3.31

(Table 3). All surface values were divided by 557
(SET required to complete the full development).
This produced surface of real numbers ranging from
0 to approximately 5 (depending on the time scale)
indicating the number of generations, which can
potentially complete their development at a location.
The maps illustrating the temperature increase induced
shifts for the whole country are presented in Fig. 4. It
is evident that the fifth IT generation was the highest
identified. In fact, climatic conditions suitable for the
development of the fourth and fifth generations appear
far away from the current distributional ranges of
spruce, even on the 2075 time scale.

The summary of the analysis is given in Table 3.
We have calculated the proportion of the total country’s
area which provides climatic conditions that would
allow for the full development of respective IT gen-
erations, as well as the percentage of area currently
occupied by spruce.

Gypsy Moth Outbreak Ranges

CCA was used to identify environmental variables con-
trolling species abundance. The species–sites matrix
consisted of average abundances across 27 years of
sampling. The eight environmental variables used for
the analysis were elevation, mean annual air temper-
ature, soil moisture and the proportion of five oak
species at a stand (Q. robur, Q. petrea, Q. pubescens,
Q. cerris, Q. rubra). Statistically significant variables
(p=0.01) were air temperature, soil moisture, Q. petrea,
Q. pubescens andQ. cerris. An ordination plot sug-
gested the pest’s positive correlation with Q. cerris and
air temperature. The temperature correlates with the
species axis more significantly (r=0.811) than with Q.
cerris (r=0.576). The weighted combination of these
variables (as maps), rescaled to unit range according
to Table 4, was used to identify those stands providing
suitable conditions for LD outbreaks under both cur-

Table 3 The percentage of total country’s area (1) and area currently occupied by spruce (2) that provides climatic conditions
suitable for the full development of respective IT generations

Time scale/ Generation First generation Second generation Third generation Fourth generation Fifth generation

Variant 1 2 1 2 1 2 1 2 1 2
1951–1980 (+0◦C) 98.72 97.59 51.54 1.01 90.07 52.92 0.00 0.00 0.00 0.00
2015 (+1.249◦C) 100.00 98.57 68.78 7.43 95.74 78.42 20.88 0.00 0.00 0.00
2045 (+2.034◦C) 100.00 100.00 78.04 20.48 97.29 88.01 35.61 0.12 0.00 0.00
2075 (+3.316◦C) 100.00 100.00 89.76 51.95 98.64 96.77 54.68 1.44 0.77 0.00
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Table 4 Criteria used to predict potential LD outbreak areas in
oak stands

Q. cerris
(%)

Temperature
(◦C)

Outbreak
potential
(suitability score)

Optimum > 60 > 9.5 1
Suboptimum 30–60 8.75 0.5
Pessimum < 30 < 8 0

rent and future climate. The respective weights were
set to 0.4 (Q. cerris) and 0.6 (temperature).

In this way we obtained a surface indicating out-
break potential, taking on values ranging from 0 to 1.
The arbitrary threshold of 0.7 was used to identify out-
break spots (according to previous knowledge about
outbreak foci) (Fig. 5). This corresponded well with
actual observations of defoliation. A quantitative anal-
ysis of their match has yet to be carried out.

Identified oak outbreak spots were considered as
initial spots for pest spreading to beech stands. The
parameters used in the prediction were distance from
the oak outbreak spots and mean annual average air
temperature (Table 5).

Table 5 Criteria used to assess the danger of potential LD out-
break spreading to beech stands

Distance
from oak
outbreak
spots (km)

Temperature
(◦C)

Outbreak
potential
(suitability
score)

Optimum < 2 > 9.5 1
Suboptimum 2–5 8.75 0.5
Pessimum > 7 > 8 0

Finally, we calculated the extent of both potential
oak outbreak areas and endangered beech stands for
the four time scales mentioned above (Table 6). The
map in Fig. 5 indicates the most critical areas and their
growth under the respective climate change scenario.
The results obtained are discussed below.

Table 6 The extent of predicted LD outbreak areas in oak
stands; and area of beech forests within 7 km of oak outbreak
areas in favourable temperature conditions

Time scale Oak outbreak
areas (ha)

Beech within 7 km
from OOA (ha)

1951–1980 (+0◦C) 17 149 83 925
2015 (+1.249◦C) 44 640 193 288
2045 (+2.034◦C) 48 768 212 378
2075 (+3.316◦C) 49 273 216 623

Discussion and Conclusions

In this study we analysed how climate change can al-
ter insect pest related forest disturbances in central
Europe. The two species we focused on – L. dispar
and I. typographus – are generally agreed to be sensi-
tive to temperature, thus changes in their distributional
ranges and population dynamics can be expected. In-
dications of this have already been observed in recent
years worldwide. Many studies on climate change im-
pacts suggest that the observed trends will accelerate.
In this study we found that:

1. The area providing climatic conditions suitable for
the full development of the second generation of IT
within the current distribution range of spruce will
almost double by 2075. Significant areas (20% of
the current range of spruce distribution) with po-
tential for the full development of the third genera-
tion are expected to appear around 2045. This will
continue up to 50% in 2075. The fourth and fifth
generations are not expected to occur in the current
distributional range of spruce at all.

2. LD outbreak areas are expected to enlarge
significantly in the near future. The outbreak areas
will be more than double by 2015 compared to the
1951–1980 period. However, further growth will
be limited by the distributional range of Q. cerris,
therefore the extent of outbreaks will remain stable
over future decades.

3. There are strong indications that pests will feed on
beech as an alternative host, mainly in the vicinity
of Turkey oak outbreak spots. Under the assump-
tions described above, the area of endangered beech
stands will more than double by 2015, compared to
the 1951–1980 period. Subsequently, the restricted
growth of oak outbreak spots will keep this rate sta-
ble. Provided, the pest will spread regardless of the
positions of Turkey oak outbreak spots, increasing
temperature may enable it to grow unrestrictedly up
to the upper distributional limit of other oak species
(Q. petraea s. l.) and beech.

We focused on four temporal time scales:
1951–1980, 2015, 2045 and 2075. Thus, we can
provide the fundamental data for the development of
short-term, medium-term and long-term adaptation
and mitigation strategies. Apart from increasing
temperature, the main distinct feature of these time
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scales is the potential distribution of target tree species.
While in 2015 this remains similar to the status quo,
2045 and 2075 time scales move beyond this. In
general, forest-management practices tend to adapt
to forthcoming changes, therefore the impact may be
expected to be less pronounced. However, it is difficult
to currently assess the efficiency of applied measures.

In the case of bark beetle, the most endangered ar-
eas are those where the second and third generations
appear, thereby dramatically altering the disturbance
regime. Moreover, these are expected to occur in re-
gions currently dominated by spruce. Trees in such re-
gions are not adapted to more bark beetle generations
per year, thus it may result in further extensive mortal-
ity of spruce stands.

Apart from temperature, moisture conditions
play important role in IT population dynamics, as
physiological condition of a potential host tree are
crucial for the success of a bark beetle attack. Vital
trees have higher resistance to prevent attacking bark
beetles from successfully establishing broods. These
mechanisms have been studied in detail under field
and laboratory conditions (Baier 1996a,b; Rohde
et al., 1996; Lieutier et al. 1997). Moisture probably
influences the speed and success of attack and higher
moisture may slightly delay effective dates of the
beginning of IT generations.

IT shows variation in their reaction towards syn-
thetic pheromone (Lieutier et al. 2004) which indi-
cates their genetic variability. Probably, the gene pool
in the current populations in central Europe still has
a potential to adapt their voltinism to changing en-
vironment. These topics were not discussed in this
chapter; however, they are expected to play an impor-
tant rule in analysis of expected changes of IT popula-
tion dynamics.

In the case of gypsy moth, outbreaks repeat every
10–11 years. Thus, a temperature increase between cy-
cles may cause an unprecedented growth of outbreak
areas and the intensity of defoliation. The last gra-
dation occurred in 2004–2006 (Kunca et al. 2007).
The defoliated area reached 48,000 ha. Compared to
the previous outbreaks in 1992–1995, the defoliated
area was 1.5 times larger (increasing from 32,000 to
45,000 ha). This means that the extent of the outbreak
areas predicted for 2015–2045 were already observed
in 2004–2006. In fact, there were evidently reported
larger acreages than were really defoliated, due to the
fact that some stands were defoliated repeatedly and

thus counted more times. Nevertheless, the growing
trend in the extent of outbreak areas is evident: for ex-
ample, the total defoliated area during the 1983–1987
outbreak was only 8400 ha. The next outbreak is ex-
pected to occur in 2015, when the scenario indicates
that at least 44,000 ha of oak stands will be defoliated.

Changes in gypsy moth outbreaks were evaluated
only in relation to selected environmental parameters.
Other factors, which are difficult to assess, are
ecosystem relationships, such as host trees–gypsy
moth, parasitoids–gypsy moth and predator–gypsy
moth. Further research will also aim at shifts of host
distributional ranges. Another aspect, which has yet to
be analysed, are expected changes in the intensity of
defoliation that is also forecasted to occur. In contrast,
outbreak cycles should remain stable. Johnson et
al. (2006) reported similar cycles as those observed
in Slovakia also in southern countries with warmer
climates – Hungary and northern Croatia. The south
of Croatia is the first region where outbreaks are
occurring in shorter cycles (the main period lasts 7–10
years and inter-outbreaks 2–3 years).
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erdőgazdasági károk, valamint a 2006-ban várható
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Genetic Background of Response of Trees to Aridification at the
Xeric Forest Limit and Consequences for Bioclimatic Modelling
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Introduction: Xeric Limits and Genetics

Trees, as dominant components of forest ecosystems,
are of high ecological importance in the temperate belt
and receive much attention with regard to adaptation
potential and future risks of diversity loss and extinc-
tion. Much of the climate change literature however is
based on simulations and models, the genetic back-
ground of which is often deduced from results with
annuals or other fast reproducing organisms. It should
be remembered that lifespan plays a decisive role in
the adaptation process and mechanisms functional in
annuals or even shorter generation organisms might be
irrelevant for trees when considering the timeframes of
present climate change scenarios. Genetic analyses of
forest trees demonstrate that their genetic system and
diversity parameters are diametrically different from
annual plants or animals (Hamrick et al. 1992).

The crucial problem of realistic interpretation of
adaptation to climate change is however the missing
of field observations, such as common-garden tests.
In forestry, these tests have a very long tradition
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(provenance tests). Tests with trees are difficult to
establish, laborious and time consuming to maintain
and measure. Provenance testing of forest trees may
be one of the most important contributions of forestry
to biological sciences. They are unique because they
have been established with natural-state populations
and adapted to specific conditions. They are unique
also because these tests have been established across
continents, at many sites and maintained over decades.
Important insights in evolutionary ecology, for
example, on processes and patterns of adaptation, have
been collected and utilised very early (see review of
Langlet 1971). It is all the more surprising that much
of the very extensive work of forest geneticists (e.g.
Morgenstern 1996; Geburek and Turok 2005; Eriksson
and Ekberg 2001; Mátyás 1997, 2000, Müller-Starck
and Schubert 2001) failed to capture the attention of
ecologists.

Another important field often missed when
modelling and predicting responses to changes, is
the production biology of forest trees (forest yield
science). Large-scale assessments exist in forestry
which analyse the response of forest stands to extant
climate change effects and weather extremes (e.g.
Briceno-Elizondo et al. 2006; Lapenis et al. 2005;
Kramer and Mohren 2001). For instance, data show
for large parts of Western Europe an unprecedented
acceleration of forest growth in the recent warming
decades, exceeding in some cases 50% (Spiecker
et al. 1996). Interpreting these data might alleviate
prediction difficulties of adaptive behaviour of tree
populations. These shortcomings emphasise the
importance of cross-disciplinary research (Mátyás
2006b).
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Bioclimatic Modelling of Xeric Limits
Needs Genetic Considerations

The determination of ‘climatic envelopes’ of forest tree
species has been a long-time topic, in principle al-
ready since Alexander von Humboldt’s observation of
links between climates and vegetation physiognomy.
Climatic demands of tree species and of forest ecosys-
tems have however attained a sudden actuality in the
context of adaptation to predicted climatic changes.
Recent publications on bioclimatic modelling and pre-
dicted climate change–triggered vegetation shifts are
abundant and have been considered also in the fourth
report of IPCC (chapter on Europe, 2007).

Models and analyses deal however mostly with
the shift of the thermal (‘upper’ or ‘front’) limits of
distribution (e.g. for Europe: Savolainen et al. 2004;
for North America: Wang et al. 2006; for North
Asia: Lapenis et al. 2005; Rehfeldt et al. 2003).
Migration at the front, that is the shift of vegetation
is the most visible and illustrative response to climate
change. ‘Forward’ colonisation is more sensitive to
climatic changes than loss of vitality and retreat at
the xeric limits, which is buffered by persistence
and plasticity as explained later. No surprise that
investigations at the xeric limits are seldom, mostly
dealing with montane-Mediterranean conditions (e.g.
Pigott and Pigott 1993; Peñuelas et al. 2001; Westphal
and Millar 2004; Piovesan and DiFilippo 2005;
Jump 2006; Fournier et al. 2006) and often lack a clear
climatological foundation necessary for more general
conclusions. The report of IPCC (2007) also misses to
deal with the retreating rear limits according to their
importance.

Bioclimatic modelling of distribution ranges is
based on the concept that distributional patterns
depend – among other factors – on the physiological
tolerance limits to climatic effects. This generally
recognised rule has to be extended by the statement
that physiological tolerance is unquestionably
determined by genetics. Tolerance can be defined as
the ability of a genotype to maintain its fitness despite
damage. It is also presumably genetically correlated
with phenotypic plasticity, that is, with growth vigour
across environments (Weis et al. 2000; Mátyás
and Nagy 2005). Limits of tolerance are therefore
genetically set and will determine the presence or
absence of species (Fig. 1).

Fig. 1 Ecological-genetic model of fitness decline and mortality
triggered by worsening of climatic (site) conditions. The geno-
typic variance of limits of tolerance (VG) represents the basis of
natural selection. Due to competitive or trophic interactions in
the ecosystem, the natural distribution is usually stronger lim-
ited, than the genetically set critical tolerance, as marked by the
dashed curve (Mátyás 2006a)

Thus, adaptive response to environmental stress is
ultimately a genetic issue, and correct bioclimatic mod-
elling is strongly dependent on genetically set tolerance
limitations.

Quantitative Genetic Approach
to Interpretation of Adaptive Behaviour
of Forest Trees

The basic concept may be summed up as follows:

– effects of climate factors on quantitative traits may
be effectively studied on zonal tree species, espe-
cially at the distributional limits;

– much of the intra-specific genetic differentiation
among populations of dominant tree species with
large distributional ranges, is linked to climatic
adaptation and illustrates the functioning of climatic
selection;

– given climatic conditions (at test sites) trigger differ-
entiated responses, depending on the adaptedness of
populations of different origin;

– limits of tolerance are genetically determined; the
fitness of a population experiencing worsening envi-
ronmental conditions declines gradually – depend-
ing on available genetic variability – to mass mor-
tality when the genetic and ecological possibilities
of adaptation are exhausted (Fig. 1);

– quantitative, adaptive responses (growth, phenol-
ogy, health) measured in comparative tests may be
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utilised to forecast the effects of climatic change, as
the response of populations at the test site can be in-
terpreted as a simulation of environmental changes
(trading in space for time).

The Problem of the Xeric Forest and Tree
Distribution Limits

Out of the complexity of biotic-ecological factors de-
termining distribution limits, in this chapter the cli-
matic and genetic ones are dealt with in detail, for the
conditions of xeric (rear) limits on continental plains.
The ‘front’ and ‘rear’ or upper and lower limits of dis-
tribution of widely distributed, zonal species differ by
the key limiting climate factors, temperature and arid-
ity, respectively. Thermal limits are determined by rel-
atively accurately measurable temperature conditions,
which makes modelling relatively reliable. Xeric (arid-
ity) limits of distribution are determined by climatic
aridity, modified by local soil water regime conditions.
These limits are more difficult to trace than thermal
limits. Beyond methodical difficulties, xeric forest tree
limits have received much less attention in the past be-
cause of their peripheral situation, away from regions
of mainstream European interest.

Xeric forest and tree limits at the planar border
zone between closed forests and woodlands (forest
steppe) are especially vulnerable and ecologically
very important. Their importance is increasing with
predicted climatic changes. The loss of closed forest
cover implies the disruption of vital ecological services
forests are providing. Beside certain Mediterranean
and sub-Mediterranean regions (such as the Spanish
Meseta or Aquitany in Southern France), this
belt reaches from East-Central Europe (Moravian,
Carpathian Basin) across the plains of southeast
Europe (Romania, the Ukraine, South Russia) far into
southern Siberia.

Xeric limits are fuzzy on flat terrain, where species
and vegetation types occur mosaic-like and follow the
pattern of small-scale topographic, water regime and
soil variation. These distribution limits are strongly af-
fected by biotic interactions, competition, diseases and
pests, and various obstacles to regeneration.

It has to be emphasised that low-elevation
distribution limits of tree species and forest types have
been under continuous and strong human impact due
to higher population density and easier accessibility

as compared to upper limits. Therefore, present-day
distribution patterns reflect long-lasting anthropogenic
effects. Still, on a larger scale, present xeric limits
at least indicate genetic-physiological limitations of
climatic tolerance.

Ecological and Genetic Options to Adapt
to Changes at the Xeric Limits

Early symptoms of climate change effects at the xeric
limits, such as loss of vitality, sporadic mortality and
forest health problems indicate the constraints of adapt-
ability. There are both genetic and non-genetic mecha-
nisms operating on the individual, population, species
and ecosystem levels, balancing changes in environ-
mental conditions. On species and ecosystem or land-
scape level, a non-genetic possibility of responding
to large-scale changes in the environment is migra-
tion through seed dispersal, including species substitu-
tion (succession, immigration) provided there are suit-
able species available. Palaeoecological evidence is
abundant on migration during the epochs of glacials
and inter-glacials (Davis and Shaw 2001), and this is
the underlying response mechanism modelled and de-
scribed by practically all ecologically oriented future
vegetation shift scenarios as well.

Extensive studies on long-distance gene flow
through pollen have shed light also on this very
effective mechanism of constant replenishment of
genetic resources, which most probably contributes to
the unexpectedly high diversity and adaptability of tree
populations (Hamrick et al. 1992). It is self-evident
that migration and gene flow are functional across
the whole range of distribution. Both mechanisms
have however limited importance at the xeric limits,
because they rather support the escape of species and
genes instead of the persistence in marginal situations.

Genetically set adjustment mechanisms sustain per-
sistence both on population and individual level. On
the level of populations, natural selection adjusts the
average fitness of a population to changing conditions.
The directed genetic change of the population’s gene
pool towards an optimum state is genetic adaptation in
the strict sense. It is a well-accepted concept that the
basic precondition for fast and effective genetic adap-
tation lies in sufficiently large variation, that is in suffi-
cient genetic diversity (e.g. Booy et al. 2000; Beaulieu



182 Cs. Mátyás et al.

and Rainville 2004). Long-term genetic adaptability
is therefore directly depending on the conservation or
even reconstruction of broad adaptive genetic variance.
The progress of selection will also depend on the in-
tensity of selection pressure, as described by Fisher’s
theorem (Mátyás 2004). This progress may be counter-
balanced by gene flow and migration.

Selection by climatic effects is certainly a key el-
ement among ecological factors. Although seemingly
obvious, the role of selection in tracking changes is
not uniformly seen. Some authors presume that cli-
mate selection is ineffective, plays a subordinate role
or is at least very slow (Bradshaw 1991; Huntley 1991;
Savolainen et al. 2004). The classic works of Tures-
son (1925) and Clausen et al. (1940) on annuals, and
Langlet (1971) on trees support however the strong se-
lective power of climate effects, backed by more re-
cent papers such as Linhart and Grant (1996), Davis
and Shaw (2001), Etterson and Shaw (2001), Jump and
Peñuelas (2005).

On the individual (genotype) level, phenotypic plas-
ticity1 provides the ability to survive in a wide range
of environments, without genetic change in the clas-
sic sense. Plasticity is the environmentally sensitive
production of alternative phenotypes by given geno-
types (DeWitt and Scheiner 2004). The term has been
coined in zoology, where it has been applied in a rel-
atively restricted manner for certain environmentally
induced developmental or morphological phenomena.
For plants, plasticity has to be interpreted relatively
broadly (Bradshaw 1965). In our interpretation, de-
rived from the practice of forest tree breeding, the
ability of the genotype (clone), or of the population
to maintain relative (usually superior) fitness across a
wide range of environments is regarded as phenotypic
plasticity or stability (Mátyás 2006a).

Plasticity implies that the phenotypic expression of
genes is influenced by the environment, thus the or-
ganism may modify its responses within genetically
set limits. It is especially effective in modular organ-
isms such as trees, where the growth and develop-
mental cycle may be strongly influenced by the en-
vironment. Phenotypic plasticity will set the limits of
environmental heterogeneity within which a genotype

1 Phenotypic plasticity is a trait which may be interpreted and
measured also on population level as the average effect of indi-
viduals. Common garden experiments prove that significant dif-
ferences exist between populations (see in following chapters).

or population can persist in its lifetime. In ecological
literature, plasticity is often regarded as a non-genetic
adaptation mechanism. It has to be emphasised that this
trait is definitely heritable and also underlying climatic
selection (Mátyás 2006a).

When analysing the chances to adapt to the rapidly
changing climate, it is important to comprehend which
of the described mechanisms will gain importance
in the timeframe of expected scenarios, and which
mechanisms might be even negligible, and to discern
between adaptation options in the current and future
generations.

Processes of Adjustment in the Extant (Currently
Growing) Generation

Phenotypic plasticity provides the ability for individ-
ual, instant acclimation without any change in the in-
herited genetic resources of the population. Mainly for
reasons of difficulty of experimental analysis, reaction
norms and limits of adaptability set by phenotypic plas-
ticity are rarely considered in connection with adapta-
tion. It is an often underestimated issue both in forest
genetics and ecology, in spite of the fact that consid-
ering the speed and magnitude of predicted changes,
phenotypic plasticity is the most important and prac-
tically only natural buffering mechanism (Mátyás and
Nagy 2005).

Natural selection is eliminating the genotypes of
low fitness in the lifetime of a population. Although
some studies on adaptation deal with selection pro-
cesses and with changes in the genetic composition,
few studies have been implemented in practice un-
der conditions of severe change where populations are
reaching their tolerance limits. In such extreme situ-
ations, the effectiveness of adjustment through selec-
tion ceases and mass mortality and even local extinc-
tion may follow (Lynch and Lande 1993; Mátyás and
Yeatman 1992). Compared to plasticity, spontaneous
natural selection plays therefore a smaller role in sup-
porting persistence than generally assumed.

Processes of Adjustment in the Following
Generations

The progeny generation of parents selected by
ecological factors will be altered on ecosystem level
by migration (including gene flow) and succession.
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Preconditions for effective adjustment in both cases
are landscape connectivity, availability of propagules
and suitable speed, tracking the pace of change.

Environmental signals might trigger also genetic
carryover (imprinting, ‘after-effects’) effects. These
are lasting changes of genetic regulation, which
can be inherited (for a review, see Martienssen and
Colot 2001).2 Theoretically, spontaneous mutations
might contribute to the replenishment of adaptive
potential as well. These mechanisms are however
too slow to become effective in a rapidly changing
environment. There are also further genetic, migratory
and evolutionary constraints to effective tracking
(Loeschke 1987; Kremer et al. 1999; Mátyás 2006a).

Selection at the Xeric Limit

Selective Pressure Is Determined by the
Ecological-Climatic Position

The selective pressure increase when approaching the
xeric limits has been seldom studied (see review of
Kingsolver et al. 2001). Observations on tolerance are
scarce even in forestry practice, as forest management
strives to operate well above the tolerance limits to se-
cure economic returns.

Having investigated the health condition of sampled
trees in the permanent heath-monitoring network in
Hungary, it turned out that the effect of selection pres-
sure growing towards the xeric limits can be traced for
climate indicator species such as beech or sessile oak.
The position in relation to the distribution limit signifi-
cantly determines vitality: the larger the distance from
the limit, the better the health status.

Climatic distance from the xeric limit may be ex-
pressed for example by the average climatic moisture
stress. A modified Ellenberg index was calculated as
surrogate for climatic summer drought severity:

E = TJul × (PJun + PJul + PAug)
−1 × 100 (1)

2 Such effects were detected also in certain forest trees, for ex-
ample in boreal populations of Norway spruce (Picea abies)
(Skrøppa and Johnsen 2000). Similar effects are suspected
in a progeny trial of the same species (Ujvári-Jármay and
Ujvári 2006). The general significance of genetic carryover in
adaptation of trees is so far unclear and should be treated with
caution.

Fig. 2 Approaching the genetically set limits of tolerance: cli-
matic summer drought stress (E) versus leaf damage classes
of beech in permanent monitoring plots in Hungary. The fig-
ure shows the change in health status from healthy (class 0) to
dead (class 10) along a climate gradient of increasing summer
moisture stress (for explanation of ‘E’ see text; analysis by G.
Veperdi)

E index was calculated from the percentile ratio of
mean July temperature (TJul) and sum of mean precip-
itation of summer months (PJun + PJul + PAug). The
index shows a very close correlation with leaf dam-
age classes for both beech and sessile oak. Figure 2
shows the average damage classes for beech assessed
in permanent monitoring plots in Hungary. It is visible
that approaching the genetically set limits of tolerance,
health status declines and reaches mortality at extreme
locations.

Genetic Effects of Past Climatic Selection

The selective effect of local environment on the genetic
pool of plant populations has been demonstrated for
adaptive traits in a large number of studies (for
review, see Linhart and Grant 1996). Genes coding
fitness-related physiological processes such as certain
metabolic enzyme loci should be under selection
(Eanes 1999), leading to a ‘selective sweep’ if the
effect is strong enough. However, few studies provide
information on the concrete action of climate selection
such as drought events on plants. Similarly, out of the
very rich literature on intra-specific genetic variation
of forest trees, papers dealing with adaptive response
to climate/weather events are rather the exceptions.

To prove the hypothesis of increasing selection
towards the tolerance limit (see Fig. 1), gene loci of
adaptive/physiological relevance have to be studied.
A systematic genetic inventory at gene loci coding
key enzymes was carried out in sessile oak and
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beech stands along climate severity gradients in
Hungary (Borovics 2007). Results show a strikingly
distinctive selective effect on allelic diversity. The
effect depends on the adaptive role of the investigated
gene or of the allele. In the majority of cases a
frequency increase of certain, adaptively favourable
alleles (gene variations) has been observed, which
leads to a decrease of diversity and higher level of
fixation towards the xeric limits, that is to a selective
sweep. In a few cases, where heterozygotes seem to
support tolerance, increasing heterozygosis was also
observed. These results are all the more surprising as
the sampled stands have been under prolonged human
(silvicultural) influence.

As an example, the effective number of alleles (Ne)
of the gene locus Skdh-A in sessile oak is presented in
Fig. 3. The enzyme produced by this gene takes part in
the synthesis of amino acids, of growth hormones and
influences lignification. The cline in moisture condi-
tions is represented by annual mean precipitation at the
sampled locations. A strong positive correlation with
rainfall (r = 0.7528, p = 0.0012) indicates unmistake-
ably the sweep of less-adaptive allelic variations to-
wards the xeric limit. The reduction of allelic variation
leads to the highly significant increase of the frequency
of an obviously drought-tolerant homozygote genotype
‘33’ at the Skdh-A gene locus at drought-stressed loca-
tions (r = −0.797, p = 0.0004, not shown). Climatic
selection apparently selects for genotypes (individuals)
carrying the adaptively most effective allele 3 in ho-
mozygote combination (Borovics 2007).

Fig. 3 Effective number (Ne) of alleles at the Skdh-A gene locus
in sessile oak populations towards the xeric limit. Mean annual
precipitation (Pyear) serves as surrogate for the ecological dis-
tance from the xeric limit (Borovics 2007)

These findings are in contradiction with certain cur-
rent opinions on the genetic status of populations at the
xeric limits. Some authors propose (e.g. Hampe and
Petit 2005; Petit et al. 2002) that during Quaternary cli-
mate oscillations, many populations persisted in habitat
islands (stable edges). These populations might be very
old, and maintain a high level of between-population
genetic diversity. Accordingly, marginal populations
would generally harbour most of the species’ genetic
diversity.

This hypothesis – although permitting genetic drift
(diversity loss) within individual populations – does
not seem to hold for lowland xeric limit situations,
where stable habitat refugia are seldom found. Persis-
tence of trees in refugia means by definition that other
populations not growing in exceptional ecological sit-
uations went extinct. Under planar conditions, refugia
do not provide safe havens of diversity. These isolated
populations show the effects of strong selection and di-
versity loss.

A further questionable opinion is the presumed de-
cline of actual fitness as a result of diversity decline.
The loss of adaptive diversity theoretically decreases
the adaptive potential of the population. Its role in
fitness loss is however somewhat overestimated. Nar-
rowing genetic variation under selection pressure has
by definition the function of increasing (instead of
decreasing) fitness on population level. There is no
‘optimum’ diversity, and the effect of diversity loss
on future competitiveness is therefore unpredictable
(Whitlock in: Jump and Peñuelas 2005).

The observed tolerance loss at the xeric limits to
pests and diseases is primarily not the consequence of
diversity loss. The attack of insects and pathogens is
usually connected either with the changed consumer
life cycle (Woods et al. 2005) due to changed climate
conditions, or the weakened physiological status of the
trees (e.g. lower resin or sap pressure permitting the
attack), or both.

Weather Extremes: The Real Drivers
of Climatic Selection

Extremes and Mortality

It is self-evident that means of climatic parameters
do not characterise correctly the severity of climatic
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selection at the xeric limits. Even under zonal condi-
tions, the limit cannot be described properly in terms of
average climate, as primary limiting conditions are the
irregularly appearing extremes, often triggering dam-
age by diseases and pests.

Spontaneous climatic selection is driven at the xeric
limits by recurrent droughts. Therefore, if climatic
means are used in analyses, they should be regarded
rather as surrogates for extreme events.

For methodical reasons the analysis of causal rela-
tions between drought events and selection has to be
confined to selected locations. In Fig. 4 severity and
frequency of drought events are shown for a South
Hungarian beech forest at the very limits of distribu-
tion. The drought index used calculates with the ra-
tio of spring and summer precipitation and average
temperature of the three summer months. Investigation
of mortality frequency has shown that single drought
events did not threaten the stability of populations. The
recurrent drought period lasting for 5 years between
2000 and 2004 however resulted in very serious mor-
tality in the investigated beech stands, in one case the
population went extinct. It has been found that for
beech, recurrent drought events of 4–5 years lead to
irreversible mass mortality and local extinction (Berki
et al. 2007). These cases illustrate in practice the pro-
cess of retreating margins of distribution as proposed
by the tolerance limit hypothesis (Fig. 1).

Expected Frequency Changes of Drought Events
at the Xeric Limits

Drought events will happen in line with predicted cli-
matic changes but their frequency and severity may
change at a rate different from the average trends. Fre-
quency change of drought events have been analysed
for Hungary using the REMO climate model of the
Max Planck Institute (MPI), Hamburg. The predicted
frequency of drought years (precipitation decline ex-
ceeding 5% of the periodic mean) and of drought sum-
mers (precipitation decline exceeding 15% of the sea-
sonal mean) are shown in Table 1. The anomalies are
averages calculated for the territory of Hungary, related
to the 1961–1990 period. The model indicates rela-
tively modest increases of drought events for the sce-
nario A2, at least for the first half of the twenty-first
century. Still, the average precipitation decline will
continuously progress, and the average precipitation
loss of drought summers may reach 30% (related to
the predicted averages). It has to be pointed out that the
data refer to average anomalies, single drought events
may be much more severe. It is highly remarkable in
Table 1 that from 2050 onwards, the REMO model de-
fines every second summer as drought event: 24 sum-
mers out of 50 years (Gálos et al. 2007)

The described shifts in drought frequency may
cause catastrophic changes in lowland regions at the

Fig. 4 Drought frequency and the initiation of mass mortal-
ity of beech at the location Fiad (south Transdanubia). Years
with drought indices (vertical axis) below the 30-year average

(<14.5) have been considered as drought events. Mass mortality
started after the fourth year of consecutive drought (arrow) (after
Berki and Rasztovics 2004)
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Table 1 Frequency of recent and predicted drought events for
Hungary, calculated with MPI’s REMO climate model (from
Gálos et al. 2007)

Period Number
of years

Mean of
precipitation
anomalies (%)

Mean of
temperature
anomalies (◦C)

Drought years
1951–2000 17 −12.42 +0.39
2001–2050 9 −16.52 +1.24
2051–2100 21 −19.07 +3.75

Drought summers
1951–2000 15 −28.02 +0.95
2001–2050 9 −29.21 +2.00
2051–2100 24 −34.98 +2.86

Table 2 Present and predicted area of forest steppe climate in
Hungary

Present
situation

Predicted
for 2080

Area (million ha) 4.92 7.53
7.53 In percents of total territory 52.9 81.0

xeric limit. For the mildest climate change scenario, the
following area change of non-forest, open woodland
climate has been calculated for Hungary:

Table 2 indicates a predicted area increase for forest
steppe climate by more than 50%, which implies that
open woodlands could potentially replace a significant
part of present-day closed forests. Part of the predicted
change may be buffered by the plasticity and persis-
tence of populations. Mass mortality is most proba-
ble at the rear edges, on sites with unfavourable water
regime.

Estimation of Aridity Tolerance from
Common Garden Test Results

There are two possibilities to elucidate the genetic
background of tolerance:

– quantitative analysis of adaptive response in com-
mon gardens, or

– molecular genetic tracing of genetic regulation of
adaptive traits.

Contemporary molecular genetics is investing great
efforts to clarify the genetic mechanism regulating
quantitative traits, however the breakthrough has not

been reached yet. Compared to quantitative traits,
variation at the molecular genetic (nearly exclusively
neutral) loci is inconclusive (Savolainen 1994;
Savolainen et al. 2004). This is true even for identified
quantitative trait loci (QTLs). There might be
hundreds of genes participating in the manifestation
of quantitative traits. It seems that the identification
of at least major gene groups responsible for these
traits will be the task of coming decades (Neale and
Wheeler 2004). Therefore the shortcut, simple method
of direct analysis of quantitative responses in common
gardens cannot be missed.

Transfer Analysis of Common Garden Data

The idea of transfer analysis, that is modelling of
responses and forecasting responses to scenarios
based on provenance test data, has been proposed
originally by the author (Mátyás and Yeatman 1987;
Mátyás 1994). The principle of this approach is the
use of ecological variables to express the change
of environment through transfer to the test site.
Adaptive responses to changes can be interpreted,
generalised and compared more easily if expressed
as ecological distances. To observe tolerance and
plasticity, populations (provenances) are assessed
in different environmental conditions. Regression
analysis can be applied to describe the change in
fitness. The slope of the function represents the
sensitivity to changes and possible limits of tolerance.
Taking growth and health condition as proxy for
fitness, the function is interpreted as the species’
reaction norm of fitness to the variable investigated
(precipitation, drought). Thus, growth and survival
of populations adapted to a given site, transferred
and tested in other environments as part of common
garden tests, can be interpreted as a simulation of
ambient changes at the original location. The transfer
analysis validates the forecasting of adaptive response
and of effects of environmental change (Mátyás and
Nagy 2005; Rehfeldt et al. 2003). This approach has
been applied by numerous researchers (e.g. Persson
and Beuker 1996; Rehfeldt et al. 1999; Andalo
et al. 2005; Wang et al. 2006).

In common-garden tests the response of populations
is analysed under conditions often very different from
their original climatic environment they are adapted to.
The changes caused by the transfer to the test site are
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in extreme cases exceeding 5◦C annual mean tempera-
ture, which is well beyond the predicted climate sce-
narios for medium latitudes (Fig. 9). Therefore field
observations provide valuable concrete data on popu-
lation responses, which are otherwise not obtainable
from theoretical models. Traces of severe climate se-
lection (mortality) are seldom observed in juvenile age
in common gardens. One reason for this is the origi-
nal concept of selecting sites for provenance tests: in
hindsight it is a pity that extreme test locations provok-
ing high mortality rates have been avoided for obvious
reasons. The existing tests are therefore first of all in-
formative in providing data on phenotypic plasticity.

Response to Changes of Climatic Environment

When testing a set of populations at a given site, a
characteristic response pattern can be observed, where
growth and vigour of populations originating from the
vicinity of the test site tend to be the best and the per-
formance of populations decreases with the ecological
distance from the location of origin (Mátyás and Yeat-
man 1987, 1992). Equations describing these phenom-
ena have been developed by a large number of authors,
and response functions have been broadly utilised to
define seed transfer rules and to delimit seed zones.
Earlier models relied on describing genetic variation
patterns on a geographical basis using latitude, lon-
gitude and elevation as independent variables to de-
scribe variation patterns for a given area (Shutyaev
and Giertych 1997). The ecological relevance of these
variables is ambiguous. With the growing availabil-
ity of digital climatic data, multivariate analyses of
provenance trials have provided convincing results on
patterns of climatic selection and adaptation. Common
garden tests of most tree species verify that populations
originating from different climates show specific adap-
tation to local conditions and, accordingly, respond dif-
ferently if grown under uniform conditions of a com-
mon garden. Height growth response shows significant
correlations even with very general climatic parame-
ters such as average annual mean temperature3 at the
location of origin (Mátyás and Yeatman 1987, 1992;
Rehfeldt et al. 2003). Calculated regression functions

3 Multivariate analyses using numerous climate parameters sup-
ply even better results. For the sake of simplicity, annual means
are used in the following examples.

show for most investigated species a very characteris-
tic pattern of growth response, indicating an obviously
clinal adaptation to the climate across the range.

Species with different life histories, such as Norway
spruce and Scotch pine, show strikingly similar pat-
terns. For example, the relation height at 15–16 years
of age versus annual mean temperature at origin may
be described by a typical response regression function,
where in both cases a not very well expressed maxi-
mum appears around 6–7◦C annual mean (Figs. 5 and
6). At the same time no clear trend is detectable in
within-population variation, that is the magnitude of
genetic variation in height between individuals remains
roughly the same across the range. Expressed in stan-
dard deviation, a decreasing trend from the northern
and central (optimum) populations towards the xeric
limit (edge) is detectable only for Scotch pine.

Fig. 5 Average tree height (vertical axis) and within-population
standard deviation of height at age 16 of Norway spruce in the
Nyı́rjes (IUFRO) provenance test, versus annual mean temper-
ature of the location of origin (horizontal axis) (data from É.
Ujvári Jármay, unpublished)

Fig. 6 Average tree height (vertical axis) and within-population
standard deviation of height at age 15 of Scots pine populations
in the Recsk provenance test, versus annual mean temperature
of the location of origin (horizontal axis) (data from Nagy 2007
unpublished)
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The effect of temperature conditions on height
growth of populations has been studied in six Scots
pine tests situated in the centre of European Russia
(Mátyás and Nagy 2005). The climate there is
continental, summers may show moisture deficit.
In order to exclude the effect of site quality, data
were standardized by expressing height at age 16
in percents of locally adapted populations (relative
height, see Fig. 7). In the figure, transfer into cooler
environments is shown by negative temperature
sums. Tested populations were grouped according to
their adaptedness into northern, central and southern
groups. Regressions relative height versus temperature
sum difference of the vegetation period at the test
and original location were calculated from monthly
averages. The comparison of the regressions show
that the three groups behave very similarly and
display a marked depression in height growth with
increasing aridity (i.e. higher mean temperature) of
test location. This means that if introduced to more
arid conditions than they were adapted to, populations
react with growth decline expressed in relative height.
On the other hand, the transfer into cooler (=more
humid) environments resulted in growth acceleration
compared to the local, autochthonous populations
(Mátyás and Nagy 2005).

Figure 7 illustrates that the simulation of climatic
warming, that is the transfer into warmer environments,

results in significant decline of productivity in the
warmer part of the range, where moisture is in deficit
in certain periods of the year.

Width of Adaptability: Phenotypic Plasticity

Analyses of field tests show remarkable width of adapt-
ability and persistence (and, in consequence, an ex-
tended width of ”local” adaptation) in the face of even
drastic changes in thermal environment and, to a less
extent, in moisture supply. This phenomenon indicates
the substantial conservatism in the climatic adaptation
of numerous tested tree species, which has an inherent
genetic basis and may have been enhanced by evolution
(Mátyás and Nagy 2005).

For illustration, data from three test sites of the
international Norway spruce provenance experiment
(Krutzsch 1974; Ujvári-Jármay and Ujvári 2006)
are shown. Height at age 16 was measured for 300
identical populations of various origin at climatically
widely differing test sites in Hungary (Nyı́rjes), south
Sweden (Abild) and north Sweden (Lappkojberget,
Persson and Persson 1992). Response regressions were
calculated versus the mean annual temperature of the
locations of origin of the populations for the three sites
(Fig. 8). Comparing the three response functions, the
first conclusion is that in spite of large environmental

Fig. 7 Linear regressions of relative tree height versus change of temperature sum (degree days in ◦C) due to transfer by groups of
provenances of Scots pine in six Russian tests (Mátyás and Nagy 2005)
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Fig. 8 Regression of 16-year average tree height (vertical axis)
of identical Norway spruce provenances versus mean annual
temperature (◦C) at origin (horizontal axis) in three IUFRO

provenance tests Nyirjes, Abild, Lappkojberget. Mean temper-
atures (◦C) of the test sites are shown in the legend, maximum
values of the curves in the graph (É. Ujvári Jármay, unpublished)

differences represented by the tested populations,
the response does not indicate narrow (strictly local)
adaptedness. It seems also that fitness differentiation
increases towards more favourable environments,
that is southward. This phenomenon is attributable to
the fact that manifestation of genetic differences is
favoured by better site conditions.

When comparing the temperature values at the max-
ima of the response functions (Tmax) with the ones of
the test sites (Tloc), it turns out that the ‘fittest’ pop-
ulations at two milder locations originate from some-
what cooler environments, while at the harsh northern
location, populations from milder environments per-
form somewhat better (Fig. 8, Table 3). According
to Table 3, the difference between the annual mean

temperature corresponding to the response regression
maximum and the test site mean (�T = Tmax − Tloc)
is negative at milder sites, indicating that populations
from cooler climates perform better. The opposite re-
sult appears at the harsh northern site, where popula-
tions from milder environments outperform local ones.
This surprising phenomenon was reported from some
other boreal tests as well (e.g. Andalo et al. 2005).

The analysis has also shown that phenotypic plas-
ticity of populations from certain geographic regions
display characteristic differences, which may be de-
termined by local microevolution. As an example, the
height growth response of Norway spruce is shown for
three selected regions of provenance: eastern Carpathi-
ans, the Beskids and Harz Mountains. Figure 9 shows

Table 3 Temperature and
height data of Norway spruce
experiments to Fig. 8

Experimental site data Response function

Test name Mean annual
temperature
(Tloc,

◦ C)

Mean height
of test (cm)

Temperature
at maximum
(Tmax,

◦ C)

Mean height
at Tmax (cm)

Nyı́rjes (H) 7.5 890.3 6.9 916.1
Abild (S) 5.9 643.1 5.4 661.7
Lappkojberget (S) 2.3 305.4 4.2 319.1
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Fig. 9 Effect of mean annual temperature change (in ◦C) (hori-
zontal axis, positive values stand for warming), on 16-year height
of Norway spruce provenances. The three provenance groups

Harz, Beskids, eastern Carpathians show different levels of plas-
ticity (best: eastern Carpathians). All correlations are significant
at the p = 0.05 level (É. Ujvári Jármay, unpublished)

that an increase of average annual mean temperature of
up to 4◦C has no significant effect on the 16-year height
of east Carpathian provenances in the test. At the same
time the populations from the Harz have reacted with a
decline of roughly 15%. In cases, where the mean tem-
perature of the test site Nyirjes was similar to the one at
origin of the population (�T = 0), the average height
of provenances from all the three regions was similar
(H16 = 9.5 m). The results support the higher plasticity
of the eastern Carpathian populations. Similar experi-
ences have been gained by Norway spruce breeders in
northern Europe (Persson and Persson 1992).

Discussion

Adaptation Maintains Non-equilibrium
State

Common sense would suggest that in any environment,
the growth of the locally adapted population should
represent the maximum, compared to populations
adapted to other environments. This principle has
been adopted instinctively by foresters already for

centuries and represents the basic rule of reproductive
material commerce and utilisation to the present
day. As described before, the maximum of the
response functions does not coincide with the
climatic conditions of the test site, in other words,
locally adapted populations do not perform best.
This adaptation lag (Mátyás 1990) runs against the
accepted principle of evolutionary optimisation and
needs further examination.

The explanation that the lag may originate from the
difference between the environments of natural regen-
eration under forest cover (the populations are assumed
to be adapted to) and the grossly artificial conditions
provided in a common-garden test (nursery-grown
plants, site preparation, weed competition excluded,
etc.) seems to be evident. Eriksson coined the term
‘domestication fitness’ (Eriksson and Ekberg 2001)
to explain the difference to locally adapted fitness.4

Apart from the fact that this effect arises rather from
cultivation (cultivation fitness: Mátyás 2004) than from
domestication, it does not explain fully the peculiarities
of response shifts observed in various environments.

4 Fitness is interpreted in this chapter as fitness to optimally
utilise nutrient and energy resources of the local environment for
growth, that is as vegetative fitness.
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When looking for a parsimonious explanation, one
should keep in mind that there is no reason to suppose
the two adaptive mechanisms, (genetic) selection and
phenotypic plasticity are acting alternatively or inde-
pendently. On the contrary, they should be considered
as jointly functioning forces, determining a certain po-
sition in the ‘adaptive landscape’. Although lacking ex-
perimental proof, this concept surfaced already in liter-
ature (cited in Fournier et al. 2006): a question to be
answered by common garden data. A logical explana-
tion could be that plasticity buffers the effect of natu-
ral selection. It seems that the width of local adapta-
tion is extended by phenotypic plasticity of genotypes
towards less optimal environments. If environmental
conditions improve (=transfer to milder sites), growth
response will improve as well. This implies that geno-
types growing under suboptimal conditions, ‘camou-
flaged’ by plasticity are genetically adapted to utilise
more favourable site conditions than the actual ones.
Consequently, reaction norms of such populations dis-
play shifts of the maximum performance towards better
climates. One has to remember, however, that ‘better’
has a different meaning at opposite limits of distribu-
tion. Close to the xeric (aridity, lower) limits humid-
ity is restraining, so lower temperatures (even at equal
precipitation) mean more favourable conditions. At the
thermal (northern, upper) limits, temperature sum is at
minimum, and more southern, milder sites appear as
more favourable.

Therefore, reaction norm of populations adapted to
climates close to the xeric limit, exhibit an increased
growth response northward of the original location.
This effect is shown in Fig. 7. It indicates that
populations under climatic selection pressure adapt to
local conditions simultaneously by genetic (natural)
selection and by utilising phenotypic plasticity. With
increasing distance from climatic conditions of
the physiological/genetical optimum for a given
species, populations toward the climatic limits of
distribution display an increasing genetic adaptation
lag, buffered by phenotypic plasticity. Accordingly,
autochthonous, local populations, considered as
‘perfectly’ adapted, are in reality under constant strain,
and perform better in more favourable environments.
As similar phenomena have been observed in
numerous common garden experiments, on different
species, cultivation or random effects such as gene
flow are insufficient explanations. Taking growth
performance as the measure of (vegetative) fitness,

reproductive fitness and tolerance to diseases and pests
are unconsidered and could be responsible for the
described shift. Although plausible, this explanation is
lacking experimental proof up to now. The migration
hypothesis, that is that populations colonizing the
site had no time yet to adapt locally, might hold at
the thermal limits in the north, but not in the rest of
the distribution area, and particularly not at the xeric
limits. A parsimonious explanation is the assumption
of adaptive non-equilibrium.

The proposed hypothesis of adaptive non-
equilibrium means that within the distribution
area of a (zonal) species, genetic adaptedness in the
strict sense can be considered to be in an equilibrium
state only in a narrow optimum zone. Approaching
the thermal and xeric limits, the local populations get
under increasing climatic stress due to the suboptimal
functioning of genetic selection, which is buffered
by phenotypic plasticity. Genetic diversity is then
stabilised in a quasi-equilibrium state.

In contemporary ecology, the paradigm of non-
equilibrium state of forest ecosystems is generally
accepted. This refers to the regulation conditions
at the level of species. It seems that the paradigm
of non-equilibrium state of natural systems may be
valid also at the genetic level of adaptation to the
(climatic) environment.5 Non-equilibrium state in
genetic respect implies that in most cases, natural,
adapted populations do not maintain a maximum
vegetative fitness condition related to the local
environment.

‘Decoupling’: Local Adaptive Optimum
Disturbed by Changes?

The ‘decoupling’ of local populations from the climate
they are adapted to is an accepted hypothesis applied
for trees as well. The assumption is based on the equi-
librium concept, that is that local populations are genet-
ically well adapted to the local climate and any change
will have detrimental effects. As a result, fitness loss
will appear and extinction risk may increase across the
whole range (see review of Jump and Peñuelas 2005).

5 There are striking parallelities in the species-level and genetic-
level regulation also in other respects, for example in the area
size – diversity relation.
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A corollary of the hypothesis is the immigration of pre-
adapted individuals (Davis and Shaw 2001) or even of
pre-adapted populations (Rehfeldt et al. 2003). Besides
the fact that long-distance immigration of individuals
or populations into existing ecosystems has a low prob-
ability, reference is made to the dominance of plasticity
in adaptation as described before: tree populations ex-
periencing climate warming will first utilise the avail-
able potential of phenotypic plasticity, which may lead
even to growth acceleration, depending on the position
within the range.

Consequences for Bioclimatic Modelling

The non-equilibrium concept, if valid, has important
implications with regard to construction of climate en-
velopes and vegetation shift models. Climate envelope
models are developed on the basis of the equilibrium
hypothesis, assuming that local, autochthonous pop-
ulations are optimally adapted to their environment.
As a consequence, any change of the climatic condi-
tions to the worse should trigger decline or even lo-
cal extinction. The non-equilibrium concept proposes
that these models predict responses too pessimistic:
the genetic/physiological possibilities for persistence
are not instantly exhausted under changing conditions,
with the exception of populations at extreme, marginal
sites. The non-equilibrium approach does not, how-
ever, consider the additional threat caused by unpre-
dictable outbreaks of new diseases and pests (neither
do the mentioned bioclimatic models), which is often
observed if vitality and tolerance are constrained by
climatic extremes.

Conclusions for Prediction
and Bioclimatic Modelling
of Adaptive Response

Asymmetry of Response

An important outcome of transfer analyses is the asym-
metry of response. The effect of environmental change
on populations in different parts of the distribution
range is divergent as different climatic factors exert
their selection pressure.

The reaction of indigenous tree populations to
warming will differ according to climatic zones.
In Europe, in the thermal-limited northern-boreal
zone, the expected rise of temperature will lead to
marked growth acceleration. At lower altitudes, in the
temperate-maritime zone, growth will accelerate too,
along with increasing or at least unchanged rainfall. In
the sub-humid temperate-continental and sub-humid
Mediterranean zones, however, even relatively minor
temperature increases, coupled with growing drought
stress, will trigger loss of compatibility, higher
susceptibility to diseases and increased mortality. At
the xeric limits warming leads to relatively fast growth
and productivity loss, and selective mortality (Berki
and Rasztovics 2004; Mátyás 2005). It should be noted
that the described phenomena are generalisations.
Substantial deviations may be caused by the genetic
system of the species, the evolutionary-migratory past
and regional or local climate effects. For example,
there are indications that in certain regions of the
boreal zone, where moisture stress is already present
due to low precipitation, higher temperatures and
increased drought stress may also lead to incremental
decline (Lapenis et al. 2005).

Changes in Genetic Diversity Following
Climatic Stress

Expectable genetic changes will be minor in the north-
ern part of the distribution range despite the extreme
speed of predicted (and already ongoing) changes. Im-
proved growing conditions can be utilised through the
plasticity potential of tree populations, without much
migration or selection. As inherited plasticity will de-
termine the response to changes, there is little room left
for genetic adaptation. In temperate-Atlantic Europe,
where moisture stress is predicted to stay low, popula-
tions will also be well buffered by their adaptability.

The situation is completely different along the
xeric limit of main tree species, and at the limit
of closed temperate forests. Here, natural selection
becomes effective in the form of irregularly appearing
health decline and mortality waves following weather
extremes. The symptoms of pests (gradations) and
diseases might be mistaken for primary causes (this
was the case in many countries in recent decades).
High selection rates will certainly exert a strong effect
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on the genetic resources of exposed populations, and
if stress situations aggravate, it may lead to local
population extinction, even for once well distributed,
dominant species. This underlines the importance
of management and conservation of forest genetic
resources (Ledig and Kitzmiller 1992; Mátyás 2000).

Caveats for the Climatic Interpretation
of Xeric Limits

To forecast climatic limits of genetically set tolerance
has its constraints. The following have to be pointed
out:

– It is a well-known ecological rule that actual dis-
tributions of species are regulated by complex, of-
ten hidden interactions which may modify tolerance
limits. Genetically set (potential) limits may be per
definitionem wider than realized actual ones.

– Due to the longevity and persistence of forest trees,
the determination of fitness limits may be mislead-
ing. Short-term absence of seeding and reproduction
may also mislead locally, as reproduction may hap-
pen anytime during the century-long lifetime of a
mature tree, if suitable weather conditions favour it.

– The sequence of consecutive extreme weather
events and linked biotic damages will concretely
decide over survival or mortality at the fitness
limits. Therefore the use of climate (mean) data
should be regarded only as surrogates for weather
extremes.

– The change of climatic environment affects also
consuming and pathogenic organisms, the selection
pressure by consumers may be rearranged. Fore-
casts in this respect are unreliable, especially be-
cause up to date negligible or unknown pests and
diseases may appear. Environmental shifts may also
lead to changing interactions between host and con-
sumer.

– The limited precision of predicted precipitation
changes in scenarios is of special significance in
particular at the xeric limits which are extremely
sensitive to relatively minor humidity variations.

– Significance of correlations is in itself no proof for
a causal relationship, this has to be investigated and
verified.

Conclusions for Mitigation
and Management

No Mitigation Measures Needed?

Although genetic, migratory and evolutionary
constraints are generally acknowledged (Namkoong
2001; Loeschke 1987; Davis and Shaw 2001; Mátyás
1990, 2006a), some scientists (e.g. Kelly et al. and
others cited in Jump and Peñuelas 2005, also Hamrick
2004) claim that no measures will be needed to
mitigate the effects of changing conditions because

– there is enough genetic variability in the popula-
tions, which might be further replenished by migra-
tion and gene flow;

– inter-annual fluctuation has the same magnitude as
predicted changes of milder scenarios, so popula-
tions are prepared to adjust by pre-adapted individ-
uals;

– regeneration is secured through the persistence,
phenotypic plasticity and long life cycle of forest
tree populations;

– palaeoecological data indicate that enough variation
accumulates and is saved in refugia, and the se-
lection pressure of recent climatic fluctuations was
without effect;

– genetic adaptation may happen in relatively short
periods, 2–3 generations.

Some of the opinions have been already answered
in preceding chapters. The argument of limited
consequences of vegetation and area shifts may be
valid first of all in boreal regions with predominantly
nature-close conditions, where human land use
had no serious impact yet. In natural landscapes
or national parks cyclical changes of vegetation do
not pose serious threats as long as ecological space
for retreat is available. In landscapes and regions
transformed by humans there is however no room left
for such fluctuations, especially not close to the lower
distribution limits of a vegetation type or a species. At
the xeric limits of distribution, migration or gene flow
from better adapted populations is not happening.

Regarding inter-annual fluctuations, Tables 2 and 3
indicate that with increasing mean temperatures, sever-
ity of extremes will increase too: aridity stress will
therefore increase, which will cause additional stress
at the xeric limits.
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Fast genetic adaptation is in contradiction with the
accepted assumption of strong biological and ecolog-
ical constraints. At the (zonal) xeric limits, an unlim-
ited adaptation to declining environment is unthink-
able, due to the evolutionary tradeoffs and constraints.
This is proven by remarkable migrations and area shifts
in the geological past.

Therefore the need of human intervention in mitiga-
tion has to be underlined (Hulme 2005; Mátyás 2006a).
Due to ecological constraints to spontaneous adapta-
tion, the policy of artificial translocation should be pre-
ferred instead of extensive enhancement of connectiv-
ity, at least with regard to tree species.

Consequences for Forest Management

The urgent necessity to put into practice the findings
of quantitative genetics cannot be questioned. In ad-
dition, some aspects of forest management should not
be overlooked when predicting responses and formu-
lating mitigation strategies. Most of Europe’s forests
have been and still are under strong human influence,
and are managed according to periodic management
plans. Especially close to the xeric limit, the proportion
of nature-close forests is low, regeneration is mostly
artificial. For example, in Hungary, the rate of artifi-
cial regeneration is at present is over 70% on the Great
Plain. The possibilities left for spontaneous processes,
such as migration and succession are limited. Forest
stand composition is primarily determined by forest
policy and economic considerations. This means also
that adjustments in species composition and in adaptive
genetic potential may be achieved faster and more ef-
fectively compared to natural, spontaneous processes.

In drought stress climates, increment loss and higher
incidence of diseases and pests will challenge the eco-
nomics of forest operations, and will shift the empha-
sis towards the maintenance of ecological functions
and conservation of stability and of genetic resources
(Geburek and Turok 2005).
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Jump AS, Hunt JM, Peñuelas J (2006) Rapid climate change re-
lated growth decline at the southern edge of Fagus sylvatica.
Global Change Biol., 12: 1–12

Kingsolver JG et al. (2001) The strength of phenotypic selection
in natural populations. Am. Natur., 157(3): 245–261

Kramer K, Mohren G (2001) Long-term effects of climate
change on carbon budgets of forests in Europe. Alterra Re-
port, No. 194

Kremer A, Le Corre V, Mariette S (1999) Population differen-
tiation for adaptive traits and their underlying loci in forest
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Seasonal Changes in Transpiration and Soil Water Content
in a Spruce Primeval Forest During a Dry Period
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Introduction

Transpiration covers approximately half of the annual
precipitation total under humid temperate conditions
in Europe (Denmead and Shaw 1962). The energetic
equivalent of this amount of transpired water repre-
sents an important contribution to the energy balance of
the Earth’s surface. In response to water stress, plants
regulate their transpiration by decreasing their stomatal
conductance (Sperry 2000). This physiological control
of transpiration plays an important role in processes
of matter and energy exchange between vegetation and
the atmosphere.

Many authors have analysed transpiration using
the results of sap-flow measurements. Based on this
methodical approach, the daily and seasonal variability
of transpiration was analysed for various forest stands
under non-limiting soil water conditions and under
water stress (Cienciala et al. 1994, 1997; Čermák
et al. 1976, 1982; Kučera et al. 1977, Morikawa
et al. 1986; Granier and Loustau 1994). Al-Kaisi
et al. (1989) described and quantitatively expressed
the relationship between the leaf area index and
transpiration. Jara et al. (1998) studied transpiration as
a component of evapotranspiration.
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cesta 9, 845 28 Bratislava, Slovakia
e-mail: geofmate@savba.sk

The estimate of transpiration from results of the
sap-flow measurements requires a scaling procedure
that can be complicated sometimes. Further, the
differences between sap-flow and transpiration can
be neglected over periods longer than one day but
they are important over shorter periods or if diurnal
courses are studied (Cienciala 1992). Therefore,
mathematical modelling of the water vapour transfer
in the soil–vegetation–atmosphere system has become
an alternative approach for the determination of
transpiration rates. In recent years, considerable
efforts have been made to improve the methods for
modelling the transpiration. Recent mathematical
models of the water exchange between vegetation and
the atmosphere take into account the existence of two
sources of water, which are the area of leaves and
the soil surface (Choudhury and Monteith 1988; Iritz
et al. 1999; Shuttleworth and Wallace 1985; Torula
and Heikinheimo 1999; Wallace et al. 1990).

Soil drought may be a factor significantly affecting
the transpiration rate and consequently the partitioning
of energy in the energy budget of evaporating surfaces.
Since this partitioning of energy determines the prop-
erties of the planetary boundary layer (Wilson and Bal-
docchi 2000), transpiration, reduced by water stress,
may have a significant influence on the climate (Shukla
and Mintz 1982). For these reasons, research on tran-
spiration has become important, especially in the last
decades when the frequency of extreme weather phe-
nomena has risen (Karl et al. 1995).

Recently, several publications have appeared stat-
ing that dry air can be a similar stress factor as dry
soil. Vapour pressure deficit is an important environ-
mental factor which, together with soil moisture, af-
fects the gas exchange between vegetation and the at-
mosphere (Calvet 2000; Gucci et al. 1996; Leonardi
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et al. 2000; Habermann et al. 2003). A close statistical
relationship exists between the vapour pressure deficit
and the canopy resistance for the water vapour transfer
(Granier et al. 2000; Xue et al. 2004). Consequently, it
is easy to understand that evapotranspiration responds
sensitively to changes in the vapour pressure deficit
(Turner et al. 1984; Bunce 1996).

In spite of many results obtained on transpiration,
the synergetic effect of the dry soil and dry air on the
transpiration of forest stands have not been examined
satisfactorily and further investigation into this topic is
needed. The aim of this study is to quantify the re-
sponse of daily totals of transpiration from a spruce
primeval forest to changes in soil moisture under high
evaporative demand of the atmosphere and to assess the
impact of atmospheric drought on the water regime of
the forest.

Material and Methods

The analysed data were obtained during the period
May–September 2003 in a spruce primeval forest in the
Biosphere Reserve Poľana (19◦ 28′, 48◦ 37′, 1347 m
a.s.l.). This locality is situated in a humid, cool tem-
perate region with abundant precipitation. The mean
annual air temperature is about 4◦C, ranging from oc-
casional winter temperatures below −25◦C to sum-
mer temperatures approaching 28◦C. Mean daily tem-
peratures for January and July are −5◦C and 14◦C.
Mean monthly relative air humidity ranges between
72% in July and 83% in December. Precipitation (900–
1100 mm per year) is unevenly distributed between
seasons. The mean annual sum of the sunshine dura-
tion achieves 1700 h. There are 75 clear days and 130
cloudy days yearly in the area (Škvarenina et al. 2002).

There are andosols in the upper part of the moun-
tains, with a high content of volcanic glass and thick
humus horizon. Favourable physical and chemical fea-
tures and high fertility of these soils permit the trees to
achieve extraordinary dimensions and a high standing
crop of the above-ground biomass.

The forest is 190 years old dominated by the
Norway spruce (Picea abies [L.] Karst), beech (Fagus
sylvatica L.) and rowan (Sorbus aucuparia L.) trees
are sporadic. The forest type is Sorbeto–Piceetum
andAcereto–Piceetum. During the analysed period,
the experimental forest had the mean height of 25 m

Table 1 Size of sample trees (Picea abies Karst.) used for sap-
flow measurements

Sample tree Stem
perimeter (cm)

D.B.H. (cm) Height of
the tree (m)

1 190.5 60.8 24
2 193.5 61.8 25
3 202.5 64.6 21

and the stand density was inhomogeneous due to the
primeval forest structure and various age stages.

Measurements of the global radiation, net radiation,
air temperature and humidity were made above the
spruce primeval forest. All sensors were sampled at in-
tervals of 10 s, and 10 min averages were computed and
stored on a data logger. The spatial and time variability
of the soil water content was measured gravimetrically
in three soil layers.

The sap flow of model spruce trees was estimated
on three representative trees (Table 1) by direct, non-
destructive and continuous measurements by the tree-
trunk heat balance (THB) method with internal heating
of xylem tissues and sensing of temperature (Čermák
et al. 1976; Čermák and Kučera 1981).

The output from the thermocouples was registered
by a data logger and the sap flow was obtained by a
simple calculation based on the differential heat bal-
ance equation (Kučera et al. 1977). There were two
measuring points at opposite sides of the trunk at 2 m
height, to take account of possible variation of sap flow
within the stem. The measuring points were insulated
using 30 mm polyurethane foam covered by 0.5 mm
aluminium shield.

The stand transpiration was calculated by scaling up
the measured sap flow values to the whole stand.

Model Description

The model described here combines and extends the
works of Bichele et al. (1980), Choudhury and Mon-
teith (1988) and Wallace (1995). The soil–vegetation–
atmosphere continuum is divided into three layers:

– a reference level in the atmosphere,
– the effective sink for momentum within the canopy,
– the soil surface.

The structure of such a layered soil–vegetation–
atmosphere system is very similar to the approach used
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by Wang (2000) in the two-big-leaf model for calculat-
ing canopy photosynthesis.

The model is conceptually based on Darcy’s law, the
continuity equation and the idea that the rate of water
uptake by roots from the soil is equal to the rate of wa-
ter loss by transpiration, so the effect of plant water
retention on transpiration is neglected. Obviously, such
a presumption may be restrictive by modelling transpi-
ration rates in a forest with a large water reserve within
tree stems. However, errors caused as a result of this
simplification tend to be compensated for over 24 h or
longer time scales. Since daily totals of transpiration
and their seasonal variability are required to be simu-
lated in this study, neglecting water retention in trees
can be accepted as a simplifying model assumption.

The soil block in the model is represented as a single
material profile. The transport of water along the soil
profile is not calculated but, due to evapotranspiration,
an average soil water content w, soil water potential
 and soil hydraulic conductivity k are changing. Let
us assume that the matrix potential is the main com-
ponent of the soil water potential. According to the
Darcy–Buckingham equation, the flux of water in soil
q can be expressed as

q = − k

ρw g
grad  (1)

where ρw is the water density and g is the acceleration
due to gravity. The values of the soil hydraulic con-
ductivity k and the soil water potential  are related
according to the empirical equation (Wind 1972)

k = a(−)−b (2)

Let us suppose that the mean radius of roots is r and
the mean distance between roots is 2d. Let (x) be
the soil water potential at distance x from the root axis.
Then, the rate of water uptake q ′ by a segment of the
unit root length is

q ′ = −2πxa(−(x))−b

ρwg

d((x))

dx
(3)

Assuming that R is the soil water potential at x = r
and S the soil water potential at x = d after integrating
(3) and taking into account (2), we get

q ′
d∫

r

dx

x
= − 2πa

ρwg

S∫

R

(−)−bd (4)

The value of q ′ multiplied by the total root length
of one plant lr evidently gives the total amount of wa-
ter taken up by one plant in the unit time interval. The
root system, however, is often characterized by its total
area SR, rather than by its length. Using SR = 2πrlr,
transpiration of N plants growing in 1 m2, ET can be
expressed as

ET = aN SR

ρw g r ln(d/r)
(S

b − R
b) (5)

The root potential R cannot be measured directly;
therefore, it is not a suitable model input. However, tak-
ing into account the neglected water holding capacity
of trees, it can be eliminated using van Honert’s rela-
tionship containing the plant resistance rp and express-
ing transpiration rate as proportional to the difference
between root and leaf water potentials R–L (Hon-
ert 1948):

ET = 1

g

R − L

rp
(6)

By expressing leaf water potential R according to
van Honert’s relationship and substituting it in Eq. (5)
we get

1

−S
= 1

−grp ET − L
+ gr ln(d/r)

aN SR
ET (7)

The parameter β expressed as

β = gr ln(d/r)

aN SR
(8)

integrates soil and vegetation characteristics and it
quantifies the role of the root system in the process of
the water transfer in the soil–vegetation–atmosphere
system.

The transpiration rate ET depends on the canopy
resistance and on external factors according to
the Penman–Monteith equation (Monteith 1965)
expressed in terms used in Fig. 1 as

LET = �r1 Rv + ρcpD

�r1 + γ (r1 + rc)
(9)
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Fig. 1 Daily totals of the stand transpiration of the spruce
primeval forest determined from the sap-flow measurements
(transpiration measured) compared with the results of the model
simulations (transpiration simulated)

where � is the temperature derivative of the saturated
water vapour pressure, r1 is the boundary resistance, D
is the vapour pressure deficit and rc means the canopy
resistance. The net radiation at the canopy Rv is deter-
mined as the difference of the net radiation above the
canopy Rn and the net radiation at the soil surface Rs,
provided that the net radiation at the soil surface is cal-
culated according to Choudhury and Monteith (1988)
by means of the relationship Rs = Rn exp(–α′′LAI).
The value of α′′ = 0.7 is used in later calculations.

The leaf resistance rleaf depends mainly on the ra-
diation intercepted by leaves QL and on the leaf wa-
ter potential L (Choudhury and Idso 1985). This re-
lationship was empirically determined using data ob-
tained earlier in a spruce forest as follows:

rlea f = r0

(

1 + n

QL

)

exp(mL) (10)

where r0 is the minimum leaf resistance and m and n
are empirical constants. The total conductivity gc of the
canopy with the leaf area index L is related to the leaf
conductivity gL in individual canopy layers, accord-
ing to the following equation (Choudhury and Mon-
teith 1988):

gc =
L∫

0

gL d L (11)

The global radiation Q(L ′) in a homogeneous
canopy below a leaf area index L ′ measured from the

top of the canopy can be expressed using the extinction
coefficient τ as follows:

Q(L ′) = Q exp(−τ L ′) (12)

Then, the average amount of global radiation QL

absorbed by the leaf unit area in a given layer is

QL = −�Q(L ′)
�L ′ = τ Q exp(−τ L ′) (13)

After the integration in (11) using the equations (10)
and (13) and standing LAI (for the leaf area index) we
finally obtain

rc = r0 exp(−mL )

(

L AI + 1

τ
ln

1 + n
Qτ

1 + n
Qτ

exp(−τ L AI )

)

(14)

Equations (7), (8) and (9) constitute a system of
three equations which can be solved for the three un-
knowns L, rc and ET. In the next step of the model,
the soil evaporation Es is calculated by means of the
Penman–Monteith equation using appropriate parame-
ters of the soil surface as inputs to Eq. (9). These in-
volve net radiation at the soil surface, the vapour pres-
sure deficit and the aerodynamic resistance below the
canopy. Values of the soil surface resistance rs, which
is now used instead of the canopy resistance in the de-
nominator of Eq. (9), were calculated as a function of
the soil moisture (Katerji and Perrier 1985). Daily and
seasonal changes in the aerodynamic resistance were
determined as a function of the roughness parameter,
wind speed and thermal stratification. Finally, the evap-
otranspiration rate E is determined as the sum of the
transpiration ET and soil evaporation Es rates.

Inputs to this model involve the hydrophysical pa-
rameters of the soil, including the soil moisture in the
root zone, biometric characteristics of the stand and
meteorological elements such as global radiation, net
radiation, wind speed, air temperature and humidity.
The outputs of the model provide the parameters of the
water regime of the stand. By running the model with
1 h steps, the daily course of the stand transpiration was
calculated. By summarizing the hourly sums of transpi-
ration over the whole day, the daily totals of transpira-
tion were determined. Finally, the changes in the soil
water content in the root zone were estimated by the
procedure which balanced precipitation, interception,
water uptake by roots and soil evaporation from the soil
layer of 0–60 cm depth.
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Model Verification in Actual Weather
Conditions

Using the mathematical model described above, actual
transpiration, evaporation from the soil and finally the
evapotranspiration were calculated with 1 h time steps
over the period June–September 2003. Net radiation,
wind speed, air temperature and air humidity measured
above the forest served as the meteorological inputs to
the model. The necessary soil and vegetation character-
istics integrated in the parameter β from equation (8)
were obtained during the process of model calibration
that was based on an independent data set. To verify
the model, the results of stand transpiration determined
by scaling up the sap-flow measurements in the inves-
tigated spruce primeval forest during the period June–
September 2003 were used.

Meteorological conditions during the period
June–September 2003 were generally characterized
by higher than normal values of global radiation
and air temperature. The extremely high evaporative
demands of the atmosphere triggered intensive
evapotranspiration that resulted in a following rapid
decrease of the soil water content. Consequently,
periods of soil drought occurred during July, in the
second half of August and in September. Thus, the
model was verified under the conditions of intensive
soil and atmospheric drought.

The daily totals of the stand transpiration simulated
by the model were compared with corresponding mea-
sured data. The daily totals of the stand transpiration
determined from the sap-flow measurements and the
ones obtained from the model are comparable (Fig. 1),
with a reasonably close correlation coefficient (r =
0.79), statistically significant at the level α = 0.05
and negligible systematic differences between the two
data sets. The existing differences between the com-
pared data are normally distributed with a standard de-
viation of 0.49 mm/day, corresponding to the probable
error of the model equal to 0.32 mm/day. It is obvious
that the model is able to simulate daily totals of the
stand transpiration quite satisfactorily. Consequently,
the seasonal courses of daily totals of the stand tran-
spiration determined by the two methods are also quite
similar (Fig. 2).

Seasonal changes in the soil water content in the
root zone of the investigated spruce primeval forest
were simulated during the vegetation period of 2003 by
the additional soil block of the model which balanced

Fig. 2 Seasonal courses of the stand transpiration daily totals
determined concurrently from the sap-flow measurements and
simulated by the model

precipitation, water uptake by roots and soil evapora-
tion from the soil layer 60 cm deep. The results of the
model simulations were compared with the direct mea-
surements of soil water content. The compared data
sets were closely related and the standard deviation
of differences between measured and simulated values
was comparable with the experimental data error.

Errors in the model simulations are caused first of
all by errors in the input data and by simplifying as-
sumptions of the model. The model also does not ac-
count for internal plant processes that influence the be-
haviour of stomata and for the water storage in stems.
Despite all this, the model can be applied to simulate
daily sums of the stand transpiration soil moisture quite
realistically and with acceptable accuracy. Similarly,
the simulations of changes in the soil water content
in the root zone can be performed by balancing pre-
cipitation, interception, water uptake by roots and soil
evaporation from the soil layer 60 cm deep.

Sensitivity of the Model to Changes
in Environmental Factors

The values of the stand transpiration calculated accord-
ing to the model (Eqs. 7, 8, 9) depend on various soil,
canopy and atmospheric characteristics. From theoreti-
cal and practical points of view, it is important to know
how the transpiration rates respond to changes in the
input data. A sensitivity analysis allows to quantify the
partial effects of environment and to assess its relative
importance.
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Partial relationships of surface fluxes to different
parameters of the soil–plant–atmosphere system were
simulated by meteorological conditions corresponding
to mid-day values on a bright summer day. LAI = 8
and 40% of the volume average soil water content was
assumed, that is soil water was not limiting the evapo-
transpiration.

Regarding atmospheric factors, transpiration of the
stand well supplied with soil water responds most
sensitively to changes in global radiation, and less
to vapour pressure deficit and air temperature. The
detected dominant role of global radiation is related to
the method of sensitivity testing.

In most tree species, and particularly in conifers,
stomatal resistance of the leaf surface is strongly re-
lated to atmospheric water vapour deficit. This rela-
tionship was not explicitly considered by the design
of the model that is used in this study. Nevertheless,
the results of model simulations obviously indicate that
the canopy conductance of the studied forest declines
with increasing vapour pressure deficit approximately
according to a hyperbolic function. There is an urgent
need to validate the simulated relationship by experi-
mental data and to clarify its theoretical background.

With the aim to evaluate the influence of changes in
soil moisture on the stand transpiration of the spruce
primeval forest, the relationship between transpiration
and soil water content in the root zone was simulated
for meteorological conditions typical for a bright sum-
mer day. To separate the influence of atmospheric fac-
tors on transpiration rates, the dependence of the ratio
between actual and potential transpiration on the soil
water content moisture was analysed. The effect of soil
water on transpiration daily totals manifests itself if its
value falls below 35% of volume.

In addition to atmospheric factors, the stand transpi-
ration is influenced by plant characteristics, leaf area
index, root system development and the response of
stomata to changes in environmental factors. Model
equations indicate that transpiration rates are strongly
affected by the root–shoot ratio SR/SL. With the aim
to quantify the influence of this parameter on tran-
spiration, the model simulations of transpiration rates
were performed with real data and then repeated with
halved and doubled root–shoot ratio. The results of the
simulations indicated that the transpiration rates in a
hypothetical forest stand with a doubled root–shoot ra-
tio was more intense and, consequently, drying of the
soil was significantly faster in comparison with the real

situation. On the other hand, the forest stand with a re-
duced root–shoot ratio saved the soil water.

Transpiration of the Primeval Forest
Under High Evaporative Demands

The transpiration total during the period of June–
September 2003 reached 158.9 mm. The daily mean
of transpiration, averaged over the whole period,
was 1.43 mm/day. The seasonal maximum of daily
totals of transpiration of 3.05 mm/day fell on 1 July,
when sufficient soil water was accompanied by high
evaporative demands of the atmosphere. Transpiration
represented the major part of evapotranspiration during
the whole season.

Large monthly totals of global radiation, accompa-
nied by high daily maximum temperatures, leading to
a very large daily maximum atmospheric vapour pres-
sure deficit, were typical for much of the analysed pe-
riod. Daily maximum values of the vapour pressure
deficit exceeding 20 hPa, extremely high values for the
given locality, occurred over periods of several days.
Conversely, a significant reduction in the precipitation
was recorded in the first two months of the analysed pe-
riod. During the period August–October, precipitations
occurred more frequently, including irregular, intensive
precipitation events. Consequently, the values of soil
water content in the root zone varied significantly. Two
periods occurred when soil water in the root zone ap-
proached the wilting point in the middle of July. De-
spite the significant reduction of soil water, the daily
totals of transpiration remained relatively high. This
was caused by the extremely high values of the vapour
pressure deficit. The simultaneous effect of declining
soil moisture and increasing vapour pressure deficit on
transpiration has been supported also by results of the
sensitivity tests of the mathematical model (Fig. 3).

To analyse the effect of high evaporative demands
of the atmosphere on transpiration daily sums, the
seasonal changes of transpiration were first simulated
for real conditions. Then, the simulation was repeated
using the data of the vapour pressure deficit reduced to
one-half. All other model inputs remained unchanged.
The comparison of the results of both simulations
clearly manifested the effect of extremely high
evaporative demands on daily totals of transpiration
(Fig. 4). High vapour pressure deficit occurring in the
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Fig. 3 The transpiration daily totals simulated for the primeval
spruce forest related to changes in the vapour pressure deficit
(VPD) and soil moisture in the root zone (W) expressed as a
volumetric percentage

Fig. 4 The seasonal course of the transpiration daily totals sim-
ulated for the real situation (real VPD) compared with model
simulation for the vapour pressure deficit reduced to one-half of
the original values (reduced VPD)

analysed period accelerated the transpiration mainly
in periods when the forest was sufficiently supplied
with soil water. On the other hand, during the periods
with dry soil, the differences between the transpiration
affected by average vapour pressure deficit and under
high evaporative demands of the atmosphere were
negligible. Hence, the lack of soil water in the periods
with extremely dry soil was the dominant factor
resulting in the reduction of transpiration.

To quantify the water stress caused by a lack of soil
water, relative transpiration as the ratio of actual to
potential transpiration is commonly used. The poten-
tial transpiration was estimated in this case as drought-
free transpiration (Cienciala 1992). For calculations of
drought-free transpiration, the described mathematical
model was used, with sufficiently high and constant

Fig. 5 The seasonal course of the relative transpiration simulated
for the real situation (real VPD) compared with model simula-
tion for the vapour pressure deficit reduced to one-half (reduced
VPD)

values of the soil water in the simulation. All other
inputs of the model remained unchanged. The water
content of soil considered sufficiently wet was set to
40% of volume. The results of the model simulations of
drought-free relative transpiration are graphically pre-
sented in Fig. 5, together with the seasonal course of
relative transpiration simulated with reduced values of
the vapour pressure deficit on the model input.

It is obvious that the actual transpiration of the in-
vestigated young spruce forest was significantly re-
duced by soil drought during the first two months of the
analysed period. The mean ratio between the actual and
drought-free transpiration calculated for the real condi-
tions in the analysed period was 69.2%. When apply-
ing reduced vapour pressure deficit, this ratio exceeds
88%. It means that soil drought occurring simultane-
ously with high evaporative demand of the atmosphere
reduced transpiration to one-half of the drought-free
level within 1 month, despite the monthly precipita-
tion total of 46.1 mm. Taking into account that the
drought-free transpiration is very close to the poten-
tial transpiration, it can be concluded that the analysed
primeval forest suffered from intense water stress in
the prevailing part of the analysed period, especially
in July and then in the second half of August and in
September.

A lack of soil water accompanied by high evapora-
tive demands of the atmosphere can affect not only the
transpiration rates but also the dynamics of soil water
in the root zone. To quantify the influence of dry air
and dry soil on soil moisture, an extended form of the
above-mentioned model was used. Seasonal changes in
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Fig. 6 Measured (Wm) and simulated (Ws) seasonal courses of
soil water in the soil layer 0–60 cm with daily totals of the pre-
cipitation (P)

the soil water content in the root zone of the spruce
primeval forest were simulated during the period of
June–September 2003 by the extended model, which
balanced precipitation, interception, water uptake by
roots and soil evaporation from the soil layer 60 cm
deep. The results of the model simulations were com-
pared with the actual measurements of the soil water
content (Fig. 6). The compared data are closely related
and the standard deviation of differences between the
measured and simulated values is comparable with the
experimental data error. Then, the model was used as a
tool for simulations of the soil water content in the root
zone of the spruce primeval forest under high evapora-
tive demands of the atmosphere. For this purpose, the
seasonal changes in the soil water content in the root
zone of the spruce primeval forest was simulated par-
allel for real environmental conditions and then using
the data of the vapour pressure deficit reduced to one-
half (Fig. 7). The results indicated that the water up-
take by roots in the root zone of the forest stand under
high evaporative demands of the atmosphere in the real
situation was more intense and, consequently, drying
of the soil was significantly faster in comparison with
reduced vapour pressure deficit. However, the forest
evaporating under lower evaporative demands signifi-
cantly saved soil water.

It should be stressed that the halved values of the
vapour pressure deficit used in the model simulations
correspond well with the long-term averages of the
vapour pressure deficit for the site of the analysed
spruce primeval forest. Thus, the obtained results pro-
vided a possibility to interpret the simulated data alter-
natively as characterizing soil water regime and stand

Fig. 7 The seasonal course of the soil water content (W) in the
root zone simulated for the real situation (real VPD) and the
vapour pressure deficit reduced to one-half (reduced VPD)

water balance, or as quantifying the impact of ex-
tremely high evaporative demands on the transpiration
and soil water dynamics in the analysed forest. It can
be concluded that the extremely high evaporative de-
mands of the atmosphere affecting the transpiration of
the analysed spruce primeval forest in the prevailing
part of the analysed period were a significant risk factor
for the stand water regime.

Conclusions

The designed and experimentally validated mathemat-
ical model can be considered as a suitable tool for the
determination of transpiration daily sums above forest
stands in a real situation and also for prediction of im-
pacts of the changing environmental factors on transpi-
ration of vegetation surfaces and on the seasonal vari-
ability of the soil water content in the root zone.

The results of the model simulations indicated that
soil drought accompanied by dry air can affect substan-
tially the transpiration and consequently the soil wa-
ter dynamics in the root zone. It was shown that high
evaporative demands of the atmosphere were able to
compensate partially for the reduction in transpiration
rates caused by reduced soil water in the root zone, but
it was at the expense of the soil water content. On the
other hand, the forest stand evaporating under lower
evaporative demands significantly saved soil water.

From the aspect of natural hazards, the extremely
high evaporative demands of the atmosphere affecting
the forest transpiration during the period of a couple
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of days were a significant risk factor for the stand
water regime. Under the investigated conditions of wa-
ter stress, the forest stand was not damaged by the soil
drought only because of sufficient amount of seasonal
precipitation.
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Assessment of Water Deficiency in Forest Ecosystems:
Can a Simple Model of Forest Water Balance Produce
Reliable Results?

P. Baláž, K. Střelcová, M. Blaženec, R. Pokorný and Z. Klimánková

Keywords Drought · European beech · Norway
spruce · Transpiration · Water balance · Water
demands

Introduction

Increased frequency of drought events, as one of the
main natural abiotic stress factors, has raised concerns
in recent years about its potentially detrimental impact
on forest ecosystems. Ongoing changes in global
climate are associated with a predicted sharp increase
in drought-induced damage to natural ecosystems
(IPCC Third Assessment Report 2000). Increased
frequency and intensity of dry events occurring in
vegetation period is predicted also for the region of
central Europe (Lapin et al. 2001). Detrimental impact
of drought on tree species manifests itself through
a range of symptoms including impaired growth
(Hanson et al. 2001), defoliation and foliage yellowing
(Solberg 2004; Zierl 2004), and increased sapling
mortality (Helenius et al. 2002). It is also considered
an important predisposition factor predictive of other
harmful agents such as bark beetle (Schwenke 1996;
Schopf and Köhler 1995; Zinecker 1957). Detrimental
impact of drought is mostly associated with Norway
spruce (Picea abies [L.] Karst.); however, other
coniferous and broad-leaved tree species are prone to
drought-induced changes as well (Hanson et al. 2001;
Thomas et al. 2002; Kozlov and Niemelä 2003).
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In order to plan efficient measures precluding
and restricting impact of drought, it is imperative
first to understand how drought affects processes
in forest ecosystems. To achieve this, we need an
effective, universal, yet at the same time simple and
multi-faceted tool for monitoring and quantification
of intensity and frequency of drought-induced stress.
The tool should take account of basic input and
output components of forest ecosystem water balance;
provide for species and developmental-stage-specific
water demands; and last but not least be based on easily
accessible input data interpolable for larger areas.

At present, there is a wide range of different
drought-assessment methods and indices used;
majority of them, however, are based on climatologic
approach to water-deficiency assessment, often
referring to a specific, long-term period or water
demands of main agricultural crops. In addition, many
of these methods make use of data averaged over
longer time periods (weeks, months, etc.) and thus fail
to reflect short-term variability of factors influencing
drought frequency and intensity. More comprehensive
review of the most frequently used drought indices is
provided by Byun and Wilhite (1999), Heim (2002),
and Narasimhan and Srinivasan (2005).

To date, large-scale assessment of frequency
and intensity of drought in forest ecosystems is
largely based on the utilisation and adjustment of
various climatic and agricultural indices. Nonetheless,
it is important to realise that drought is usually
characterised by a non-dimensional variable (index),
the value of which is difficult to interpret with regard to
a particular tree species since the same value possesses
different importance for different species depending
on their natural water demands. Hence, for practical
interpretation, models of forest ecosystem water

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 207
DOI 10.1007/978-1-4020-8876-6 18, c© Springer Science+Business Media B.V. 2009



208 P. Baláž et al.

balance with a various degree of comprehensiveness
are considered more appropriate. The aforemen-
tioned models have been tested, among others, by
Bouten (1995), Jansson et al. (1999), Čermák and
Prax (2001), Zierl (2001), Wellpott et al. (2005). The
main disadvantage of this approach to forest stand
water balance modelling is a comparatively high
complexity of used models as they are very demanding
for site conditions parametrization. Their application
is therefore often limited to experimental plots, where
a range of different climatic, physiologic and soil
variables can be monitored. However, if we attempt
to assess drought frequency and intensity over larger
tracts of land, we need to ensure that all entering
variables are interpolable for any assessed area and
are based on easily accessible data. Such approach
inevitably calls for a somewhat simplified ‘version’ of
water-balance estimate, even at the expense of slightly
compromised accuracy of final results.

The aim of the present study is to evaluate the appli-
cability and effectiveness of assessment of frequency,
intensity and duration of water deficiency based on a
substantially simplified estimate of forest stand wa-
ter balance taking due account of specific demands
of particular tree species and their different develop-
mental stages. This is done on the basis of two model
stands and measurements of selected water balance
components.

Material and Methods

Model Stands

Water balance estimate and assessment of water defi-
ciency were carried out for two model forest stands: a
spruce stand situated on the Bı́lý Křı́ž site and a mixed
beech–dominant stand on the Hukavský Grúň site.

Bı́lý Křı́ž Spruce Stand

Bı́lý Křı́ž site is situated on the territory of the Czech
Republic (in the immediate vicinity of the border with
Slovakia), in the mountain range of Moravskoslezké
Beskydy, at the altitude of 908 m (49◦30′N, 18◦32′E).
It is overgrown by an even-aged Norway spruce (Picea

abies [L.] Karst.) stand with an occasional admixture
of silver fir (Abies alba L.) on the gently sloping
south-east facing hillside with a natural gradient
of 13.5◦. Bedrock is formed by Mesozoic Godula
sandstones atop. The soil type is classified as moderate
Ferro-Humic Podzol with average depth of 60–80 cm
and loamy/sand-loamy soil texture. The site lies in the
region typical for moderately cold and wet climate.
The stand constitutes an experimental research site
of the Institute of Systems Biology and Ecology,
Academy of Sciences of the Czech Republic.

Hukavský Grúň Mixed (Beech) Stand

Hukavský Grúň site carries a mixed mature forest stand
with the predominance of European beech (Fagus syl-
vatica L.) and with the admixture of other common
tree species such as Norway spruce (Picea abies [L.]
Karst.), sycamore (Acer pseudoplatanus L.), common
ash (Fraxinus excelsior L.) and aspen (Populus tremula
L). For practical reasons, the stand is considered a pure
beechwood for the purposes of this study. Accordingly,
all measurements and calculations relate exclusively to
beech only. The site is situated in the central part of the
Slovak Republic, in the mountain range of Poľana, at
the altitude of 860 m (48◦37′N, 19◦28′E). The stand it-
self lies on a moderately sloping north-east facing hill-
side with a natural gradient of 25◦. Bedrock is formed
by volcanic rocks most abundant of which are epiclas-
tic volcanic sandstones. These rocks give origin to light
soils with silty sand topsoil classified as Cambi-Eutric
Andosols. The stand constitutes a permanent research
plot for the National Forest Centre in Zvolen.

Selected characteristics of the aforementioned
model stands are given in Table 1.

Table 1 Selected characteristics of the model stands

Bı́lý Křı́ž Hukavský Grúň

Stand age (years) 23 90
Species

composition (%)
Spruce 99/fir 1 Beech 70/spruce

20/others 10
Mean tree height (m) 10.9 Beech

27.0/spruce 36.5
Mean breast-height

diameter (cm)
13.0 Beech

24.0/spruce 44.7
Mean annual

precipitation (mm)
1100 853

Mean annual
temperature (◦C)

4.9 5.8
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Input Data

The study is based on the data sourced from a range
of different research projects. Due to this fact, anal-
yses for particular model stand were based on differ-
ent time frame and modelling period. In case of Bı́lý
Křı́ž stand, the data available covered the period from
May through July 2004; in case of Hukavský Grúň, the
data referred to May through September 1996. Still, ac-
tual modelling of forest water balance was conducted
only for selected parts of the aforementioned peri-
ods because of discontinuous measurements of partic-
ular data caused by technical failure or measurement
methods.

Meteorological Characteristics

In the study, the following meteorological character-
istics were subject to investigation in model stands:
above-canopy mean daily air temperature, total daily
precipitation over an open area and canopy-reaching
global daily radiation total.

In the Bı́lý Křı́ž stand, air temperature readings
were taken every 30 min at 8 m height. The readings
were further processed into daily averages. Intensity of
global radiation (Kipp. Zonen Delf BV-CM5, NL) was
measured 15 m above the canopy; daily totals were pro-
vided from 30-min averages. Daily precipitation totals
were measured using an automated rain gauge (HOBO,
AMET, CZ) installed on the adjacent open land.

In the Hukavský Grúň stand, air temperature read-
ings were taken at 34 m stand height. Readings for both
precipitation totals and canopy-reaching global radia-
tion were recorded (equipment DELTA-T Devices Ltd.,
UK) at the height of 37 m in a 10 min interval. In ad-
dition, daily values (averages and totals) of particular
meteorological characteristics were provided.

Other Variables

For the purpose of this study, a number of other vari-
ables were under investigation, namely average daily
soil moisture (soil water content) in a particular soil
profile; and daily stand transpiration total.

Soil moisture under the Bı́lý Křı́ž model stand
was recorded in percent volume using Time Domain

Reflectometry (TDR) technique (TRIME, IMKO, DE)
at five points in the forest stand. The readings were
taken on daily basis for three different soil layers:
1–17, 16–32 and 27–43 cm. Subsequent reading
conversions were provided for average daily soil water
content (mm) in the 0–43 cm depth.

Soil moisture under the Hukavský Grúň model
stand was measured as soil water potential using
tensiometres with 2.2 gauge ceramic cups (Soil
moisture Equipment, U.S.A.) in weekly intervals.
Tensiometer vacuum readings were taken using
Marthaler manometer. Based on earlier results by
Cassel and Klute (1986), we suggested the lowest
measurable value of soil water potential at −850 hPa.
Soil water potential was measured in weekly intervals
in the 15, 30 and 50 cm depth profile at three points
around each sample tree at the distance of 1–2 m from
the tree.

The heat pulse velocity method (Sapflow Meter SF
300, Greenspan Technology, Australia) (e.g. Hatton
et al. 1990) was used for the campaign measurements
of sap flow rate on 10 sample trees at Bı́lý Křı́ž. The
sap flux (l h−1) obtained for the sample trees and values
of respective sapwood areas were used for the calcula-
tion of mean specific sap flux for each stem diameter
class (l h−1 cm−2 of sapwood). These values together
with summarised sapwood area of all trees in each
stem diameter class (based on the site-specific equa-
tion, Pokorný 2000) were used for up-scaling to stand
transpiration.

Transpiration of the Hukavský Grúň stand was
estimated using up-scaling of sap flow readings
taken at sample trees (Čermák and Kučera 1990;
Čermák et al. 2004). Five sample trees were
selected, and sap-flow rates for particular trees
were estimated applying the tree-trunk heat balance
method using direct, non-destructive and continuous
measurements. Spatial arrangement of the measuring
points conformed to Čermák et al. (1973, 1976
and 1982) and Kučera et al. 1977. The final mass
flow was estimated using a simple calculation based
on the differential heat balance equation (Kučera
et al. (1977).

Sample trees at both sites were selected following
the rules given by Swanson (1970),Čermák (1989),
and Čermák and Kučera (1990). They recommended
using a set of sample trees composed of at least three
or more (6–15) trees.
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Water-Deficiency Assessment

Drought Index

As mentioned earlier, many existing methods of
drought assessment have to deal with the uncertainties
of drought definition. From the hydrological viewpoint
our approach is purposed to deal with water deficiency
rather than with drought. On the contrary, the method
chosen for this study assumes that particular tree
species start to suffer from drought stress when unable
to cover their water demands. Based on this fact we
used the terms ‘drought index’ and ‘drought intensity’.
The method hence calculates with both the actual soil
water availability and actual water demand of a particu-
lar forest stand. The frequency and immediate intensity
of water deficiency are expressed by drought index
(DI), which is given as a ratio between the actual (AT)
and potential (PT) transpiration of a particular stand.

DIn = 1 −
(

ATn

PTn

)

(1)

where DIn is n-day drought index, ATn , the actual
stand transpiration at the start of day n (mm day−1)
and PTn , the potential stand transpiration at the start
of day n (mm day−1). Index values vary between 0 for
ample soil water content (above the point of decreased
availability) and 1 for zero availability (below the
permanent wilting point).

Potential Transpiration

Potential stand transpiration represents transpiration
unlimited by water deficiency. It means that PT value
is dependent only on the values of selected meteoro-
logical characteristics and stand characteristics such
as age, tree species composition and structure. In the
study, PT value was estimated using simple and readily
available input variables that are well interpolable over
larger spatial units. Among the main meteorological
characteristics influencing potential transpiration, just
two characteristics – air temperature and global radia-
tion – met this presumption. PT value was estimated as
a function of reference (potential) evapotranspiration
(PET) derived from the regression analysis of the rela-
tionship between potential transpiration and reference
evapotranspiration:

PT = f (P ET ) (2)

PET was estimated using Turc’s equation
(Turc 1961), which is

P ET = 0.013

(
Ta

15 + Ta

)

(Rs + 50) (3)

where PET is potential evapotranspiration (mm), Ta is
air temperature (◦C) and Rs is the total daily global
radiation (cal cm−2 day−1).

The reason for choosing the Turc’s method of PET
calculation is the availability of input variables. It is a
method based exclusively on the influence of air tem-
perature and radiation, which are easily available even
on the regional scale. Potential stand transpiration was
understood as total daily sap flow for days with soil
moisture exceeding 25% (Bı́lý Křı́ž) or for days with
soil water potential above −350 hPa (Hukavský Grúň).
We assumed that differences in species-specific water
demand would manifest themselves also through PT
values obtained under comparable climatic conditions.
On account of that, the correlation between PT and
PET was estimated for both model stands (Bı́lý Křı́ž,
Hukavský Grúň) separately.

Actual Transpiration

Actual n-day stand transpiration (ATn) is the result of
n-day potential stand transpiration (PTn) and n-day soil
water content (SWCn). Because of the lack of relevant
knowledge we based our AT estimate on the simple
assumption that soil moisture above the point of de-
creased availability (PDA) allows tree species full sat-
isfaction of their transpiration needs; in that instance,
actual transpiration equals potential transpiration. If
soil moisture drops below the PDA, the ability of trees
to meet their transpiration needs linearly decreases to
zero at permanent wilting point (PWP) (Fig. 1). Soil
water limits for the Bı́lý Křı́ž stand were estimated us-
ing clay fraction percentage (Tlapák et al. 1992). Soil
water limits for the Hukavský Grúň stand were sup-
plied from Soroková (2001).



Assessment of Water Deficiency in Forest Ecosystems 211

Fig. 1 Relationship between actual stand transpiration, its po-
tential transpiration and soil moisture

Soil Water Content

Soil water content for a particular day (n-day) was es-
timated based on the following equation:

SWCn = SWCn−1 + Pn−1 − ATn−1 (4)

where SWCn−1 is n − 1 day soil water content (mm),
Pn−1 is the n − 1 day total precipitation after intercep-
tion reduction (mm day−1) and ATn−1 is the n − 1 day
actual stand transpiration (mm day−1).

Soil water content is calculated only for the root de-
velopment zone of the soil profile. For the estimate,
this zone is considered homogenous with consistent
physical properties. Rather than by zone properties,
we were limited by the maximum depth of soil mois-
ture measurements. The actual SWC fluctuates any-
where between PWP and soil field capacity (SFC). The
amount of water exceeding SFC is classified as sub-
surface flow and soil depth penetration and as such
was excluded from further calculations. Since SWC
is based on the n − 1 day values, for the first day of
the assessment period we used known value of soil
water content originating from soil moisture measure-
ments. On the other hand, canopy storage capacity
for both model stands was only estimated. Total stand
interception was calculated from the canopy storage
capacity and the amount of precipitation intercepted
by the under story layer (herbaceous layer, litter, top
humus layer). This approach was chosen because the
model applied worked with the amount of precipita-
tion influencing soil moisture in the root development
zone rather than the throughfall amount. Earlier results
by Intribus (1977) indicate that the amount of under-
canopy interception can reach up to 27.7% of the total
precipitation over an open area. Minďáš (1999) esti-
mated the canopy storage capacity of beech at 1.6 mm
and that of spruce at 2.3 mm. Since the model calcu-

lates with daily precipitation totals we assumed that
during a precipitation day, canopy is on average able
to dry out at least once; hence for average daily canopy
interception we presumed double canopy storage ca-
pacity. Due to this fact, we estimated final average daily
interception of 8 mm for the Bı́lý Křı́ž spruce stand
and final average daily interception of 5 mm for the
Hukavský Grúň beech stand.

Intensity of long-term drought stress was estimated
using cumulative transpiration deficit (CTD); CTD
value for the day ‘n’ was given as:

CT Dn = PTn − ATn + CT Dn−1 (5)

where CTDn is cumulative transpiration deficit (mm),
PTn , n-day potential stand transpiration (mm day−1),
ATn , the n-day actual stand transpiration (mm day−1)
and CTDn−1 is the n − 1 day value of cumulative tran-
spiration deficit (mm). Based on the assumption that
following a period of ample transpiration water, an av-
erage tree is able to recover from drought stress, we
introduced a 3-day sustained period of ample transpi-
ration water as the limit annulling previous drought
stress. The CTD value was upon three consecutive days
with DI=0 habitually changed to zero.

Results

Potential Transpiration

For both model stands, only a limited number of days
when sap flow, air temperature and radiation readings
were taken and specific limit exceeding soil moisture
recorded was available for the estimation of the cor-
relation between the stand PT and reference PET (see
the previous section ‘Water-deficiency assessment’). In
the case of Bı́lý Křı́ž spruce stand, 22 such days were
available. Final linear function illustrating PET-based
estimate of the particular model stand PT is given in
Fig. 2.

The second stand at the Hukavský Grúň site pro-
vided better results as 117 days with comprehensive
data were available; results are given in Fig. 2(b).
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Fig. 2 Relationship between reference potential evapotranspira-
tion by Turc (1961) and measured stand transpiration (PT) used
for the estimate of potential transpiration of Bı́lý Křı́ž spruce
stand (a) and Hukavský Grúň beech stand (b)

Drought Index

Values of drought index indicate differences in soil
moisture regimes at chosen model stands referring
to the assessment period. The Bı́lý Křı́ž spruce stand
suffered from water deficiency for almost the entire
length of the assessment period; DI value, however,
was mostly relatively high (Fig. 3). It essentially
means that the soil water content fluctuated between
the point of decreased availability and wilting point
for much of the assessment period.

Fig. 3 Drought index (DI) for the Bı́lý Křı́ž spruce stand

Results from the Hukavský Grúň beech stand indi-
cate ample soil moisture for the entire vegetation pe-
riod of 1996. Here, drought index for much of the as-
sessment period except for August was equal to zero. In
other words, soil moisture for much of the assessment
period except for August did not fall below the point of
decreased availability. Even during August water defi-
ciency, DI recorded was still below 0.3 (Fig. 4)

Fig. 4 Drought index (DI) for the Hukavský Grúň beech stand

Cumulative Transpiration Deficit

Values for cumulative transpiration deficit confirmed
the results of formerly conducted assessment of in situ
moisture regimes at both model stands. Results from
the Bı́lý Křı́ž stand reflected the effect of permanent
water deficiency (drought stress) occurring in the first
half of the 2004 vegetation period (Fig. 5). CTD val-
ues showed a steady increase throughout the modelled
period, reaching 33 mm at the end of the period. Detri-
mental effect of drought on physiological variables
of this stand could thus be accumulated over the en-
tire modelled period, because it was permanent. The
Hukavský Grúň beech stand, on the contrary, bene-
fited for much of the 1996 vegetation period (except

Fig. 5 Values of cumulative transpiration deficit for the Bı́lý Křı́ž
spruce stand
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Fig. 6 Values of cumulative transpiration deficit for the
Hukavský Grúň beech stand

for August) from a transpiration-satisfying level of soil
moisture, as indicated by the CTD values (Fig. 6),.
Transpiration deficit was temporary, and in August it
was only limited; the CTD value, however, never ex-
ceeded 4 mm, largely thanks to the observed disruption
in the water-deficiency period.

Model Validation

Functionality and correctness of the described forest
stand water balance model was tested by the means of
the comparison between the measured and computed
parameters of water balance, namely actual stand tran-
spiration and soil water content. Comparison of the
measured and computed trends of soil water content is
shown in Figs. 7 and 8. In the case of Hukavský Grúň
beech stand, the comparison is merely informative, as
soil moisture measurements were interpreted only in
the form of soil water potential. The figure thus pri-
marily serves to compare the conformity of the trends
of measured and computed soil moisture values rather
than to compare the conformity of its absolute val-
ues. Results of the regression analysis between mea-

Fig. 7 Comparison of trends of measured and modelled values
of soil water content in the Bı́lý Křı́ž spruce stand

Fig. 8 Comparison of trends of modelled values of soil wa-
ter content and measured values of soil water potential in the
Hukavský Grúň beech stand. Values of soil water potential were
interpolated from roughly weekly orchestrated measurements
down to daily values

sured and computed values of the selected water bal-
ance components are provided in Figs. 9 and 10. The
total error of the model was evaluated by the root mean
square error (RMSE). The values of RMSE are pre-
sented in the Table 2.

Results of the respective correlation analyses
(Figs. 9 and 10) indicate a very tight correlation with
a high level of statistical significance between the

Fig. 9 Relationship between modelled transpiration (AT) and
transpiration measured at Bı́lý Křı́ž spruce stand (a) the
Hukavský Grúň beech stand (b)
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Fig. 10 Relationship between modelled and measured soil water
content (SWC) at the Bı́lý Křı́ž spruce stand

measured and modelled values of actual transpiration
for both model stands; in case of Bı́lý Křı́ž spruce
stand, similar trend was observed between the
measured and modelled values of soil water content.
In spite of a tight correlation, the AT of Bı́lý Křı́ž
spruce stand was modelled with a relatively high error
– the RMSE is 1.09 mm (the measured values ranges
from 0 to 4 mm). Similarly unfavourable result with
high error shows also the RMSE of the model at SWC
Bı́lý Křı́ž that is 23.7 mm (the measured values ranges
from 88 to 121 mm). The RMSE of the modelled AT
of Hukavský Grúň beech stand indicates much better
prediction with an error of 0.59 mm (the measured
values ranges from 0 to 6 mm).

Table 2 RMSE of modelled values in comparison to measured
values of the actual transpiration and soil water content (mm)

Variable Bı́lý Křı́ž Hukavský Grúň

Actual
transpiration

1.09 0.59

Soil water
content

23.73 –

Discussion

Water-Deficiency Assessment

Assessment of water deficiency, climatic humidity,
aridity and site moisture regime based on the
relationship between potential and actual transpiration,
and, if applicable, evapotranspiration, represents at
present a very popular method of the estimation

of these parameters (Lexer and Hönninger 1998;
Schiller and Cohen 1998; Lai and Katul 2000;
Zierl 2004; Wellpott et al. 2005 and others). Climatic
water balance based on the difference between total
precipitation and potential evapotranspiration as
applied by Škvarenina et al. (2004) can also be classed
within the mentioned group of methods. If there is no
other limitation to actual tree species transpiration than
insufficient soil water content during the vegetation
period, drought index applied can be considered
appropriate for the assessment of immediate water
deficiency in a particular forest stand. As we are
yet to learn which threshold DI values can trigger
physiological responses in trees, for the meantime,
we agreed DI > 0 to be drought stress generating
values.

From the perspective of drought stress and its im-
pact on species-specific physiological status, both the
momentary intensity of soil water deficiency and its
duration and intensity in the immediate past are of
considerable significance. In our study, the duration
of drought stress influence was described using cu-
mulative transpiration deficit. Another similar cumula-
tive drought characteristic referring to a specific time
period is the transpiration deficit estimated as a dif-
ference between seasonal integrals of potential and
actual transpiration (Ciencala et al. 1997). This ap-
proach, however, does not take into account possible
recovery of drought-weakened trees resulting from re-
plenishment of soil water above the easily available
level. For this very reason, impact of drought over a
specific time period might be overestimated if there
were a few sufficiently wet episodes within this pe-
riod. Practical application of the approach chosen in
this study will however necessitate the identification
of the minimum period with sufficient soil water con-
tent needed for trees to recover to the level preced-
ing water deficiency. Different approach to drought
stress assessment was applied by Zierl (2004). He con-
structed his approach around the presumption that for-
est stands have to a certain degree adapted to in situ
soil moisture regimes; this view allowed him to char-
acterise drought stress through the difference between
the assessment period drought index and long-term
average drought index. It is important to realise that
such comparisons may also bear the risk of drought
stress underrating, should previous years record sev-
eral extremely dry periods with very low long-term av-
erages. In our opinion, influence of natural adaptation
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mechanisms would be better included in the estimate of
potential stand transpiration or the estimate of thresh-
old limits of soil moisture availability to tree species
(Fig. 1).

Potential Transpiration

Although Penman and Penman–Monteith equations
and their modifications are presently the most preferred
methods of potential stand transpiration computing
(Ciencala et al. 1997; Schiller and Cohen 1998;
Čermák and Prax 2001; Zierl 2001 and others), we
based our estimate on Turc’s equation. The reason
was to minimise the number of climatic variables
entering the model. Since the Turc’s method does not
utilise air moisture influenced by stand transpiration,
it is particularly suitable for the modelling of
site evaporative conditions (Ciencala et al. 1999).
Differences in potential transpiration caused by
species composition and age structure of a particular
stand were projected into the function of stand PT
and PET. We assumed it was possible to establish
this function separately for each tree species and
its different age classes. The approach is basically
an alternative to coefficient using conversion of
reference FAO Penman–Monteith PET to particular
agricultural crop evapotranspiration (Allen et al. 1998).
Since the functions we obtained in the study result
from the analysis of data collected from a single
stand for a single vegetation period, possibilities
for their generalisation for pure spruce and beech
stands of a particular age class are seriously limited.
Possible complex species-specific PT-estimation
research is supposed to lead to more realistic and
representative non-linear functions establishment.
Needless to say, availability of data for other
variables creates basis for utilisation of more accurate
standard methods of potential stand transpiration
computing.

Water Balance Model

In an attempt to simplify the calculation of particular
components of forest stand water balance, we
decided to use, instead of more or less complex

water balance models such as SWAT (Narasimhan
and Srinivasan 2005), WAWAHAMO (Zierl 2001)
and FORHYD (Bouten 1995), a simplified model
consistent with the formula for soil water content
calculation (Eq. 4).

We assumed interception-reduced precipitation
to be the only source of water; accordingly, stand
transpiration was the only recognised water output
(except for water supply exceeding soil water
capacity). Acceptance of the assessed soil profile
for a homogenous layer allowed us to avoid a
rather complicated estimation of sub-surface soil
water movement. This move in return contributed
to model simplification. Model adaptations did
not compromise the calculation of selected water
balance components; obtained results displayed a
high level of correlation between the computed and
measured values. Although the study showed a tight,
highly significant correlation between measured and
modelled values of actual transpiration and soil water
content for the experimental stands (Figs. 9 and 10),
the RMSE values indicate lower accuracy of AT and
SWC prediction in the case of spruce stand Bı́lý Křı́ž.
However, the obtained results suggest some potential
of such a simplified approach in water-deficiency
assessment and forest water balance modelling.
Unfortunately, there was only a limited opportunity to
test functionality of both the water balance model and
water-deficiency assessment method in the process,
mainly because of limitations imposed by data
gathering method and data available for respective
model stands. For the purpose of this study, data
from a variety of different, mutually independent
field investigations were used; however, for a more
comprehensive analysis of model’s reliability, we
would need to work with data covering a wider range
of stands and time periods.

Conclusions

In this chapter we attempted to outline possible appli-
cation of a substantially simplified forest ecosystem
water balance model for the assessment of drought
stress frequency in forest stands. Simultaneously,
we tested the appropriateness of this simplified
model for obtaining an acceptable accuracy of results
for selected water balance components. Due to
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missing physiological measurements we nevertheless
failed to affirm the suitability of our approach for
water-deficiency assessment in association with
stress response in trees. On the other hand, the
method is based on a widely used assessment of the
rate between actual and potential transpiration and
stand transpiration deficit. Results obtained in the
course of the investigation provide for the following
conclusions:

� Correlation analysis between the modelled and
measured transpiration and soil water content
of the model stands indicated the ability of the
simplified model of forest stand water balance to
deliver acceptable results. On the other hand, the
total model accuracy analysis shows unfavourable
values for the Bı́lý Křı́ž spruce stand, what can
result also from the a low number of data for
analysis, not only from the model simplicity. In
spite of this, the presented results, especially from
the Hukavský Grúň, show the potential of this
method to be used as an effective tool for the
assessment of frequency and intensity of water
deficiency in cases when input data are insufficient
for more complex and accurate methods of water
balance assessment.

� The applicability of the proposed simplified
approach in water balance modelling can be finally
considered only after future analyses based on more
comprehensive measurements of water balance
components and selected variables indicative of
drought stress in tree species.

� Drought index and cumulative transpiration deficit
indicate significant level of water deficiency experi-
enced by Bı́lý Křı́ž spruce stand in the 2004 vegeta-
tion period. On the contrary, Hukavský Grúň beech-
wood showed no signs of water stress throughout
much of the 1996 vegetation period; partial signs of
water deficiency were only temporary and restricted
to August only.
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IPCC The Third Assessment Report, Summary for Policymak-
ers, (2000) (www.ipcc.ch)

Jansson P-E, Cienciala E, Grelle A, Kellner E, Lindahl A,
Lundblad M (1999) Simulated evapotranspiration from the
Norunda forest stand during the growing season of a dry year.
Agr. Forest Meteorol., 98–99, 621–628
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Forest Fire Vulnerability Analysis
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Introduction

After a strong wind disturbance in the High Tatras
Mountains National Park in November 2004, the prob-
lem of forest fire prevention has attracted much atten-
tion from our society. Under our conditions, forest fire
is an undesirable phenomenon, damaging not only the
forest ecosystem but also, if the fire spreads behind the
forest borders, endangering the property and lives of
people.

The current problem of forest fire occurrence is
evidently going to be an increasingly relevant phe-
nomenon in the future. This arises from the latest re-
ports of climatologists related with the progress of
global climatic changes that can already be felt locally.
According to these forecasts, we can expect more fre-
quent and extensive fire occurrence under our condi-
tions. The background of this fact is the progressive
increase of the average annual air temperature that will
lead to longer periods of drought. The drought peri-
ods are the most dangerous periods owing to the fre-
quent occurrence of fire initiation and propagation. The
most common reason for fire initiation is humans and
their careless manipulation of fire, mainly in this pe-
riod. Forest fires very often occur as a consequence of
the fire’s gradual transition from urban and agricultural
sites to forest. The most common source of this transi-

J. Tuček (B)
Technical University in Zvolen, Faculty of Forestry,
T.G. Masaryka 24, 960 53 Zvolen, Slovakia
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tion is unmanaged grass burning, which is still a com-
ponent of agricultural sites’ management, regardless of
all warnings.

Present forest fire research points out the fact of vul-
nerability of the area to fire initiation and next propaga-
tion. Vulnerability is characterized by hazards – factors
that, in given conditions, are demonstrated to be dan-
gerous, according to their final effect on the condition
of a given area.

For the identification and then evaluation of individ-
ual hazards, the most effective tool for this purpose was
chosen – a spatial decision support system. In general,
the spatial decision support system includes the deci-
sion support system (DSS) itself and a geographical
information system (GIS), mainly using its graphical
and analytical functionality.

Problem

The Slovensky raj National Park is situated in the
north-eastern part of the Slovenske Rudohorie Moun-
tains near the Low Tatras Mountains. Figure 1 shows
the localization of the experimental area (ESA) in the
area of Slovakia. The climatology character shows that

Fig. 1 Localization of the experimental area

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 219
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the preponderance of the area belongs to a moderately
cold region with an average annual temperature of
5–6◦C. The geological ground here consists of lime-
stone and dolomite that allow the creation of karstic
formations. The area of the Slovensky raj National
Park is well known, mainly due to its numerous
canyons and ravines. The predominant soil types here
are rendzinas, pararendzinas and lithosols (80–90%
of the area). Forest covers about 75% of the area. The
most represented tree species (Leskovjanska 1999) is
spruce (50%), followed by beech (30%).

The extent of forest fires in Slovakia is much smaller
than the extent of fires in Mediterranean countries like
Spain, Greece or Portugal but, owing to the grow-
ing intensity of their occurrence, there is a need to
concern ourselves with them under our conditions as
well. Prognoses of future climate changes refer to the
fact that global climate change will also cause climate
warming in our region.

Meteorological factors represent a significant fac-
tor for fire initiation. Due to meteorological situations,
under our conditions, the highest risk periods are the
spring season (March–May) and the summer season,
with the months with the highest air temperature (July
and August). From the point of view of the danger of
meteorological factors, the parameter of most risk is
relative air moisture, which has an influence on current
vegetation moisture (trees, herbs, grass) as well as on
the moisture of soil and its horizons. In particular, the
upper soil layer is very risky, being formed from litter
(leaves or needles). This layer, together with the grass
and herbal component, becomes the prime source of
fuel in the case of fire initiation. Therefore, grass burn-
ing is considered to be very dangerous in a period of
drought. A fire is easy to start burning, but control-
ling and extinguishing it is very difficult, particularly
in the case of such a fuel type. This is confirmed by
the annually growing number of spring fires caused
by grass burning. We should note that this type of fire
causes not only material damages that can be calcu-
lated right on the site but also environmental damage.
To this group belongs, for example the disturbance of
important biotopes and the forest ecosystem, or con-
tamination of the environment by chemical matters in
the case of ecologic unfriendly extinguishing substance
use. Sometimes, damage occurs with the highest price
– injury or death.

The fire evidence, fire causes probes and the pro-
cessing of documentation about fire, fire statistic sur-

veys and fire analyses are regulated by the Instruction
of the President of the Fire and Rescue Forces of the
Slovak Republic No. 25/2005. The evidence includes
such information as operational data about procedures
related to fire fighting (date of fire initiation, time of
announcement, time of alarm announcement, time of
departure, fire site arrival, beginning of extinguishing
activities, fighting and departure to the fire station (to-
gether with transportation distance)), descriptive data
relating to the damaged area or object as well as data
about the fire type, established reasons and calculation
of the resulting damages. In the case of the occurrence
forest fires, the age of the forest stand, its total area, the
area that was destroyed and damaged by fire, species
composition, representation and stem density are reg-
istered.

There is a problem with the fire evidence, because
it is not unique. As to the experimental area, the fire
evidence regulation has been changed during the pe-
riod that was analysed, for the first time in 1998 and
later in 2000 (the Instruction of the President of the
Fire and Rescue Forces of the Slovak Republic No.
22/1998 and No. 12/2000). Besides, after a change of
social background, the evidence, also including fires
with a smaller extent, was described in more detail in
the second part of the surveyed period. Conversely, the
discipline of some subjects managing the forests has
become significantly worse and a lot of data about dis-
turbed forests were missing from the evidence.

The problem of forest fire vulnerability evaluation
in the Slovensky raj National Park was solved
in the frame of the WARM project. Particular
results have already been published by Tucek
et al. (2003), Tucek (2004, 2006), Skvarenina
et al. (2003) and Holecy et al. (2003).

Methodology

The Statistical Analysis of Forest Fire
Occurrence in the Experimental Area

Forest fire vulnerability can be described by means of
probability p(t) that reports the assumed disturbance
of the forest (based on its species composition) in the
age (t) during a common year. Probabilities for particu-
lar tree species were derived from empiric functions of
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frequency distribution, based on data about burned out
forest areas, and divided into age classes, by processing
records about fires in forest stands of the experimental
area for a 25-year period (1976–2001).

Owing to the species composition of the forest
stands in the experimental area, we had a sufficient set
sample for coniferous trees, but there were only a few
burned sites of broadleaves. As the degree of forest
fire vulnerability in the area, the population proportion
of the particular tree species’ areas destroyed by fire in
an average year was chosen.

p(t) = h(t)

H(t)
, (1)

where h is the sum of all areas of individual tree species
disturbed by fire,

h =
∑

hi (2)

and H is the sum of all areas of individual tree species
in the experimental area,

H =
∑

H (3)

The variability of destroyed individual tree species’
area with the extent of 1 ha, measured by this quantity,
was shown to be extensively high. Some tree species,
respectively tree species groups, are more susceptible
to disturbance by fire than others. To simplify the prob-
lem, we tested the statistical significance of differences
between obtained relative frequencies (probabilities) of
1 ha per 1 year’s disturbance for all tested tree species
by means of a null hypothesis.

H0 : p1 − p2 = 0, it means p1 = p2.

The testing characteristic (z) was calculated by the
formula:

z = |p1 − p2|
√

p1(1−p1)
H1 + p2(1−p2)

H2

, (4)

where (p1) and (p2) are population proportions of dis-
turbed hectares of compared tree species or tree species
groups, and (H1) and (H2) are disturbed areas of both
compared tree species or tree species groups.

We compared the testing characteristic (z) with the
critical value of standard normal distribution (zα) for

a mutual test with a level of significance α = 0.05.

The null hypothesis (H0) was rejected at the signifi-
cance level of α when (z > zα). Tree species for which
it was not possible to reject the null hypothesis (H0)
for a very significant correspondence of their vulnera-
bility were merged into groups, in which vulnerability
was compared with other tree species or tree species
groups.

In the sampling area, we used the data of given
tree species stands destroyed by fire, according to their
age, for the calculation of empiric distribution func-
tion values Fn(t) that report the forest stand distur-
bance probability by means of given age classes (t).
To exclude an influence of the different number of
hectares in individual age classes, Fn(t) functions were
composed of relative frequencies of expected areas of
disturbance ( fi ) in every age class (i). The areas of
all age classes were homogenously distributed in the
sampling area:

Fn(t) =
∑

i≤t

∧ fi
∧ f

, (5)

where

∧ f =
k∑

i=1

∧ fi (6)

The symbol n represents the number of expected
areas of disturbance (ha) on homogenously distributed
areas of individual age classes N (ha), and f represents
the expected relative frequency of the destroyed areas
in the selection ( f = n/N ). The symbol (k) represents
the total number of age classes of the tree species or
group of tree species, into which the selection (N ) area
is divided. In this case, k = 15.

For the description of the forest stand disturbance
probability dependency in relation to its age (t), the
Weibull probability distribution function was used:

F (t) = 1 − e−c.tγ . (7)

The estimation of parameters (c) and (γ ) of this dis-
tribution were performed by the method of quartiles,
using the following formulae:

γ = 1.572 53

ln q75 − ln q25
(8)
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and

c = 0.287 67

qγ

25

. (9)

Symbols q25 and q75 represent the quartiles of the
analysed empirical distribution functions Fn(t), partic-
ularly describing the distribution of destroyed areas,
for individual tree species groups with the same vul-
nerability. The analysis procedure was based on null
hypothesis (H0) testing of the correspondence of the
functions Fn(t) for particular tree species groups with
the same vulnerability.

H0 : Fn(t) − F(t) = 0.

Symbol F(t) represents the distribution function of
the equilibrated distribution values W (c, γ ).

For null hypothesis testing (H0) of the correspon-
dence of the functions, the Kolmogorov–Smirnov test
was used for one selection, as it is recommended in
Klein et al. (1997) and in Triola (1998). The procedure
is based on a comparison of the absolute value max-
imum difference Fn(t) − F(t) with the critical value
(n)a/2 for a mutual test of good correspondence. In all
tests, a significance level of α = 0.05 was used.

The probability of forest stand disturbance in indi-
vidual age classes (t) in each tree species group equals
the value �F(t):

�F (t) = F(t) − F(t − 1). (10)

Then, the values of expected disturbance probabil-
ity values p(t) – probabilities for tree species of pine,
spruce, larch and broadleaves were estimated:

p (t) = u.�F (t) . f. (11)

The tables of probabilities for individual tree species
classified by age were later used in the Arc View GIS
environment for the calculation of vulnerability of each
forest stand in the experimental area, using scripts.
Vulnerability, as a new attribute, was included in the
database describing the forest stand. As a result, a map
of the geographical distribution of fire vulnerability of
forests was produced.

The Weibull distribution application for the
purposes of description concerning the forest
land management risk was also recommended by

Kouba (2002) and Kouba and Kasparova (1989).
The importance of description concerning the risk
accompanying the forest management is also presented
by Sisak and Pulkrab (2001).

In the second type of analysis, the influence of rel-
evant geographic factors (elevation, slope, aspect, the
nearest road distance, the nearest settlement and urban-
ized area distance) was tested on the fire occurrence.
This was performed based on populated proportions’
comparison of the analysed factor values on areas dis-
turbed by fire and the whole experimental area. The dif-
ferences in fire occurrence between factor value groups
were next tested by means of a quotient test.

As a base, the mentioned probability p(t) calcula-
tion has been used already, which informs us about the
expected forest disturbance in relation to its age (t) in
the whole experimental area. This could be consecu-
tively iteratively revised according to considered geo-
graphical factors. The algorithm comes from the ex-
istence of the file of burning dependent probabilities
P(B | Fx,y)t of the forest stand (B) in the presence (x)
of geographical factors (Fx,y) with possible (y) exist-
ing states. The first step of the algorithm is composed
from the point assessments assignment P(B | F1,y)t of
the first factor influence (F1,y) in relation to all its con-
ditions (y) in the experimental area. The second step is
represented by the calculation of the a posteriori proba-
bilities P(F1,y | B) that represent the fact that a burned
area of 1 ha will belong to the area with the right char-
acteristics (y) using the Bayes formula. The third step
is the calculation of the dependent probabilities vector
p′(t) informing about the expected forest disturbance
p(t), but revised by factor influence (F1,y) in the whole
experimental area.

The algorithm continues with the second iteration
repeating, here describing three steps using p′(t) val-
ues instead of p(t) as inputs and P(B | F2,y)t values
instead of P(B | F1,y)t to obtain detailed geographi-
cal information about the fire occurrence relation and
the second considered factor (F2,y), expressed by de-
pendent probability file by vector p′′(t). The number
of iterations is not limited and the algorithm allows
as many factors as are required to be taken into con-
sideration. As it has already been said, the tests were
performed to obtain information about the influence
of elevation, slope, aspect and the nearest road and
settlement distance. Then, the map of forest vulnera-
bility in accordance with the main forestry factors (a
priori probabilities) was corrected, using the results
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of the geographical factors’ influence analysis. Every
cell of the analysed raster was classified by reclassi-
fication process to the derived categories. Based on
forestry factors, a priori probabilities were gradually
revised (multiplied) by dependent probabilities, taking
into consideration particular geographical factors for
every cell.

Vulnerability Assessment in the EMDS
Environment

In the analyses, the digital relief model of the study
area with a 10 m cell resolution was used for the deriva-
tion of the slope and aspect surface. In addition, the
digital vector layer of the forest stands’ borders was
used, related with the database containing detailed data
about the forest and vector layer of the road network
(including forest roads, tourist and cycle routes) and
the vector layer of urban areas (settlements, dispersed
houses).

As input data for the analysis process, the proba-
bilities described in the above chapter were used and
calculated for characteristics: elevation, slope, aspect,
the nearest road and urban area distance.

The analysis process in EMDS is composed of three
basic steps (Tucek, Majlingova 2007).

Dependency Network – Knowledge-Base
Building

For the building of the dependency network – a formal-
ized knowledge base, based on the decision rules – the
NetWeaver environment, a subsystem of EMDS, was
used.

The first step of dependency network building is the
definition of the goals – groups of hazards that are input
into the assessment. In this case, these goals were rep-
resented by hazards relating to the forest (species com-
position and age), geographical factors and the distance
of the locality from the nearest road and settlement. To
individual groups of factors, relevant calculated links
representing viewed parameters (e.g. by terrain, eleva-
tion, slope, aspect) were added. For the faster visual
control of the result, the transformation of origin prob-
ability values to fuzzy values (assigning values from
unique interval [0; 1]) was performed in the NetWeaver

environment. The values of probabilities’ multiplica-
tion (vulnerability of the area) were then classified into
five degrees of danger.

Assessment Process Performing

For the application of the assessment process, it is also
necessary to create (except for the dependency net-
work) input data describing the experimental area con-
ditions (in the case of this analysis in raster represen-
tation), which is the applied knowledge included in the
dependency network. Vector to raster conversion was
performed in the basic environment of EMDS. Its in-
terface is similar to the Arc View environment, because
EMDS is an applicable extension for Arc View.

Result Representation and Output Production

A raster representation was used in the process of anal-
ysis. In the results, the image of each cell of the raster
contains the fire danger (vulnerability) fuzzy value of
the area. To simplify this raster, it was reclassified into
five regular intervals – degrees of danger (fire vulnera-
bility of the area) – based on the multiplication of haz-
ard values of individual factors’ groups.

Map composition and printing can be produced in
the EMDS environment itself.

Results and Discussion

Results of Fire Occurrence Statistical
Analysis

For statistical analysis purposes and in correspondence
with the methodology, a database of the forest, agricul-
tural and urban fires in the experimental area during the
period 1976–2001 was created.

Various fire sources were registered, such as the ma-
nipulation of fire in a natural environment, children
playing with fire, harvest waste burning, old grass and
wood burning, home waste burning, smoking, electric
wiring breakdown, thunderbolt, intentional setting of
fire, self-ignition and railway traffic – trains.
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In total, there were 328 fires recorded, consisting
of 103 forest fires, 114 agricultural fires and 111 ur-
ban fires (built-up areas, respectively, buildings and ob-
jects) in the experimental area within the 25-year-long
survey period.

As regards forest fires, the sample set of recorded
forest fires contains two maximums of fire occurrence
(Fig. 2). One of them is during spring (April) and
the second during summer and autumn (August and
October).

The relationships among geographical, forestry and
meteorological factors and the probability of forest fire
occurrence can serve as the base for the next rules or
knowledge formulation about the problem. It is neces-
sary to mention that not all the analyses that could be
carried out were done based on the collected experi-
mental material. In the chapter, the two main results
of our investigation that are related to two groups of
significance are presented. The first group includes es-
sential forest mensuration field data (species composi-
tion and age). The second group includes geographical
factors – site elevation, slope, aspect and the distance
from the nearest road or settlement.

The first step was the calculation of the popula-
tion proportion of burned out areas from particular age
classes of a sample.

Having tested the differences between the obtained
population proportions, five tree species were distin-
guished: respectively, their groups are pine, spruce, fir,
larch and a group of broadleaved trees. Results ob-
tained for tree species (groups), are shown in Table 1.
The observed data pointed out obviously higher fire
occurrence rates in younger forest stands than in older
ones.

In the next step, values of empiric distributional
functions of the probability distribution Fn(t) were
calculated. Then, the empiric functions correspondence

Fig. 2 Seasonality of forest fire occurrence – survey by months

Table 1 Probability of tree species’ (groups’) area disturbance
by fire

Tree
species
(group)

Total area (ha) Burned
area (ha)

Fire rate
occurrence
probability

Pine 21,295.7 29.3 0.001377186
Spruce 106,028.3 83.5 0.000787769
Larch 12,572.0 7.9 0.000629969
Fir 16,204.8 5.7 0.000351664
Broadleaved 51,673.6 13.9 0.000268189

Total 207,774.4 140.3 0.000675400

test with theoretical probability distribution using
Weibull distribution was performed. In all cases, the
results for individual tree species (groups) showed very
high correspondence (level α = 0.05). The probability
of forest stand disturbance in the age classes (t) for
every tree species (group) then equalled �F(t). The
probabilities of forest stand disturbance by fire are
introduced in Table 2.

In the second and third group of conditions, the re-
lations between fire occurrence and basic geographical
and anthropogenic conditions were evaluated. In cor-
respondence with the methodology, it was necessary
to perform an analysis of relative frequencies of anal-
ysed factor occurrence in the areas disturbed by fire in
comparison with the whole forested part of the exper-
imental area. To realize the procedure, two groups of
problems needed to be removed – the localization of

Table 2 Probabilities calculated for particular tree species in re-
lation to relevant age class

Age
(t)

Broadleaves
p(t)

Spruce
p(t)

Fir p(t) Larch
p(t)

Pine p(t)

10 0.001068 0.003096 0.000639 0.000603 0.005032
20 0.000714 0.002002 0.000595 0.001804 0.003425
30 0.000549 0.001531 0.000540 0.002489 0.002672
40 0.000435 0.001217 0.000487 0.002445 0.002152
50 0.000350 0.000987 0.000438 0.001876 0.001763
60 0.000285 0.000811 0.000393 0.001163 0.001460
70 0.000234 0.000673 0.000352 0.000592 0.001218
80 0.000193 0.000562 0.000315 0.000249 0.001023
90 0.000160 0.000472 0.000281 0.000087 0.000862

100 0.000133 0.000399 0.000251 0.000025 0.000730
110 0.000111 0.000338 0.000224 0.000006 0.000620
120 0.000093 0.000287 0.000200 0.000001 0.000528
130 0.000078 0.000245 0.000178 0.000000 0.000451
140 0.000066 0.000210 0.000159 0.000000 0.000386
150 0.000055 0.000180 0.000142 0.000000 0.000331
160 0.000047 0.000154 0.000126 0.000000 0.000285
170 0.000039 0.000133 0.000112 0.000000 0.000245
180 0.000033 0.000115 0.000100 0.000000 0.000211
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individual fires and the proposition of the procedure to
obtain data about the occurrence of evaluated factors
on the fire site.

For individual geographical factors, pixel sets with
particular values for the area destroyed by fire (burned)
and the whole experimental area were created. For the
area destroyed by fire, there was a set with 7660 pixels;
for the forested part of the experimental area, the set
contained 317,568 pixels. That represents an area of
20,047 ha for the forested area and 478 ha for the fire-
destroyed area, at a 25 m cell resolution. An example of
elevation proportion distribution of occurrence values
is introduced in Figs. 3a and 3b.

In the next analyses, the population proportion val-
ues of factors and not their absolute frequencies were
required for each class. Therefore, the data about the
analysed factor occurrence frequencies were exported
to the Microsoft Excel environment, in which the re-
quired calculations were performed. The results of ele-
vation, slope, aspect and distance from the nearest road

and settlement (building) frequency calculation are in-
troduced in Figs. 4, 5, 6, 7 and 8.

The categories of analysed factors’ values,
confirmed by statistical testing, are introduced in
Table 3. The results show that, from the fire point
of view, the vulnerability of the area is significantly
higher on south-eastern, southern and south-western
expositions (aspect 60◦–160◦), on sites with lower
elevation (less than 775 m), on sites with lower terrain
slope (less than 15◦), on sites at a distance of less than
350 m from the nearest road and, finally, at a distance
of less than 1000 m from the nearest settlement
(building). The presumption that the fire risk increases
with a higher terrain slope was not confirmed.

In correspondence with the procedure described
in the methodology, the probability of forest fire
occurrence can be considered as an a priori probability
in view of the forest characteristics (age and species
composition). This precision is possible using the
influence of the relevant geographical factors based

Fig. 3a Frequency histogram – forested area of the experimental area, elevation
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Fig. 3b Frequency histogram – fire-destroyed area, elevation

Fig. 4 Population proportion of individual factors – elevation

on posteriori probability calculation using the formula
of Bayes and next the dependency probability
calculation. Results of the calculations for dependency
categories, as was already mentioned, are introduced in
Table 4.

Due to its geographic factors, the statistical analysis
of the study area burnability, in this case, fire vulner-
ability, was performed based on fire occurrence rates

Fig. 5 Population proportion of individual factors – slope

by mutual comparison and testing whether their differ-
ences are significant or not, using a null hypothesis.
The null hypothesis was rejected at the significance
level of (α = 0.05) when z > zα . The results of null
hypothesis testing are shown in Table 5. The critical
value of standard normal distribution was 1.96. The in-
put data for null hypothesis testing are given in Tables 3
and 4.
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Fig. 6 Population proportion of particular factors – aspect

Fig. 7 Population proportion of particular factors – the distance
from the nearest road

Based on the fact that the geographical distribution
of all the assessed factors, such as forest characteris-
tics, geographical characteristics of relief and anthro-
pogenic factors’ characteristics (distances computed
from roads and urbanized areas), were available in dig-
ital form, there was a possibility to calculate the vul-
nerability value for each cell of the analysed area using
derived relations and their parameters.

First, we used the programming tools of the tabular
calculator Microsoft Excel to calculate the probability

Fig. 8 Population proportion of particular factors – the distance
from the nearest settlement

of each forest stand disturbance (vulnerability) based
on its age and species composition. For that reason,
the values of probability distribution were used, set-
tled by Weibull distribution for each tree species and
age class, and these were applied to forest stands based
on their description. For mixed species composition in
the forest stand, there were the probability values of
the tree species of the composition weighted by their
percentage rate in the forest stand. To the calculated
value of the forest stand vulnerability, the new attribute
(column) of the stand description table was added.

The probabilities of fire disturbance of the forest,
calculated in this way, were used for the calculation
of the fire vulnerability of the experimental area, us-
ing GIS and SDSS. These probabilities could also be
used for the valuation of the forest stand for insurance
purposes (Holecy 2004).

Vulnerability Assessment Results

The assessment process performance was carried
out using the decision rules implemented into the

Table 3 Categories of the
analysed factors’ values
determined based on the
statistical test

Factor Category of the
factors’ values

Area of the ESA Burned area Relative
frequency

Aspect 60–160◦ 6 575.8 213.4 0.032439368
160–60◦ 13 471.4 265.4 0.019700275

Elevation 450–775 m 5 297.7 215.8 0.040730437
>775 m 14 749.5 262.9 0.017826415

Slope 0–15◦ 7 513.1 205.2 0.027321400
> 15◦ 12 534.1 273.5 0.021821219

Distance from the
nearest road

0–350 m 13 658.8 387.2 0.028344301

>350 m 6 388.4 91.4 0.014305038
Distance from the

nearest settlement
0–1 000 m 10 715.8 304.9 0.028456228

>1 000 m 9 331.4 173.6 0.018603941
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Table 4 Dependent
proportions for analysed
factors

Factor Category of the
factors’ values

Relative
frequency

Posterior
frequency

Dependent
frequency

Aspect 60–160◦ 0.032439368 0.445702470 1.358434837
160–60◦ 0.019700275 0.554297529 0.824970276

Elevation 450–775 m 0.040730437 0.450799056 1.705633961
>775 m 0.017826415 0.549200734 0.746502289

Slope 0–15◦ 0.027321400 0.430752383 1.149592698
> 15◦ 0.021821219 0.569247616 0.910504824

Distance from the
nearest road

0–350 m 0.028344301 0.809029176 1.187422736

>350 m 0.014305038 0.190970823 0.599278425
Distance from the

nearest settlement
0–1000 m 0.028456228 0.637222186 1.192120105

>1 000 m 0.018603941 0.362777814 0.779377094

Table 5 Results of geographic factors’ significance analysis us-
ing null hypothesis testing

Factor z zα H0 result

Aspect 5.114214071 1.96 Rejected
Elevation 7.828403501 1.96 Rejected
Slope 2.411365928 1.96 Rejected
Distance from the

nearest road
2.858177847 1.96 Rejected

Distance from the
nearest settlement

4.62626007 1.96 Rejected

dependency network in the EMDS environment. The
output of this analysis had the form of a raster (map).

As a base for the classification of fire hazards into
vulnerability degrees, the results from the fire occur-
rence statistical analysis in the experimental area were
used. The method of their application has already been
described in the methodology. As one of the basics, the
structure of the dependency network – the knowledge
base built in the NetWeaver environment – is shown
(Fig. 9).

The advantage of this approach to the vulnerability
assessment, using the EMDS environment against clas-
sic processing and using the map algebra tools of the
GIS environment is that SDSS allows more effective

Fig. 9 Dependency network features and their relationships

analysis processing, such as from the time and cost
points of view. The possibility of the flexible deacti-
vation or reactivation of individual factors (data links)
or their groups (goals) entering the assessment process,
the addition of a new factor group or a new link to an
existing group, as well as the use of simply definable
assessment based on fuzzy values (fuzzy logic princi-
ple) can be considered as very effective features.

Figure 10 represents the visualization of the vulner-
ability results of the experimental area to forest fire
based on the evaluation of stand, geographical and dis-
tance factors.

Table 6 shows the results of the experimental area
percentage rate assigned to the particular vulnerability
degrees.

From the results presented in the table, from the to-
tal surface area of the experimental area (26,546.25 ha),
the highest area proportion takes degrees 3, 2 and 1. A
relatively big area also takes degree 4. There is also the
highest degree – 5 – that takes 2% of the area. From
the cell content of the result raster, it is possible to

Fig. 10 Result of forest fire vulnerability analysis of the experi-
mental area
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Table 6 Percentage rate of vulnerability degrees for the experi-
mental area

Vulnerability
degree

Description Percentage rate of the
whole area

1 Very low danger 24
2 Low danger 27
3 Medium danger 31
4 High danger 16
5 Very high danger 2

extract vulnerability values for individual forest stands,
too. This fact allows us to obtain a survey of individual
forest stands’ vulnerability and to calculate the average
or another method of aggregated data.

In this analysis, the assessed factors (hazards) be-
long to the group of static factors, representing factors
which do not change significantly in a short time. How-
ever, meteorological factors were not included in the
analysis. It could be taken for granted that these dy-
namic factors could influence the fire risk degree sig-
nificantly, mainly during the days with high air tem-
peratures, during longer periods of drought, without
precipitation, when the fire load of the forest and of
the whole area grows enormously. This time, localities
assessed as higher risk degree (3, 4) areas based on
static factors’ (vulnerability) assessment will be mainly
endangered. In such a period, it is necessary to per-
form fire monitoring at regular time intervals, to tighten
the control over the keeping of safety rules, to restrict
works performed by forest workers and to regulate or
forbid the entry of tourists to tourist routes in endan-
gered localities.

Conclusion

In the chapter, the described approach to the analysis
of the area vulnerability to forest fire for the area of
the Slovensky raj National Park is only the first step in
forest fire risk analysis. The risk analysis in this case
is composed of two groups of factors. One of them is
here described as the vulnerability of the forest stand to
fire disturbance. The second one is represented by the
meteorological factor that significantly influences the
total risk value.

The advanced approach to the forest fire vulnera-
bility evaluation, using a spatial decision support sys-
tem based on decision rules and analytical and graphic

display functionality, is more effective in terms of time
and invested effort, as opposed to the analysis process-
ing using only GIS tools (map algebra).

Sufficient data sources for the needs of modelling
and new data derivations for the study area territory
have been prepared. The analysis of forest and other
fire data offers useful information for knowledge-base
building.

In the future, we would like to extend the approach
to forest fire risk analysis introduced here, using cur-
rent data about weather conditions.
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The Paradigm of Risk and Measuring the Vulnerability
of Forest by Natural Hazards
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Introduction

Forest ecosystems are very sensitive to natural haz-
ards of any kind. However, the concept of vulnerabil-
ity concerning the forest growing including its value
still has been and remains not very clearly defined and
vague. Current approaches to measuring vulnerability
often lack any systematic transparent and understand-
able development procedures (Birkmann 2006). Also
the concept of risk and its relationship to vulnerability
itself are often explained in different, sometimes even
contradictory manners. The concept of forest manage-
ment risk has been thoroughly discussed and explained
by von Gadow (2000), Hanewinkel (2002) and also by
Hanewinkel and Oesten (1998), but their explanations
of risk and its definitions do not include the dimension
of vulnerability, at all. Also Sisak and Pulkrab (2001)
inform about the negative impacts of particular natu-
ral hazards occurrence on the sustainable management
of the Czech forestry, but their evaluation of these ef-
fects does not take in account the vulnerability of forest
as the decisive factor of their magnitude. The impact
of fire occurrence risk on the capital value of forest
soil and the rotation period investigated successfully
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Technical University in Zvolen, Faculty of Forestry,
T.G. Masaryka 24, 960 53 Zvolen, Slovakia
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Martell (1980) and Van Wagner (1978), but without
any mention concerning both the vulnerability of forest
and its estimation. Halada et al. (2006) and Skvarenina
et al. (2004) also refer to the concept of vulnerability,
but they do not provide any more detailed classification
of this term.

The objective of this chapter is to propose the gen-
eral mathematical model of vulnerability concerning
the management of a forest ecosystem. This model
is formulated and demonstrated at the extensive case
study aimed to the estimation and investigation of for-
est fire occurrence in the area of the Slovak Paradise
National Park. Except for experimentally measuring
the vulnerability of forest by fire here, the risk of forest
management due to the fire occurrence hazard is quan-
tified and evaluated, as well.

The Paradigm of Risk and Its Shifting

Definitions of Basic Concepts

The undertaken investigation uses different rather
similar terms that, however, have to be defined
precisely in the following. A hazard, according to
Thywissen (2006), is the potential natural or social
danger to human life or property. In the present
chapter, this potential is described by the probability
of forest stands destruction for a certain period by the
occurrence of fire. One of the key terms that is analysed
in this case study is risk. The distinction between risk
and uncertainty, where the probability of hazard that
occurs is unknown, is here taken in account. Risk is the
expected failure of a forest management project linked

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 231
DOI 10.1007/978-1-4020-8876-6 20, c© Springer Science+Business Media B.V. 2009
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to a known probability. In this sense, risk is defined
as hazard quantitatively measured in probability
terms. Expected loss is defined as risk expressed in
physical units and can be calculated as the size of a
forest area in hectares multiplied by the probability
of its destruction. An economic risk is defined as
an expected loss expressed in monetary terms and
obtained as the mentioned probability multiplied by
the endangered value of property.

Vulnerability represents the central element of our
approach to the formulation of risk and the assessment
of its magnitude also from the economic point of view.
The thorough explanation of this concept from both
the engineering and ecological points of view has been
given by Holling et al. (2002). In the broader discussion
is this term applied by Caballero and Beltran (2003) at
ranking the resistance concerning settlements exposed
to forest fire under different conditions. Under the
concept of vulnerability in the present chapter, we
understand the damage potential of a forest ecosystem
that can be expressed in both the physical units and
monetary terms. In other words, it is the capacity of
forest to be destroyed at the given frequency of fire
occurrence or the likelihood that a certain part of forest
will be destroyed. In this sense, the resistance of forest

is understood as the ability of forest to survive or
absorb the occurrence of fire and to maintain its own
functioning further. The resilience then informs about
the ability of forest to recover when its certain part has
been destroyed and to change its tree-species composi-
tion and age structure in order to reduce its vulnerabil-
ity, as much as possible. Here presented definitions are
in accordance with opinion of Kasperson et al. (2001).
The resistance and resilience are two components of
the adapting capacity of forest. The vulnerability and
resilience represent two sides of the dynamic forest
evolution in the presence of fire occurrence hazard.
Vulnerability informs about the possible disturbance
of deterministic development of forest and resilience
informs about the ability of the disturbance elimination
and returning the forest ecosystem to the equilibrium
state for further sustainable functioning, again.

The evolution of forest has been and remains very
complex process in which many biological, physical,
chemical and also social factors can play decisive
roles. The deterministic analytical prediction of a forest
development under these circumstances very seldom
brings the reliable results. The mutual interaction of
vulnerability and resilience is significantly stochastic
and partly unpredictable in its very essence. However,

Definition of forest vulnerability
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Random hazard event/stressor

Forest ecosystem performance 
after the first hazard event

Sustainable performance level of a 
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Fig. 1 The definition of forest ecosystem vulnerability in terms of its evolution under the pressure of the random occurrence of
a stressor
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A paradigm of forest management risk and its
shifting

Ensuring sustainable forestry requires a paradigm shift in
the concept of disaster prevention and preparedness. 

Present Paradigm

Focus on impacts of natural 
hazards and their 
quantification.

From the 
„impacts management“

New Paradigm

Focus on the vulnerability
assessment followed by its
ranking and reduction.

To the 
„risky forestry“

Fig. 2 The description of changing the paradigm of risk in forestry based on the knowledge improvement

we can observe size of destroyed area of forest, as well
as to analyse frequency and intensity of occurrence
concerning the particular kinds of hazard. Obtained
probability distributions of a forest destruction under
given conditions then inform about the inherent
equilibrium among forces of destructive natural
elements, the vulnerability of forest ecosystem and its
corresponding resilience. The dynamic definition of
vulnerability as the development of a forest ecosystem
in the presence of a randomly occurring stressor is
depicted in Fig. 1. The first occurrence of hazard
event triggers the process of forest adaptation to the
presence of a stressor and the forces of adapting
capacity gradually change the structure of ecosystem
in order to approach the level of its sustainable
performance again. This definition follows the
interpretation of vulnerability proposed by Bogardi
and Birkmann (2006) and more precisely explained in
the presentation of Bogardi (2006).

Based on this definition, the new more efficient ap-
proaches to the management of forestland could be
developed and applied. Their essence is depicted in
Fig. 2. The present commonly used paradigm of a
forest management risk relies only on the quantitative
assessment of hazard impacts, asserting the hazard pre-
vention measures and seeking for the so-called security
forestry. But, instead of lingering on the passive atti-
tude to the occurrence of natural elements, the present
paradigm of risk should be shifted to the new one based
on the forest vulnerability assessment and ranking. The
reason to change the present attitude of forest managers
to risk is the obvious higher efficiency of the forest
management resulting from the possibilities of a for-

est vulnerability reduction. However, the assertion of
the new mentioned managerial attitude is much more
demanding for a data collecting, including their pro-
cessing and evaluation necessary for the improvement
of our knowledge about risk.

Modelling and Ranking the Vulnerability
of Forest

Data About Forest Fire Occurrence
and Their Processing

To describe the random process of a forest growth un-
der the pressure of fire occurrence hazard in a reliable
way, there have been evaluated data about the forest
fire occurrence in the whole territory of the Slovak Par-
adise National Park including its buffer zones for the
period of years 1992–2001. These data were collected
from the archives of four fire brigades and rescue corps
offices situated in the districts of Spisska Nova Ves,
Poprad, Roznava and Brezno who are responsible for
the forest fire protection in the territory of a park in
which the total of 2077.74 km2 of forestland is situated.

For the purposes of evaluating the vulnerability of
particular tree-species by fire, the population propor-
tion of (n) burned out areas, (p̂), from the total observed
area of grown tree-species (N) during the period of 10
years in the sample was chosen:

p̂ = n

N
(1)
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Table 1 Particular groups of
tree-species with the equal
decennial fire occurrence
rates (p̂) during the period of
1992–2001

Numbers of
groups

Groups of
particular
tree-species

Total observed
areas (ha)

Total destroyed
areas (ha)

Real fire
occurrence
rates (p̂)

1. Pine 2129.5701 29.3281 0.01377186
2. Spruce 10602.8299 83.5258 0.00787769
3. Larch 1257.2047 7.9200 0.00629969
4. Fir 1620.4757 5.6986 0.00351664
5. Broad-leaved 5167.3642 13.8583 0.00268189
Total 20777.4446 140.3309 0.06754001

These population proportions (p̂) were calculated
for each growing tree-species and then mutually com-
pared and statistically tested on the significance level
of (α) = 0.05, whether their differences could be re-
garded as so significant that they were not likely to oc-
cur by chance. The applied testing procedure was taken
from Triola (1989). According to the results of these
tests all tree-species were divided into groups with the
same population proportions of destroyed hectares in
the sample. The results of this division are presented
in Table 1, where the mentioned estimated population
proportions are referred to in terms of the decennial fire
occurrence rates.

Modelling the Fire Occurrence Hazard

The essential problem of modelling the fire occurrence
hazard concerning all growing tree-species in our re-
search was the fact that the observed data had pointed
out the obviously higher fire occurrence rates at the
younger forest stands than at the older ones. Therefore,
the description of forest vulnerability in the samples of
growing tree-species related to their age is based on the
Weibull probability distribution W(c, γ ) as proposed
by von Gadow (2000), Kouba (2002) and Kouba and
Kasparova (1989). This distribution is defined by its
probability distribution function:

F(t) = 1 − e−c.tγ (2)

where (t) denotes the assumed age of a forest stand.
The empirical distribution functions Fn(t) created

from the observed destroyed areas of particular
tree-species in a sample arranged according to their
age, were fitted by the corresponding assumed
Weibull probability distribution functions F(t). The
parameters (c) and (γ ) of the W(c, γ ) distributions

were estimated by the method of quartiles described
by Pacakova (2000) where

γ = 1.57253

ln q75 − ln q25

(3)

c = 0.28767

qγ

25

(4)

The goodness of fit between each particular Fn(t)
and F(t) was tested as the null hypothesis (H0):

H0 : Fn(t) − F(t) = 0 (5)

The Kolmogorov–Smirnov critical values D(n)α at
this testing procedure taken from Klein et al. (1997)
were used.

The hazard of fire at particular forest stands in rela-
tion to their age (t) was then estimated by probabilities
p(t) calculated by using the relation:

p(t) = k ·�F(t)·p̂ (6)

Here k denotes the number of assumed age classes,
�F(t) refers to the difference of two following values
of the function F(t). The symbol p̂ denotes the expected
population proportion of areas destroyed by fire in the
sample for the period of 10 years.

The results of the described statistical analysis and
the calculation of values p(t) including parameters c
and γ of the W(c, γ ) distributions together with the
corresponding population proportions p̂ for each anal-
ysed growing tree-species are presented in Table 2.
The symbol h denotes the expected total of destroyed
hectares when the areas of particular age classes are
uniformly distributed.



The Paradigm of Risk and Measuring the Vulnerability of Forest 235

Table 2 Probabilities p(t)
informing about the
vulnerability of forest stands
at growing particular
tree-species in the Slovak
Paradise

Tree-species Spruce Fir Larch Pine Beech and Oak

Age Probabilities of destruction
(t) p(t) p(t) p(t) p(t) p(t)

10 0.030959 0.006390 0.006025 0.050324 0.010576
20 0.020021 0.005951 0.018039 0.034253 0.007144
30 0.015310 0.005400 0.024888 0.026724 0.005489
40 0.012168 0.004870 0.024445 0.021525 0.004349
50 0.009870 0.004377 0.018760 0.017631 0.003503
60 0.008111 0.003927 0.011634 0.014598 0.002851
70 0.006729 0.003517 0.005919 0.012181 0.002338
80 0.005622 0.003146 0.002489 0.010225 0.001929
90 0.004724 0.002813 0.000868 0.008624 0.001598

100 0.003988 0.002512 0.000252 0.007301 0.001330
110 0.003380 0.002242 0.000061 0.006202 0.001110
120 0.002874 0.002000 0.000012 0.005284 0.000929
130 0.002452 0.001784 0.000002 0.004513 0.000780
140 0.002097 0.001590 0.000000 0.003862 0.000656
150 0.001797 0.001417 0.000000 0.003312 0.000553
160 0.001544 0.001262 0.000000 0.002846 0.000467
170 0.001329 0.001123 0.000000 0.002449 0.000395
180 0.001146 0.001000 0.000000 0.002110 0.000334

c 0.034396 0.010000 0.000407 0.029981 0.032062
γ 0.855000 1.027018 2.127214 0.879000 0.887222

h 83.525800 5.698600 7.920000 29.328100 13.858300
p 0.0078800 0.003520 0.006300 0.013770 0.002680

Measuring and Ranking the Vulnerability
of Forest

Measuring the Resilience of Forest
to the Occurrence of Fire

The shares of particular age classes that a forest ecosys-
tem occupies in the absence of any kinds of hazards,
are given by the vector (b) consisting the uniformly dis-
tributed elements having the same constant probabil-
ity in any assumed future period. From the theoretical
point of view, this age class distribution meets the re-
quirements imposed on the deterministic development
of a fully regulated forest.

Investigating the development of a forest and its re-
silience in probability terms means to admit that this
random process evolves through time in a manner that
is not completely predictable. It needs to realise, that
the system to be modelled is described by a set of
expected states. This set of states represents the total-
ity of all possible conditions that the system could be
observed in at any particular point in time. However,
as the fully resilient can be regarded only one such a
steady state that does not allow for any significant dis-

turbance of the age class distribution a forest once has
occupied. The theory of Markov processes provides
several procedures how to obtain steady-state probabil-
ities for such a randomly evolving systems. The math-
ematical tools for the estimation of these probabili-
ties and their interpretation in case of both the ergodic
and transient processes are discussed, for example by
Hool (1981), and this approach enables to obtain infor-
mation about the resilience of forest also in our case.
For these purposes were used the transition probabil-
ity matrices (P) describing the random development
of growing particular tree-species. Transitions of for-
est stands from younger age classes to older ones at
the all assumed tree-species were described by the fire
occurrence probability matrix (P):

P =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

p1 1 − p1 0 ... 0 ... 0
p2 0 1 − p2 ... 0 ... 0
. . . . .

. . . . .

. . . . .

pk 0 0 0 1 − pk

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(7)

The elements p j are identical to the probabilities
p(t), except the value of pk that equals 1. The
steady-state probabilities as the elements of vectors (a)
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informing about the possible resilience of particular
tree-species in the stress of forest fire occurrence
were calculated by the formula derived by Kouba
(1977):

ai =

i−1∏

i=1
pi,i+1

k∑

j=1

j−1∏

i=1
pi,i+1

(8)

where j = 1, 2, . . ., k for all i = 1, 2, . . . , n

and
0∏

i=1

pi,i+1 = 1.

The elements of vector (a) represent the point
estimate of forest resilience or the revealed spent part
of its adapting capacity under given conditions. The
elements of vector (b) inform about the steady-state
age class distribution which forest is allowed to
occupy in the absence of any hazard. The elements of
steady-state probability vectors (a) and (b) concerning
growing analysed tree-species are depicted in
Table 3.

Ranking the Vulnerability of Forest
in Terms of its Resilience

The differences between the corresponding elements of
vectors (a) and (b) point out the level of vulnerabil-
ity by fire concerning growing particular tree-species.
The level of vulnerability was evaluated directly by
testing the null hypotheses about the statistically in-
significant differences between vectors (a) and (b).
The both vectors represent probability distributions of
age classes of a forest under different growing condi-
tions and so their elements must meet the following
requirements:

k∑

t=1

a(t) = 1 and
k∑

t=1

b(t) = 1 (9)

So, the null hypotheses (H0) were formulated in
terms of differences between the cumulative probabil-
ity distribution functions AN(t) and B(t) created from
probabilities a(t) and b(t) at N grown hectares of a tree-
species:

H0 : AN(t) − B(t) = 0 (10)

As the age t of a forest stand is a continual vari-
able, hypotheses (10) were tested by means of the

Table 3 The vectors of
steady-state probabilities (a)
informing about the age class
structures of forest property
at growing particular
tree-species in the presence
of fire occurrence risk. The
elements of vector (b)
describe the expected state in
the absence of risk

Age classes
of forest
stand
(decades)

Fully
regulated
forest
b(t)

Forest in the presence of fire occurrence

Spruce
a(t)

Fir
a(t)

Larch
a(t)

Pine
a(t)

Beech
a(t)

1 0.055556 0.061234 0.057510 0.060691 0.065702 0.057472
2 0.055556 0.059338 0.057143 0.060326 0.062395 0.056864
3 0.055556 0.058150 0.056803 0.059237 0.060258 0.056458
4 0.055556 0.057260 0.056496 0.057763 0.058648 0.056148
5 0.055556 0.056563 0.056221 0.056351 0.057385 0.055904
6 0.055556 0.056005 0.055975 0.055294 0.056374 0.055708
7 0.055556 0.055550 0.055755 0.054651 0.055551 0.055549
8 0.055556 0.055176 0.055559 0.054327 0.054874 0.055419
9 0.055556 0.054866 0.055384 0.054192 0.054313 0.055312

10 0.055556 0.054607 0.055228 0.054145 0.053845 0.055224
11 0.055556 0.054389 0.055090 0.054131 0.053451 0.055150
12 0.055556 0.054206 0.054966 0.054128 0.053120 0.055089
13 0.055556 0.054050 0.054856 0.054127 0.052839 0.055038
14 0.055556 0.053917 0.054758 0.054127 0.052601 0.054995
15 0.055556 0.053804 0.054671 0.054127 0.052398 0.054959
16 0.055556 0.053708 0.054594 0.054127 0.052224 0.054928
17 0.055556 0.053625 0.054525 0.054127 0.052075 0.054903
18 0.055556 0.053553 0.054464 0.054127 0.051948 0.054881

Total 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
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Table 4 The values of
cumulative probability
distribution functions AN(t)
and B(t) set up from the
elements of steady-state
probability vectors (a)
and (b)

Age classes
of forest-
stands
(t)

Fully
regulated
forest
B(t)

Forest in the presence of fire occurrence

Spruce
AN(t)

Fir
AN(t)

Larch
AN(t)

Pine
AN(t)

Beech
AN(t)

1 0.055556 0.061234 0.057510 0.060691 0.065702 0.057472
2 0.111111 0.120571 0.114653 0.121017 0.128097 0.114336
3 0.166667 0.178721 0.171456 0.180254 0.188355 0.170793
4 0.222222 0.235981 0.227952 0.238018 0.247003 0.226941
5 0.277778 0.292544 0.284174 0.294369 0.304388 0.282845
6 0.333333 0.348548 0.340148 0.349663 0.360762 0.338552
7 0.388889 0.404098 0.395904 0.404313 0.416312 0.394101
8 0.444444 0.459275 0.451463 0.458640 0.471186 0.449520
9 0.500000 0.514141 0.506847 0.512832 0.525499 0.504833

10 0.555556 0.568748 0.562075 0.566977 0.579344 0.560056
11 0.611111 0.623138 0.617165 0.621109 0.632795 0.615207
12 0.666667 0.677343 0.672131 0.675237 0.685915 0.670296
13 0.722222 0.731393 0.726988 0.729364 0.738754 0.725334
14 0.777778 0.785310 0.781746 0.783491 0.791355 0.780329
15 0.833333 0.839115 0.836417 0.837618 0.843753 0.835287
16 0.888889 0.892822 0.891011 0.891746 0.895977 0.890216
17 0.944444 0.946447 0.945536 0.945873 0.948052 0.945119
18 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000

Kolmogorov–Smirnov test of goodness of fit. For rank-
ing the observed vulnerability, the scale based on the
P-value approach to testing these null hypotheses was
proposed. The advantage of this approach is a possibil-
ity to evaluate vulnerability not only as the property
of an evolving forest ecosystem but also as a quan-
tity that is complementary to the adapting capacity of
a forest. The obtained cumulative probability distribu-
tion functions AN(t) and B(t) are compared in Table 4.
The criteria of evaluation concerning vulnerability of
forest also related to its corresponding resilience and
resistance are arranged in Table 5.

Economic Analysis of Forest Land
Management in the Presence of Fire
Occurrence Risk

Economic Analysis of Forest Management
Projects

For the purposes of evaluating change in capital value
of forestland due to the fire occurrence hazard, the
management projects of the following two groups of
main commercial tree-species growing in this region
have been investigated:

1. Spruce, fir, larch and pine forest stands representing
the conifers growing.

2. Beech and oak forest stands, the characteristic for
the broad-leaved growing.

Due to the presence of externalities, the rotation pe-
riod (u) of all forests growing here, in the national park,
approaches 180 years. This time is far beyond the eco-
nomic optimum, but on the other hand, due to the pro-
duction of valuable assortments in higher age classes,
the forest management still has been remaining prof-
itable.

The brief account of economics concerning the
growing of particular tree-species from the economic
point of view is presented in Tables 6, 7, 8, 9, 10,
and 11. Except the values of expected stumpage,
thinnings and costs values, these tables also inform
about the levels of profitability concerning particular
projects by using the net present value NPV(u)
(Measure 1) and the risk-adjusted soil expectation
value SEV(u) (Measure 2).

Determination of the Risk-Free Soil
Expectation Value

Using the previous results, the risk-free soil expecta-
tion value SEVf(u) was determined as the NPV of a
never-ending forest management project if fire occurs
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Table 5 The criteria for the
statistical testing
vulnerability of particular
tree-species by fire and its
evaluation related to a
revealed resilience

Test of vulnerability Vulnerability Resilience

P-value Degree Interpretation Evaluation Evaluation

1 > P > 0.05 0 Insignificant Not vulnerable Resistant
0.05 > P > 0.01 1 Statistically significant Vulnerable Very resilient
0.01 > P > 0.001 2 Highly statistically significant Very vulnerable Resilient
0.001 > P > 0 3 Extremely statistically significant Endangered Not resilient

Table 6 The NPV(u) and the
SEV(u) of the spruce forest
management project derived
from the expected decennial
cash flows (r = 0.01 p.a.)

Spruce age
(t)
(years)

Stumpage
ST(t)
(e.ha−1)

Thinnings
TH(t)
(e.ha−1)

Costs
C(t)
(e.ha−1)

Measure 1
NPV(u)
(e.ha−1)

Measure 2
SEV(u)
(e.ha−1)

0 0 0 937 −937
10 0 0 611 −1519 −31293
20 0 0 297 −1774 −12797
30 692 216 247 −1258 −5714
40 918 269 247 −1135 −3858
50 1404 343 247 −824 −2282
60 1726 356 247 −660 −1566
70 2030 352 247 −540 −1133
80 2985 446 247 −93 −177
90 3622 483 247 147 258

100 4442 513 247 422 690
110 4241 442 247 256 395
120 4836 447 247 368 540
130 4618 394 247 202 284
140 5074 389 247 232 314
150 6732 481 247 554 725
160 7228 467 247 556 707
170 8426 532 247 697 864
180 8125 0 247 446 541

Table 7 The NPV(u) and the
SEV(u) of the fir forest
management project derived
from the expected decennial
cash flows (r = 0.01 p.a.)

Fir Age
(t)
(years)

Stumpage
ST(t)
(e.ha−1)

Thinnings
TH(t)
(e.ha−1)

Costs
C(t)
(e.ha−1)

Measure 1
NPV(u)
(e.ha−1)

Measure 2
SEV(u)
(e.ha−1)

0 0 0 1356 −1356
10 0 0 505 −1837 −37840
20 0 0 247 −2049 −14780
30 1027 119 247 −1348 −6122
40 1364 227 247 −1200 −4082
50 1807 266 247 −996 −2760
60 2292 303 247 −793 −1881
70 2533 288 247 −770 −1617
80 3670 284 247 −339 −646
90 4672 316 247 −45 −78

100 5894 359 247 284 464
110 5746 418 247 75 116
120 6660 427 247 232 340
130 6428 387 247 4 6
140 7137 385 247 50 68
150 9536 491 247 498 652
160 10,242 477 247 485 617
170 11,832 397 247 614 762
180 11,669 0 247 326 395
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Table 8 The NPV(u) and the
SEV(u) of the larch forest
management project derived
from the expected decennial
cash flows (r = 0.01 p.a.)

Larch Age
(t)
(years)

Stumpage
ST(t)
(e.ha−1)

Thinnings
TH(t)
(e.ha−1)

Costs
C(t)
(e.ha−1)

Measure 1
NPV(u)
(e.ha−1)

Measure 2
SEV(u)
(e.ha−1)

0 0 0 1517 −1517
10 0 0 392 −1891 −38,955
20 0 0 345 −2188 −15,782
30 1179 94 247 −1388 −6300
40 2390 380 247 −526 −1788
50 3384 479 247 98 271
60 3969 455 247 352 835
70 4144 401 247 307 644
80 4622 394 247 397 756
90 4681 339 247 255 447

100 5256 339 247 324 530
110 5226 305 247 141 217
120 6102 314 247 267 392
130 5946 280 247 47 67
140 6651 290 247 80 109
150 8948 345 247 482 631
160 9730 345 247 469 597
170 11,347 413 247 618 766
180 11,106 0 247 324 393

Table 9 The NPV(u) and the
SEV(u) of the pine forest
management project derived
from the expected decennial
cash flows (r = 0.01 p.a.)

Pine Age
(t)
(years)

Stumpage
ST(t)
(e.ha−1)

Thinnings
TH(t)
(e.ha−1)

Costs
C(t)
(e.ha−1)

Measure 1
NPV(u)
(e.ha−1)

Measure
2SEV(u)
(e.ha−1)

0 0 0 1587 −1587
10 0 856 337 −1094 −22,539
20 0 733 247 −675 −4867
30 1593 43 247 408 1852
40 1895 277 247 525 1786
50 2291 320 247 698 1935
60 2697 323 247 838 1989
70 3086 319 247 932 1957
80 3461 291 247 978 1860
90 3795 288 247 984 1723

100 4113 266 247 960 1571
110 4402 266 247 918 1415
120 4855 256 247 918 1347
130 5643 272 247 1006 1413
140 6391 282 247 1056 1429
150 7106 288 247 1077 1410
160 7797 290 247 1075 1367
170 7644 274 247 893 1107
180 7441 0 247 673 817
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Table 10 The NPV(u) and
the SEV(u) of the beech
forest management project
derived from the expected
decennial cash flows
(r = 0.01 p.a.)

Beech Age
(t)
(years)

Stumpage
ST(t)
(e.ha−1)

Thinnings
TH(t)
(e.ha−1)

Costs
C(t)
(e.ha−1)

Measure 1
NPV(u)
(e.ha−1)

Measure 2
SEV(u)
(e.ha−1)

0 0 0 849 −849
10 0 0 779 −1590 −32,764
20 0 0 247 −1803 −13,003
30 1321 141 247 −855 −3884
40 1947 190 247 −552 −1876
50 2371 277 247 −392 −1085
60 3498 325 247 163 386
70 3758 396 247 185 389
80 5564 510 247 979 1863
90 7191 590 247 1575 2759

100 8596 613 247 1971 3224
110 9707 640 247 2184 3369
120 10,587 621 247 2260 3316
130 11,144 600 247 2203 3095
140 11,513 557 247 2076 2809
150 11,592 522 247 1875 2455
160 11,400 464 247 1621 2061
170 10,875 399 247 1318 1634
180 10,361 0 247 985 1194

Table 11 The NPV(u) and
the SEV(u) of the oak forest
management project derived
from the expected decennial
cash flows (r = 0.01 p.a.)

Oak Age
(t)
(years)

Stumpage
ST(t)
(e.ha−1)

Thinnings
TH(t)
(e.ha−1)

Costs
C(t)
(e.ha−1)

Measure 1
NPV(u)
(e.ha−1)

Measure
2SEV(u)
(e.ha−1)

0 0 0 1036 −1036
10 0 0 685 −1687 −34, 765
20 501 113 247 −1371 −9888
30 602 151 247 −1408 −6394
40 2217 333 247 −252 −857
50 2662 364 247 −41 −114
60 3105 378 247 129 307
70 3521 407 247 261 548
80 3917 437 247 364 692
90 4292 450 247 437 765

100 4626 499 247 490 802
110 4929 479 247 508 783
120 5232 486 247 516 757
130 5529 323 247 466 655
140 6369 338 247 558 755
150 7152 346 247 609 797
160 7912 349 247 633 805
170 8671 328 247 636 788
180 9430 0 247 566 687
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in particular age classes (j) with stationary probabili-
ties p j . According to the exact mathematical solution
of the problem concerning the SEVf(u), calculation
as provided by Reed (1984) who had used differen-
tial calculus, we have applied the numerical solution
based on the theory of Markov chains as described
by Kouba (1977), Martell (1980), Suzuki (1983) and
Van Wagner (1978). For these purposes the above-
mentioned transition probability matrix (P) was used
again. The expected shares pi j of 1 ha of forest origi-
nally planted and growing at the beginning of the next
decade (i + 1) were given by the vector p(i):

p(i) = p(0) · P (11)

Vector p(0) = [1, 0, 0, ..., 0] describes the initial
state of the age class distribution when planting 1 ha of
forest soil of a project in year (0). The expected shares
of areas destroyed during the decade (i) in the age class
(j), qi j were derived as follows:

qi j = pi j · g j (12)

The Gentan probabilities (g j ) as proposed by
Suzuki (1983), for particular age classes (j), were
calculated using the following equation:

g j+1 =
j∏

i=1

(1 − pi ) · p j+1 for g1 = p1 (13)

The value g j informs about the expected share of 1
ha of forest originally planted that is steadily destroyed
during the decade (j) of its age within each assumed
rotation period (u).

Similarly, as presented by Holecy and
Hanewinkel (2006), the calculation of SEVf(u)

was based on the expected age class distributions over
time given by the areas of pi j and qi j evaluated with
the costs and revenues in Tables 6, 7, 8, 9, 10 and 11.
But, due to the more intensive site preparation, the
costs of replanting after fire were the higher.

The algorithm of the SEVf(u) calculation ended,
when the increment of the present value of the last as-
sumed rotation had approached to less than 0.005 e.
For all projects, the eight rotation periods were calcu-
lated to reach the desired level of precision.

The Costs of Forest Resilience

Under the stress of a fire occurrence, the adaptation
process of a forest ecosystem evolves further approach-
ing its steady-state equilibrium of age class distribu-
tion. The steady state decreases vulnerability of for-
est to the minimum level, ensures its next sustainable
existence and resistance again, but both the necessary
effort spent and the former higher revenue of forest
management have already been lost forever. The cost
of resilience CR(u) at the assumed rotation period of u
years, in this sense, then can be determined as follows:

CR(u) = RPSEV(u) = SEV(u) − SEVf(u) (14)

The value of RPSEV(u) denotes the correspond-
ing risk premium on the SEV(u) which is the second-
possible interpretation of CR(u). The results informing
about the values of SEV(u) and SEVf(u) including cor-
responding values CR(u) are arranged in Table 12

Table 12 The results of a forest soil valuation at the grow-
ing particular tree-species in both the absence SEV(u) and the
presence SEVf(u) of a fire occurrence risk (u = 180 years,
r = 0.01 p.a.)

Tree species The measures of forest management projects

NPV(u) SEV(u) SEVf(u) CR(u)

(e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1)

Spruce 446 541 390 151
Fir 326 395 27 368
Larch 324 393 136 257
Pine 673 817 345 471
Beech 985 1194 741 453
Oak 566 687 190 497

The Vulnerable Value of Forest Property

The valuation of forest vulnerability by fire belongs
among the essential issues concerning the practical ap-
plications of a proposed procedure. In order to deter-
mine the vulnerable value of forest, the following three
parameters of forest valuation had to be taken in ac-
count, calculated and combined:

1. The forest stand expectation value FEV(t) and the
related SEV(u).

2. The salvage value SV(t) of a forest stand affected
by fire.

3. The mentioned risk-free SEVf(u).
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The loss a forest property suffers and thus the vul-
nerable forest value VFV(t) was then determined in the
following way:

VFV(t) = FEV(t)−SV(t)+SEV(u)−SEVf(u) (15)

The quantity t refers to the age of forest stand and
the difference in value between the last two measures
in the right-hand side of the equation refers to the
RPSEV(u) informing about the corresponding risk
premium on the SEV(u) when (u) denotes the length
of assumed rotation period, at the forest management
projects of growing particular tree-species.

The forest stand expectation value FEV(t) as ex-
pressed by using the Faustmann formula (1849) pre-
sented in terms of expected cash flows by Kilkki (1985)
was calculated as follows:

FEV(t) =

u∑

i=t
Ri (1 + r)u−i −

u∑

i=t
Ci(1 + r)u−i + SEV(u)

(1 + r)u−t −SEV(u)

(16)

Values Ri refer to the nominal values of the ex-
pected revenues during the ith period lasting 10 years
that span the length of 1 assumed age class. Values Ci

refer to the nominal values of the expected costs in the
same period. The SEV(u) is the risk-adjusted soil ex-
pectation value calculated based on the NPV(u) of the
underlying forest management project. The vulnerable
forest value VFV(t) concerning all investigated tree-
species obtained by the described procedure is depicted
in Tables 13, 14 and 15.

The Definition of Risk in Terms
of the Vulnerable Value of Forest

The exact definition of risk is necessary to evaluate
economic effects caused by the changes of forest vul-
nerability that may occur as the results of new applied
silvicultural patterns including more efficient fire pro-
tection measures. However, the vulnerability can be
significantly increased due to the expected irreversibil-
ity or even the gradual propagation of a climate change.
In this case, the change of probabilities p(t) could be-
come the most important factor of increasing the risk
itself. The obvious functional relationship between the

forest management risk R(t) and the above-defined vul-
nerable forest value VFV(t) at known probability of
a forest stand destruction can then be formulated as
follows:

R(t) = p(t) · VFV(t) (17)

Risk is hazard quantitatively expressed as the proba-
bility of forest fire occurrence multiplied by the vul-
nerability of forest expressed in monetary terms. The
formulation (15) meets the definition of risk related
to potential loss at a certain degree of vulnerability as
it is explained by Rashed and Weeks (2003). In com-
parison with the simple product of hazard occurrence
probability and the value of forest stand, this formula-
tion enables to calculate more precisely the risk itself.
The reason of a higher precision is the more detailed
description and estimation of forest vulnerability, en-
larged also by its economic dimension. The proposed
procedure reduces the entropy of a forest land manage-
ment as it is defined by Polster and Polsterova (2000)
as well.

Results and Discussion

The evaluation of forest vulnerability by the proposed
procedure has brought the results presented in
Table 16. Pine and spruce proved to be the most
vulnerable, even ‘endangered’ grown tree-species.
The P-value test provides extremely strong evidences
against the null hypothesis in the both cases and
the expected steady-state age classes distributions at
growing both tree-species inform about a threat to a
sustainable forestry. They are also classified as ‘not
resilient’, which informs about a necessity to support
their fire protection to avoid their local extinction and
a large-scale deforestation under given conditions.

Larch seems to be ‘very vulnerable’, but still has
been ‘resilient’ to the occurrence of fire, as well. Al-
though the P-value test for this tree-species gives a
very strong evidence against the null hypothesis, the
digression of its expected steady-state vector from that
desired for the fully regulated forest does not threaten
the sustainable development in its very essence. This
fact informs about the ability of larch to cope the fire
occurrence hazard and to approach the new fire resis-
tant age class distribution, again. Even though it will
take a longer time.
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Table 13 The calculation of
vulnerable forest value
VFV(t) for spruce and fir
forests (u = 180 years,
r = 0.01 p.a.)

Tree-species Spruce Fir

Age (t) FEV(t) SV(t) VFV(t) FEV(t) SV(t) VFV(t)
(years) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1)

0 0 0 151 0 0 368
10 1371 0 1522 1446 0 1814
20 2200 0 2351 2196 0 2564
30 2769 411 2509 2739 129 2979
40 3103 905 2349 3209 534 3043
50 3414 1614 1951 3608 1095 2881
60 3675 2121 1705 4005 1527 2846
70 3950 2362 1740 4404 1761 3011
80 4258 2741 1668 4861 2087 3141
90 4494 2842 1803 5370 2208 3530

100 4715 3125 1741 5897 2452 3813
110 4925 2740 2336 6432 2174 4625
120 5236 2926 2461 6957 2344 4980
130 5573 2641 3082 7527 2134 5761
140 6004 2773 3382 8201 2256 6314
150 6486 3536 3100 8948 2891 6425
160 6917 3673 3395 9656 3019 7004
170 7408 4487 3072 10453 3720 7101
180 7879 4409 3621 11422 4013 7777

Table 14 The calculation of
vulnerable forest value
VFV(t) for larch and pine
forests (u = 180 years,
r = 0.01 p.a.)

Tree-species Larch Pine

Age (t) FEV(t) SV(t) VFV(t) FEV(t) SV(t) VFV(t)
(years) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1)

0 0 0 257 0 0 471
10 1615 0 1872 1710 0 2181
20 2258 0 2515 1401 0 1872
30 2917 371 2803 1096 267 1300
40 3432 747 2942 1522 608 1385
50 3685 1262 2680 1733 1072 1132
60 3855 1608 2504 1919 1395 995
70 4070 1745 2582 2121 1529 1063
80 4367 1977 2647 2348 1755 1064
90 4702 2018 2941 2630 1799 1303

100 5133 2189 3201 2946 1960 1457
110 5609 1894 3972 3318 1700 2089
120 6172 2001 4429 3729 1799 2402
130 6785 1792 5250 4195 1617 3049
140 7499 1863 5893 4692 1684 3479
150 8278 2362 6173 5229 2143 3558
160 9077 2453 6881 5816 2225 4062
170 9959 3100 7116 6463 2724 4209
180 10859 3296 7820 7194 2822 4843
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Table 15 The calculation of
vulnerable forest value
VFV(t) for beech and oak
forests (u = 180 years,
r = 0.01 p.a.)

Tree-species Beech Oak

Age (t) FEV(t) SV(t) VFV(t) FEV(t) SV(t) VFV(t)
(years) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1) (e.ha−1)

0 0 0 453 0 0 497
10 953 0 1406 1123 0 1620
20 2038 0 2491 2069 0 2566
30 2649 214 2889 2506 73 2929
40 3169 409 3213 2946 179 3264
50 3688 669 3472 3232 337 3391
60 4166 843 3776 3512 460 3549
70 4640 920 4173 3807 519 3785
80 5086 1057 4482 4100 604 3993
90 5452 1093 4812 4391 629 4259

100 5769 1199 5023 4698 695 4500
110 6093 1052 5494 4983 609 4870
120 6421 1127 5747 5320 652 5165
130 6804 1024 6234 5685 590 5591
140 7251 1080 6624 6267 622 6142
150 7792 1382 6863 6894 795 6596
160 8429 1444 7438 7578 828 7247
170 9196 1777 7872 8330 1018 7809
180 10,114 1845 8722 9184 1056 8624

Table 16 The mutual
evaluating vulnerability and
resilience of particular
tree-species in a sample
according to the results of
testing the null hypothesis
H0: D(t) = 0

Age classes
of forest
(decades)
(t)

Differences between distribution functions AN(t) and B(t)
D(t) = AN(t) − B(t)

Spruce
D(t)

Fir
D(t)

Larch
D(t)

Pine
D(t)

Beech
D(t)

1 0.005678 0.001955 0.005136 0.010146 0.001916
2 0.009460 0.003542 0.009906 0.016986 0.003225
3 0.012055 0.004790 0.013588 0.021688 0.004127
4 0.013759 0.005730 0.015795 0.024780 0.004719
5 0.014766 0.006396 0.016591 0.026610 0.005067
6 0.015215 0.006815 0.016329 0.027428 0.005219
7 0.015210 0.007015 0.015424 0.027423 0.005212
8 0.014830 0.007018 0.014196 0.026742 0.005076
9 0.014141 0.006847 0.012832 0.025499 0.004833
10 0.013193 0.006520 0.011422 0.023788 0.004501
11 0.012027 0.006054 0.009997 0.021684 0.004096
12 0.010677 0.005465 0.008570 0.019248 0.003629
13 0.009171 0.004765 0.007142 0.016532 0.003111
14 0.007533 0.003968 0.005713 0.013577 0.002551
15 0.005781 0.003084 0.004285 0.010419 0.001954
16 0.003933 0.002122 0.002857 0.007088 0.001327
17 0.002002 0.001092 0.001428 0.003608 0.000674
18 0.000000 0.000000 0.000000 0.000000 0.000000
Maximum D(t) 0.015215 0.007018 0.016591 0.027428 0.005219
Critical D(n)0.05 0.004171 0.010669 0.012112 0.009306 0.005974
Critical D(n)0.01 0.004999 0.012786 0.014516 0.011153 0.007160
Critical D(n)0.001 0.005987 0.015314 0.017387 0.013359 0.008576

N 2129.5701 10602.8299 1257.2047 1620.4757 5167.3642

Degree of
signifi-
cance

3 0 2 3 0

Vulnerability
ranking

Endangered Not vulner-
able

Very vul-
nerable

Endangered Not vulner-
able

Resilience ranking Not resilient Resistant Resilient Not resilient Resistant
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Fir together with beech and oak are classified as sta-
tistically ‘not vulnerable’ and ‘resistant’ to the fire oc-
currence under given circumstances, because P-value
points out the insufficient evidence against the null hy-
pothesis. The detected digressions of their steady-state
age class distributions from the fully regulated one are
obviously only due to chance fluctuations.

The annual risk premiums R(t) expressing the risk of
a forest owner at all investigated tree-species are shown
in Table 17. They vary from e0.16 at 0 years old larch
forest stand to e10.97 at 10 years old pine stand obvi-
ously according to the values of stumpage at particular
age and detected vulnerability induced by a different
levels of hazard. Striking is the fact, that a ‘not vulner-
able’ fir is a little bit more risky growing than a ‘very
vulnerable’ larch. These results point out the fact that
the economic impact of vulnerability measured by risk
premiums R(t) can differ from the ecological vulnera-
bility measured by digressions from a fully regulated
forest management D(t).

The obtained results can be concluded as follows:

1. The assessment of vulnerability carried out by the
proposed procedure provides also with the comple-
mentary information concerning both the resistance
and resilience of forest to a fire occurrence.

2. The vulnerability of the most endangered tree-
species obviously can be substantially reduced by
the conversion of pure spruce and pine forest stands

to more resilient mixed forests by changing their
unfavourable tree-species composition to the less
vulnerable one by the higher admixture of resistant
broad-leaved tree-species.

3. The calculated risk premiums R(t) represent very
valuable information especially for decision-
making concerning capital investments of forest
owners and landscape planners including protection
and prevention measures of fire fighting and rescue
corps. Risk premiums R(t) can directly serve as
the relevant information for the purposes of forest
fire insurance within the whole area of the Slovak
Paradise.

The proposed procedure of ranking the vulnerabil-
ity of forest by a fire occurrence hazard based on its
statistical evaluation can be regarded only as an at-
tempt to clarify the relations between the random evo-
lution of forest and its possible sustainable manage-
ment when forest has to cope the presence of natural
elements occurrence. The acquired knowledge about a
forest management risk can increase the performance
of a forest growth simulator proposed by Fabrika and
Dursky (2005). Also, this procedure can be efficiently
applied at ranking the vulnerability of forest by fire by
using the tools of a map algebra as presented by Tucek
and Majlingova (2007).

The applied vulnerability assessment and fore-
casting methods are based on the assumption that

Table 17 Annual risk
premiums R(t) for growing
particular tree-species at the
fire occurrence hazard in the
Slovak Paradise

Age
(t)

Spruce
R(t)
(e.ha−1)

Fir
R(t)
(e.ha−1)

Larch
R(t)
(e.ha−1)

Pine
R(t)
(e.ha−1)

Beech
R(t)
(e.ha−1)

Oak
R(t)
(e.ha−1)

0 0.47 0.23 0.16 2.37 0.48 0.53
10 4.71 1.16 1.20 10.97 1.49 1.71
20 4.71 1.53 1.50 6.41 1.78 1.83
30 3.84 1.61 1.51 3.48 1.59 1.61
40 2.86 1.48 1.43 2.98 1.40 1.42
50 1.93 1.26 1.17 2.00 1.22 1.19
60 1.38 1.12 0.98 1.45 1.08 1.01
70 1.17 1.06 0.91 1.30 0.98 0.88
80 0.94 0.99 0.83 1.09 0.86 0.77
90 0.85 0.99 0.83 1.12 0.77 0.68

100 0.69 0.96 0.80 1.06 0.67 0.60
110 0.79 1.04 0.89 1.30 0.61 0.54
120 0.71 1.00 0.89 1.27 0.53 0.48
130 0.76 1.03 0.94 1.38 0.49 0.44
140 0.71 1.00 0.94 1.34 0.43 0.40
150 0.56 0.91 0.87 1.18 0.38 0.36
160 0.52 0.88 0.87 1.16 0.35 0.34
170 0.41 0.80 0.80 1.03 0.31 0.31
180 0.41 0.78 0.78 1.02 0.29 0.29
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estimated transition probabilities p(t) are stationary
(i.e. do not change in time). This allows for the reliable
description of a forest ecosystem through time. In
this sense, the estimated steady-state probabilities
can be regarded as the limits of possible vulnerability
under given conditions, unless the probabilities p(t)
change.
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Introduction

Disturbance events may be human-induced or natural,
both typically causing changes in ecosystem properties
and functions (Wright and Coleman 2002). Many
observations show an increasing frequency of risks
related to natural hazards in most parts of Europe.
Natural hazards (flood, drought, erosion, fire, storm
damage, etc.), driven by weather extremes, are
increasing as a consequence of climate change
(Thürig et al. 2005, Anonymous 2007). Wind and
fire can damage not only individual trees or group of
trees but also forest stands at various spatial scales
and at various level of their intensity. Empirical
studies have documented changes of the ecosystem
properties (nutrient cycling, hydrology, soil organisms,
vegetation dynamics) especially at the large-scale
disturbance-affected areas as a consequence of
a complete destruction of tree canopy and soil
perturbation. Windthrow areas are usually cleared.
Consequently, microclimatic conditions become
changed because of a greater input of precipitation,
solar radiation and heat to the soil surface as well as
a more intensive air circulation. Soil is affected as
well: as the trees are removed, nutrient losses from the
ecosystem are observed. Recently, many windthrow
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areas are left without clearing. However, there are
only a few studies about the effects of these two
management alternatives on soil properties (Thürig
et al. 2005).

Forest fires (prescribed burning or wildfire) can af-
fect many physical, chemical and biological proper-
ties of soil, the severity of these effects depending on
the scale and intensity of the fire. Wildfires are gener-
ally considered to have negative effects on soil. They
cause significant removal of organic matter, deteriora-
tion of structure and porosity, considerable loss of nu-
trients through volatilization, leaching and erosion, and
marked alteration of both quantity and specific compo-
sition of microbial and soil-dwelling invertebrate com-
munities (Certini 2005). These changes in soil depend
on both the temperatures at different soil depths and the
degree of heating, depending on the magnitude of en-
ergy transferred from the fire to soil and duration of this
transfer, soil composition (including moisture), struc-
ture (porosity) and the fuel loads (Neary et al. 1999).

Soil microorganisms play the key role in various
biogeochemical cycles and are responsible for
the cycling of organic compounds. Because of
their sensitivity, they are the early indicators of
environmental changes. After disturbance events,
changes in soil conditions are expected to affect
the activity, structure and the function of microbial
communities (Bååth et al. 1995, Papatheodorou
et al. 2004). The effects of fire on soil microorganisms
biomass and activity have been documented in many
studies (Certini 2005, Fioretto et al. 2005, Guerrero
et al. 2005, Hart et al. 2005, Mabuhay et al., 2006),
however, the information about the changes in their
diversity on pre- and post-fire plots is scarce. At the
same time, there is a lack of knowledge about soil
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microorganisms on windthrow-affected plots with
different management regimes.

In November 2004, spruce stands in the Tatra Na-
tional Park (TANAP) of the area of 12,000 ha were af-
fected by a large-scale windthrow and 1 year later (in
July 2005) a wildfire broke out on a part (220 ha) of this
area (Fleischer et al. 2007). On a part of the windthrow-
affected area, all windthrow debris was left on site as
it had fallen to study of the bio-, geo-chemical cycles
and processes in such ecosystems.

The overall objective of this study was to examine
the response of soil microbial biomass, activity and
functional diversity to disturbance events.

Materials and Methods

Study Area

The experimental area is located in the TANAP in
northern Slovakia. Four research plots, 100 ha each,
were established by the Research Station of the
TANAP (Fleischer et al. 2007) on areas treated in
different ways: an area where timber was extracted
(EXT), a non-extracted site (NEX), a burnt site (FIR)
and in a reference intact forest (REF). On the extracted
plot, the forest was destroyed by wind and the fallen
trees were extracted. A large part of this plot has been
overgrown by weeds, especially Calamagrostis villosa.
At the non-extracted site, fallen trees have not been
extracted and the plot was left to natural development.
Ground-layer vegetation is slightly changed compared
to closed forest, but light-demanding grasses and herbs
do not predominate. On the burnt plot, fire completely
destroyed the above-ground humus layer; however,
mineral horizons were not immediately affected by
fire. A part of this plot is covered by an ash layer,
whereas on other parts, there is bare mineral soil.
Ground-layer vegetation is scarce. The plots with a
slope of 5–10% (only at REF 10–20%) are situated
at an elevation of 1000–1260 m a.s.l. and oriented to
south or southeast. The soil type is a Dystric Cambisol
on moraine. More detailed information about soil
profiles (thickness of the layers, texture) was published
by Mičuda et al. (2005). Above-ground humus layer
on the study plots (except burnt site, where it was
burnt down) is up to 10 cm thick; mor is the dominant
humus form. Before windstorm, the experimental area
was covered by an old-growth forest of Norway spruce

(Picea abies (L.) Karst) with an admixture of larch
(Larix decidua Mill.).

Soil Sampling and Analyses

Soil samples (3–10) were taken from the mineral
A-horizon (depth of 0–10 cm) on each study plot in
July 2006, October 2006 and April 2007. Sampling
was done in the central part of each plot along a line at
approximately 10 m intervals from different places at
each date.

After coarse material and plant roots were removed,
the samples were stored at 4◦C prior to analyses.
Soil moisture was determined gravimetrically by
oven-drying fresh soil at 105◦C overnight. Soil pH was
measured in water and 1 M KCl suspension (20 g soil
plus 50 ml water and KCl, respectively). The content
of soil organic carbon (SOC) was determined using
Tyurin’s method.

Basal soil respiration (BR) was measured by esti-
mating the amount of CO2 evolved during incubation
of soil in a closed container for 24 h (Alef 1991). CO2

was trapped in a solution of 0.05 M NaOH and titrated
against 0.05 M HCl using phenolphthalein as indicator.
For substrate-induced respiration (SIR), soil samples
were amended by 1% (w/fresh weight) glucose and
CO2 evolved was determined as described above af-
ter 5 h. We decided for this amount of glucose on the
basis of preliminary tests with different glucose lev-
els, where 1% glucose induced most consistent res-
piration rates. Soil microbial biomass carbon (Cmic)
was determined according to Islam and Weil (1998).
Microwave energy was applied to moist soil to disrupt
microbial cells. The flush of C released was then mea-
sured using Tyurin’s method. N-mineralization (Nmin)
was determined using the laboratory anaerobic incu-
bation procedure described by Kandeler (1993). Soil
samples (5 g) under water-logged conditions were in-
cubated at 40◦C for 7 days to prevent nitrification, and
NH4 − N was measured by a colorimetric procedure.
Catalase activity (Acat) was determined by measuring
the volume of oxygen liberated after incubation of 10 g
soil with 3% H2O2 for 10 min according to the method
of Khazijev (1976).

Within each treatment, three soil samples were
randomly selected at each date for the study of the
functional diversity of soil microorganism employing
BIOLOG EcoPlates (BIOLOG Unc., Hayward, CA, cf.
Garland 1996). Microtitration plates with 31 different
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carbon sources were inoculated with 150 �l of soil
extract (in 0.85% NaCl) at 27◦C for 8 days. In addition
to substrates, wells contain tetrazolium-violet dye
to be reduced to purple formazan if microorganisms
utilize the substrates. The presence of functional
groups of microorganisms, which means the ability
to digest a particular substrate, was indicated by the
development of violet colour. The optical density of
the colour in a particular well was taken as a measure
of the abundance of the respective functional group.
Optical density was measured as absorbance using a
multi-optical reader (SUNRAY TECAN) at 590 nm
each day of the microplate incubation. Absorbance
limit of 0.2 was considered as the evidence for the
presence of the functional group of microorganisms
metabolizing a particular substrate in the soil.
Richness in functional groups was calculated simply
as the number of substrates exhibiting metabolic
activity in a particular soil sample. Diversity of
functional groups was assessed by Hill’s diversity
indices (Hill 1973):

N2 = 1/
p2
i (1)

where pi is a frequency of the ith functional group de-
termined on the basis of the absorbance in a particular
well.

Statistical Analyses

All the results are expressed on the oven-dry basis.
Statistical analyses were done using the statistical
package SAS/STAT� (SAS 1988). Two-way covari-
ance analysis was performed on the data to detect

the variability of soil microbial activity indicators
among treatments and sampling dates (date and
treatment were considered factors with fixed effects,
soil moisture was used as a continuously distributed
covariate; as organic C and pH were collinear with
moisture, they were not used as predictors; we did
not suppose temporal autocorrelation at the scale
of 3–6 months and sampling was not repeated at
the same points within a plot, so that date was
considered an independent factor rather than using
a repeated-measure model). Two-way analysis of
variance was done for soil chemical properties (soil
moisture, organic C, pH). For pair-wise comparisons
of means Duncan’s tests were used (procedure GLM).

To identify the patterns of microbial community
composition, principal component analysis based
on the abundances of functional groups (measured
by optical density for individual BIOLOG EcoPlate
substrates) was performed employing the procedure
PRINCOMP.

Results

SOC, Soil Acidity and Soil Water Content

The SOC content exhibited a high variability within
treatments (Fig. 1a), especially at the reference site.
The average SOC was similar for all treatments ex-
cept reference site where the highest average SOC was
observed.

Soil acidity was also similar on disturbed plots with
average values 4.15–4.23 for pH − H2O and 3.20–3.48
for pH-KCl, respectively. The reference site exhibited

Fig. 1 (a and b) Mean values (±standard deviation) of the SOC and soil acidity at individual plots (Duncan’s tests: the plots with
the same letters do not differ significantly)
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Table 1 Analysis of variance/covariance of soil variables (F-test)

Source d.f. F-value

Moisture Respiration SIR Cmic Nmin Catalase Richness Diversity

Date 2 3.76∗ 7.80∗∗∗ 24.04∗∗∗ 1.49 9.50∗∗∗ 1.85 12.48∗∗∗ 8.94∗∗∗
Treatment 3 1.50 12.25∗∗∗ 3.99∗ 4.82∗∗ 4.96∗∗ 7.33∗∗∗ 2.85 3.30∗
Date × Treatment 6 7.16∗∗∗ 20.47∗∗∗ 5.18∗∗∗ 1.35 2.30∗ 11.06∗∗∗ 0.69 0.68
Moisture 1 30.79∗∗∗ 10.69∗∗ 3.18 18.46∗∗∗ 17.88∗∗∗ 0.26 0.72
∗∗∗ P > 0.999, ∗∗ P > 0.99, ∗ P > 0.95, d.f. – degrees of freedom

Fig. 2 (a, b, c, d, e and f) Mean values (±standard deviation) of
the soil water content, soil microbial biomass carbon, basal respi-
ration, SIR, N-mineralization and catalase activity at individual
plots in different sampling dates

significantly higher acidity (pH − H2O, 3.88; pH-KCl,
3.07) than the other treatments (Fig. 1b).

The gravimetric water content in the 0–10 cm of
soil profile showed similar patterns in July and Octo-
ber 2006 (Fig. 2a). The lowest water content average
was found at the reference site, the highest value at the
burnt plot. In April 2007, however, the highest average
water content was observed at the reference site. For
the other treatments, the trend was very similar with
highest value at the burnt site. At all plots, except ref-
erence site, average soil water content was higher in
autumn than at other sampling dates as opposed to the

reference site, where the lowest average water content
was found in October 2006 and the highest value in the
spring 2007. Generally, no significant differences were
found in soil water content between plots (Tables 1
and 2).

Table 2 Duncan’s pair-wise tests of the differences of means
among treatments

Plot Moisture Respiration SIR Cmic Nmin Catalase

REF 35.99 a 0.15 a 0.65 a 87.80 a 6.75 a 1.21 a
EXT 38.42 a 0.09 b 0.51 ab 54.49 b 4.18 b 0.90 b
FIR 42.36 a 0.11 b 0.57 a 46.02 b 6.40 a 1.16 a
NEX 38.40 a 0.09 b 0.40 b 51.53 b 5.39 ab 0.92 b

Note: The treatments with the same letters do not differ
significantly (P > 0.95)
Units used: moisture (% w/w), respiration (�g C −
CO2 gDW−1 h−1), SIR (�g C − CO2 gDW−1 h−1), Cmic
(�g C gDW−1), Nmin (�g N − NH+

4 gDW−1 7day−1), catalase
(ml O2 gDW−1 min−1)

Microbial Biomass and Activity

The microbial biomass carbon exhibited a very high
variability within treatments (Fig. 2b), especially in
autumn 2006 and spring 2007. Cmic at the reference
site (87.80 �g Cg−1) was significantly higher (Table 2)
compared to the other plots (46.02 − 54.49 �g C g−1).
In summer Cmic was mostly lower than in autumn and
spring (except the extracted plot), however, the differ-
ences in averages between dates were not significant
(Tables 1 and 3).

Basal respiration shows the same pattern in the sum-
mer 2006 and the spring 2007 with the significantly
highest value at the reference site and the lowest one
at the non-extracted site (Fig. 2c). In autumn, the situ-
ation was completely different, when the highest basal
respiration was found at the FIR plot and the lowest at
the REF site (Table 2). During our observations, basal
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Table 3 Duncan’s pair-wise tests of the differences of means among sampling dates

Date Moisture Respiration SIR Cmic Nmin Catalase

VII.06 33.27 b 0.08 b 0.29833 b 41.63 a 6.88 a 0.93 a
X.06 37.41 ab 0.10 b 0.39762 b 64.97 a 4.37 b 1.10 a
V.07 41.81 a 0.13 a 0.73903 a 60.78 a 6.61 a 1.04 a
Note: The dates with the same letters do not differ significantly (P > 0.95).
Units used: Moisture (% w/w), respiration (�g C − CO2 gDW−1.h−1), SIR (�g C − CO2 gDW−1 h−1),
Cmic (�g C gDW−1), Nmin (�g N − NH+

4 gDW−1 7day−1), catalase (ml O2 gDW−1 min−1).

respiration was significantly higher in the spring than
in the summer and the autumn (Table 3).

SIR shows a similar trend in the autumn and the
spring (Fig. 2d). Significant differences in SIR were
found between treatments and also between sampling
dates (Table 1). Significantly the lowest SIR was ob-
served at the NEX site, the highest at the REF and FIR
plots (Table 2).

N-mineralization belongs to parameters with
considerable within-treatment variation (Fig. 2e).
Significantly the lowest N-mineralization
(4.18 �g N − NH+

4 gDW−1 7day−1) was observed
on the EXT and NEX plots (Table 2). In the summer
2006 and the spring 2007 the values were significantly
higher compared to the autumn 2006 (Table 3).

As shown in Fig. 2f, similar trend was found for
catalase activity with the highest value at the FIR plot
and the lowest at the NEX plot in the summer and
autumn 2006. However, generally the differences be-
tween dates were not significant (Table 1). At the REF
and FIR plots, significantly the highest catalase activ-
ity was observed (1.21 and 1.16 ml O2 gDW−1min−1,
respectively) (Table 2).

Microbial Diversity

The analysis of variance of the richness and diversity of
functional groups of microbes has shown that there are
significant differences among dates (Table 1). Signifi-
cantly the lowest richness was observed in the summer
2006, whereas more groups were active during the au-
tumn 2006 and spring 2007. The diversity showed the
same temporal pattern, the increase at later dates seems
to be caused by increased richness rather than even-
ness. The plots where the trees were not extracted gen-
erally exhibited significantly higher diversity of func-
tional groups than the others (Fig. 3a, b).

Principal component analysis of the composition of
the microbial community has shown that there is no
uniform response of functional group composition to
the management regime (Fig. 4). On the other hand,
there seems to be a temporal shift in the representation
of functional groups, although the pattern is not com-
pletely consistent among plots. The composition of the
microbial community was initially quite uniform at all
plots. With time, it shifted in quite uniform direction
and partially diverged. The clearest temporal shift was
observed at the non-extracted plot. At the burnt and
extracted plots, the unidirectional shift in community

Fig. 3 (a and b) Mean values (±standard deviation) of the richness and diversity of functional groups at individual plots and at
different sampling dates (Duncan’s tests: the plots with the same letters do not differ significantly)
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composition is still visible, although much less pro-
nounced. On the other hand, the least changes seem to
have occurred in the old-growth non-disturbed forest.

Discussion

Soil microorganisms compared to higher organisms
have a high surface-to-volume ratio, which means a
much more intense exchange of matter and energy with
their environment. Therefore, soil microbiota tends to
respond quickly to environmental stress. Changes in
size, composition and activity of microbial commu-
nities can frequently be observed before detectable
changes in soil physical and chemical properties occur
(Nielsen and Winding 2002).

We suppose that after windthrow and fire in the
TANAP environmental conditions at the affected area
have changed in various ways due to the different
amount and deployment of organic material on the
ground. At the extracted and burnt plots fallen stems
were logged; at the burnt plot also humus layer was
completely destroyed. At the non-extracted plot fallen
trees with all debris were left on the ground, so the
most of soil surface is shaded.

Analysis of soil samples showed that disturbed plots
did not differ in organic carbon content and soil acid-
ity; however, the reference site compared to disturbed
plots had higher amount of SOC and was more acid.
Our measurements were performed quite shortly af-

Fig. 4 Principal component analysis based on the abundances
of functional groups of microorganisms at the investigated sites.
The sizes of symbols corresponds to sampling dates

ter disturbances and no older records are available for
the investigated sites. The time elapsed is too short to
expect significant changes in chemical soil properties
between plots. Probably, differences between the old-
growth forest and disturbed plots have already existed
before the disturbance. However, it was not possible to
find another non-affected stand with similar conditions
near to disturbed plots.

There were no significant differences in soil wa-
ter content between treatments. The different pattern
of soil moisture distribution between plots at various
times of year can be explained by transpiration and in-
terception of standing trees and different evaporation
at the open area. Under forest canopy, higher accumu-
lation of water after spring snowmelt in soil is usually
observed as a consequence of a better infiltration. Dur-
ing the vegetation period the losses of water through
transpiration of mature trees can be considerable and
may represent more than 30% of total precipitation.
Interception in spruce stands can account also up to
34–38% of the total precipitation. On the other hand,
at the open area, the evaporation is by 50% higher than
under the forest canopy. Soil moisture in the topsoil
at the open area might reflect the changes due to the
coming precipitation to soil surface earlier than under
a forest stand (Petrı́k et al. 1986, Pichler 2006, Pich-
ler et al. 2006). As a consequence, a different annual
course of soil moisture is observed in a forest compared
to an open area.

At our plots, all microbial characteristics exhibited
high spatial variability, especially microbial biomass
C- and N-mineralization. Hargreaves et al. (2003)
found that the spatial variation in chemical determi-
nants, for example pH and exchangeable cations, were
much smaller than that of microbial biomass C. In
our previous studies, microbial characteristics were
also much variable in space than, for example soil
water content, SOC or soil acidity (Gömöryová 2004,
Gömöryová et al. 2006). This is not surprising
because soil contains many microhabitats with
suitable conditions for survival and reproduction of
soil microbes. Bacteria and fungi may be spatially
aggregated in soil at various scales, forming hotspots
of microbial activity.

The present study has generally shown that soil
microbial biomass and activity decreased at disturbed
plots, except burnt site, where potential respiration, N-
mineralization and catalase activity were significantly
higher than at the other disturbed plots. No significant
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differences in soil microbial characteristics were ob-
served between extracted and non-extracted site.

There are only few studies about the changes
of soil microorganisms biomass or activity in
windthrow area with different management (Wright
and Coleman 2002). The conditions at the extracted
plot can partially be compared to clear-cut plots, where
all stems are logged as well. Much more observations
are from the plots affected by wildfire or prescribed
burning. Microbial biomass most often decreases as a
result of these disturbances (especially fire) and this
effect can last for many years. Mabuhay et al. (2006)
found that 1 week after fire microbial biomass carbon
represented only 3–5% of the average biomass
carbon of the unburnt area. Even 13 months after the
occurrence of fire, the biomass carbon was still around
36–50% of the biomass in the unburnt area. Smith
et al. (2007) demonstrated that the heat of wildfire had
a direct effect on soil organisms, killing a large part
of microbes, but they cannot exclude other, indirect
causes of the reduction of microbial biomass, such as
changes in nutrient supply due to loss of plant cover.
They also found that higher mortality of soil organisms
occurred with greater soil moisture compared to dry
conditions at the same temperature. On the other hand,
Boyle et al. (2005) observed that tree removal alone
had only a modest impact on soil microbial community
8 years after treatment. Wright and Coleman (2002)
compared pre- and post-disturbance amounts of soil
microbial biomass carbon and they did not find
significant differences or patterns in response to these
disturbance events. Litter decomposition and soil
respiration decreased after disturbances, but microbial
biomass was probably not affected. On the other
hand, soil temperature, soil water content and soil
structure are likely directly affected by these events.
They found that the extracted-plot soil respiration
was significantly higher than at the non-extracted
plot; probably as a consequence of the increased
solar radiation reaching soil surface, increased soil
temperatures and more extreme soil wet/dry cycles.
Pietikainen and Fritze (1995) assumed that the absence
of litter fall should be compensated by the logging
residues on the forest floor and the decomposition
of dead roots in soil. Therefore the initial effect of
clear-cutting can be beneficial to microorganisms.
Heat during fire has a sterilizing effect on soil but
later soil is gradually recolonized from propagules
surviving in soil or introduced from neighbour areas.

At our plots, soil microoganisms responded on dis-
turbance events by reducing their biomass and activity.
Surprisingly, the fire plot exhibited relatively high mi-
crobial activity, while soil microbial biomass carbon
was low. Andersson et al. (2004) stated that changes in
microbial activity due to environmental changes can be
independent of possible changes in microbial biomass.
The fire caused an increase in microbial activity and
soil respiration can be explained by higher pH, N avail-
ability, amount of readily decomposable organic mate-
rial in soil and temperature, while the decrease of soil
respiration was attributed to low soil moisture. In our
case the absence of covering vegetation and especially
the lack of a thick above-ground humus layer result
likely in a broader variation in soil temperature and
moisture, which may have either negative or also pos-
itive effects on microbial activity. Due to burning of
humus layer, also release of mineral nutrients into the
mineral horizon and its enrichment can be expected,
resulting in a higher microbial activity.

We expected that soil microorganisms at the EXT
and NEX plots will respond to different management
in different ways. However, there were practically no
differences in microbial biomass and activity between
them, in concordance with what Wright and Cole-
man (2002) found. Attiwill and Adams (1993) also
demonstrated that forest soils are resistant to major
changes in patterns of nitrogen mineralization follow-
ing disturbance by natural events such as windthrow
and fire. We collected soil samples from the mineral
horizon, because at the fire plot the humus layer was
destroyed. It is possible, that the differences between
the EXT and NEX plots exist mainly in the top litter
sub-horizon, whereas for the mineral A-horizon, the
time after disturbances has been too short to develop
significant changes in microbial activity.

Microbial communities provide useful data for
studying environmental events. Molecular methods,
PLFA analysis, carbon source utilization methods
and plate counts are used to study microbial diversity
on plots affected by disturbances (Bååth et al. 1995,
Staddon et al. 1998, Kang and Mills 2004, Mabuhay
et al. 2006, Smith et al. 2007). Especially the study
of functional diversity of microbial communities has
been found to be very sensitive to environmental
changes (Zak et al. 1994), therefore has been evaluated
as early indicator of the impacts of management on
soil biological properties (Bending et al. 2000).
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We found that plots where fallen trees have been
removed exhibited generally lower richness and diver-
sity of functional groups than the others. At the ex-
tracted plot, one or two herb species predominated,
and at the burnt plot, vegetation was also very poor,
so a lower functional richness and diversity of soil mi-
crobes on these plots can be associated just with lower
diversity of organic substrates available for decompo-
sition, originating from root exudates, dead biomass,
etc. However, there was no uniform temporal pattern
of response of functional group composition to the
management regime. It seems that at the reference plot
microbial communities did not changed in such extent
as at disturbed plots. There are many studies dealing
with temporal variation in soil microbial properties,
demonstrating seasonal cycles of changes in commu-
nity structure and activity that are related to climate
and vegetation factors. For example, Papatheodorou
et al. (2004) found that bacterial diversity, richness and
evenness as well as the mean oxidation of almost all
BIOLOG substrate groups, were affected significantly
by the seasonal fluctuations of soil temperature and
moisture and that the diversity decreased from summer
to winter on their study plots. Kang and Mills (2004)
observed clear temporal trends in community structure
throughout the 2-years study that coincided with the
development of grasses in the field.

The plots affected by fire show usually lower
microbial diversity than intact plots (Mabuhay
et al. 2006, Smith et al. 2007) and these changes may
last for 5 years after burning (Staddon et al. 1998).
Fire alters the soil microbial community structure
in the short-term through heat-induced microbial
mortality. Over the long-term, fire may modify soil
communities by altering plant community composition
through plant-induced changes in the soil environment
(Hart et al. 2005). Staddon et al. (1998) found that
no differences between treatments (clear-cut and
burnt plots) were detected when individual samples
were analysed. However, when pooled samples
from organic and mineral horizons were used, lower
microbial diversity was observed at the burnt plot.
Many studies showed that there is a large variability of
the individual variables even at homogeneous plots as
a consequence of heterogeneous environments at the
microbial level (Staddon et al. 1998, Clegg et al. 2000,
Smith et al. 2007). Smith et al. (2007) using molecular
methods found that changes in bacterial community
composition resulting from various treatments were

evident; a greater impact of fire than of harvesting on
soil microbial community was observed. Kang and
Mills (2004) suppose that soil bacterial communities
may more rapidly go through successional series than
communities of other organisms, because they can
modify the environment to more favourable conditions
for other groups of microorganisms and for higher
organisms. Development of a diverse plant community
might be expected to provide the soil microbes with a
broader selection of organic energy sources, resulting
in a more diverse bacterial community.

Our study revealed a temporal shift in the represen-
tation of functional groups. A short observation period
does not allow to distinguish, whether the development
of microbial community composition is cyclic or uni-
directional. Nevertheless, ecological conditions change
in different ways and to different extent depending on
the type of disturbance, provoking different trajecto-
ries of the secondary succession of plant communities.
Future observations could reveal how the changes of
ground vegetation will be reflected in the richness and
diversity of functional groups of microorganisms.
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Capacities of Modelling to Assess Buffer Strip Efficiency
to Reduce Soil Loss During Heavy Rainfall Events

M. Kändler, I. Bärlund, M. Puustinen and C. Seidler

Keywords Erosion · Modelling · Buffer strips ·
ICECREAM · Erosion2D

Introduction

The loss of soil material and nutrients from agricul-
tural land to waters pose on the one hand a prob-
lem to farmers in form of soil degradation and on the
other hand to surface water quality by enhancing the
eutrophication process. Efforts undertaken, both con-
cerning conservation practices and policy measures,
show for example for the U.S. (Uri 2001) that ero-
sion was reduced by 32% from 1982 to 1992, but the
costs for the remaining efforts are still estimated to be
up to $37.6 billion annually. One of the measures to
abate off-site damage caused by erosion is to introduce
buffers strips or zones on the edge of fields to trap soil
material detached by rain and transported by surface
runoff. The effectiveness of these buffer strips to re-
duce soil loss from fields will be an important part of
management practice evaluation required by the Water
Framework Directive to reach good ecological condi-
tions of surface water bodies. Many studies have dealt
with construction and quality of buffer strips/zones (for
summary see, e.g. Correll 2005) and their modelling
(e.g. Muñoz-Carpena et al. 1999, Lowrance et al. 2000)
but the dynamic relationship between the field output
above the buffer strip and the buffer strip efficiency to
trap suspended sediments remains a topic where little
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modelling effort has taken place. The effect of buffer
strip length was tested for fields with uniform slope
less than 3% by Rankinen et al. (2001) using the ICE-
CREAM model. The reduction varied between 33%
and 91% for winter wheat but the length of the strip did
not play a major role on these low slopes. This inter-
annual variability was mainly appointed to different
hydrological conditions. In a recent study the erosion
model Erosion3D was applied to a small catchment in
Saxony and the efficiency of a grassed waterway was
estimated to be 22.6% (Schob et al. 2006).

In this study the buffer strip was located at the
lower edge of the field and is characterised by grass
vegetation. The current buffer strip description of two
field scale erosion models was tested against measured
data from a Finnish research field at the river Aurajoki
(southwest Finland, Fig. 1). The calibration strategy of
the ICECREAM (Tattari et al. 2001) and Erosion2D
(Schmidt et al. 1996) models to simulate buffer strip
efficiency and to evaluate their potential with regard
to water protection requirements is presented. In ICE-
CREAM the buffer strip consists of perennial grass, in
Erosion2D the grass cover of the buffer strip is char-
acterized by its influence on surface runoff and erosion
processes. Special emphasis was laid on the effect of
field slope geometry and buffer strip length on buffer
strip efficiency.

Material and Methods

Investigations on the influence of different man-
agement practices (conventional vs. conserving
cultivation) on surface runoff, soil erosion and nutrient
transport were carried out on an experimental field in
southwest Finland at the River Aurajoki in the years
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Fig. 1 Location of the experimental field (Aurajoki) and the cli-
matic stations (Savijoki, Jokioinen, Turku)

1990–2002 (Puustinen et al. 2005). The field (Fig. 2)
was divided into 12 plots, 9 with a length of 51 m
and 3 with a length of 36 m. The width of all plots
was 9 m, the average slope ca. 7% (Puustinen 1994).
The soil type can be classified as heavy clay with
over 60% clay and ca. 35% silt. Real precipitation
events from Turku Airport were used for November
2000 (Fig. 3b). Due to the measurement method at the
Aurajoki experimental field several runoff events were
recorded as one. For modelling this meant constructing

Fig. 2 The plan view of the Aurajoki experimental field

the sum of simulated daily values for these periods. In
November 2000, these periods were 4–5.11 (sampled
6.11.), 6–12.11. (sampled 13.11.), and 18–19.11.
(sampled 20.11.). The precipitation event in May
2000 (Fig. 3a) was constructed using a real 1-day
event from May 2007 in Saxony, but it was added to
a dry period in the Turku Airport climate data. This
event was used for the hypothetical slope geometry
study only. The different soil moisture conditions in
May and November were considered in the models:
in ICECREAM by the continuously simulated soil
moisture content and in Erosion2D by adjusting the
initial soil moisture content.

Erosion2D is an event-related model that needs pre-
cipitation values in a 10 min time-step. At the Aurajoki
test field no precipitation was measured, that is why the
precipitation intensity was calculated from daily values
using the breakpoint method. Data from a pluviograph
in the Savijoki catchment (Fig. 1) was digitalised by
hand to get intensity values. These values were used to
create the necessary precipitation intensity from daily
values measured at Turku airport.

Two different models were used. The model
Erosion2D is an event-related, physically based
model for simulation of surface runoff and erosion
on field slopes. A parameter catalogue (PK) has been
developed (Michael et al. 1996) for practical model
applications. The infiltration model has been developed
by Schmidt (1993) and is based on precipitation data
on a 10 min time-step. Particle detachment is described
by an approach of physical forces that on the one hand
hold the soil particles together (adhesion, coherence,
friction, gravity) and on the other hand separate
them (impact of rainfall and surface runoff) (Schmidt
et al. 1996). The field scale nutrient transport model
ICECREAM is likewise physically based, but it is

Fig. 3 Constructed precipitation event in May 2000 (a) and observed precipitation events at Turku Airport in November 2000 (b)
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Fig. 4 The original slope geometry of the Aurajoki research field plots 10 and 12 and the buffer strip options (a) and the constructed
slopes on plot 3 and the buffer strip options (b)

characterised by empirical formulation of several
processes. It is based on the CREAMS and GLEAMS
models developed in the U.S., but has been further de-
veloped to suit better the Finnish environmental condi-
tions (Posch and Rekolainen 1993, Tattari et al. 2001).
The ICECREAM model operates on daily, long-term
basis and computes surface runoff using the SCS Curve
Number method and a modified USLE for soil erosion.

For the parameterisation and calibration exercise
we used data from the plots 12 (grass) and 10
(winter wheat) for November 2000. The first buffer
strip exercise (buffer strip lengths 1, 5 and 15 m)
concerning the testing of buffer strip length impact
was thus conducted on the plot length 36 m (Fig. 4a).
This was based on the calibration against measured
data. The slope geometry exercise with a concave,
convex and linear slope was constructed using the
average slope of the Aurajoki experimental field plot
3 (plot length 51 m, Fig. 4b). The buffer strip length
which was used here was 5, 10 and 15 m.

The Erosion2D model was calibrated for each of
the four individual events in November 2000 (for
winter wheat and grass separately) on the basis of the
measured values for surface runoff and soil erosion.
The calibrated variables were the Skin factor (surface
runoff) and the Erosion resistance (soil erosion)

with given Surface roughness (Tables 1 and 2). The
ICECREAM model cannot be calibrated on event
basis. The precipitation intensity parameter P1 in the
erosion equation, the roughness coefficient (Manning’s
n, a parameter to which, e.g. sediment yield in the
model REMM, Riparian Ecosystem Management
Model (Graff et al. 2005) was found to be most
sensitive) and the SCS Curve Number (CN2) were
calibrated on annual basis.

Results

The result consists of three parts: first, a sensitivity
analysis was performed for the initial soil moisture
content in Erosion2D; second, the calibration result is
presented as well as the simulated effect of a buffer
strip on this real field slope and finally, two erosion
events connected to heavy rainfall events and the cor-
responding effect of buffer strips on three constructed
slopes of varying geometry (concave, linear and con-
vex) are depicted.

Due to the fact that no soil moisture measurements
were taken at the experimental site, this value could
only be estimated. In order to explore the influence of

Table 1 Parameter values for
the buffer strip (grass) in
Erosion2D (derived from
measured values); PK:
derived from the parameter
catalogue values of
Erosion2D for buffer strips;
∗: estimated

06.11.00 13.11.00 17.11.00 20.11.00 PK

Erosion resistance (kg m s−2) 0.01030 0.00143 0.00410 0.00170 1.00
Surface roughness (s m−1/3) 0.032 0.032 0.032 0.032 0.300
Initial soil moisture∗

(Vol.–%)
44.5 44.5 45.0 45.5 45.5

Degree of coverage (%) 95 95 95 95 93
Skin factor (–) 1.1 1.0 1.4 3.2 10
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Table 2 Parameter values for
winter wheat in Erosion2D
(derived from measured
values); ∗: estimated, ∗∗: not
utilised, for comparison only

06.11.00 13.11.00 17.11.00 20.11.00 PK∗∗

Erosion resistance (kg m s−2) 0.01000 0.00140 0.00370 0.00160 0.00417
Surface roughness (s m−1/3) 0.025 0.031 0.028 0.030 0.015
Initial soil moisture∗

(Vol.–%)
44.5 44.5 45.0 45.5

Degree of coverage (%) 5 5 5 5 4
Skin factor (–) 1.1 1.0 1.4 3.2 2.5

the initial soil moisture content on the simulation result
a sensitivity analysis was performed (Kändler 2006)
using the parameterisation (bulk density, particle size
distribution) of plot 3 (Fig. 2). The initial soil moisture
content has a huge influence on both surface runoff and
soil loss (Fig. 5). Changing the value by 0.5% (38.5–
39.0%) can change the result by a factor of 4 in one
case but a change of 3% (41.0–44.0%) has nearly no
influence at all. Due to this, we decided to use initial
soil moisture values from the upper region for further
investigations.

The calibration result shows that Erosion2D can be
calibrated to reproduce the measured surface runoff
events in November 2000 for both crop types (Fig. 6),
whereas ICECREAM tends to underestimate some of
the events for grass (Fig. 6a).

ICECREAM could not be calibrated to the mea-
sured soil loss values for grass (Fig. 7a), it underesti-
mated the daily measured values heavily. In this model
it is not possible to change the grass properties due to
single events, the erosion resistance depends on crop
growth status. In order to calibrate Erosion2D, how-
ever, the Skin Factor and Erosion resistance had to
be substantially modified if compared to the parame-
ter catalogue (Table 1). The Skin factor is used for de-

scribing macroporous flow in the model. With this fac-
tor it is possible to calibrate the surface runoff (higher
values reduce surface runoff). The Erosion resistance
specifies the resistance of the soil against particle dis-
placement. For winter wheat the result is more variable
(Fig. 7b), here both models have difficulties in depict-
ing all four events.

The parameters gained from the calibration of the
grass plot, served for the description of the buffer strip
in the models. Their effect on surface runoff and soil
loss was compared with a field growing winter wheat
without a buffer strip (Fig. 8). For Erosion2D both cal-
ibrated values from the grass field and parameter cat-
alogue values (PK) were utilised to characterise the
buffer strip.

The buffer strip has a larger influence on soil loss
than on surface runoff for both models. The parameters
for grass that were derived from the measured values,
do not have influence on the surface runoff in Ero-
sion2D, since they have the same value for the correc-
tion factor and initial soil moisture content as for winter
wheat. The values of the PK for Erosion2D have a large
influence on the computed surface runoff. However, it
was not possible to reproduce the measured data with
these values. According to the ICECREAM model the

Fig. 5 The effect of initial soil moisture content on surface runoff (a) and soil loss (b) for plot 3 using Erosion2D
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Fig. 6 Measured and calibrated surface runoff for the grass (a) and winter wheat plots (b) for both models in November 2000

surface runoff would reduce up to 33% using a buffer
strip. Soil loss reduces due to a 1 m wide buffer strip in
ICECREAM by less than 10%, for 5 m in both models
by 20–40% and for 15 m between 30% and 70% (Ero-
sion2D) and about 70% with the ICECREAM model.
Using the PK value for Erosion2D leads to a 100% re-
duction on certain dates.

The effect of different slope geometry (convex, con-
cave, linear) on simulated surface runoff and soil loss
in the two models was tested using two heavy rain-
fall events (Fig. 9). Additionally, the capacity of buffer
strips with different lengths (5, 10, 15 m) was investi-
gated for these two events (Table 3).

It is to be recognised that, in both models, geometry
does not have any or only negligible influence on
surface runoff. In addition, surface runoff as simulated
by ICECREAM is larger in the event in November than
in May due to the higher initial soil moisture content.
Surface runoff is in May in ICECREAM clearly
smaller than in Erosion2D. Relative reduction of

surface runoff due to the buffer strips is in Erosion2D
higher than in ICECREAM (maximum 55% vs.
maximum 21%, Fig. 10a). It is apparent that changing
the infiltration capacity due to the grass in buffer strips
is more efficient in the Erosion2D approach (higher
Skin factor) than changing the SCS Curve Number
CN2 as in ICECREAM.

Values of soil loss in the May event are higher
in Erosion2D than in ICECREAM and, probably
thus, the reduction of soil loss due to buffer strips
is in ICECREAM more efficient than in Erosion2D
(Table 4, Fig. 10b).

Compared to the linear slope, the convex slope in-
creases soil loss and the concave slope reduces it. With
respect to the concave slope both models react in a sim-
ilar way. For the convex slope ICECREAM increases
soil loss on a convex slope compared to a linear one
much more than Erosion2D. It seems that ICECREAM
reacts more sensitive to the high slopes of a convex hill
slope towards the end of the field than Erosion2D.

Fig. 7 Measured and calibrated soil loss for the grass (a) and winter wheat plots (b) for both models in November 2000
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Fig. 8 Effect of buffer strip length on surface runoff in Ero-
sion2D (a) and ICECREAM (b) and soil loss in Erosion2D (c)
and ICECREAM (d) compared with winter wheat without buffer

strip (PK: parameter catalogue of Erosion2D for buffer strips);
Note: using calibrated values for Erosion2D leads to 0.0% re-
duction in surface runoff in (a)

It is obvious that buffer strip efficiency increases
with buffer strip length for both models and all slope
geometries (Fig. 10). The buffer strip on a convex slope
is most efficient in both models, even though the re-
duction on the linear slope for ICECREAM in the May
event is of same magnitude. For the concave slope long

Fig. 9 Heavy rainfall events for the study on 14.5.2000 and 4–
5.11.2000

Table 3 Simulated surface runoff (mm) for the two events on
different slope geometries; relative deviation (%) of convex and
concave to the result of the linear slope without buffer strip

Strip Convex Concave Linear

14.5.00 (m) (mm) (%) (mm) (%) (mm) (%)
ICECREAM 0 8.1 −0.28 8.1 −0.07 8.1 –
Erosion2D 0 19.7 0 19.7 0 19.7 –
4–5.11.00
ICECREAM 0 18.1 −0.07 18.1 −0.02 18.1 –
Erosion2D 0 17.2 0 17.2 0 17.2 –

buffer strips are needed to reduce soil loss, but the ab-
solute soil loss values without buffer strips are even
smaller than values with the most efficient buffer strip
on a linear slope. The buffer strip in Erosion2D is not
as sensitive to the initial soil moisture content as ICE-
CREAM, which has the same buffer strip efficiency
for the linear and concave slopes under dry conditions
(May). For wet conditions (November) efficiency is in
the same order as for Erosion2D.
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Table 4 Simulated erosion (kg ha−1) for the two events on different slope geometries; relative deviation (%) of convex and concave
to the result of the linear slope without buffer strip

Strip Convex Concave Linear

14.05.2000 (m) (kg ha−1) (%) (kg ha−1) (%) (kg ha−1) (%)
ICECREAM 0 227 +84 45.9 −63 123 –
Erosion2D 0 521 +31 199 −50 397 –
4–5.11.00
ICECREAM 0 1051 +945 35.7 −64 101 –
Erosion2D 0 172 +55 25 −77 111 –
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Fig. 10 Reduction of surface runoff in Erosion2D (a) and
ICECREAM (b) and reduction of soil loss in Erosion2D (c)
and ICECREAM (d) due to the usage of buffer strips

with different length on different slopes for two rainfall
events in May (14.5.2000) and November (4–5.11.2000),
respectively

For the ICECREAM model buffer strip efficiency
is higher for reducing soil loss than surface runoff.
The Erosion2D model has the same rates for reduc-
ing surface runoff and soil loss (excluding the concave
slope) under dry conditions (May), whereas soil loss
is slightly higher (excluding concave slope) under wet
conditions (November).

Discussion and Conclusions

The buffer strip has a larger influence on soil loss
than on surface runoff in both models. Puustinen

et al. (2005) indicate for grass after 10 years of
measurement an average reduction for surface runoff
of 10% and for soil erosion of 55% compared with
winter wheat. The long-term average reduction
of soil loss due to a 14 m wide buffer strip at
Aurajoki experimental field was found to range
between 58% and 67% (Puustinen 1999). In another
study in south-western Finland (Uusi-Kämppä and
Yläranta 1992) it was found that in a 1-year study a
10 m wide grass buffer strips reduced total solid load
in runoff by 23.6%. This research field at Jokioinen
(Fig. 1) consisted of a flat cropland area growing
spring cereals and a steep buffer zone with an average
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slope of 16%. There grass buffer strips were effective
in autumn but not in spring. Another study described
that strips with a length of 10 m are able to reduce
sediment discharge from 90% to 99% depending on
the age of the grass (Van Dijk et al. 1996).

For the selected events only Erosion2D with,
partially substantial, event-specific calibration could
reproduce the measured values. Since, however, the
model had to be re-calibrated for each event sepa-
rately this procedure seems unsuitable for practical
applications. On the other hand, the ICECREAM
model delivers buffer strip scenarios without laborious
calibration with similar values for surface runoff.

In addition, it has to be taken into account that the
November 2000 event took place in late autumn where
in Finland soils are saturated and the vegetation is not
very dense anymore for permanent grass. Thus, the sur-
face runoff can be of same magnitude or even higher
from plots with permanent grass than from plots with
winter wheat. The ICECREAM model could not be
calibrated for sediment loss under grass for this event,
since the dying of the grass cover in the model is not
as strong as it should be. Actually both models as-
sume that the efficiency of grass to retain water, but
most of all sediment, is more efficient than what is
the situation in certain periods in the northern condi-
tions. Above all, the result highlights the discrepancy
between event-based measurements and the desire to
validate the models for credible simulation of long-
term effects.

Abu-Zreig et al. (2004) found out for small slopes
(2.3% and 5%) that efficiency of vegetated filter strips
increased with length of filter strip. This could also
be confirmed by this investigation. It was also stated
by Abu-Zreig et al. (2004) that efficiency decreases
for longer strips and that there will be no difference
in efficiency for length from 10 to 15 m. This could
not be confirmed by this model application. It was also
found by Abu-Zreig et al. that efficiency related to sur-
face runoff is smaller than with respect to erosion. This
could also be confirmed reasonably.

As pointed out, for example by Rose et al. (2003)
special attention should be paid on the deposition pro-
cesses connected to the buffer strip. Is, for example
in ICECREAM the sedimentation on low slopes (con-
cave profile) dependent on the season, that is the stage
of grass cover development of the buffer strip in the
model.

All results depend strongly on specific conditions
(age of grass, cover density, slope angle, geometry, . . .)
which have to be considered when modelling and plan-
ning buffer strips.
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The Influence of Climate Change on Water Demands
for Irrigation of Special Plants and Vegetables in Slovakia

V. Bárek, P. Halaj and D. Igaz

Keywords Climatic change · Irrigation · Vegetables ·
Special plants

Introduction

There exist proofs that the global warming, which is
happening since the industrial revolution, is the con-
sequence of the greenhouse emissions increase caused
by the human activity. The development of computer
models, besides the increasing evidences about the ris-
ing temperatures, and the more frequent weather varia-
tion are in accordance with the scientist’s predictions
about the climate change. The modelling tools also
showed that in the twenty-first century temperatures
can increase hereafter and influence the nature and the
human being. The key event for scientists dealing with
the climate was the establishment of the Intergovern-
mental Panel of Climate Change (IPCC) by the UNO
in 1988. The IPCC has connected hundreds of scien-
tists: those who have evaluated the studies and other
relevant information with those who know more about
climatic changing and that have handed in reports. The
global climate change caused by the increasing of an-
thropogenic emission of the greenhouse gases is one
of the most important environmental problems proba-
bly in the present human history. The world up to the
year 2100, will suffer a dramatic rise of the greenhouse
gases and the atmospheric CO2 concentration in the
atmosphere. For the most serious consequence of the
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development, besides the global warming from 2.0 to
2.5◦C up to the year 2100, the IPCC is considering
the general atmosphere circulation change with shift of
the frontal zones and climate regions on the one hand
and the rate of the climate change which exceeds all
up to now climate changes on the other hand. An ex-
treme scenario estimates warming up to 5.8◦C in the
opposite of the global average temperatures. It could
be a reality after uncontrolled rise of the fossil fuels
on the whole Earth, under the condition of the high
economic progress only on the base of the energy from
the fossil fuels and fast growth of the population up to
15.1 milliards by the year 2100 (Harrison et al. 1995).

For the area of agriculture it is necessary to high-
light the specific bioclimatic uniqueness of the agricul-
tural plants and animals in the Slovak Republic. Each
ecosystem, each plant or animal exists in given abi-
otic conditions. Its genetic code contains information
with the most successful alternative of existence for
surviving in the given climate conditions. It is adapt-
ing not only for the mean climate parameters but also
for their variability (characteristic variation from the
absolute minimum to the absolute maximum and for
combination of more probable climate conditions). If
an ecosystem or an individual is removed from this sys-
tem to other climatic conditions it is necessary to last
certain period for adaptation and this period is consid-
ered as terminated only when it has a new equilibrium
in the ecosystem. Some species are never adapted to
the new environmental conditions and then, the previ-
ous equilibrium is never restored. Almost the same pro-
cess will occur when the climate conditions have been
changed in the given site (Špánik et al. 1996, Takáč and
Zuzula 2000).

In the lowland Slovak areas, the new time horizon
for the year 2075 expects that the daily average air
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temperature sums will increase about 32% for large
vegetation period (LVP) and about 55% in the north-
ern parts of Slovakia. In the southern part where the
lowest locations in Slovakia are the photosynthetically
active, radiation increase for the LVP is about 10% and
in the highest agricultural exploited areas about 25%.
In the southern lowest part of the Slovakia, there is a
total increase of the photosynthetically active radiation
QPAR to about 72 kWh m−2 during main vegetation
period (MVP). That represents an increase of about
17%. In the highest locations it is 115 kWh m−2, which
is an increase of about 58%. The precipitation sums
will probably increase about 27 mm during the MVP in
the southern area of Slovakia and about 202 mm in the
northern part of Slovakia. Evapotranspiration will be
changed probably only slightly or nothing to the year
of 2075. On the southern area of Slovakia the evapo-
transpiration will probably increase about 6% up to the
year 2075 and on the north of Slovakia probably up to
a 20% (Sobocká et al. 2005).

Changes of the temperature, rainfall totals, and
also other factors of the environment often change
the time course of the plants living displays, that
is the phenophases beginning and by this also the
phenophase intervals longitude and whole vegetation
periods longitude of the individual plants. The
presumption for this scenario is predicted by the
basic indicators of the agro-climatic relationships
of the LVP as its daily temperature sums increase
(about 32–55%), photosynthetic active radiation
increase about 10–25%, and vapour increase on the
south of Slovakia up to 20% (Šiška et al. 2004).
For vegetation periods, limited by the physiologic
important temperatures to the time horizons of the
year 2075, the earlier beginning and later finishing
of the phenophases are valid. Up to the year 2075
it is assumed an increase of the production biomass
potential about 10% in the south of Slovakia, about
25% in the north of Slovakia. It is assumed a shift of
the fully rentable cornflake cultivar up to 500 m a. s. l.
and the rentable cornflake cultivar up to 800 m a. s. l.
(Šiška et al. 2004).

On base of the last decades, elaborated hydrological
balances and hydrological balance prognosis based on
climate change scenarios there is expected the decreas-
ing of all three elements of water resources – surface
water, groundwater and soil water. On the base of the
total hydrologic situation evaluation for the last 5 years
in Slovakia it is possible to state that the discharge

extremeness has partly increased, while the average
values assessed for the main Slovak river basins for
the last years have not changed significantly from the
long-time averages. The years 1996–2000 belonged to
the period with largest floods and these were the floods
in the river systems as well as the storms-floods flood-
ing relatively small areas generally (Lapin et al. 2001,
Lapin 2004). The long-term mean discharges in Slovak
rivers have been decreasing, except the Danube after
the year 1980. Concerning to the long-term monthly
discharges, the notable decreasing had been observed
in the central and eastern part of Slovakia, almost in
the all months with the exception of May and June.

In the western part of Slovakia the summer and au-
tumn months are observed decreasing of discharges
in comparison with the past. The winter months have
higher discharge in comparison with the long-term av-
erages. The locality of Žitný ostrov belongs to one
of the most important regions of Slovakia from the
groundwater resources point of view.

Inasmuch as the groundwater regime of locality
Žitný ostrov is in the tight relationship with the
Danube’s discharge regime and therefore groundwater
of the territory is very sensitive to the potential
consequences of expected climate change. In general
it is possible the results obtained from remade
hydrologic scenarios for Slovakia to summarize as it
follows (Lapin et al. 2001, Lapin and Melo 2002):
winter discharge increasing varied from 10% to 40%
in the north and from 20% to 50% in the centre and
from 30% to 80% in the south. The winter discharges
can be even exceptionally higher. The winter discharge
rises up to the farther time horizon of the year 2075.

The aim of the chapter is to calculate and analyse
the calculation results of consumptive water usage Vc

values, using the climate scenarios for Slovakia, for
special plants and vegetables according to technical
standards (STN no. 83 0635 – Irrigation water demand
calculation) with modelled values of potential evapo-
transpiration ETo according to FAO methodology for
horizons of the years 2010, 2030 and 2075 for scenar-
ios CCCMprep and GISSprep.

Materials and Methods

The irrigation amount rate represents the water
amount that is necessary for the plant growth during
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vegetation period to refill the natural water content
in soil and to recover all water losses in irrigation
canals re-calculated in the unit area. The irrigation
water amount quantity – Mz – depends mainly on the
consumptive water usage, the precipitation available
during the vegetation period, soil water storage at
the beginning of the vegetation period, the volume
of capillary rise from groundwater table and on the
efficiency of irrigation.

Total Consumptive Water Usage (Vc)
Calculation According to Slovak Technical
Standard STN No. 83 0635

The total water consumptive usage Vc is the amount
of water that is necessary for evaporation, which as-
sures the supposed development and the agricultural
plant growth in given climate conditions while ensur-
ing other growth factors during the whole vegetation
period.

In irrigation practices in Slovakia, there is a con-
sumptive water usage assessment methodology elabo-
rated by Sláma (1971) that is based on dependence of
the consumptive water usage on the vapour pressure

deficit and biological consumptive water usage curve
coefficient. Then consumptive water usage Vc (mm) is
defined from the relation:

Vc = kb.Sd (1)

where kb is biological consumptive water usage curve
coefficient, and Sd is vapour pressure deficit of daily
values sums in a considered period (mm).

The kb values for common crops have been as-
sessed by Sláma (1971) for time period responding
to a sum of average day temperatures in the vege-
tation period’s individual phases. Time intervals had
been divided into temperature groups and those enable
to define vegetation period phases of a given plant in
which sum of average daily temperatures extended up
to 100◦C or 200◦C. The beginning of the vegetation
period in winter crop and more years fodder crops is as-
sessed from the last day of 10-day period in which the
sum of the average day air temperature have reached
50◦C. For other plants it is given by a day of sowing
or outplanting. Recommended values are presented in
Tables 1 and 2. Crops without explicit recommended
value are assessed according to sort or cultivate relative
crop. Table 3 provides values of consumptive water us-
age Vc for the common crops of localities in southern
Slovakia.

Table 1 Biological consumptive water usage curve coefficients

Crop Sum of average daily temperatures (◦C, temperature groups)

0–100 100–
200

200–
300

300–
400

400–
500

500–
600

600–
700

700–
800

800–
900

900–
1000

1000–
1100

1100–
1200

1200–
1300

Early Potato 0.37 0.36 0.38 0.44 0.57 0.60 0.67 0.80 0.80 0.75 0.50
Early Kohlrabi 0.50 0.51 0.56 0.62 0.66 0.67 0.75 0.65
Early Cauliflower 0.71 0.73 0.71 0.66 0.90 0.96 1.02 0.99 1.11 1.15 1.16 1.20 1.08
Early Cabbage 0.70 0.67 0.64 0.78 0.85 0.88 0.90 0.80 0.82

Table 2 Biological consumptive water usage curve coefficients

Crop Sum of average daily temperatures (◦C; temperature groups)

0–200 200–
400

400–
600

600–
800

800–
1000

1000–
1200

1200–
1400

1400–
1600

1600–
1800

1800–
2000

Potato 0.50 0.50 0.50 0.58 0.68 0.67 0.61 0.71 0.74 0.57
Cabbage 0.42 0.49 0.48 0.58 0.76 0.82 0.79 0.82 0.79 0.85
Celery 0.73 0.73 0.62 0.65 0.77 0.90 0.88 1.01 1.07
Pulses 0.37 0.41 0.48 0.67 0.63 0.73 0.71 0.72 0.73 0.74
Cauliflower 0.71 0.73 0.71 0.66 0.90 0.96 1.02 0.99 1.11 1.15
Hops 0.82 0.84 0.67 0.65 0.67 0.67 0.80 0.80 0.77 0.75
Fruit 0.23 0.26 0.28 0.32 0.34 0.37 0.40 0.43 0.46 0.48
Grapes 0.18 0.22 0.24 0.27 0.30 0.32 0.34 0.38 0.42 0.43
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Table 2 (continued)

Crop Sum of average daily temperatures (◦C; temperature groups)

2000–
2200

2200–
2400

2400–
2600

2600–
2800

2800–
3000

3000–
3200

3200–
3400

3400–
3600

3600–
3800

3800–
4000

Potato 0.44
Pulses 0.63 0.57
Cauliflower 1.16 1.20 1.08
Hops 0.78 0.84 0.78 0.85 0.69
Fruit 0.52 0.54 0.57 0.60 0.63 0.65 0.63 0.58 0.51 0.41
Grapes 0.45 0.48 0.50 0.46 0.36 0.32 0.25 0.18

Table 3 Consumptive water usage Vc for the common crops for localities in southern Slovakia

Crop Southern Slovakia Crop Southern Slovakia

Vegetative period Vc(m3 ha−1) Vegetative period Vc(m3ha−1)

Apple 1.4.–30.9. 6500 Cauliflower 15.6.–30.9. 3500
Pear 1.4.–30.9. 6000 Potato 20.4.–20.9. 3000
Apricot 1.4.–31.8. 5500 Celery 15.5.–31.10. 4000
Cherry 1.4.–31.7. 4500 Pulses 1.5.–30.9. 2000
Black cherry 1.4.–31.7. 4000 Kohlrabi 1.4.–31.10. 3000
Plum 1.4.–30.9. 5500 Peach 1.4.–30.9. 6500
Redcurrant 1.4.–15.7. 5000 Hops 1.4.–20.8. 3600
Blackcurrant 1.4.–15.7. 4500 Table grapes 1.4.–31.8. 3600
Raspberry 1.4.–31.8. 4500 Wine grapes 1.4.–31.8. 3400
Strawberry 1.4.–30.7. 5000 Gooseberry 1.4.–31.7. 4500

Methods of Potential Evapotranspiration
ETc Calculation on Basis
of Agrometeorological Data

Among the main factors that influence evaporation
and transpiration may be assigned weather, crop
characteristics, management form and environmental
aspects. Radiation, air temperature, air humidity
and wind speed belong among the main inputs of
the weather which influence evapotranspiration.
Actual evapotranspiration depends also on the kind
of crop, its variety and phenological development.
Reference evapotranspiration represents amount of
water evaporated and transpired by well-maintained,
well-watered grass canopy. Evapotranspiration differs
from reference evapotranspiration if the soils cover, the
crop canopy properties and the aerodynamic resistance
of the crop are different from the grass.

Potential evapotranspiration ETc, that is crop
evapotranspiration under standard conditions (Allen
et al. 1998, Hansen 1984) is evapotranspiration of a
healthy, well-manured crop that is grown in a large
area under optimal soil water content reaching full
production in given climate condition. So the standard

condition means sufficient soil water content and
excellent agronomical conditions.

The water amount needed for evapotranspiration
loss compensation is marked as a moisture requirement
of the crop and basically equals to potential evapo-
transpiration. Irrigation need represents the difference
between the moisture requirement of the crop and ef-
fective precipitation. Actual evapotranspiration ETa,
that is evapotranspiration under non-standard condi-
tion (Allen et al. 1998) is evapotranspiration from crop
grown under farming management and natural condi-
tions, which defers from standard conditions. During
the second half of the twentieth century several meth-
ods of evapotranspiration assessment have been devel-
oped. However, many of them have only local validity.

Penman–Monteith Method of Calculation ET0
According FAO

Reference evapotranspiration ET0 (mm day−1) was de-
rived from original Penman–Monteith equation and
from aerodynamic resistance equations and canopy re-
sistance (Allen et al. 1998):
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ET 0 = 0, 408�(Rn − G) + γ 900
T +273 u2(es − ea)

� + γ (1 + 0, 34u2)
(2)

where Rn is net radiation on canopy surface
(MJ m−2 day−1), G the soil heat flux (MJ m−2 day−1).
T is average daily air temperature at the height
of 2 m (◦C), u2 the wind speed at the height of
2 m (m s−1), es the saturated water vapour pressure
(kPa), ea the water vapour pressure (kPa), es − ea

the vapour pressure deficit (kPa), � the curve slope
of dependency between saturated water vapour
pressure and air temperature (kPa ◦C−1) and γ the
psychrometric constant (kPa ◦C−1).

There are used standard climatic measurements
of solar radiation, air temperature, air humidity and
wind speed in the equation. Alternative computing
techniques are developed for this method in case
of data missing from some needed meteorological
parameters. Estimation of reference evapotranspiration
in FAO version requires following meteorological data:

� mean daily air temperature (T), maximum air tem-
perature (Tmax) and minimum (Tmin) air tempera-
ture,

� water vapour pressure (ea),
� net radiation (Rn) and
� wind speed at height of 2 m(u2).

If the air humidity data are not available in suffi-
cient quality we may use the fact that the dew-point
temperature is the temperature to which the air needs
to be cooled to make the air saturated. Then the actual
vapour pressure (ea) is the saturation vapour pressure
at the dew-point temperature eo(Td). Then we may use
assumption that dew-point temperature Td is close to
minimum daily air temperature Tmin, then

ea = eo(Tmin) = 0.611 exp

[
17.27Tmin

Tmin + 237.3

]

(3)

Instruments for measuring radiation balance require
professional treatment and therefore are not installed
in agrometeorological stations. Radiation balance and
long wave radiation are possible to calculate from
global radiation or from duration of sunshine, air
temperature and water vapour pressure. Short wave
radiation Rs is possible to calculate according to
Hargreaves equation (Hargreaves et al. 1985):

Rs = 0.16
√

(Tmax − Tmin)Ra (4)

where Ra is radiation on upper bound of atmosphere
(MJ m−2 day−1) and it is calculated according Eq. (5):

Ra = 24(60)

π
Gscdr [ωs sin(ϕ) sin(δ)

+ cos(ϕ) cos(δ) sin(ωs)] (5)

where Gsc is solar constant = 0.0820 MJ m−2 min−1,
ωs, the hour angle (rad), φ, the latitude (rad) and δ, the
solar declination (rad).

Hargreaves equation is according to recommenda-
tion of FAO the alternative equation for case that some
data of radiation, water vapour pressure and wind
speed are missing (Allen et al. 1998):

ET0 = 0.0023(T + 17.8)(Tmax − Tmin)
0.5 Ra (6)

where ET0 is reference evapotranspiration
(mm day−1).

Crop Evapotranspiration ETc

If we use crop coefficient approach for crop evapotran-
spiration assessment where the ETc is calculated by
multiplying the reference crop evapotranspiration ETo

by a crop coefficient Kc:

ETc = Kc · ETo (7)

Differences in evaporation and transpiration between
field crops and reference grass canopy may be ex-
pressed by simple crop coefficient Kc or we may divide
it into two coefficients: basic crop coefficient Kcb and
soil evaporation coefficient Ke, that is

Kc = Kcb + Ke (8)

Simple crop coefficient is used in most of the appli-
cations. Dual coefficient is used for more exact esti-
mation of evaporation, especially for research or water
quality modelling, etc. Crop coefficient Kc integrates
characteristics effect, which differs field crop from ref-
erence grass. Individual field crops have different crop
coefficients Kc. Change of crop characteristics during
vegetative period also influence value of Kc. As the
evaporation is an integrated part of evapotranspiration,
Kc also includes evaporation effect.
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Evapotranspiration of the crops well supplied by
water differs from reference evapotranspiraton ET0

in consequence of differences in albedo, crop height,
aerodynamic properties as well as leaf and stomata
properties and is higher 15–20% by tall crops. As the
crop grows its height and leaf area is changing as well
as crop cover of soils surface. Thereby, also Kc is
changing during vegetative period.

The crop vegetative period can be divided into four
phenological stages (Fig. 1). The initial stage lasts from
sowing to the period until the green vegetation does not
cover approximately 10% of soil surface. The second
phenological stage (stage of intensive crop growing)
lasts from 10% covering until plants cover the whole
soil surface. The middle phenological stage lasts from
absolute covering to the beginning of maturity (leaf
yellowing) and the last stage from the beginning of ma-
turity to the harvest or leaf falling.

Table 4 presents values of simple crop coefficient
Kc according to individual phenological stages of cho-
sen crops for calculation according FAO methodology.

Crop evapotranspiration is calculated by multiply-
ing reference evapotranspiration ET0 with crop coef-
ficient Kc expressing the difference in evapotranspira-
tion between appropriate crop and reference of grass
surface. The option is to use simple coefficient or com-
bined dual coefficient expressing individual differences
in evaporation and transpiration between both surfaces
is influenced by accuracy requirements what meteoro-
logical data are available and what time step is going
to be used for calculation.

In simple terms, crop coefficient Kc is combined
crop transpiration effect and evaporation from the soil
grouped into one coefficient integrating differences in

Fig. 1 Crop coefficient curve Kc (Allen et al. 1998)

Table 4 Values of simple crop coefficient curve Kc for individ-
ual phenological stages of selected crops of subhumid climate
(RHmin ≈ 45%. u2 ≈ 2 m s−1) (Allen et al. 1998)

Crop Kc−ini Kc−mid Kc−end

Cauliflower 0.3 0.9 0.3
Crucifer 0.3 0.9 0.4
Faba bean dry 0.4 0.9 0.6
Celery 0.25 0.95 0.2
Potato 0.3 0.5 0.3
Deciduous orchard 0.2 1.2 0.6
Grapes 0.2 1.2 0.6
Hops 0.25 0.8 0.1

crop transpiration and evaporation between appropriate
crop and reference surface. As the evaporation from
the soil can change daily due to precipitation and
irrigation, the simple crop coefficient expresses only
average multi-day crop evapotranspiration used for
weekly and longer time periods, although the calcula-
tion is made on daily basis, for example by sprinkle
irrigation.

The assessment of irrigation water demand for the
special crops and vegetables, its quantitative and time
expression for planning, design and operation purposes
are very difficult problems. But there is a necessity
for negotiation at the base of the most suitable way to
make possible the construction and operation of irriga-
tion objects that use the state-of-art knowledge system.
Seriousness for resolving an irrigation problem is es-
calating mainly by the irrigation operation. Very often,
it is necessary to negotiate not only with different cli-
mate conditions, which keep changing with time as a
consequence of climate change, but also with the spe-
cific biological demands of the irrigated crops, due to
demands of the maximal exploitation and of possibili-
ties of the use of an intensive agro-technology with the
soil relationship with respect to technical factors and
so on; the narrowest relationship had been assured at
the maximal possible measure between the biological
and economic irrigation relation, which determines the
effect of almost whole irrigation application.

For basic crop evapotranspiration assessment, there
exists several methods differing by the included me-
teorological elements and with respect to crops by
development stage and crop status characteristics. In
Slovakian conditions, crop evapotranspiration assess-
ment is done according to consumptive water usage.
Vc represents water amount supplied to a crop during
a vegetation period demanded for evapotranspiration
coverage for an optimal agriculture crop development



The Influence of Climate Change on Water Demands for Irrigation 277

and growth assurance in given climate conditions while
assuring other growth factors during the whole vegeta-
tion period.

With climate scenarios results in Slovakia, the
chapter is focused on assessment of consumptive
water usage values using the older methodology
based on the biological consumptive water usage
curve coefficient for horizon of the year 2075 for
special crops and vegetables cultivated in Slovakia
as a base for suggestion and irrigation regulation
and also for the water resources capacity design for
changed conditions. The further part of the chapter
will be oriented on the ETc consumptive water usage
assessment according to FAO methodology using
the modified scenarios (GISSmod and CCCMmod)
for time horizons of the years 2010, 2030 and 2075.
The General Circulation Models GISS (Goddard
Institute for Space Studies) and CCCM (Canadian
Climate Center Model) provide the average monthly
air temperature and precipitation due to current
atmospheric concentration of carbon dioxide and its
doubling, which is predicted for 2075. The simulations
had been performed for Hurbanovo locality, which
has the climate station that has the longest observing
series in Slovakia (from the year 1871). This
city lies in the southern Slovakia and its climate
relationships are characterized for irrigation areas
of southern Slovakia (latitude: 47◦52′N, longitude:
18◦12′E and altitude 124 m a. s. l.). The similar
calculations of the consumptive water usage for the
special crops – fruit trees, hops, wine grapes and
some vegetable types in the time horizons of the
year 2075 have not yet been performed in Slovak
conditions.

Consumptive Water Usage Vc in Changed
Climate Conditions

The key assumption for the consumptive water
usage (Vc) assessment according to methodology of
Sláma (1971) is based on consumptive water usage
dependence on the saturation deficit. Input data – daily
mean air temperature characterizing climate conditions
for 1xCO2 scenario were used for Hurbanovo climate
station (time series 1951–1980). From these obtained
values according to physical correlations has been
calculated the water vapour pressure (e) expressing

the instant content of the water vapour into air (hPa).
It has been kept count of the specific air humidity (q)
as a ratio of water vapour density to total humid air
density. The specific air humidity was re-calculated on
basis of coefficients provided by Lapin et al. (2001)
for horizon of the year 2075. These data were origin of
vapour pressure deficit calculations for consumptive
water usage assessment of horizon of the year 2075.
WATGEN as a sub-model of software DSSAT (version
3.1.) was used for the generation of daily climate
datasets for climate change conditions of 2xCO2.

The sum of vapour pressure deficit was calculated
for temperature groups equal to 200◦C (respectively
100◦C) for climate change conditions of 2xCO2 The
beginning of temperature groups depends on the start
date of the vegetative period. The relevant biological
consumptive water usage curve coefficient value was
assigned for each temperature group from Table 1. The
total value of consumptive water usage Vc is calculated
as a products sum of particular biological consumptive
water usage curve coefficient and relevant vapour pres-
sure deficit sum (Eq. (1)) for given temperature groups
with sum of temperatures 200◦C (respectively 100◦C).

Evapotranspiration ET c in Changed
Climate Conditions

Daily climate data series (global radiation, air tempera-
ture, rainfall) for climate station Hurbanovo have been
processed into input datasets for numerical simulation
with model DAISY. Software DAISY (Hansen
et al. 1990) represents one-dimensional numerical
modelling tool for crop production assessment, soil
water dynamics and nitrogen dynamics for different
strategies of crop production management. Particular
phenomena included in model are described by
transport and transformation processes of water, heat,
carbon and nitrogen.

Snow accumulation and melting, interception, evap-
oration of soil and vegetative cover surfaces, plant roots
water uptake, transpiration and vertical soil water flow
represent the hydrological processes included in the
model. Heat processes include heat transmission and
heat-induced volume changes by processes of freezing
and melting. The model requires the following input
datasets: climate data, soil and crop data as well as the
type crop production management. The meteorological
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data required for transformation and transport of mass
and energy are represented by global radiation, air tem-
perature and rainfall.

Soil parameters required by model are soil mois-
ture retention curve, hydraulic conductivity and spe-
cific water capacity. Richard’s equation is used for
soil water flow modelling in unsaturated zone. Upper
boundary conditions create either soil water flow in up-
per soil layer (infiltration rate exceeds snowmelt, rain-
fall or irrigation rate intensity or water is evaporated
from soil surface) or soil water tension of soil surface
(water is accumulated on soil surface) or soil water
flow in specific depth (Richard’s equation is not solved
for whole profile depth because of freezing or melting).
The lower boundary condition may be assumed either
soil water tension in given depth (groundwater-level
depth is known) or groundwater flow in given depth.
Richard’s equation is numerically solved by method of
finite differences. Soil water uptake by roots of plants is
described by steady radial flow that depends on root’s

diameter and density of root system, soil moisture near
the plant roots and soil water tension.

We realized series of simulation by DAISY
model for representative period 1966–1985 (without
assumption of climate change influence) and for
climate change scenarios CCCMprep, GISSprep for
horizons of the years 2010, 2030 and 2075 for climate
station Hurbanovo. As meteorological input data
(global radiation, air temperature and rainfall) we
used 20 years time series with daily time step. The
long-term tendencies of basic meteorological elements
development (mean daily air temperature and annual
rainfall totals) are shown in Figs. 2 and 3.

Simulation results have been evaluated for
representative soil profile with respect to dominant
soil class. The soil profile properties were described
by the following parameters: soil water retention
curve. hydraulic conductivity, clay particles content
(according to international classification system),
quartz and other minerals content, litter content, initial

Fig. 2 Mean annual air temperature (◦C), climate station Hurbanovo, period 1871–1999
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Fig. 3 Annual rainfall totals (mm), climate station Hurbanovo, period 1871–1999

value of soil water potential, temperature and moisture
of soil. The groundwater level occurrence in root zone
has not been assumed.

The results of simulations with daily time step and
for given layers of soil profile and their comparison
with representative period are described by elements
of soil water balance, namely evapotranspiration, cu-
mulative infiltration and soil water storage in particular
layers.

The CCCMprep and GISSprep daily scenarios in the
form of time series of monthly 10 years averaged data
characteristics were prepared as T and R coefficient
deviations for horizons of the years 2010, 2030 and
2075. The representative period from 1 January 1966
to 31 December 1985 has been selected because of the
availability of high-quality data from climate station
Hurbanovo. We especially used daily data of the repre-
sentative period for scenarios of T, G and R (daily max-
imum, minimum and mean air temperature, daily sum
of global radiation and daily rainfall totals) obtained
for horizons of the years 2010, 2030 and 2075. Then

modelled scenarios are valid for periods 2002–2021,
2022–2041 and 2066–2085.

Because the DAISY model has been calibrated only
for main crops in Slovak conditions and calibration
is long time-consuming process, potential evapotran-
spiration (ETo) for special plants and vegetables have
been calculated according to FAO methodology. We
used simple crop coefficients for calculation (Table 3).
The selected procedure provides the results with ade-
quate accuracy advisable for optimization of irrigation
operation purposes.

Results and Discussion

The first part of the chapter is focused on consump-
tive water usage Vc assessment for horizon of the year
2075 by method of consumptive water usage with bio-
logical consumptive water usage curve coefficient, that
is recent valid Slovak methodology with input data
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Fig. 4 Results of consumptive water usage Vc calculation for horizon of the year 2075 according to valid Slovak technical standard
STN no. 83 0635

represented by vapour pressure deficit for horizon of
the year 2075. The results are documented in Fig. 4.

Analysis of Fig. 4 (concentration 2xCO2) shows in-
disputable limitation of recently used method in irriga-
tion practice for climate change scenarios in horizon
of the year 2075 in Slovakia because the biological
consumptive water usage curve coefficients distort the
results of Vc calculations. This fact is markedly evi-
dent for crops with long vegetative period. The reason
in fact is that the consumptive water usage assessment
comes out from only meteorological characteristic –
vapour pressure deficit. Because of practical inapplica-
bility of this way of obtaining results we did not con-
tinue using the method.

The other part of chapter introduces the results
of potential evapotranspiration modelling (ETo)
by DAISY model for scenarios CCCMprep and
GISSprep for horizons of the years 2010, 2030 and
2075. At the next step we calculated crop potential
evapotranspiration according to FAO methodology.
The results were compared with consumptive water
usage Vc that is recently used in Slovakia. The results
are shown in Fig. 5.

On basis of modelled results for climate change sce-
narios we may state increasing of potential evapotran-
spiration of crops for both climate change scenarios.
The scenario CCCMprep shows markedly higher val-
ues of ETo. There is an increase in ETo for particu-
lar crops ranging from 9% to 57% in comparison with

consumptive water usage calculated according to valid
Slovak Technical Standard STN no. 83 0635. The in-
crease in ETo for GISSprep scenario is within the in-
terval 3–51%. Mean potential evapotranspiration value
of vegetables will increase about 23% and for special
plants about 34%. The highest increment value of ETo

according to both scenarios is for grapes −51% and the
lowest for cauliflower −4%.

Summary and Conclusions

The methods for the determination of the surface wa-
ter resources quantity come out from the assumption
of hydrologic processes stationarity. For the last 20
years water resources reduction has been happening
and according to climate change scenarios this reduc-
tion will continue. It will lead to increase in number of
water-deficit basins. The rising demand for water will
require more integrated approach to water resources
management. Under some conditions farmer’s activi-
ties can be endangered without purposive and the right-
time-operated irrigation devices. Irrigation can be un-
derstood as a controlling and stabilizing factor of the
agricultural system, decreasing the influence of the ca-
sual elements. Estimate of irrigation water need for
agricultural plants, its quantitative and time reference
for planning, design and operation purposes are very
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Fig. 5 Comparison of consumptive water usage Vc for selected
crops according to STN no. 83 0635 with modelled values of
potential evapotranspiration ETo according to FAO methodol-

ogy for horizons of the years 2010, 2030 and 2075 for scenarios
CCCMprep and GISSprep

complicated and complex problems. However, it is nec-
essary to understand this theme in the full scope to al-
low construction and operation of top-level irrigation
objects on the basis of the recent information.

In Slovakian conditions, the classical approach is
based on total consumptive water usage assessment
(Vc) determination that represents water quantity
needed for transpiration and evaporation. Its value
covers agricultural plant water demand for given
climate conditions during the whole growing period
when all other factors are in optimal state.

The analyses of calculations results of consumptive
water usage Vc for selected crops using the climate
scenarios for Slovakia according to technical standard
(STN 0000 no. 83 0635 – Irrigation water demand cal-
culation) and modelled values of potential evapotran-
spiration ETo according to FAO methodology for hori-
zons of the years 2010, 2030 and 2075 have shown
increasing of potential evapotranspiration of special
crops for both climate change scenarios (CCCMprep

and GISSprep). The increasing of ETo for GISSprep

scenario is within the interval 3–51%. Mean poten-
tial evapotranspiration value of vegetables will increase
about 23% and for special plants about 34%.

Results of analyses also have shown indisputable
limitation of recent irrigation practice used for the cal-
culation of water demands for special plants and veg-
etables for climate change scenarios in horizon of the

year 2075 in Slovakia. The increase in ETo for partic-
ular crops ranges from 9% to 57% in comparison with
consumptive water usage calculated according to valid
Slovak Technical Standard (STN no. 83 0635). The au-
thor’s results have shown that biological consumptive
water usage curve coefficients provide inaccurate re-
sults of Vc calculations for irrigation water demands of
special plants and vegetables. The obtained results em-
phasize need of revision of technical standard required
for precise planning, design and controlling irrigations
and also for water resources management services in
changed climate conditions.
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Climate Change Impact on Spring Barley and Winter Wheat
Yields on Danubian Lowland
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Introduction

Global warming is probably one of the most important
environmental problems of mankind in its history. Dis-
proportion between stability of the Earth climate sys-
tem as a natural source on the one hand and energetic
and water needs of mankind on this source on the other
hand contributes to the increase of potential risk in the
agricultural sector too. Possible climate change impact
could have crucial influence on agricultural production
and consequent socio-economic impacts.

Several climate change impact studies were elabo-
rated for agricultural sector in Danubian lowland re-
gion during last decade of years. Except for works fo-
cused on drought effects of climate change (Škvarenina
et al. 2004, Bárek 2006) most of studies were focused
on crop yield modelling and testing of adaptive mea-
sures to reduce negative climate change impact. Re-
sults are strongly affected by level of growth simulation
models as well as general circulation models outputs
(Eitzinger et al. 2004) and therefore still new results
and relations are found.

In the Slovak Republic, climate change impacts
on agriculture were evaluated in the frame of
several programmes of U.S. Country Study Program
(Špánik et al. 1997, Takáč and Heldi 1996) and
National Climate Program of the Slovak Republic

J. Takáč (B)
Soil Science and Conservation Research Institute, Gagarinova
10, 827 13 Bratislava, Slovakia
e-mail: takac@vupu.sk

(Špánik et al. 1996, Šiška and Mališ 1997, Šiška and
Špánik 1999, Takáč 2001).

Today the simulation models are practically the only
complex tool to estimate crop response on the climate
change without carrying out expensive experiments.
Winter wheat as a strategic crop was the most simu-
lated crop in the Slovakia (Takáč and Heldi 1996, Šiška
and Mališ 1997). Spring barley was not evaluated so
frequently as compared with winter wheat. Analyses
were focused also on evaluation of the possible accli-
mation effects (Šiška 1997). All yields were simulated
as nutrient non-stressed yields.

New generation of climate change scenarios is
available for agroclimatic modelling in conditions
of Slovak republic since 2006 (Lapin et al. 2006).
This generation of scenarios was already used for
simulation of maize yields in climate change condition
(Samuhel and Šiška 2007, Šiška and Samuhel 2007).
The aim of this chapter is to evaluate possible climate
change impact on spring barley and winter wheat
yields according to new generation of GCM in two
variants of emissions scenarios – SRES A2 and
SRES B2. Nutrient and irrigation level were tested as
possible adaptive measures to reduce negative impacts
of climate change in condition of Danubian lowland –
the most productive agricultural area of Slovakia.

Materials and Methods

Evaluation of the climate change impacts on spring
barley and winter wheat yields was based on
simulations by agroecological model DAISY. DAISY
is a one-dimensional model simulating water,
energy, nitrogen and soil organic matter content

K. Strelcová et al. (eds.), Bioclimatology and Natural Hazards, 283
DOI 10.1007/978-1-4020-8876-6 24, c© Springer Science+Business Media B.V. 2009
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balance. Crop development and yield is possible to
simulate in dependence on crop rotation and various
management strategy. DAISY simulates plant growth
and development, including the accumulation of dry
matter and nitrogen content in different plant parts. The
main plant-growth processes considered in DAISY are
photosynthesis, respiration, partitioning of assimilates,
stress factors and leaf and root development. DAISY
allows for building complex management scenarios
(Hansen et al. 1990, Hansen 2000, Abrahamsen and
Hansen 2000).

Global radiation, air mean temperature and precip-
itation for 2xCO2 climate were generated by general
circulation model CCCM (Lapin et al. 2001). Meteoro-
logical data for reference period of years representing
Danubian Lowland came from climatic station Hur-
banovo. Crop yields were simulated for the reference
period of years 1966–1985 in variants for emission sce-
narios SRES A2 and B2.

Crop parameters were set up according to the exper-
imental data from field trials of Research Institute of
Irrigation located in Most near Bratislava during years
1981–1987. Confirmation of the model was based on
the results from experimental plots in Lehnice farm as
well as on the data from Stationary Experiment of Re-
search Institute of Irrigation from the year 1990 to 1994
(Takáč and Košč, 1995). Rainfed and irrigated variants
were evaluated.

As a mineral fertilizer, 60 kg N ha−1 was applied
into spring barley crop. Mineral nitrogen was applied
in two terms: 40 kg N ha−1 before sowing in March and
20 kg N ha−1 after sowing in May.

In winter wheat crop 150 kg N ha−1 as a mineral fer-
tilizer was applied. Mineral nitrogen was applied in
three terms: 30 kg N ha−1 before sowing in October,
50 kg N ha−1 in March and 70 kg N ha−1 in May.

Irrigation was applied automatically after lowering
of soil water content below 50% of available water ca-
pacity for both evaluated cereals. Thirty millimetres of
irrigation water was simulated. Interval between irriga-
tions was set up to 10 days. This restriction assumption
was chosen because limited irrigation water supply is
expected. Nitrogen non-stressed full-irrigated variant
was not simulated as this one was evaluated in the past
(Šiška et al. 2004).

DAISY model calculates photosynthesis rate using
a light saturation response curve. The effect of CO2

concentration was included to the DAISY parameteri-
zation according to light-saturated photosynthesis rate

Fig. 1 Efficiency of photosynthetically active radiation as influ-
enced by CO2 concentration in winter wheat crop up to year
2100 – emission scenarios SRES A2 and SRES B2

Fm (g CO2 m−2 h−1) and initial light use efficiency
ε [(g CO2 m−2 h−1)/(W m−2)].

Efficiency of photo synthetically active radia-
tion for winter wheat (Fig. 1) and spring barley
(Fig. 2) crops was recalculated in dependence upon
CO2concentration in the atmosphere (Cure and
Ackock 1986) for emission scenarios SRES A2 and
SRES B2 (IPCC 2001).

Representative horizons of soil profiles of Danubian
lowland were defined according to texture, parameters

Fig. 2 Efficiency of photosynthetically active radiation as influ-
enced by CO2 concentration in spring barley crop up to year
2100 – emission scenarios SRES A2 and SRES B2



Climate Change Impact on Spring Barley and Winter Wheat Yields 285

of retention curves, hydraulic conductivity, humus con-
tent and C/N ratio. Danubian Lowland was character-
ized with medium soil profile.

Results

Spring barley as well as winter wheat grain yields
were favourably affected by soil properties and cli-
matic conditions in the reference period of 1966–1985.
They were limited first of all by available soil water
(Table 1).

Due to increasing air temperature the flowering and
harvest of spring barley and winter wheat should be
accelerated by about 15 days in the decade 2061–2070
as compared to the reference period of 1966–1985 ac-
cording to the scenario SRES B2 and by 12 days ac-
cording to the scenario SRES B2.

Increase of CO2 concentration and consequent in-
crease of photosynthesis rate will positively affect the
yields of spring barley, especially towards more dis-
tanced time horizons. On the other hand, course of me-
teorological elements generated by general circulation
models cause some negative effects which frequently
led to the fall of simulated yields. Generally, the yield
increase in conditions of climate change will not cor-
respond to the theoretical level of efficiency of photo-
synthetically active radiation for both spring barley and
winter wheat crops that was calculated in dependence
upon CO2 concentration in the atmosphere for emis-
sion scenarios SRES A2 and SRES B2.

Results of crop yield simulations are influenced by
interactive effect of factors taking into account. Lack
of water was expressed in yield decline. Spring bar-
ley as well as winter wheat yields are also affected by
duration of growing season and possible absorption of
photosynthetic active radiation. Due to global warm-
ing the growing season will move towards months at
the beginning of year that are characterized by lower
radiation inputs.

Based on the simulation results, fertilization effect
of CO2 on spring barley and winter wheat top dry

Table 1 Average simulated grain yields of spring barley and
winter wheat (tons ha−1) on Danubian Lowland in the period
1966–1985

Crop Rainfed Irrigated

Spring barley 4.22 5.79
Winter wheat 5.17 7.29

matter yield in rainfed conditions is evident accord-
ing to both emission scenarios. Because the role of
CO2 concentration on photosynthesis rate in DAISY
model is dominant as compared with other factors in-
fluencing formation of yield, most significant increase
of biomass yield was found in simulations according to
SRES A2. According to the scenario SRES B2 the ef-
fect of CO2 on top dry matter yields in Danubian Low-
land is insufficient to compensate the negative effect of
the other environmental factors (Figs. 3, 4, 5 and 6).

Top dry biomass yield will be formed mainly by
straw yield in future climate. Simulated harvest index
dropped in range from 2 to 12 per cent on average
as compared with reference period of years (Figs. 7
and 8). Grain yields would be probably reduced by high
temperatures during ripening. Transport of assimilates
from other parts of the plant into grains is not so ef-
fective because of accelerating effect of high tempera-
tures on ripening of cereals (Šiška 1997). If we com-
pare rainfed and irrigated variants, variability of yields
is significantly smaller in irrigated ones (Figs. 3, 4, 5
and 6). Irrigation would be an effective measure to
reach stabile yield of cereals in future climate.

Soil water content seems to be the main limiting
factor of spring barley yields. Spring barley top dry
matter yield increased by 27 per cent and grain yields

Fig. 3 Simulated rainfed and irrigated top dry matter yields
(grain and straw) of winter wheat (tons ha−1) in Danubian Low-
land in the period 1966–2005 and according to the scenarios
SRES A2 and SRES B2
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Fig. 4 Simulated rainfed and irrigated top dry matter yields
(grain and straw) of spring barley (tons ha−1) in Danubian Low-
land in the period 1966–2005 and according to the scenarios
SRES A2 and SRES B2

by 24 per cent in water and nutrient non-stressed
conditions (Šiška et al. 2004). Yields are influenced by
CO2 concentration first of all in the 2xCO2 climate.
Effect of CO2 on spring barley yields was suppressed
in rainfed variants with limited irrigation and variants

Fig. 5 Simulated rainfed and irrigated grain yields of winter
wheat (tons ha−1) in Danubian Lowland in the period 1966–2005
and according to the scenarios SRES A2 and SRES B2

Fig. 6 Simulated rainfed and irrigated grain yields of spring bar-
ley (tons ha−1) in Danubian Lowland in the period 1966–2005
and according to the scenarios SRES A2 and SRES B2

with nitrogen fertilization, mainly according to the
scenario SRES B2, which assumes less raise of CO2

concentration.
Irrigation is the unavoidable condition of the water

regime optimization and agricultural production stabi-
lization.

Increase of irrigation demands of spring barley by
about 3–20 per cent in dependence on the soil prop-
erties, region, scenarios and time horizon was found.
According to the simulations the irrigation season of
cereals will start by about 14 days earlier in time hori-
zon 2070 (Takáč 2001). On the other hand, irrigation
efficiency of spring barley and winter wheat decreases
according to the scenarios on an average. Neverthe-
less the maximum values of irrigation efficiency of
spring barley and winter wheat in dry years increased
to 4.1−4.3 kg m−3 and 4.3−4.6 kg m−3, respectively.

According to the statistical analyses of simulated
yields there was found significant interactive effect of
irrigation and fertilization on spring barley and winter
wheat grain yields. Yields of spring barley increased
by 53 per cent according to SRES A2 and 45 per cent
according to SRES B2 on average as compared with
rainfed variants. Yields of winter wheat increased by
88 per cent according to SRES A2 and 35 per cent
according to SRES B2 on average as compared with
rainfed variants.
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Fig. 7 Statistical
characteristics of winter
wheat harvest index (per
cent) in Danubian Lowland in
the period 1966–1985 and
according to the scenarios
SRES A2 and SRES B2

Fig. 8 Statistical
characteristics of spring
barley harvest index (per
cent) in Danubian Lowland in
the period 1966–1985 and
according to the scenarios
SRES A2 and SRES B2

Conclusion

Climate change impacts on yield of spring barley and
winter wheat were evaluated according to agroecolog-
ical model DAISY. Simulations confirmed the acceler-
ation of spring barley and winter wheat development

due to temperature increase. Simulated yields were in-
fluenced first of all by CO2 concentration defined by
emissions and climate change scenarios.

Course of meteorological elements generated by
general circulation models cause some negative effects
which frequently led to the fall of simulated yields.
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Yield increase in conditions of climate change will
not correspond with the theoretical level of efficiency
of photosynthetically active radiation for spring bar-
ley crop that was calculated in dependence upon CO2

concentration in the atmosphere for emission scenarios
SRES A2 and SRES B2.

Soil water content was the main limiting factor of
spring barley and winter wheat yields. Irrigation is
an important factor of spring barley and winter wheat
yields stabilization in conditions of the climate change.
Despite the fact that shortage of water does not allow
fully to utilize positive effect of CO2 concentration on
yield formation of spring barley and winter wheat the
10-day irrigation interval was found as the sufficient
interval for yield stabilization.
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Šiška B, Samuhel P (2007) Modelling climate change impact on
maize (Zea mays L.) yields in conditions of Danubian low-
land. Meteorological Journal 10(2): 81–84
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Emissions from Agricultural Soils as Influenced by Change
of Environmental Factors

J. Horák and B. Šiška
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Introduction

Global climate change is probably one of the most im-
portant environmental problems of mankind during its
history. Soils play an important role as a source of N2O
emissions in this process. Especially from ecological
aspect this is taking a big account on individual eval-
uation of N2O losses from the soils to the atmosphere
(Bielek 1998).

Biogeochemical dynamics of carbon (C) and ni-
trogen (N) in ecosystem can be significantly affected
by increasing N-fertilizers consumption which is the
most significant source of N2O emissions from agri-
cultural soils in Slovakia. Different ways of farming
management (tillage, depth of fertilizers application,
crop residuals incorporated into the soil, multicrop sys-
tems) as well as environmental factors (air tempera-
ture, precipitation, soil pH) influence nitrogen balance
and consequently N2O emissions via microbial pro-
cesses of nitrification and denitrification. Both farming
management and environmental factors are interacted
with climate-change influences because every change
in farming management, climate, or soil condition can
change biochemical and geochemical processes and
N2O emissions too (Li et al. 2004).

Total N2O emissions are divided into direct and
indirect emissions. Direct N2O emissions from crop
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with fertilizers are of natural origin as a consequence
of microbial processes nitrification and denitrification.
They depend on N inputs from synthetic fertilizers,
animal wastes from livestock production, plant
residuals, and symbiotic fixation of leguminous.
Indirect N2O emissions are the result of processes
of atmospheric ammonia and NOx deposition and
transformation of N from leaching and run off
(Bouwman 1990, cited in IPCC 1996).

Nitrification is the aerobic microbial oxidation of
ammonium ions to nitrite via NH2OH, and then to
nitrate

N H+
4 → N H2 O H → N O−

2 → N O−
3 (1)

N2O is also emitted in the course of denitrification,
the anaerobic microbial (mainly bacterial) reduction of
nitrate successively to nitrite and then to the gases NO,
N2O, and N2:

N O−
3 → N O−

2 → N O → N2 O → N2 (2)

Both processes can simultaneously occur in soils,
although the rates of the two processes depend on soil
aeration and microsite availability (Van Cleemput and
Baert 2002).

N2O emissions in agriculture sector represent ap-
proximately 75% of all N2O emissions in Slovakia.
Despite the fact that N2O emissions from agricultural
sources decreased from 17,000 tons in year 1990 to
10,000 tons in year 1995 in the first half of 1990s
(Šiška and Igaz 2005), it is important to develop strate-
gies, which effectively decrease N2O emissions.

N2O emissions from agricultural soils evidently
correlate with consumption trend of N-fertilizers in
Slovakia. Quick decrease of N-fertilizers consumption
in Slovakia after 1990 positively influenced N2O
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emissions from agricultural soils. Economic growth
will very probably bring consistent increase of
N-fertilizers consumption in the following years which
will affect increase of N2O emissions from agricultural
soils to the atmosphere. From the point of view of
mitigation strategies there are new precise evaluation
methods needed to reduce N2O soil emission potential
in context of environmental effects (Bielek 1998).

There are several ways for evaluation of N2O
emissions. IPCC methodology (1996) is used as the
most common. Because the IPCC methodology (1996)
does not take into account regional differences N2O
emissions are of high rate of uncertainties (20–200%).
These differences can play an important role in such
heterogeneous country as Slovakia is.

Modeling is an effective way to reduce un-
certainties in estimation of N2O emissions and
is also very effective from the point of view of
adaptive strategies proposal. Several models, like
denitrification-decomposition (DNDC), CASA,
CENTURY, EXPER-N, exist that can simulate
greenhouse gas emissions. DNDC model was used for
modeling of N2O emissions from agricultural soils in
this study.

Model can predict nitrogen (N) and carbon (C) cycle
in these soils. DNDC and IPCC estimates were com-
pared. Sensitivity analysis of DNDC model was made
from the point of view of influences of farming man-
agement and environmental factors.

Materials and Methods

Study area is situated north-east from Nitra, which is
the part of Danubian lowland, 160–180 m above the see
level. Average year precipitation is 538 mm and aver-
age air temperature is 9.8◦C (Climatic normal, 1961–
1990).

There were two methods for estimation of N2O
emissions from agricultural ecosystem compared in
this study:

1. IPCC methodoloy
2. simulation of N2O emissions by DNDC model

Both methods were also subject of intercorrelation
by Pearson correlation coefficient. DNDC model was
consequently subject of sensitivity analysis consider-
ing changing farming management and changing envi-
ronmental factors.

IPCC Methodology

N2O emissions according to IPCC methodology de-
pends upon the amount of nitrogen from fertilizers,
plant residuals, and symbiotic fixation applied into the
soil. The emission factor for inorganic N-fertilizer ap-
plied to the soils is 0.0125, that is, one assumes that
1.25% ± 1% of total N applied to a field as mineral
N-fertilizer is lost in the form of N2O to the atmo-
sphere (IPCC and Greenhouse Gas Inventory Work-
book 1997).

Equation for calculating of N2O emissions from the
soil

E(kg N2O − N ha−1 yr−1) = 1 + 0.0125Nf (3)

where

E = annual N2O emissions from the soil,
Nf = amount of N in fertilizers (kg N2O −

N ha−1 yr−1)

Presented equation is based on direct proportion of
acceleration of N2O emissions from the soil depend-
ing on N-fertilizers amount. This equation depicts that
there is an average loss of 1 kg N–N2O in a year from
1 ha of unmanured agricultural soils (Bouwman, cit in
Bielek 1998).

IPCC methodology requires national statistics of
fertilizers consumption, livestock population, and plant
residue management. It does not require data like area
of agricultural used land, soils, meteorological data,
fertilizers type or other details of agricultural manage-
ment (Li et al. 2001).

DNDC Modeling

DNDC model was created by Institute for the Study
of Earth, Oceans, and Space on New Hampshire
University. DNDC model for estimating N2O
emissions is process oriented on computer simulation
of soil carbon and nitrogen. The model consists of
two components. The first component, consisting
of the soil climate, crop growth, and decomposition
submodels, predicts soil temperature, moisture, pH,
redox potential (Eh), and substrate concentration
profiles driven by ecological driver (e.g., climate,
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soil, vegetation, and anthropogenic activity). The
soil climate submodel calculates vertical profiles of
soil temperature, moisture, and soil redox potential
driven by meteorological data and soil properties.
The crop growth submodel calculates crop growth
and its influence on soil environmental factors
such as soil moisture, dissolved organic carbon
(DOC), and available nitrogen concentrations. The
decomposition submodel then generates vertical
concentration profiles of substrates (e.g., DOC,
NH4

+, NO3
−). The second component, consisting

of the nitrification, denitrification, and fermentation
submodels, predicts NO, N2O, N2, CH4, and NH3

fluxes based on the modeled soil environmental
factors. Description of DNDC model is available on
http://www.dndc.sr.unh.edu/.

DNDC Model Inputs

DNDC model requires inputs like meteorological
data, soil properties (e.g., texture, pH, bulk density),
vegetation (e.g., crop type), and management (e.g.,
tillage, fertilization, manure amendment, planting,
harvest, etc.).

Soil

Soil type genetic properties including horizons and
basic description of morphogenetic characters were
found from soil profile examination into the depth of
1.75 m. Mechanical, chemical, and physical properties
were established for each diagnostic horizon. Sandy
loam is a dominant soil type with humus content
(2.149% Hm). Soil organic carbon range from 0.96%

to 1.31% and soil pH range from 4.59 to 5.39 (Chlpı́k
and Pospı́šil 2004).

Database includes detailed information on soil type,
texture, soil pH, SOC, bulk density, etc. Observed area
is an upland crop field with sandy loam soils with pa-
rameters that are given below:

– Bulk density (g cm3) 1.4000
– Soil pH 4.9900
– Initial organic C content at surface soil

(kg C/kg)
0.0135

– Clay fraction 0.0900
– Initial NO3

− concentration at soil
surface (mg N/kg)

4.0500

– Initial NH4
+ concentration at soil

surface (mg N/kg)
0.4050

Farming Management

Field trial during years 2000–2004 consists of crops in
rotation as follows:

– 2000 – sugar beet (beta vulgaris)
– 2001 – barley (Hordeum vulgare)
– 2002 – maize (Zea Mays)
– 2003 – winter wheat (Triticum aestivum)
– 2004 – sunflower (Helianthus annuus)

Data on plowing, planting, harvest, and application
of N-fertilizers were set up in relation to individual
needs of different crops and actual weather conditions
in years 2000–2004 (Fig. 1).

Meteorological Data

Daily maximum and minimum air temperatures in ◦C
as well as daily precipitation in millimeters during

Fig. 1 Scheme of farming
management
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years 2000–2004 were measured on agrometeorolog-
ical station of Department of Biometeorology and Hy-
drology, Slovak Agricultural University in Nitra lo-
cated near the research area.

Sensitivity Analysis of DNDC Model

Sensitivity analysis of DNDC model was made for sun-
flower crop (H. annuus L.) in 2004 according scenarios
as listed in Table 1.

Tested farming management:

– application of different types of mineral and organic
fertilizers,

– depth of fertilizers incorporating,
– percentage of crop residue incorporated to the soil.

Tested environmental factors:

– changing soil types,
– soil organic carbon (C),
– soil pH,
– air temperature,
– atmospheric precipitation.

Table 1 Actual farming management, environmental factors,
and alternative scenarios used for sensitivity analysis of DNDC
model in sunflower vesture (H. annuss L.)

Actual farming management (2004)

Crop residue Alternative scenarios
10% 0%, 50%, 90%
Fertilizers Alternative scenarios
37.5 kg/ha 0 kg/ha, 37.5, urea
Depth of fertilizers

incorporating
Alternative scenarios

5 cm 15 cm, 25 cm
Actual environmental factors (2004)
Air temperature (year average) Alternative scenarios
10.1◦C −2◦C, −4◦C, +2◦C,

+4◦C
Atmospheric precipitation

(year average)
Alternative scenarios

561 mm −20%, −10%, +10%,
+20%

Soil types Alternative scenarios
Sandy loam Loamy sand (LS), loam

(L), silty loam (SL),
clay loam (CL), clay
(C)

Soil organic carbon (C) content Alternative scenarios
1.35% 0.5%, 1%, 2%, 3%
Soil pH Alternative scenarios
4.99 5.5, 6.5, 7.5

Results

Estimation of N2 O Emissions According
to IPCC Methodology

N2O emissions from agricultural soils of the research
area estimated according to IPCC methodology were
in range 1.47–3.88 kg N2O ha−1 yr−1 with average
2.43 kg N2O ha−1 yr−1 in dependence upon amount of
applied N-fertilizers during years 2000–2004 (Fig. 2).
Among evaluated crops (sugar beet, barley, maize,
winter wheat, sunflower) the highest N2O emissions
– 3.88 kg N2O ha−1 yr−1 were found in maize and
winter wheat crops in years 2002 and 2003.

Estimation of N2O Emissions by DNDC
Modeling

N2O emissions estimated by DNDC model were in
range 0.9–2.58 kg N2O ha−1 yr−1 with average 1.7 kg
N2O ha−1 yr−1 during years 2000–2004 (Fig. 2). The
highest N2O emissions were found to be 2.58 kg
N2O ha−1 yr−1 from maize in 2002 and 2.31 kg
N2O ha−1 yr−1 from winter wheat in 2003.

Correlation and Comparison of Both
Methods

N2O emissions according to IPCC methodology and
DNDC modeling were correlated by Pearson correla-
tion coefficient (Rimarčı́k 2007).

A very close correlation was found between N2O
emissions estimated according IPCC methodology and
that by DNDC (R = 0.95). However, the close corre-
lation is also influenced by small number of analyzed
years.

N2O emissions according to IPCC methodology as
compare with DNDC modeling emissions are higher
by 25% in average. N2O emissions are closely related
to the amount of fertilizers applied. N-fertilizers of
230 kg was applied in years 2002 and 2003 while in
years 2000, 2001 and 2004 only 37.5 kg was applied.
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Fig. 2 N2O emissions
estimated according IPCC
methodology and using
DNDC model

Sensitivity Analyses Results of DNDC
Model

Alternative Scenarios of Farming Management

Highest N2O emissions were found for urea fertilizer
(Fig. 3). Urea as a liquid fertilizer has a high emission
potential because of evaporating to the atmosphere.
Percentage of crop residuals incorporated to the soil
after harvest also influenced N2O emissions, but not so
significantly as the type of applied fertilizer (Fig. 4).
Depth of fertilizer incorporation into the soil did not
influenced N2O emissions significantly (Fig. 5).

Alternative Scenarios of Environmental Factors

According to computer simulations of different alterna-
tive scenarios of environmental factors the N2O emis-
sions were most sensitive to different soil type, air

Fig. 3 Alternative scenarios of fertilizer types

Fig. 4 Alternative scenarios of crop residue

Fig. 5 Alternative scenarios of depth of fertilizers incorporation

temperature, and soil organic carbon content (C). N2O
emissions exponentially increased from heavy soils to
the light soils (Fig. 6). Light soils allow better move
of water in the soil profile. Due to quick drying of
these soils the nitrogen as an easy water-soluble com-
pound can be emitted in form of N2O to the atmo-
sphere. Exponential dependence of N2O emissions on
linear increasing of air temperature was found. Both
evaporation and temperature reflect radiation balance
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Fig. 6 Alternative scenarios of soil types

conditions and so evaporation rate naturally correlated
with air temperature (Fig. 7). Increase of soil organic
carbon (C) also caused exponential increase of N2O
emissions (Fig. 8). Atmospheric precipitation and soil
pH did not significantly influenced flows of N2O emis-
sions (Figs. 9 and 10).

Fig. 7 Alternative scenarios of air temperature

Fig. 8 Alternative scenarios of soil organic carbon (C)

Fig. 9 Alternative scenarios of soil pH

Fig. 10 Alternative scenarios of atmospheric precipitation

Conclusion

There was found very close correlation between N2O
emissions estimated according IPCC methodology and
by using DNDC (R = 0.95) and therefore can be con-
sidered as relevant.

N2O emissions are closely related to the amount of
applied fertilizers.

N2O emissions estimated according IPCC method-
ology are higher by 25% on average as compared
with DNDC simulations.

Results of sensitivity analysis show that different
farming management practices as well as environmen-
tal factors can significantly influence N2O emissions
from agricultural soils. Local soil properties (soil type,
soil organic carbon C, soil pH), or meteorological
conditions (air temperature, atmospheric precipitation,
etc.) play important role and so modeling of N2O
emissions is necessary.
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On regional scale the modeling gives a possibility
to use geographic information system (GIS) to support
more precise estimation of N2O emissions through the
DNDC model.
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