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Preface

This book is about multipoint cooperative communication, a key technology to
overcome the long-standing problem of limited transmission rate caused by inter-
point interference. However, the multipoint cooperative communication is not an
isolated technology. Instead, it covers a vast range of research areas such as the
multiple-input multiple-output system, the relay network, channel state information
issues, inter-point radio resource management operations, coordinated or joint
transmissions, etc. We suppose that any attempt trying to thoroughly analyze the
multipoint cooperative communication technology might end up working on a
cyclopedia for modern communication systems and easily get lost in discussing all
kinds of cooperative communication schemes as well as the associated models and
their variations. Therefore, in this book we take a systematic approach to study the
multipoint cooperative communication systems in a novel and general framework,
which helps our readers to get a clear picture about the technology map and where
the addressed topics fit in.

Goals of This Book

Recently, there is a huge surge of research activities in the theories and applications
of multipoint cooperative communication technologies. Besides, the multipoint co-
operative communication has also found its way in the state-of-the-art international
communication networks, for example, the fourth generation (4G) cellular systems.
Hence, the first goal of this book is to conduct a well-organized survey and introduce
our readers to the exciting progress of researches on cooperative communications
both in academic communities and in industrial standardizations. The second and
third goals of this book are presenting some of our theoretical studies on the
multipoint cooperative communication and discussing the related applications in
the advanced cellular systems. In the theory part of this book, our readers might
be interested to know that instead of combating the interference, technologies
have evolved to adopt the philosophy of exploiting the interference to improve
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vi Preface

the transmission rate by joint processing among multiple points. In the application
part of this book, our readers might be quite excited to watch the campaigns of
promoting the coordinated multipoint (CoMP) system in the standardization of
the 4G cellular network. Also, our readers can learn how to design suboptimal
cooperative communication schemes with considerations of practical systems.

Structure of This Book

In order to attain our goals, we have properly arranged this book. Chapter 2 is the
key part of this book, which discusses the fundamentals of wireless digital com-
munication, several selected topics that have laid the foundation for the multipoint
cooperative communication, and a thorough survey on the state of the researches on
cooperative communication technologies by classifying all the existing schemes into
eight categories. This chapter is presented with the purpose to help our readers to
get a large technical picture about the history and new development in each area
of multipoint cooperative communications so that the positions and connections
of the topics to be treated in the following chapters can be better understood.
Among the dozens of technical topics raised in Chap. 2, we select four topics
respectively addressed in Chaps. 3, 4, 5 and 6, as the examples of theoretical
studies in the multipoint cooperative communication. Please note that a thorough
analysis of all the topics listed in Chap. 2 would be a mammoth undertaking, which
cannot be accomplished by this book with limited space. Finally, Chaps. 7 and
8 discuss the application of the CoMP system in the 4G network, including the
downlink transmission and uplink reception schemes of CoMP, as well as the related
specification works and the simulation results from the perspective of a practical
cellular network.

Audience of This Book

This book is meant for the scientist, researcher, engineer or student who works
in the field related to wireless communication and wants to know the essence of
multipoint cooperative communication as well as its aspects of theoretical studies
and practical applications. In particular, for readers who are interested in obtaining
a high-level understanding of multipoint cooperation, reading Chap. 2 is probably
enough. Besides, Chap. 2 is self-contained and almost requires no background of
digital communication at all. For readers who are doing research in the multipoint
cooperative communication, it might be more efficient to go straightly into Chaps.
3, 4, 5 and 6 to check whether our results are relevant and helpful. If not, a
careful study on Chap. 2 and some of the references therein might turn out
to be beneficial. Moreover, details of practical considerations when designing a
cooperative communication network can be found in the second part of this book,
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that is, Chaps. 7, 8 and 9. These chapters are very useful for readers who intend to get
a quick idea about what’s going on regarding the CoMP system in the 4G network,
and those who want to check whether the system assumptions in their studies
are reasonable or whether their proposals can be applied in the future multipoint
cooperative communication systems.
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Chapter 1
Introduction

Abstract This chapter gives an introduction of this book. First, we begin with a
large picture by reviewing the fast development of wireless communication in the
past half century with the emphasis on the cellular network. Second, we discuss the
future and key technologies of the enhanced fourth generation (4G) international
telecommunication network based on analysis of challenges and requirements
in the next decade. Third, among the discussed key technologies, we focus on
the multipoint cooperative communication and present its background to readers.
Finally, we indicate the scope and outline of this book to complete this introduction.

Keywords Cellular network • 3G • 4G • Enhanced 4G • Small cell •
Three-dimensional MIMO • CoMP • Multipoint cooperative communication

1.1 A Brief History of the International Mobile
Telecommunication Systems

With the continuously growing demands for high data rate and reliable connection in
wireless communication, the mobile telecommunication system, also widely known
as the cellular network, has undergone several revolutionary developments in the
past half century.

The first generation (1G) cellular network is a frequency division multiple access
(FDMA) analog system. The story began in 1960, when a two-way analog mobile
phone system operated by a high-power base station (BS) was put to use in New
York, USA. However, at that time only 12 user equipments (UEs) were able to
access the system simultaneously in the city. In order to increase the system capacity,
in 1979, Bell labs proposed a ground-breaking concept of cell (MacDonald 1979),
which consists of three novel ideas, that is, frequency reuse, sectorization, and
intercell handover. The purpose of constructing a cellular system is to allow more
UEs to access the system simultaneously. To fulfill that purpose, the power of a BS
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should be decreased, rather than increased, thus creating a small quasi-hexagonal
coverage area called cell. Moreover, a wide area can be covered by plenty of the non-
overlaid cells with the associated BSs providing wireless communication service to
UEs randomly distributed in the area. To further increase the system capacity, a
cell can be splitted into several sectors using directional antennas. It was in year
1983 that the famous advanced mobile phone service (AMPS) system was officially
deployed in USA, which marked the birth of the 1G cellular network. It should be
noted that Japan also launched a similar 1G system, which is known as the MCS-L1
system. In the following decade, small improvement was made on the 1G system,
such as narrowing the frequency channels to accommodate more UEs in each cell.

The second generation (2G) cellular network is a digital system based on time
division multiple access (TDMA) combined with FDMA. In 1990, the American
AMPS system was upgraded to the digital AMPS (DAMPS) system, which adopts
QPSK modulation, frequency division duplex (FDD), and narrow-band TDMA
technologies. DAMPS was specified in the USA standardization IS-54, which later
became IS-136. A similar system to DAMPS, which is called pacific digital cellular
(PDC) system, was deployed in Japan in 1993. However, the true winner of the
2G cellular network came from Europe, that is, the Global System for Mobile
communication (GSM), which claimed to have achieved one billion subscribers
before 2005. The GSM system featured on Gaussian filtered continuous-phase
frequency shift keying (FSK) modulation, FDD, and wide-band TDMA/FDMA
technologies. To keep the competitiveness of the GSM system, the enhancement
of general packet radio service (GPRS), mainly designed for data transmission with
packet switch, was introduced as an upgrade to the GSM network in 2001. Later on,
the GPRS system evolved into the enhanced data rate for GSM evolution (EDGE)
system, in which adaptive modulation and coding (AMC) schemes were employed.
The GSM system with GPRS or EDGE enhancement can be viewed as a super 2G or
2.5G network, and it paved the way for the development of the third generation (3G)
cellular networks. Another 2G network worthy of mentioning is the narrow-band
code division multiple access (CDMA) system proposed by Qualcomm company.
The technical details were captured in the IS-95A specification, which was upgraded
to IS-95B as a standard of another 2.5G cellular network in 1995.

The development of the 3G system commenced in 1997, when International
Telecommunication Union (ITU) posted the invitation for technical proposals on
the design of 3G networks. Fifteen proposals were received, including wide-band
CDMA (WCDMA) from Europe and Japan, CDMA2000 (narrow-band CDMA,
upgraded from IS-95B) from USA, and TD-SCDMA from China. The mentioned
three proposals were carefully evaluated and finally adopted by ITU in 2000. The
standardization of WCDMA was taken care of by the Third Generation Partner
Project (3GPP) organization. Another organization 3GPP2 was responsible for
the standardization activities of CDMA2000 and TD-SCDMA. In 2000, 3GPP2
released an upgrade for CDMA 2000, that is, CDMA 2000 1xEV-DO (Evolution-
Date Only), where dedicated carriers for data transmission were designed. In 2003,
another upgrade for CDMA2000 was presented, that is, CDMA 2000 1xEV-DV
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(Evolution-Date and Voice), where voice service was further enhanced. 3GPP also
made some prominent progress in 2005, when a downlink upgrade for WCDMA,
that is, high-speed downlink packet access (HSDPA), was officially announced and
deployed. In the following year, the uplink upgrade for WCDMA was launched
also by 3GPP, which was high-speed uplink packet access (HSUPA). In October
of year 2007, ITU approved the worldwide interoperability for microwave access
(WiMAX) system to be the fourth member of the 3G standards. The unexpected
move of WiMAX in such a late stage of 3G era intensified the competition of the
upcoming fourth generation (4G) standardization.

In fact, 3GPP has long ago realized that the wireless IP technology, represented
by the Wireless Local Area Network (WLAN) and WiMAX systems, may pose
serious threats to the traditional cellular network. In order to respond to the
upcoming challenge, since 2004, 3GPP has been devoting most of its efforts to
the design of a new and competitive cellular network (Sesia et al. 2009), that is,
the long-term evolution (LTE) system based on the orthogonal frequency division
multiplexing (OFDM) technology. The first release of the LTE system (LTE Release
8), also known as the super 3G or 3.9G system, was launched in 2009 and has been
deployed around the world since 2010. The reason why LTE Release 8 system was
not recognized as a 4G candidate system is that 3GPP wanted to present an even
more powerful solution than the LTE Release 8 system for the 4G arena. To that end,
in April of 2008 3GPP called a workshop meeting in Shenzhen, China, to discuss the
LTE Release 10 network as an official 4G candidate system (3GPP 2010a), which
is also referred to as the LTE-Advanced (LTE-A) system.

The LTE-A network boasts of many desirable features, such as backward
compatibility with the LTE system, wide system bandwidth (e.g., 100 MHz), high-
peak rate (e.g., 1Gbps for downlink, 500Mbps for uplink), smooth support for
various services, and good user experience. The key technologies of the LTE-A
system include OFDM transmission, multiple-input multiple-output (MIMO) tech-
nology, limited-bit channel state information (CSI) feedback technique, multipoint
cooperative communication, carrier aggregation, low peak-to-average power ratio
(PAPR) uplink multiple access scheme, and multimedia broadcast and multicast
service (MBMS) (Parkvall et al. 2008). Among them, multipoint cooperative
communication is one of the core technologies which can improve both the cell-
edge and overall throughputs of the system.

Like the worldwide invitation event for the 3G cellular network in 1997, in
September of 2009 ITU invited for the technical proposals on the 4G system. One
month later, six proposals were received, which came from China (one TDD LTE-A
proposal), Japan (two proposals respectively based on LTE-A and WiMAX), Korea
(one WiMAX proposal), 3GPP (one LTE-A proposal), and USA (one WiMAX
proposal). The evaluation period was estimated to be one year. In October 2010,
Chongqing, China, ITU officially announced that the air interface technologies for
the 4G network should be LTE-A and WiMAX. As a result, many existing cellular
operators have declared their intentions to quickly deploy the LTE-A network from
year 2012 due to the booming development of mobile Internet.
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1.2 The Future of Wireless Communication: The Enhanced
4G Network

1.2.1 Challenges in the Next Decade

The fourth generation of wireless communication networks, represented by the
LTE-A and WiMAX systems, are able to provide communication service of high
transmission rate and good experience for UEs. But they still cannot fully meet the
users’ demands in the next few years. At present, the number of mobile connections
is about 5.5 billion and is estimated to rise to 7.3 billion by 2015 (Gartner 2012).
In particular, the growth rate of smartphone UEs will be quite significant. In
year 2011, there were about 4.28 million smart mobile terminals purchased by
customers, and that sales number will quickly double to more than one billion in
2015 (Pyramid 2012).

Deep market penetration of powerful mobile communication devices such as
laptops, smartphones, and tablets largely boosts the growth of wireless data traffic.
Some examples of new data services are application software download, real-time
navigation, and personal cloud data management and sharing. In recent years, the
worldwide wireless data traffic has been steadily increasing by more than 100% per
year (Cisco 2012). So it is expected that after 10 years, the wireless communication
system should be upgraded to generate 1,000 times of data traffic provided by the
current system so as to satisfy the basic requirement of communication service. On
the other hand, the voice traffic that is subjected to the relatively slow growth rate
of population will not see fast development in the near future.

In addition to the challenge of data traffic explosion, another challenge stems
from the rise of the mobile Internet communication. Currently, about 70% of Inter-
net access is initiated by mobile terminals (Softbank 2012), and the ratio continues
going up, which shows a paradigm-shifting change in user habit from the traditional
PC Internet to the mobile Internet. The next decade will be another golden time for
the IT industry since the mobile Internet has spawned a number of new businesses,
such as software development targeting for handheld communication devices with
touch-controlled screen, location-based social network applications, and real-time
cloud application/content service. The impacts on the wireless communication
system are twofolds. First, it has been forecasted that mobile video will boom
at a compound annual growth rate (CAGR) of 90% through 2016 (Cisco 2012),
which is the highest growth rate of any mobile application category. And by 2016,
mobile video will account for over 70% of total mobile data traffic (Cisco 2012).
Consequently, significant growth of the mobile video traffic calls for real-time
transmission with relatively high quality of service (QoS) and high reliability of
the cellular network. Second, at present and in the future, 70�80% of the mobile
data traffic takes place in indoor and hot-spot areas (Fujitsu 2012), which raises the
issue of enhanced coverage of the wireless communication service.

Furthermore, machine-to-machine (M2M) communication has been gradually
transformed from a lab toy to a viable business as operators are now creating their
M2M portfolios. According to Machina (2011), over 12 billion M2M devices are
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expected in 2015, excluding PCs, TVs, and handheld mobile devices. And M2M
devices will be actively interworking with each other in fields such as smart cities,
smart grids, healthcare, and public safety. By 2020, the world will be populated with
20 billion M2M units, and their data traffic will have a 500% increase compared with
today (Bell et al. 2011). Therefore, how to design the future wireless communication
system in order to accommodate such colossal number of M2M devices is also a
subject that needs further study.

1.2.2 Development Requirements

Considering the challenges over the next decade, some general requirements of the
enhanced 4G wireless communication system can be foreseen as follows:

• To achieve high wireless broadband capacity and focus on the optimization for
the local area cell.

• To further improve the customer experience, especially for the cell-edge UEs.
• Considering that the available spectrum will not expand by 1,000 folds, studies on

new technologies to further improve the spectral efficiency should be continued.
• Higher frequency spectrums (e.g., 5GHz or even higher) should be put into use

to obtain larger communication bandwidths.
• Inter-network cooperation should be operated among 2G/3G/4G, WLAN,

WiMAX, and LTE/LTE-A systems for data traffic offloading.
• To optimize the network for diverse devices, applications, and services.
• To enhance the system to support large amount of M2M communications.
• To strive for flexible, smart, and cost-efficiency network planning and

deployment.

1.2.3 Key Technologies

In order to fulfill the development requirements discussed in Sect. 1.2.2, in June
2012, 3GPP organization called a special workshop meeting to discuss the key
technologies of the enhanced 4G wireless communication system. At the meeting,
42 proposals were presented and discussed, and three key technologies were
identified as follows:

• Enhanced small-cell technology (NSN 2012; Ericsson and ST-Ericsson 2012;
Nokia 2012; Huawei and HiSilicon 2012; Qualcomm 2012; Telecom 2012;
NTT 2012; Deutsche 2012; Alcatel-Lucent 2012; Fujitsu 2012; AT&T 2012;
Panasonic 2012; SK 2012; Samsung 2012; Renesas 2012; Intel 2012; China
Unicom 2012; CATT 2012; CMCC 2012; Vodafone 2012; ZTE 2012; China
Telecom 2012; KDDI 2012; SHARP 2012; Hitachi 2012; MediaTek 2012;
ITRI 2012)
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• Three-dimensional (3D) MIMO technology (NSN 2012; Ericsson and
ST-Ericsson 2012; Orange 2012; Huawei and HiSilicon 2012; NTT 2012;
NEC 2012; Deutsche 2012; Alcatel-Lucent 2012; Fujitsu 2012; AT&T 2012;
SK 2012; Samsung 2012; CATT 2012; ETRI 2012; CMCC 2012; ZTE 2012;
Motorola 2012; China Telecom 2012; KDDI 2012; MediaTek 2012)

• Enhanced coordinated multipoint (CoMP) technology (Ericsson and ST-Ericsson
2012; Orange 2012; Telefonica 2012; Telecom 2012; NTT 2012; Deutsche
2012; Dish 2012; Alcatel-Lucent 2012; Fujitsu 2012; AT&T 2012; Panasonic
2012; SK 2012; Samsung 2012; Renesas 2012; Intel 2012; CATT 2012; ETRI
2012; Softbank 2012; CMCC 2012; ZTE 2012; Motorola 2012; China Telecom
2012; KDDI 2012; SHARP 2012; Hitachi 2012; MediaTek 2012; ITRI 2012;
Broadcom 2012)

To discuss it as an interesting fact, various companies seemed to show their
preferences on the candidate technologies based on their business interests, rather
than technical considerations. BS equipment vendors (Ericsson and ST-Ericsson
2012; Huawei and HiSilicon 2012), for example, tended to adopt the first key
technology because infrastructure reconstruction due to the introduction of small
cells would bring them a large number of new orders. Operators (Orange 2012;
Telefonica 2012; Telecom 2012), on the other hand, strongly promoted the third
technology because of its low-cost investment on software upgrade only. Other
innovative manufactures showed their support for the second technology (NSN
2012; Alcatel-Lucent 2012; Samsung 2012), trying to make the 4G wireless
communication system more competitive in the future. Brief introductions of the
three key technologies are provided in the following.

1.2.3.1 Enhanced Small-Cell Technology

Data transmission sum-rate in a unit area (1 m2) can be roughly expressed as
the product of three factors, that is, spectrum bandwidth (Hz), spectral efficiency
(bps/Hz), and cell density (cells/m2) (NTT 2012). On one hand, frequency spectrum
is a very scarce resource, especially the low-frequency band with small propagation
loss. In the next decade, the bandwidth of the available spectrum is at most 2 � 3
times as that of the current spectrum (SK 2012). On the other hand, the campaign of
improving the spectral efficiency advances at a very slow pace. In the SINR regime
for most working mobile devices, for example, 5 � 15 dB, the spectral efficiency of
the 4G system is already very close to the Shannon’s capacity limit so that future
improvement becomes quite hard at a painful cost of high complexity. Thus, in order
to increase the transmission rate of a wireless communication system by hundreds or
one thousand of times, the most direct and efficient way is to perform cell-splitting
so as to create a huge number of small cells in the network, which can rapidly
increase the cell density and in turn boost the network capacity dramatically.

In the enhancement for small-cell systems, many new topics are worthy of
studying. First, the protocol of the hybrid TDD/FDD network should be considered.
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It is well known that the FDD system has been commonly used for the case of
wide coverage and/or symmetrical downlink/uplink traffic, while the TDD system is
mostly applicable to hot spots of local coverage with flexible traffic patterns (Sesia et
al. 2009). Thus, in future networks, small cells will prioritize a TDD scheme over an
FDD one. Moreover, the ratio between the downlink and uplink subframes in a TDD
scheme should be semi-statically configured in small cells so that the data service
is able to adapt to the fast change of traffic patterns (3GPP 2012). In the extreme
case, a TDD small cell with zero traffic may even intelligently shut itself down to
save electrical power. The conventional macro cell, however, should still use the
FDD technology to cover a wide area. Therefore, it needs further investigation on
how to enable mobile UEs to seamlessly switch between TDD and FDD systems.
Second, the interference issue in the hybrid TDD/FDD network should be dealt
with. In general, there are two new types of interference in the hybrid TDD/FDD
network, that is, (1) intercell interference between the TDD small cell and FDD
macro cell; (2) interlink interference between the uplink and downlink transmissions
resulted from nonuniform configurations of TDD subframes in difference small
cells. Third, due to the very limited coverage of small cells, the distance-dependent
attenuation of radio waves is relatively small. Thus, high-frequency band can be
employed for the transmission in small cells, which opens a whole new research
area of optimization on OFDM systems considering the propagation characteristics
of the high-frequency radio waves. Fourth, as for the connections from abundant
small cells to the core network, if we build up an all-fiber underground network
with high-capacity and low-latency connections, then the corresponding capital
investment will be too vast to be afforded by the operators. A more feasible way is to
use wireless backhaul transmissions to link the small cells with the existing macro
BSs, which already have access to the core network by means of wired connections.
However, the data traffic rate on the mentioned wireless backhaul will be ultrahigh
since one typical macro BS may be required to assist the service in tens of small
cells, all with high traffic volumes. Thus, the design of ultrahigh wireless backhaul
transmissions becomes a critical challenge in various small cell scenarios. Good
news is that we can safely assume that both the small-cell BS and macro cell BS
are immobile with relatively stable inter-BS channel conditions, and the BSs will
carry sophisticated hardware platforms with powerful signal processing capabilities.
Therefore, various advanced transmitter and receiver algorithms can be considered
for the wireless backhaul design.

1.2.3.2 Three-Dimensional (3D) MIMO Technology

The 3D MIMO technology represents a new approach to improve the efficiency of
spectrum utilization. At present, transmit and receive antennas are usually placed
in the form of one-dimensional (1D) linear arrays, which can only resolve the
azimuth angles, thus forming beams in two-dimensional (2D) horizontal directions
for the multiuser (MU) MIMO operation. Considering that the future wireless
communication system will be widely used in urban areas, where high buildings
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and large mansions will reform the 2D communication environment into a 3D one,
transmit and receive antennas should be arranged on a plane grid, that is, a 2D
antenna array, to generate 3D beams with both horizontal and vertical directions so
that UEs on different floors of a building can simultaneously communicate with the
BS (Alcatel-Lucent 2012).

The 3D MIMO technology mainly includes two research topics. The first one
is the modeling of 3D channels (Shafi et al. 2006), which needs to verify the
mathematical model and perform parameter fitting with the field test results. The
3D channel modeling is a key step for the study of 3D MIMO technology since
any MIMO transceiver design largely depends on the propagation characteristics
of the specific multi-antenna channels. Current researches on MIMO channel
modeling are mostly devoted to the 2D channel which cannot resolve the elevation
angles (3GPP 2011). This simplification is reasonable under the assumptions of
the conventional large-radius cell with small elevation angle difference and 1D
linear antenna arrays. The second topic is the 3D beamforming, which calls for
investigations on the design of reference signals, 3D beamforming codebook,
enhanced 3D MIMO channel state information (CSI) feedback, 3D MU MIMO
operation, advanced spatial domain interference coordination, etc. In the 3D MIMO
channel modeling, it is generally not necessary to consider the 2D antenna array
since the 3D communication environment always exists irrespective of the antenna
setup. However, in the study of the 3D beamforming, the 2D antenna array should
be fully taken into account when designing the MIMO schemes.

1.2.3.3 Enhanced CoMP Technology

The CoMP technology, more generally known as the multipoint cooperative com-
munication technology, indicates that multiple UEs can simultaneously receive their
signals from one or multiple transmission points in a coordinated or joint-processing
manner. This technology requires the network to collect CSI from the distributed
transmission points to the UE and perform smart radio resource management (RRM)
and multipoint cooperation, so that UEs’ experience can be greatly improved by
pooling together the radio resource throughout the network and making effective
use of it.

In 3GPP, it has been agreed that the CoMP function will be adopted by the
LTE release 11 system (MCC Support 2012), an improved version of the LTE-
A network. Note that the CoMP schemes are mainly employed in the downlink
(3GPP 2010b), while the uplink CoMP is mostly a multi-BS implementational issue,
which is transparent to UEs (Clerckx et al. 2009). However, the LTE release 11
system only considers simple noncoherent CoMP schemes such as dynamic point
selection and basic joint transmission. In the enhanced 4G system, it is necessary to
study the coherent joint transmission scheme with enhanced CSI feedback, smart
selection of transmission points/antennas, joint precoding and power allocation
algorithms, etc.
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1.3 Background of Multipoint Cooperative Communication

Among the previously introduced key technologies, the multipoint cooperative
communication technology will be the focus of this book. In this section, we present
its background and briefly discuss a systematical framework to address this topic.

In the last decade, the multipoint cooperative communication technology at-
tracted tremendous attention thanks to the rapid development in the theory of MIMO
transmission. In MIMO systems, the generalized models of the uplink and downlink
channels are known as the multiple access channel (MAC) and the broadcast channel
(BC), respectively. An important theoretical finding is that for single-antenna UEs,
duality exists between the capacity region of an MAC system and that of a BC
network (Caire and Shamai 2003; Caire 2006; Yu and Cioffi 2004). Moreover,
the capacity duality also holds for multi-antenna UEs (Weingarten et al. 2004;
Vishwanath et al. 2003; Viswanath and Tse 2003). Further studies even show that
the capacity duality is still valid when each transmit antenna is subjected to an
individual power constraint in BC or MAC (Yu and Lan 2007). The answers to these
fundamental questions have profound implications for the multipoint cooperative
communication technology because each point in the network is nothing but a set
of colocated antennas so that the multipoint system can be viewed as a combination
of BC and MAC. The deeper the MIMO theory goes, the clearer the picture of the
multipoint cooperative communication technology will emerge.

From a general viewpoint of cooperative communications, a lot of academic
research work in wireless communication belongs to this populous family. Some re-
lated topics include relay technologies, network MIMO technologies, opportunistic
beamforming (OB), radio resource reuse schemes, multicell joint scheduling/power
control schemes, soft/more softer hand-off technique (SH/MSH), interference align-
ment (IA) schemes, femtocell-related technologies, and spatial domain coordinated
beamforming (CB). Although these topics may seem lack of commonality at first
glance, they are essentially various embodiments of different strategies to treat the
interpoint interference issue. Some notable strategies, for example, are interference
cancellation, coordination, avoidance, suppression, randomization, and recently
proposed interference utilization.

A general framework of cooperative communication was addressed in Gesbert
et al. (2010) to provide us a large technical picture, in which existing cooperative
communication schemes are classified into four categories based on whether data
sharing is conducted and whether CSI sharing is available. Furthermore, in this book
we consider a third factor, that is, whether time-frequency synchronized transmis-
sion or reception (TFSTR) is operated, to refine the classification of cooperative
communication technologies. In our new framework, resource reuse schemes, as
well as selection and muting of BS/relay/antenna, are treated separately due to
their non-TFSTR features. Besides, since recent development both in academic
communities and in industrial standardization activities shows a paradigm-shifting
philosophy of exploiting the interference based on TFSTR, we can distinguish the
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conventional cooperative communication schemes from the modern ones from the
TFSTR aspect. In Sect. 2.7, we will discuss the existing multipoint cooperative
communication technologies using the proposed framework.

1.4 Scope of This Book

This book studies on the theory and applications of multipoint cooperative
communication systems. Recent research activities in this area are comprehensively
addressed and systematically analyzed. If ideal assumptions are considered, that
is, full CSI at the transmitter (CSIT), unlimited signal processing capabilities, and
interpoint backhaul connections with infinite capacity and zero latency, then the
theoretical performance of cooperative communication can be derived from the
generalized MIMO MAC or BC system (see Sect. 1.3). Current researches on the
theory of multipoint cooperative communication are based on practical constraints
such as limited-bit CSI feedback, linear precoding, and nonideal backhaul
links.

In this book, we mainly consider four elements of constraints. The first element is
the imperfectness of CSIT. It is well known that if CSI is available at the transmitter
side, then a large performance gain can be achieved by adaptive transmission
through the perceived channel (Love et al. 2008). However, even in a time division
duplex (TDD) system, perfect CSI is difficult to acquire because response of
transmit/receive antennas and interference strength at the receiver side cannot
be inferred from channel reciprocity (Sesia et al. 2009). Besides, the issue of
imperfect CSIT becomes more serious in the multipoint communication scenario
since more CSIT for distributed transmission points should be collected (Gesbert
et al. 2010). Therefore, imperfect CSIT should be taken into account when designing
the cooperative communication schemes. The second element is the discrepancy of
the CSI definition in the academic and industrial fields. In most academic researches,
CSI refers to the direct information of channel vectors or matrices (Love et al.
2008; Santipach and Honig 2004), while in practical systems, in order to save
the feedback overhead, CSI generally indicates the transmission recommendation
(Santipach and Honig 2004), including the layer number of MIMO transmissions
(RI, rank indicator), index of the preferred precoder in a codebook (PMI, precoding
matrix indicator), and index of the appropriate transport format with a certain
payload size (CQI, channel quality indicator). Hence, CSI based on transmission
recommendation should be considered in the theoretical studies on cooperative
communication. The third and fourth elements are about the low-complexity signal
processing and the practical backhaul connections, respectively.

Considering one or several elements of practical constraints, we carefully select
four research topics as examples of theoretical studies on multipoint cooperative
communication technology. Taking the first and second elements into account,
we address relay/antenna selection for the amplify-and-forward (AF) MIMO relay
network and interference coordination for the uplink FDMA cellular network.

http://dx.doi.org/10.1007/978-3-642-34949-2_7
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Besides, adding the third element into our consideration, we investigate the linear
precoding for multipoint joint transmission (JT) with ideal backhaul conditions.
Furthermore, considering all four elements, we propose a sequential and incre-
mental precoding scheme with nonideal backhaul conditions for the downlink JT
network.

As for the applications of the multipoint cooperative communication technology,
we address the CoMP system in the LTE Release 10/11 networks. The CoMP
transmission/reception in the 4G cellular network is the most advanced cooperative
communication scheme that has ever been put to commercial use. Its development in
the industrial standardization activities is reviewed and its key design of a common
CSI feedback framework is treated based on the ongoing discussions in 3GPP and
the requirements of the enhanced 4G network in the future.

To sum up, the scope of this book covers the theoretical studies on multipoint
cooperative communication with practical constraints and its exciting applications
in the state-of-the-art 4G wireless communication networks.

1.5 Book Outline

This book is divided into two parts. The first part addresses the theory of multipoint
cooperative communication, which consists of six chapters, that is, Chaps. 1, 2, 3,
4, 5 and 6.

In Chap. 1, an introduction of this book is presented, including discussions on
the past and future of wireless communication from a high-level point of view,
some background of multipoint cooperative communication, and the structure of
this book.

In Chap. 2, existing works related to multipoint cooperative communication
technologies are discussed in great details, with emphases on the fundamentals of
wireless digital communication, several selected topics that have laid the foundation
for multipoint cooperative communication, and a thorough survey on the state of the
researches on multipoint cooperative communication technologies by classifying
all the existing schemes into eight categories. This chapter is presented with the
purpose to help readers to get a large technical picture and thus better understand
the positions of the topics to be treated in the following chapters.

In Chap. 3, relay/antenna selection for the amplify-and-forward (AF) multiple-
input multiple-output (MIMO) relay network is addressed as an example of the
sixth category of multipoint cooperative communication technology. Three greedy
relay/antenna selection algorithms are proposed, and the effectiveness of the pro-
posed schemes is corroborated by simulation results, followed by comprehensive
discussions on the performance comparison of various algorithms to provide more
insights on this topic.

In Chap. 4, interference coordination for the uplink frequency division multiple
access (FDMA) cellular network is treated as an example of the seventh category
of multipoint cooperative communication technology. An advanced interference

http://dx.doi.org/10.1007/978-3-642-34949-2_1
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_3
http://dx.doi.org/10.1007/978-3-642-34949-2_4
http://dx.doi.org/10.1007/978-3-642-34949-2_5
http://dx.doi.org/10.1007/978-3-642-34949-2_6
http://dx.doi.org/10.1007/978-3-642-34949-2_1
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_3
http://dx.doi.org/10.1007/978-3-642-34949-2_4
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coordination scheme is proposed, which consists of six steps with the key design
lying in the enhanced UE categorization and resource-access control policies. This
chapter is highlighted by the discussions on the methodology and implementation
of the system-level simulation, which will be used in the following chapters.

In Chap. 5, linear precoding for multipoint joint transmission (JT) with ideal
backhaul conditions is discussed as an example of the eighth category of multipoint
cooperative communication technology. Various precoding schemes, for example,
the global precoding (GP), local precoding (LP), weighted local precoding (WLP),
single frequency network precoding (SFNP) schemes, together with a proposed
antenna selection (AS) single frequency network precoding (AS-SFNP) scheme, are
presented, analyzed, and compared in aspects of performance, complexity as well
as feedback overhead.

In Chap. 6, a sequential and incremental precoding scheme with nonideal
backhaul conditions for the downlink JT network is proposed as an example of the
eighth category of multipoint cooperative communication technology. The objective
is to minimize the maximum of the sub-stream mean square errors (MSE), which
dominates the average bit error rate (BER) performance of the system. The key
problem is first illustrated and solved with a two-BS JT system, and the results are
then generalized to multi-BS JT systems.

The second part of this book addresses the applications of multipoint cooperative
communication in practical cellular networks, which is composed of three chapters,
that is, Chaps. 7, 8 and 9.

In Chap. 7, the CoMP system in LTE networks is discussed in details. Main
topics of this chapter include the implicit CSI feedback in LTE Release 8/9/10 and
its implications on the standardization progress of CoMP in LTE Release 10/11.
Besides, overall scheme descriptions and specification works, as well as some
simulation analysis for the CoMP system in LTE Release 11, are presented.

In Chap. 8, a key design of the CoMP system in LTE Release 11, that is,
the common feedback framework (CFF), is investigated. Four candidates of CFF
options are presented with the emphases on feedbacks of co-phase information and
aggregated channel quality indicator (CQI). System-level simulation is conducted
to compare the cell-edge throughput performance of CoMP schemes with various
CFF options and the non-CoMP scheme. Some discussions on the adopted CFF
option in LTE Release 11 and the further development of the CoMP CFF are also
provided.

In Chap. 9, some concluding remarks are provided to complete our discussions
on multipoint cooperative communication.

1.6 Conclusion

The international telecommunication system has marched beyond the LTE-A
network, which is a 4G mobile communications standard developed by 3GPP with
the goal of significantly enhancing the system performance of throughput, coverage,

http://dx.doi.org/10.1007/978-3-642-34949-2_5
http://dx.doi.org/10.1007/978-3-642-34949-2_6
http://dx.doi.org/10.1007/978-3-642-34949-2_7
http://dx.doi.org/10.1007/978-3-642-34949-2_8
http://dx.doi.org/10.1007/978-3-642-34949-2_9
http://dx.doi.org/10.1007/978-3-642-34949-2_7
http://dx.doi.org/10.1007/978-3-642-34949-2_8
http://dx.doi.org/10.1007/978-3-642-34949-2_9
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QoE, etc. One of the key technologies of the LTE-A and future LTE networks is the
multipoint cooperative communication technology that has attracted much attention
in both academic and industrial fields. In this book, we will discuss the theoretical
studies on multipoint cooperative communication with practical constraints and its
design in the enhanced 4G wireless communication networks.

References

3GPP (2008) TR 36.913: requirements for further advancements for E-UTRA (LTE-Advanced)
(V8.0.0). Accessed 2008

3GPP (2010) TS 36.213: physical layer procedures (V10.0.1). http://www.3gpp.org/ftp/Specs/
archive/36 series/36.213/36213-a01.zip. Accessed 2010

3GPP (2010) TR 36.814: further advancements for E-UTRA physical layer aspects (V9.0.0). http://
www.3gpp.org/ftp/Specs/archive/36 series/36.814/36814-900.zip. Accessed 2010

3GPP (2011) TR 25.996 V10.0.0: spatial channel model for Multiple Input Multiple Output
(MIMO) simulations (Release 10). http://www.3gpp.org/ftp/Specs/archive/25 series/25.996/
25996-a00.zip. Accessed Mar 2011

3GPP (2012) 3GPP TR 36.828 V2.0.0: further enhancements to LTE TDD for DL-UL interference
management and traffic adaptation (Release 11). http://www.3gpp.org/ftp/Specs/archive/36
series/36.828/36828-200.zip. Accessed June 2012

Alcatel-Lucent (2012) RWS-120014: towards LTE RAN evolution. In: 3GPP workshop on Release
12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-
06-11 12 RAN REL12/Docs/RWS-120014.zip

AT&T (2012) RWS-120018: AT&T view of release 12 in the North America marketplace. In:
3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.
3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120018.zip

Bell Labs Modeling, Machina Research, Pyramid Research, Beecham (2011) M2M Market.
Accessed 2011

Broadcom (2012) RWS-120051: new concept to maximize the benefit of interference rejection at
the UE receiver: interference suppression subframes (ISS). In: 3GPP workshop on Release 12
Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-
11 12 RAN REL12/Docs/RWS-120051.zip

Caire G (2006) MIMO downlink joint processing and scheduling: a survey of classical and recent
results. In: Workshop on information theory and its applications, Los Angeles, USA

Caire G, Shamai S (2003) On the achievable throughput of a multiantenna Gaussian broadcast
channel. IEEE Trans Inform Theory 49(7):1691–1706

CATT (2012) RWS-120025: views on LTE R12 and beyond. In: 3GPP workshop on Release 12
Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-
11 12 RAN REL12/Docs/RWS-120025.zip

China Telecom (2012) RWS-120037: views on REL-12 and onwards. In: 3GPP workshop on
Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/
2012-06-11 12 RAN REL12/Docs/RWS-120037.zip

China Unicom (2012) RWS-120024: considerations on further enhancement and evolution of
UMTS/LTE network in R12 and onwards. In: 3GPP workshop on Release 12 Onward,
Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-11 12
RAN REL12/Docs/RWS-120024.zip

Cisco (2012) Cisco visual networking index: global mobile data traffic forecast up-
date, 2011–2016. http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/
ns827/white paper c11-520862.pdf. Accessed 14 Feb 2012

http://www.3gpp.org/ftp/Specs/archive/36_series/36.213/36213-a01.zip
http://www.3gpp.org/ftp/Specs/archive/36_series/36.213/36213-a01.zip
http://www.3gpp.org/ftp/Specs/archive/36_series/36.814/36814-900.zip
http://www.3gpp.org/ftp/Specs/archive/36_series/36.814/36814-900.zip
http://www.3gpp.org/ftp/Specs/archive/25_series/25.996/25996-a00.zip
http://www.3gpp.org/ftp/Specs/archive/25_series/25.996/25996-a00.zip
http://www.3gpp.org/ftp/Specs/archive/36_series/36.828/36828-200.zip
http://www.3gpp.org/ftp/Specs/archive/36_series/36.828/36828-200.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120014.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120014.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120018.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120018.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120051.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120051.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120025.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120025.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120037.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120037.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120024.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120024.zip
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns827/white_paper_c11-520862.pdf
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns827/white_paper_c11-520862.pdf


14 1 Introduction

Clerckx B, Lozano A, Sesia S, Rensburg CV, Papadias CB (2009) 3GPP LTE and LTE advanced.
EURASIP J Wireless Commun Network 2009, Article ID: 472124

CMCC (2012) RWS-120029: views on LTE Rel-12 & beyond. In: 3GPP workshop on Release 12
Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-
11 12 RAN REL12/Docs/RWS-120029.zip

Deutsche Telekom (2012) RWS-120012: Deutsche Telekom requirements and candidate technolo-
gies. In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://
www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120012.zip

Dish Network (2012) RWS-120013: release 12 prioritization concepts. In: 3GPP workshop on
Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/
2012-06-11 12 RAN REL12/Docs/RWS-120013.zip

Ericsson, ST-Ericsson (2012) RWS-120003: Views on Rel-12. In: 3GPP workshop on Release 12
Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-
11 12 RAN REL12/Docs/RWS-120003.zip

ETRI (2012) RWS-120026: a proposal for potential technologies for Release 12 and onwards. In:
3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.
3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120026.zip

Fujitsu Limited (2012) RWS-120016: requirements and technical considerations for RAN Rel.12
& onwards. In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012.
http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120016.zip

Gartner (2012) Mobile Services, Worldwide, 2008–2016, 2Q12 Update. www.gartner.com/id=
2050315. Accessed 15 June 2012

Gesbert D, Hanly S, Huang H, Shamai S, Simeone O, Wei Y (2010) Multi-cell MIMO cooperative
networks: a new look at interference. IEEE J Sel Areas Commun 28(9):1380–1408

Hitachi (2012) RWS-120040: views on enhancement of system capacity and energy efficiency
toward Release12 and onward. In: 3GPP workshop on Release 12 Onward, Ljubljana,
Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/
Docs/RWS-120040.zip

Huawei Technologies, HiSilicon (2012) RWS-120006: views on Rel-12 and onwards for LTE and
UMTS. In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012.
http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120006.zip

Intel (2012) RWS-120023: LTE Rel-12 and beyond: requirements and technology components. In:
3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.
3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120023.zip

ITRI, HTC (2012) RWS-120042: potential technologies and road map for LTE release 12 and
beyond. In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012.
http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120042.zip

KDDI (2012) RWS-120047: KDDI’s views on LTE Release 12 onwards. In: 3GPP workshop on
Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/
2012-06-11 12 RAN REL12/Docs/RWS-120047.zip

Love D, Heath R, Lau V, Gesbert D, Rao B, Andrews M (2008) An overview of limited feedback
in wireless communication systems. IEEE J Sel Areas Commun 26(8):1341–1365

MacDonald V H (1979) The cellular concept. Bell Syst Technical J 58(1), Jan 1979. http://www.
alcatel-lucent.com/bstj/vol58-1979/articles/bstj58-1-15.pdf

Machina Research (2011) M2M global forecast & analysis 2010–20. www.machinaresearch.com/
m2mglobal2020.html. Accessed Oct 2011

MCC Support (2012) Draft report of 3GPP TSG RAN WG1 #70 v0.1.0. In: 3GPP TSG RAN WG1
#70, Qingdao, China, 13–17 Aug 2012. http://www.3gpp.org/ftp/tsg ran/WG1 RL1/TSGR1
70/Report/Draft ReportWG1#70 v010.zip

MediaTek (2012) RWS-120041: beyond LTE-A: MediaTek’s view on R12. In: 3GPP workshop on
Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/
2012-06-11 12 RAN REL12/Docs/RWS-120041.zip

http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120029.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120029.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120012.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120012.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120013.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120013.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120003.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120003.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120026.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120026.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120016.zip
www.gartner.com/id=2050315
www.gartner.com/id=2050315
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120040.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120040.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120006.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120023.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120023.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120042.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120047.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120047.zip
http://www.alcatel-lucent.com/bstj/vol58-1979/articles/bstj58-1-15.pdf
http://www.alcatel-lucent.com/bstj/vol58-1979/articles/bstj58-1-15.pdf
www.machinaresearch.com/m2mglobal2020.html
www.machinaresearch.com/m2mglobal2020.html
http://www.3gpp.org/ftp/tsg_ran/WG1_RL1/TSGR1_70/Report/Draft_ReportWG1#70_v010.zip
http://www.3gpp.org/ftp/tsg_ran/WG1_RL1/TSGR1_70/Report/Draft_ReportWG1#70_v010.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120041.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120041.zip


References 15

Motorola Mobility (2012) RWS-120035: considerations for LTE Rel-12 and beyond. In: 3GPP
workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/
ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120035.zip

NEC (2012) RWS-120011: where to improve Rel-12 and beyond: promising technologies. In:
3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.
3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120011.zip

Nokia Corporation (2012) RWS-120004: LTE evolving towards local area in release 12 and
beyond. In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012.
http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120004.zip

NSN (2012) RWS-120002: release 12 and beyond for Cˆ4 (cost, coverage, coordination with small
cells and capacity). In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–
12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-
120002.zip

NTT DOCOMO, INC (2012) RWS-120010: requirements, candidate solutions & technology
roadmap for LTE Rel-12 Onward. In: 3GPP workshop on Release 12 Onward, Ljubljana,
Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/
Docs/RWS-120010.zip

Orange (2012) RWS-120005: views on release 12. In: 3GPP workshop on Release 12 Onward,
Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-11 12
RAN REL12/Docs/RWS-120005.zip

Panasonic (2012) RWS-120019: major drivers, requirements and technology proposals for LTE
Rel-12 Onward. In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–
12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-
120019.zip

Parkvall S, Dahlman E, Furuskär A, Jading Y, Olsson M, Wänstedt S, Zangi K (2008) LTE-
advanced – evolving LTE towards IMT advanced. IEEE Veh Technol Conf 2008:1–5

Pyramid Research (2012) Smartphone forecast. www.pyramidresearch.com/SmartphoneForecasts.
htm. Accessed April 2012

Qualcomm (2012) RWS-120007: 3GPP RAN Rel-12 & beyond. In: 3GPP workshop on Release
12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-
06-11 12 RAN REL12/Docs/RWS-120007.zip

Renesas Mobile Europe (2012) RWS-120022: LTE Rel-12 and beyond. In: 3GPP workshop on
Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/
2012-06-11 12 RAN REL12/Docs/RWS-120022.zip

Samsung Electronics (2012) RWS-120046: technologies for Rel-12 and onwards. In: 3GPP
workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.
org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120046.zip

Santipach W, Honig ML (2004) Asymptotic capacity of beamforming with limited feedback. In:
IEEE International Symposium on Information Theory (ISIT), Chicago, IL, USA, June 2004,
p 289

Sesia S, Toufik I, Baker M (2009) LTE: the UMTS long term evolution. Wiley, Chichester
Shafi M, Zhang M, Moustakas AL et al (2006) Polarized MIMO channels in 3-D: models,

measurements and mutual information. IEEE J Sel Area Commun 24(3):514–527
SHARP (2012) RWS-120039: evolving RAN towards Rel-12 and beyond. In: 3GPP workshop on

Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/
2012-06-11 12 RAN REL12/Docs/RWS-120039.zip

Softbank Mobile (2012) RWS-120048: a view on requirements on Rel-12 and onwards from an
operator’s viewpoint. In: 3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–
12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-
120048.zip

SK Telecom (2012) RWS-120020: efficient spectrum resource usage for next-generation N/W. In:
3GPP workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June2012. http://www.
3gpp.org/ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120020.zip

http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120035.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120035.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120011.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120011.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120004.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120002.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120002.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120010.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120010.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120005.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120005.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120019.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120019.zip
www.pyramidresearch.com/SmartphoneForecasts.htm
www.pyramidresearch.com/SmartphoneForecasts.htm
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120007.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120007.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120022.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120022.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120046.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120046.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120039.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120039.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120048.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120048.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120020.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120020.zip


16 1 Introduction

Telecom Italia (2012) RWS-120009: Telecom Italia requirements on 3GPP evolution. In: 3GPP
workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/
ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120009.zip

Telefonica (2012) RWS-120008: new solutions for new mobile broadband scenarios. In: 3GPP
workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/
ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120008.zip

Viswanath P, Tse DN (2003) Sum capacity of the vector Gaussian broadcast channel and uplink-
downlink duality. IEEE Trans Inform Theory 49(8):1912–1921

Vishwanath S, Jindal N, Goldsmith A (2003) Duality, achievable rates, and sum-rate capacity of
MIMO broadcast channels. IEEE Trans Inform Theory 49(10):2658–2668

Vodafone (2012) RWS-120031: Vodafone view on 3GPP RAN release 12 and beyond. In: 3GPP
workshop on Release 12 Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/
ftp/workshop/2012-06-11 12 RAN REL12/Docs/RWS-120031.zip

Weingarten H, Steinberg Y, Shamai S (2004) The capacity region of the Gaussian MIMO broadcast
channel. Conf Info Sci Syst 174

Yu W, Cioffi JM (2004) Sum capacity of Gaussian vector broadcast channels. IEEE Trans Inform
Theory 50(9):1875–1892

Yu W, Lan T (2007) Transmitter optimization for the multi-antenna downlink with per-antenna
power constraints. IEEE Trans Signal Process 55(6):2646–2660

ZTE (2012) RWS-120034: views on 3GPP Rel-12 and beyond. In: 3GPP workshop on Release 12
Onward, Ljubljana, Slovenia, 11–12 June 2012. http://www.3gpp.org/ftp/workshop/2012-06-
11 12 RAN REL12/Docs/RWS-120034.zip

http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120009.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120009.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120008.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120008.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120031.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120031.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120034.zip
http://www.3gpp.org/ftp/workshop/2012-06-11_12_RAN_REL12/Docs/RWS-120034.zip


Chapter 2
Related Work

Abstract In this chapter, we address the existing work related to multipoint
cooperative communication technologies. First, we discuss the fundamentals of
wireless digital communication as a preparation for the following in-depth inves-
tigations on plenty of new concepts and technologies. Second, we review several
selected topics that have laid the foundation for cooperative communication, for
example, the orthogonal frequency-division multiplexing (OFDM) transmission,
the multiple-input multiple-output (MIMO) system, the MIMO relay network,
the multiuser (MU) MIMO theory, and channel state information (CSI) feedback
methods. Third, we perform a thorough survey on the state of the researches of
multipoint cooperative communication technology by classifying all the existing
schemes into eight categories according to three factors, that is, whether data
sharing is conducted, whether CSI sharing is allowed, and whether time-frequency
synchronized transmission or reception (TFSTR) is operated. In this chapter, we
present a large technical picture about the history and new development in each area
of multipoint cooperative communication, which helps to show the positions of the
topics to be treated in the following chapters.

Keywords Wireless digital communication • OFDM • MIMO • Relay • MU
MIMO • CSI feedback • Multipoint cooperative communication • Classification

2.1 Fundamentals of Wireless Digital Communication

Before presenting our studies on the multipoint cooperative communication, it
is beneficial to perform a survey on the existing cooperative communication
technologies in a systematic way so that we can understand the relations among
different research topics in this field and identify the areas that need to be further
investigated. However, the multipoint cooperative communication is not an isolated
technology. Instead, it covers a wide range of research areas such as multiple-
input multiple-output (MIMO) systems, relay networks, channel state information

M. Ding and H. Luo, Multi-point Cooperative Communication Systems: Theory and
Applications, Signals and Communication Technology, DOI 10.1007/978-3-642-34949-2 2,
© Shanghai Jiao Tong University Press, Shanghai and Springer-Verlag Berlin Heidelberg 2013
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(CSI) feedback, and radio resource management (RRM) operations. And before
introducing these topics, let us first look at some fundamentals of wireless digital
communication as a preparation for the following discussions on plenty of new
concepts and schemes.

This book is not intended to be a textbook for graduate students majored in
information and communication systems, and hence we will try to avoid overusing
mathematical expressions in order to present more insights on the relations among
various basic concepts and how the communication system works on a general basis.
To keep it simple, there are only three basic questions we should ask about a wireless
digital communication system, that is:

1. What form of communication?
2. How to communicate?
3. When/where to communicate?

2.1.1 What Form of Communication

In a word, communication is to carry some form of information by use of some
medium from one end to another. Some conventional information forms are as
follows:

• Verbal message: It is the most primitive form of information, quite effective for
human beings.

• Text: The text information generated by human handwriting is usually not
reliable due to misspelling, expression misusage, misreading, etc. The first error-
free form of text was created by the stereotype printing invented by the Chinese
people around the eleventh century.

• Hard copy material: Some examples are photo, facsimile, printed image, repro-
duction by a copying machine, etc.

• Electronic document: This kind of information file is usually encoded with
binary bits and appended by cyclic redundancy check (CRC) codes to ensure
its integrity.

As for the carriers of information, human beings play an important role for a
very long time, even in today’s express delivery service. When a worker from
FedEx knocks your door and presents you some real estate papers in hard copy,
he or she becomes a perfect embodiment of communication, that is, he or she
carries some information in the form of the hard copy material from your agent
to you. To increase the speed of human delivery, various kinds of mechanical
moving platforms have been invented and put to use in the past centuries, such
as land-based vehicle, locomotive, intercontinental ocean liner, and aircraft. With
the invention of telephone in 1876, electronic signals traveling along metal, for
example, twisted pair lines, were introduced as the carrier of the verbal message.
Later on, telephone was upgraded to facsimile machine, which was able to exchange
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information in the form of hard copy materials between two terminals. In 1907,
electromagnetic wave debuted as the text information carrier in the new service
of telegraph. The invention of telegraph was extremely remarkable because it
could finish the long-distance information transportation through thin air in a
lightning speed. This kind of instantaneous wireless connection with other people
living far away had never been experienced by the entire human race. In recent
decades, electromagnetic wave becomes more and more important as a versatile
information carrier in wireless communication. For example, the world has seen its
wide applications in radio, TV broadcasting, satellite relaying, and cellular service.
Now it is even marching forward and reshaping the infrastructure of the Internet.
Earlier the personal computer (PC) Internet was a communication means based
on electronic signals conveyed by twisted pair lines, copper, or fibers to transport
electronic documents from one PC to another. In the new era of the mobile Internet,
our personal devices are beginning to rely on electromagnetic wave to send/receive
electronic files to/from the core network without any metal or silicon based wire.
Therefore, in wireless digital communication, electromagnetic wave is the main
information carrier and the conveyed information can be voice (e.g., cell-phone
calls), text (e.g., short message service), electronic documents (e.g., Google Map
navigation on tablets), etc. If someday quantum mechanisms were fully understood,
then perhaps we would invent a “quantum Internet” in the future, which employs
intertwined quantum particles to carry quantum-state coded information from the
earth to another planet in our solar system or maybe in another galaxy.

2.1.2 How to Communicate

For wireless digital communication, the transmitter generates electromagnetic
waves with some key parameters configured according to a finite set of one-to-one
mapping rules from combinations of information bits to wave-shape parameters.
The mapping process is called modulation. To explain it in more details, suppose
that we have a set of M combinations of source bits represented by … D
f�1; �2; : : : ; �M g, and we also have a same-sized set of wave-shape parameter
configurations shown as � D f!1; !2; : : : ; !M g, then the one-to-one mapping
from �i to !i (i 2 f1; 2; : : : ;M g) is defined as modulation. Upon receiving the
modulated signal, the receiver can extract the information bits by detecting the
interested parameters of the electromagnetic wave and looking up a demodulation
table, which reverses the entries and outputs of the modulation mappings. The
configurable wave-shape parameters can be amplitude, frequency, phase, or some
combination of two or more parameters.

The digital modulation based on amplitude configuration generates a signal
expressed as

sm.t/ D Amg.t/ cos .2�fct /; (2.1)
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where Am belongs to an amplitude modulation set �A D fA1;A2; : : : ; AM g
consisting of M discrete values. Obviously, Am bears log2M information bits.
g.t/ is the spectrum-shaping function and fc is the carrier frequency. The digital
modulation scheme represented by (2.1) is generally known as the amplitude
shifting keying (ASK), where “keying” means striking a key to play a certain note in
music. A vivid example of the ASK is the signal lamp employed on naval vessels,
which is a visual signaling device typically sending Morse code by opening and
closing shutters mounted in front of the lamp. The�A of the mentioned signal lamp
can be simply written as�A D f0;Ag, where 0 and A indicates closing and opening
of the shutters, respectively.

The digital modulation based on frequency configuration gives a signal shown as

sm.t/ D Ag.t/ cos .2�fmt/; (2.2)

where fm is selected from a frequency modulation set �F D ff1; f2; : : : ; fM g.
Similar to Am in (2.1), fm can also carry log2M information bits. This digital
modulation scheme is referred to as frequency-shifting keying (FSK). Perhaps the
most interesting application of the FSK is the traffic light system with �F D˚
fg; fr; fy

�
, where fg, fr, and fy denote the frequency of green light, red light,

and yellow light, respectively.
Furthermore, the signal of the digital modulation based on phase configuration

can be written as

sm.t/ D Ag.t/ cos .2�fct C 'm/; (2.3)

where 'm 2 �P D f'1; '2; : : : ; 'M g. The modulation scheme given by (2.3) is
called phase-shifting keying (PSK). Because the parameter of phase can barely be
perceived by human organs, it’s hard to present a daily-life example to let readers
have some concrete sense about how the PSK modulation works. Here we want to
make an analogy between the phase of an electromagnetic wave and the face of a
dice to shed some light on the PSK. A dice usually has six faces, with each face
displaying an integer result. If we consider an electromagnetic wave as a dice, then
its initial state at t D 0 in (2.3), that is,Ag.0/ cos .'m/, is just like a perceivable face
of the dice. And different 'ms represent different faces. Hence, the phase shifting in
(2.3) can be well illustrated by a picture of spinning a dice, only that no randomness
is involved in the PSK modulation process. Instead, the transmitter carefully turns
the PSK dice as an interpretation of the source bits for the receiver to read.

Finally, a typical example of the combination of more than one wave parameter
configuration is the quadrature amplitude modulation (QAM), which combines
ASK and PSK to form a two-dimensional modulation set described by �QAM D
f.A1; '1/ ; : : : ; .Am; 'n/ ; : : : ; .AM ; 'N /g. According to (2.1) and (2.3), the corre-
sponding signal can be expressed as

sm;n.t/ D Amg.t/ cos .2�fct C 'n/: (2.4)
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Fig. 2.1 Comparison of the spectrums of FDMA and OFDMA

2.1.3 When/Where to Communicate

In wireless digital communication, no device shall occupy all the time and frequency
resources in the universe for the purpose of its own wireless communication. In
practice, a lot of user equipments (UEs) share the time-frequency medium, which
is usually divided into multiple channels for UEs to access. Here, channel is the
answer to the question of when/where to communicate.

The simplest channel division method is perhaps the time division multiple
access (TDMA), which divides the transmission period into time slots allocated
to different UEs. TDMA scheme still works today in the Global System for Mobile
communication (GSM) system (see Sect. 1.1). Another way to construct the chan-
nels is the frequency-division multiple access (FDMA) scheme, where frequency
sub-bands are defined as channels. In our daily life, most broadcasting systems
such as radio and television, adopt an FDMA approach because broadcasting is
usually non-interrupting throughout the day time. Code division multiple access
(CDMA) is another well-known scheme, which employs coded sequences to create
low-interference channels for multiple UEs to transmit simultaneously on the same
time-frequency resource. The CDMA technology is not as complicated as it appears.
Let us imagine that we are now attending a symphony concert. When the orchestral
tuning note is played, various musical instruments will produce sounds with the
same pitch at a similar loudness. Nevertheless, you may still have no trouble in
recognizing that a clarinet and a violin have just joined the tuning operation, because
those two instruments do sound differently compared with other ones. The reason
behind this human capability is nothing else than the CDMA technique. To be more
specific, the timbre of a musical instrument, plays the role of the code sequence
in CDMA, which is characterized by the spectrum and envelope of its sound. Our
brain, much like a CDMA receiver, first picks up the unique timbre of a musical
instrument, then performs signal matching to filter out the sound track of that
particular instrument.

Recently, another two channel division schemes have attracted extensive at-
tention. The first scheme is the space division multiple access (SDMA) method,
which originates from the MU MIMO technology. The basic idea of SDMA is to
serve multiple users simultaneously using multiple transmission beams generated
by the multi-antenna array. The other one is the orthogonal frequency-division
multiple access (OFDMA) scheme. The difference between FDMA and OFDMA
from the perspective of frequency spectrum is illustrated in Fig. 2.1, where the

http://dx.doi.org/10.1007/978-3-642-34949-2_1
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FDMA breaks the whole system bandwidth into two channels of frequency spectrum
chunks centered on carriers with grey or white color, while the OFDMA defines
a great number of narrowbands each with a subcarrier and groups contiguous or
noncontiguous narrowbands into channels. The details of OFDMA will be discussed
in Sect. 2.2, but the basic principle of OFDMA can be easily explained here by
drawing an analogy between OFDMA and a piano. We know that a piano has many
keys on its board, which perform the same function as the subcarriers in OFDMA.
For example, the piano key associated with the note of middle C will give a sound
with its frequency around 261.626 Hz, which can be considered as a subcarrier
frequency. When we press several piano keys together, not necessarily contiguous
keys, a multi-key sound will thus be created, though it may not be pleasant to listen
to. Nevertheless, the purpose of the OFDMA communication is not about good
sounding, so any combination of subcarriers can be grouped as a channel like the
multi-key sound and allocated to a certain UE for transmitting modulated signals,
the process of which is usually called scheduling in RRM. Just to mention it as
an interesting fact, in music, acoustically good combinations of multiple notes are
called chords, which can deliver pleasant sounds to human ears.

If we further consider a two-way communication, then there will be forward
and backward channels. The forward channel is for the UE to transmit, while
the backward channel to receive. The construction of the two-way channels falls
into the design of duplex mode, that is, when/where to transmit and receive.
Currently, the state-of-the-art communication equipment still has a serious problem
in simultaneously transmitting and receiving signals on the same time-frequency
resource because the power of the transmitted signal is typically orders of magnitude
larger than that of the received signal, rendering a sure failure of the reception.
Therefore, time division duplex (TDD) or frequency-division duplex (FDD), that
is, separating the two-way channels in time domain or frequency domain, is widely
used in practical systems.

A clear understanding of what, how, and when/where of a communication
scheme can help readers to capture the essence of the system design. For example,
readers may have some interests to review previous knowledges in Sect. 1.1 that
GSM is an FDD, TDMA/FDMA, FSK modulated, voice transmission system, and
in the next few years we may be served by a TDD, OFDMA, QAM modulated,
packet data transmission system. Also it might be interesting to consider the
possibility of a much more advanced system, which is characterized by space
division duplex (SDD), CDMA/OFDMA, high-order QAM modulated, and packet
data transmission.

2.2 OFDM Technology

The basic idea of the OFDM technology has been explained in Sect. 2.1 using an
analogy between OFDM subcarriers and piano keys. In this section, we discuss it
in more details. The OFDM transmission was first addressed in Chang (1966) as a

http://dx.doi.org/10.1007/978-3-642-34949-2_1
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Fig. 2.2 Illustration of CP in OFDM symbols

multi-carrier modulation scheme with high spectral efficiency, which was originally
designed for military communication purposes. However, due to lack of powerful
processing chips, it was difficult to put the OFDM technology into practical usage.
In year 1971, the authors Weinstein and Ebert (1971) proposed that inverse discrete
Fourier transform (IDFT) and discrete Fourier transform (DFT) could be employed
as the means of OFDM modulation and demodulation, respectively. In recent years,
with the fast development in electronic devices, such as digital signal processor
(DSP) and field-programmable gate array (FPGA), the IDFT and DFT operations for
OFDM have become very easy with low complexity and low cost. In addition, the
authors Peled and Ruiz (1980) proposed an interesting solution to mitigate the inter-
symbol interference (ISI) by inserting a cyclic prefix (CP) between two contiguous
OFDM symbols so that the leakage from the previous symbol in multipath fading
channels would be buried in CP to protect the integrity of the current symbol. An
illustration of inserting CP between OFDM symbols is provided in Fig. 2.2, in which
the length of the useful part of an OFDM symbol is denoted as T, and those of
ISI and CP are denoted as Tleak and Tg, respectively. With Tg � Tleak, ISI can be
completely removed and the total length of an OFDM symbol becomes Tsym D
T CTg. Note that a conventional way to construct CP is to duplicate the rear part of
an OFDM symbol with length Tg and dock it to the front of the OFDM symbol as
illustrated in Fig. 2.2. It should also be noted that the introduction of CP will incur
a time efficiency loss of �loss D Tg=Tsym, which takes a value between 0.2 and 0.25
in practical systems (3GPP 2011a).
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Owing to its easy implementation and inherent ability to combat the multipath
fading channels, the OFDM technology has been widely used in many high-rate
data transmissions such as digital video broadcasting (DVB) standards (ETSI 2001),
wireless local area network (WLAN) (IEEE 1999), and asymmetric digital sub-
scriber line (ADSL) (Bingham 2000). Moreover, it has also been accepted as the air
interface technology for the 4G cellular networks, that is, worldwide interoperability
for microwave access (WiMAX) and Long-Term Evolution-Advanced (LTE-A)
(see Sect. 1.1).

In the OFDM transmission, each usable subcarrier is loaded with a QAM or
PSK symbol a(k), where k denotes the subcarrier index. The time-domain complex
baseband samples b(l) of an OFDM symbol with N subcarriers are generated by
performing the N -point IDFT as

b.l/ D 1p
N

Nu1X

kD�Nu2

a.k/ exp

�
j
2�kl

N

�
;�Ng � l � N � 1; (2.5)

where the number of used subcarriers is Nu1 C Nu2 C 1 D Nu � N . And the
useful part of each OFDM symbol occupies a time duration of T, which corresponds
to N samples. Besides, Ng is the number of CP samples. The resulting symbol is
then transmitted through the multipath fading channel, the finite impulse response
of which is h(l). Assuming that perfect timing/frequency synchronization has been
achieved, the received complex baseband signal is sampled with a periodicity Ts D
T=N and can be expressed as

r.m/ D exp .j /
X

l

b.m� l/ h.l/C n.m/; (2.6)

where is an arbitrary phase factor and n(m) is the sample of complex noise in time
domain.

Conducting the N -point DFT after discarding the CP of Ng samples from r(m),
the received frequency domain signal can be written as

z.k/ D 1p
N

N�1X

mD0
r.m/ exp

�
�j
2�mk

N

�

D a.k/H.k/C Nn.k/; �Nu1 � k � Nu2; (2.7)

where H(k) is the frequency response of the channel associated with the k -th
subcarrier and Nn.k/ denotes the noise in frequency domain. Then, a(k) can be
recovered by performing various filtering functions on z(k) at the receiver.

In LTE/LTE-A networks, OFDMA has been adopted for the downlink transmis-
sion, that is, multiple UEs are served by a BS on different groups of subcarriers. For
the uplink, however, single-carrier frequency division multiple access (SC-FDMA)
is applied due to considerations on reducing the peak-to-average power ratio (PAPR)

http://dx.doi.org/10.1007/978-3-642-34949-2_1
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of uplink signals sent from UE. In SC-FDMA, the frequency resource allocated for
a UE must consist of contiguous subcarriers and the UE’s data symbols should be
spread over its frequency resource by the DFT operation. Hence, in LTE/LTE-A
networks, SC-FDMA is also called DFT-Spread OFDM.

2.3 MIMO Technology

2.3.1 Capacity of a MIMO System

MIMO transmission schemes require that both the transmitter and the receiver
should be equipped with multiple antennas. The channel responses of the transmit-
receive antenna pairs constitute a matrix of channel coefficients. An illustration of a
MIMO system is provided in Fig. 2.3.

The MIMO technology can be dated back to year 1908, when Marconi proposed
that the problem of channel fading could be alleviated by utilizing multiple
independent antennas for transmission. Nearly 90 years later, Foschini from the Bell
labs invented the space-time coding technology, that is, Bell labs layered space-
time (BLAST) coding, to improve the reliability of multi-antenna transmissions
(Foschini 1996). In 1999, for the first time from the information theory perspective,
Telatar showed that when the received SNR is high the capacity of a MIMO system
scales linearly with the SNR in dB. Besides, the order of the capacity increasing
slope, also known as the multiplexing gain, equals to the minimum number of
transmit and receive antennas (Telatar 1999).

One of the most basic problems of a point-to-point MIMO system is its capacity
as well as the capacity-achieving transceiver design. Suppose that in a MIMO

Tx

Data 1

Data 2

Rx

Data N

MIMO channel

Fig. 2.3 Illustration of a MIMO system
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system, the transmit and receive nodes, respectively, have NT and NR antennas. Then
the received signal y 2 CNR�1 can be expressed as

y D Hx C n; (2.8)

where H 2 CNR�NT is the channel matrix, x is the transmitted signal vector, and n
is the zero-mean circularly symmetric complex Gaussian (ZMCSCG) noise vector
with E

˚
nnH

� D N0INR , where .�/H, E f�g, and INR denote conjugate transpose,
expectation operator, and an N � N identity matrix, respectively. Without loss of
generality, we assume that the covariance matrix of x is Qx D E

˚
xxH

�
and the

power constraint at the transmitter can be written as

tr fQxg � P; (2.9)

where tr f�g denotes the trace of a matrix and P is the maximum transmit power.
Considering time-variant MIMO channels, we can obtain the ergodic capacity of a
MIMO system shown as (Tse and Viswanath 2005)

C D max
QxWtrfQxg�P

E

�
log2 det

�
INR C 1

N0
HQxHH

��
; (2.10)

where, det .�/ denotes the determinant operation. If we recall the interpretation of a
determinant operation as the volume calculation, then Eq. (2.10) can be interpreted
as noise ball packing in the signal-noise sphere (Tse and Viswanath 2005) and (2.10)
can be reformulated as

C D max
QxWtrfQxg�P

E

(

log2

 
det
�
N0INR C HQxHH

�

det .N0INR /

!)

; (2.11)

where the numerator and denominator in the logarithm term represent the volumes
of a signal-noise ball and a noise ball, respectively. When H experiences fast fading,
and there is no channel state information (CSI) at the transmit side, the capacity-
maximization strategy is known as the equal power allocation on all transmit
antennas (Tse and Viswanath 2005), that is,

Qx D P

NT
INT : (2.12)

Substituting (2.12) into (2.10), yields

Cno CSI D E

�
log2 det

�
INR C P=N0

NT
HHH

��
: (2.13)

When H experiences block fading, that is, H is a deterministic matrix during
a given time interval, and H varies independently across different time intervals,
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the transmit side may be able to acquire the full CSI, for example, from receiver’s
feedback in an FDD system or channel reciprocity in a TDD system. The optimal
transmit strategy (Tse and Viswanath 2005) to maximize the system capacity is
addressed in the following.

We perform the singular value decomposition (SVD) on H and get

H D UƒVH; (2.14)

where U 2 CNR�NR and V 2 CNT�NT are unitary matrices and ƒ 2 CNR�NT is a
semi-definite diagonal matrix with diagonals �i s, that is, singular values, being the
square root of the eigenvalues of HHH. Substituting (2.14) into (2.8), we have

y D UƒVHx C n: (2.15)

Let Qy D UHy, Qx D VHx, and Qn D UHn. Then we can rewrite (2.15) as

Qy D ƒQx C Qn; (2.16)

where

Qyi D
�
�i Qxi C Qni 1 � i � min .NR; NT/

Qni min .NR; NT/ < i � NR
: (2.17)

In (2.17), min .�/ outputs the minimum value. From (2.16) and (2.17), we can
conclude that the deterministic MIMO channel can be decomposed to min .NR; NT/

independent single-input single-output (SISO) sub-channels and the accumulation
of the sub-channel capacities gives the MIMO system capacity (Tse and Viswanath
2005), which is shown as

Cfull CSI D
min.NR;NT/X

iD1
log2

�
1C �2i Pi

�
; (2.18)

wherePi is the transmit power loaded onto the i-th sub-channel. With some standard
convex optimization procedure, the capacity-maximization power allocation can be
obtained as

Pi D
�
�� 1

�2i

�C
P; (2.19)

where .x/C D max .x; 0/ and � is chosen to satisfy (2.9) with equality met therein,
that is,

LX

iD1;Pi>D0
Pi D P: (2.20)
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Fig. 2.4 Ergodic capacity of a deterministic MIMO system

Hence, we have

Qx D

2

6
66
4

P1
P2

: : :

PL

3

7
77
5
: (2.21)

From (2.18), we can see that the capacity of a deterministic MIMO system
depends on the sub-channel gains, that is, the eigenvalues of HHH and the power-
loading result. An interesting finding from (2.19) is that more power goes to the
sub-channel with a larger gain, leading to an even higher sub-channel capacity.
Figure 2.4 shows the simulation results of the ergodic capacity of the deterministic
MIMO system for various antenna setups in Rayleigh fading channels (Proakis
2001). From Fig. 2.4, we can clearly observe the slopes of the capacity curves in
high SNR regime, which indicate the multiplexing gains as addressed in Telatar
(1999).

From (2.16) to (2.19), it can be seen that the capacity-achieving transmission
strategy should be sending Qx D VHx with power loading shown in (2.19), which
is usually referred to as the water-filling power allocation. Note that the transmit
optimization process is generally called precoding (Mai and Paulraj 2007). It should
also be noted that with a Wiener filter (Proakis 2001) employed at the receiver,
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the optimal transmission strategy to minimize the sum MSE of the deterministic
MIMO system is also Qx D VHx, but with a different power-loading function given
by Palomar et al. (2003)

Pi D
�
�
1

�i
� 1

�2i

�C
P: (2.22)

As for the signal detection and decoding at the receiver, some conventional algo-
rithms include matched filtering (MF), zero-forcing (ZF) filtering, minimum mean
square error (MMSE) filtering, least square (LS) algorithm, maximum likelihood
(ML) algorithm, and maximum a posteriori (MAP) algorithm. Among them, the
MF, ZF, and MMSE filters are linear detectors. The MF filter focuses on capturing
the signal part, which is effective in low SNR regime. On the other hand, the ZF filter
tries to completely mitigate the interference part, which gives good performance in
high SNR regime. The MMSE filter strikes a balance between maximizing the signal
part and minimizing the interference part by projecting the received signal onto a
subspace, which generates the minimum MSE (Tse and Viswanath 2005). The LS,
ML, and MAP algorithms generally belong to the nonlinear decoders, which need
to jointly process multiple detected signal symbols by exhaustively searching over
all possible symbol transmissions and making comparison between the hypotheses
and the observed vector. The symbol sequence can be decoded according to
various criteria, such as minimizing the Euclidean distance (LS), maximizing the
likelihood metric (ML), and maximizing the posterior probability (MAP). A MAP
algorithm without consideration of the prior probability of the transmitted symbols
degenerates to an ML algorithm. Furthermore, an ML algorithm under the condition
of additive white Gaussian noise (AWGN) channels becomes an LS algorithm. On
top of the aforementioned detection filters or decoding algorithms, we can employ
the successive interference cancellation (SIC) technique (Wolniansky et al. 1998;
Foschini et al. 1999) to enhance the system performance. The basic idea of the
SIC technique is to sort the superimposed signals in a descending order of their
received power then iteratively detect or decode, reconstruct, and subtract the signals
from the received signal until all signals are separated. When the capacity-achieving
transmit strategy described by (2.16) and (2.19) is employed, the optimal receiver is
unexpectedly simple, which only requires UH as a linear filter, that is, Qy D UHy. In
fact, this receiver is nothing but the aforementioned MF filter.

When the capacity-achieving transmit strategy is not operated, no matter how to
improve the receiving function linearly or nonlinearly, the system capacity will not
achieve its maximum because the water-filling power allocation shown in (2.19)
cannot be relegated to the receiver. However, some receiving functions can be
performed by the transmitter. For instance, the SIC technique can be replaced by the
dirty paper coding (DPC) scheme (Costa 1983) conducted before the transmission
if full CSI is available at the transmitter. The basic principle of DPC is that
if the transmitter has perfect knowledge of the upcoming interference, then it
can pre-compensate the undesirable signal symbol by symbol so as to create an
interference-free communication link. Although superb performance can be offered
by the DPC scheme, its complexity is prohibitively high, which is difficult to
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be implemented in practical systems. Alternatively, two low-complexity-oriented
nonlinear transmission schemes can achieve comparable performance with the DPC
scheme, which are the Tomlinson-Harashima precoding (Erez et al. 2005) and
trellis-convolutional precoding (Yu et al. 2005) schemes.

2.3.2 Space-Time Block Codes

Another fundamental aspect of the MIMO system is its diversity gain, which can
increase the reliability of the wireless communication. In general, the diversity gain
is strongly related to the number of independent versions of the received signal.
The degree of the diversity gain can be roughly represented by the order of bit error
rate (BER) decreasing slope with respect to SNR increase in dB when the SNR
is high. At the end of last century, space-time block codes (STBC) were proposed
to harvest the diversity gain of the MIMO system (Alamouti 1998; Tarokh et al.
1999). Perhaps the most renowned STBC scheme is the Alamouti coding (Alamouti
1998), which just requires a linear filter to decompose the joint decoding of the
block codes into two independent decoding processes. Considering a MISO system
with two transmit antennas and one receive antenna, we briefly elaborate on how
the Alamouti STBC works. We denote h1 and h2 as the channel coefficients for the
links from the first and second transmit antennas to the receive antenna, respectively.
Furthermore, let x1 and x2 be two consecutive symbols for transmission, which are
stacked into a vector x D Œx1; x2�

T. Suppose that the channel coefficients remain
unchanged during two time slots, then the Alamouti STBC dictates that the two
transmitting antennas should send Œx1; x2�

T and
	�x�

2 ; x
�
1


T
, respectively, in the first

and second time slots. The received signals y1 and y2 in the two time slots can be
written as

y1 D h1x1 C h2x2 C n1 (2.23)

and

y2 D �h1x�
2 C h2x

�
1 C n2; (2.24)

where n1 and n2 represent the ZMCSCG noise variables at the receiver in the first
and second time slots, respectively. With some mathematical manipulations, (2.23)
and (2.24) can be combined into

y D Hx C n; (2.25)

where y D 	
y1; y

�
2


T
, n D 	

n1; n
�
2


T
, and the effective channel is denoted as

H D
�
h1 h2
h�
2 �h�

1

�
: (2.26)
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Obviously, H is an orthogonal matrix with its two columns being orthogonal to
each other. Therefore, we have

HHH D ˛I2; (2.27)

where ˛ D jh1j2 C jh2j2. Apply the MF filter on y and we can obtain

Qy D HHy

D HH .Hx C n/

D ˛x C Qn; (2.28)

where Qn D HHn is still a ZMCSCG noise vector. From (2.28), we can see that
the decoding of x1 has been separated from that of x2, which helps to reduce the
complexity at the receiver.

However, in STBC the multiplexing gain is usually sacrificed in exchange for the
diversity gain. An interesting discussion on the trade-off between the multiplexing
and diversity gains can be found in Zheng and Tse (2003). The main conclusion
is that if a MIMO system is assumed to transmit L independent data streams, that
is, the multiplexing gain equals to L, then the diversity gain of each data stream is
at most .NT �L/ .NR � L/. The intuition behind this statement is that in order to
support L-independent data streams, at least L transmit-receive antenna pairs should
be reserved for multilayer MIMO transmissions, while the remaining .NT �L/
transmit antennas and .NR � L/ receive antennas can be designed to provide full
diversity for each data stream.

2.3.3 Antenna Array Gain

In Fig. 2.4, it can be observed that a certain performance gap exists between the
capacity curves of .Tx D 2;Rx D 2/ and .Tx D 4;Rx D 2/ and between those of
.Tx D 4;Rx D 4/ and .Tx D 8;Rx D 4/. This phenomenon can only be attributed
to the size of the antenna array, which is usually called antenna array gain. Note that
the antenna array gain does not come from the straightforward power boosting of
more antenna elements. In fact, the total transmit power should always satisfy (2.9)
no matter how many antennas are involved.

The basic principle of the antenna array gain is closely related to a commonly
asked question, which seems very simple but turns out to be quite difficult to answer.
The question is whether the following equation of signal combining holds:

sin t C sin t D 2 sin t: (2.29)

At first glance, we may want to readily accept (2.29), partly because the very
basic mathematics tells us that one plus one yields two and partly because the
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overthrow of (2.29) will be unthinkable since most of the publications in wireless
communication are somehow based on this premise. However, if we recall the
more general law of conservation of energy, then we may find ourselves get into
a troublesome dilemma as follows. It is easy to show that the power of a signal sin t
is 0.5, and hence the total power of the left-hand side of (2.29) should be 1. But the
power of the right-hand side of (2.29) apparently equals to 2!

If we adhere to the law of conservation of energy, then (2.29) should be
rewritten as

sin t C sin t D p
2 sin t: (2.30)

Some students majored in circuitry system may even enthusiastically conduct
a circuitry experiment to show us the undisputable correctness of (2.30). We
also suppose that (2.30) is indeed correct in most cases, for example, in circuitry
systems. But it doesn’t necessary imply that (2.29) is wrong in all cases. In wireless
communication, radio wave signals travel in omnidirections, so multiple transmitted
radio waves on the same frequency will intervene with each other and create both
constructive and destructive signal combinings in the space. There will be some
place wherein constructive signal combining shown by (2.29) occurs. But there will
also be other place wherein multiple signals are cancelled out with each other, that is,

sin t � sin t D 0: (2.31)

If we consider (2.29) together with (2.31), and those signal combining cases in-
between them, then we can state that the energy conservation law is valid for the
whole space. However, in the study of wireless communication, we are usually
concerned with a particular position of an interested UE so that (2.29) is often
presented and (2.31) is omitted by default. In other words, the power gain in (2.29)
is just a result of power redistribution in the whole electromagnetic field, not a
violation of the energy conservation law by doubling the power using mathematics.
In MISO systems with unit-norm channel coefficients, the power gain exhibited in
(2.29) is the fundamental reason behind the antenna array gain, and it is easy to show
that more antenna elements can deliver higher power gains. Suppose that signals are
transmitted from NT antenna elements with equal power allocation for each antenna
and total power constrained to one, then the constructively combined signal can be
formulated as

NTX

1

s
2

NT
sin t D

p
2NT sin t: (2.32)

The power of the left-hand side in (2.32) is one and that of the right-hand
side jumps to NT. Therefore, the considered electromagnetic field generated by NT

transmit antennas can offer an SNR gain as large as NT in some place with coherent
signal combining. In Fig. 2.5, we plot the ergodic capacity of the deterministic
MISO system with unit-norm channel coefficients and we can easily observe an
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Fig. 2.5 Ergodic capacity of a deterministic MISO system with unit-norm channel coefficients

SNR gain of approximately log10NT dB in high SNR regime. Note that the antenna
array gain is actually more significant in low SNR regime since the system capacity
can be nearly doubled or tripled when several more transmit antennas are activated.

In MIMO systems with fading channel models, the power gain shown by (2.32)
is incorporated into the eigenvalue derivation in (2.14). Moreover, the antenna array
gain in MIMO systems is generally larger than log10NT dB (Antonia 2004) as can be
observed in Fig. 2.4. Note that an interesting discussion about the trade-off between
the diversity and array gains for correlated MIMO channels can be found in Yildirim
et al. (2010), wherein the authors pointed out that the array gain increases while
the diversity gain degrades with increased correlation of the MIMO channels, and
hence the practical communication system should be designed to adaptively achieve
a beneficial balance between the array and diversity gains.

2.3.4 MIMO-OFDM Technology

In essence, the OFDM technology converts a frequency-selective channel resulted
from the multipath environment into per-subcarrier flat-fading sub-channels. Hence,
OFDM transmission can overcome the undesirable multipath fading and support
high-rate broadband wireless communication in practical scenarios. Considering
that subcarrier is the basic element in OFDM, we can conclude that OFDM is a
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narrowband technology, which is able to exploit the channel-selective gains for more
effective communication by means of radio resource scheduling and link adaptation
(LA). On the other hand, the MIMO technology is also a narrowband technology,
which takes advantage of the channel selectivity in space domain as well as in
frequency domain to boost the spectral efficiency.

Therefore, the OFDM and MIMO technologies can be naturally combined to
form a MIMO-OFDM technology, which performs opportunistic communication on
frequency-space channels with high SINR gain for the scheduled UE. Together with
the UE selection and OFDMA process, the MIMO-OFDM technology can make
the best of every single frequency subcarrier resource to achieve a large overall
throughput. Due to its superior performance, the MIMO-OFDM technology has
become one of the core parts of the fourth generation of wireless communication
networks (Sesia et al. 2009; 3GPP 2010a).

2.4 Relay Technology

2.4.1 Relaying Protocols

Currently, the bottleneck of the wireless communication development is still the
scarcity of frequency spectrums. In particular, the low-frequency spectrums with
wide coverage are hard to come by. In October of 2007, the World Radio-
communication Conference (WRC07) was held in Geneva, Swiss. During the
conference, International Telecommunication Union (ITU) specified four new
frequency spectrums for 3G and 4G systems, which were 3.4G�3.6 GHz (200 MHz
bandwidth), 2.3G�2.4 GHz (100 MHz bandwidth), 698 M�806 MHz (108 MHz
bandwidth), and 450 M�470 MHz (20 MHz bandwidth), which are illustrated in
Fig. 2.6.

As can be seen from Fig. 2.6, most working spectrums are beyond 2 GHz, which
are able to accommodate high data rate transmissions in the 4G system, for example,
the LTE-A network. However, it is well known that the signal attenuation of an
electromagnetic wave with higher frequency tends to be more severe. Therefore,
the coverage radius of a future BS operating on high-frequency spectrums will be
significantly smaller than that of the BS at present. Moreover, the coverage of high
data rate transmissions will be even smaller since more bits require more received

1GHz 2GHz 3GHz 4GHz 5GHz0 Frequency

Fig. 2.6 New working spectrums of 3G/4G systems recommended by ITU in 2007
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power for successful decoding if we assume that the target per-bit received power is
kept the same.

In order to increase the received power at the UE side, two straightforward
approaches can be considered. The first approach calls for a great many of micro-
BSs to run the service, with each micro-BS controlling the radio resources of
one micro-cell. The UE’s received power can be largely boosted due to the
shortened distance between the UE and the BS. The second approach appeals to
the MIMO technology, which can form a strong signal beam toward the UE. The
first approach will significantly increase the operator’s capital investment in the
network infrastructure and may cause some regulatory issues. On the other hand,
the second approach is able to beam up the received power of the single-stream
transmission, while the multi-stream transmission still faces many difficulties such
as limited antenna slots installed in the handset UE, high SNR required to fuel the
capacity of the multi-stream MIMO transmission to increase linearly (Telatar 1999),
and complicated signal processing to mitigate interstream/inter-UE interference in
SU/MU MIMO (Tse and Viswanath 2005).

In order to cope with the problem, relay technologies attract continuous attention
these years, both in academic and industrial fields. The basic idea of relay is to
deploy low-cost and low-power nodes in the network, which receive and forward
the signal sent from the BS, thus extending the system coverage and achieving the
diversity gain to combat the fading channels (Pabst et al. 2004). A cellular network
deployed with relay nodes is illustrated in Fig. 2.7. As can be seen from Fig. 2.7,
a UE can also serve as a relay node, for example, UE2 helps to relay the signal
from the BS to UE4. Since there are plenty of UEs in the network, the signal can
be forwarded from multiple UEs with independent channels and the BER at the
destination will decrease significantly due to multi-UE diversity gains (Hong et al.
2007). In the following, we will briefly discuss the existing relay protocols.

We consider a basic three-node relay communication system, which is illustrated
in Fig. 2.8. For simplicity, TDD mode is assumed for the relay node, that is, the



36 2 Related Work

Source node S

Direct
channel

Backward
channel

Forward
channel

hSR

hSD

Destination node D

Relay node R

hRD

Fig. 2.8 Illustration of a
relay communication system
with three nodes

relay node receives the signal from the source node and forwards the signal to the
destination node in two separate time slots. And all of the three nodes in Fig. 2.8 are
assumed to have only one antenna. The MIMO relay system will be addressed later.

In the first time slot, the source node S transmits the signal to the relay node
R and destination node D, and the received signal at R and D can be, respectively,
expressed as

ySR D hSRx C nSR (2.33)

and

ySD D hSDx C nSD: (2.34)

In (2.33) and (2.34), x is the source data symbol constrained by

E
n
jxj2

o
� Ps; (2.35)

where j�j gives the absolute value and Ps is the maximum transmission power of S.
Besides, hSR and hSD are the coefficients of the backward channel (S to R) and the
direct channel (S to D), respectively. nSR and nSD, respectively, represent the AWGN
at R and D when receiving the signal from S.

When the relay node R receives ySR, it will perform some sort of signal
processing on it denoted as G .ySR/, where G .�/ is a general function that depends
on the corresponding relay protocol. Two widely studied relay protocols are
amplify-and-forward (AF) relaying (Laneman et al. 2004) and decode-and-forward
(DF) relaying (Laneman and Wornell 2003).

For the AF relay, the received analogue signal is simply amplified and forwarded
to the destination node D. Thus, the associated G .�/ can be described as

G .ySR/ D ˛ySR; (2.36)

where ˛ is the amplifying factor, limited by the relay transmission power constraint
expressed as

E
n
jG .ySR/j2

o
� Pr; (2.37)
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where Pr is the maximum transmission power at the relay node R. The primary
problem of the AF relaying is that the noise at R will also be amplified, which may
overwhelm the weak received signal.

When the source node S is not far from the relay node R, the DF relaying protocol
is usually employed, in which the relay detects and decodes x from ySR, and then
re-encodes the signal before the forwarding operation. If the DF relay successfully
unpacks the source data symbols, then the useful signal can be fully regenerated
without the undesirable noise amplification in the AF relaying protocol. Hence, the
G .�/ in a DF relay is given by

G .ySR/ D p
Px; (2.38)

where P is chosen to satisfy (2.37).
In the second time slot, the relay node R forwards G .ySR/ to the destination node

D. The received signal at D can be written as

yRD D hRD � g.ySR/C nRD; (2.39)

where hRD is the coefficient of the forward channel (R to D) and nRD is the
noise at D.

Suppose that the two time slots of the TDD relay transmission are of the same
period and the noise power �2n D 1. Then, for the AF relaying, ˛ can be obtained
according to (2.40) if the maximum powers in (2.35) and (2.37) are granted.

˛ D
s

Pr

jhSRj2Ps C 1
: (2.40)

The capacity of an AF relay system can be presented by Laneman et al. (2004)

CAF D 1

2
log2

 

1C PsjhSDj2 C PsPrjhSRj2jhRDj2
PsjhSRj2 C PrjhRDj2 C 1

!

; (2.41)

where the factor 1/2 is a penalty on the TDD relay protocol occupying two time
slots to complete one end-to-end transmission.

Besides, the capacity of a DF relay system can be expressed as (Laneman et al.
2004; Laneman and Wornell 2003)

CDF D 1

2
min

n
log2


1C PsjhSRj2

�
; log2


1C PsjhSDj2 C PrjhRDj2

�o
; (2.42)

which shows that the end-to-end capacity is dominated by the minimum value of
the capacities associated with two distinct paths, that is, the direct path from S to D
and the relaying path from S to R then to D.
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Fig. 2.9 Illustration of a MIMO relay system with one source, one relay, and one destination

In addition to the AF and DF protocols, the relay node can also perform various
coding schemes on ySR before forwarding the packet to the destination node. Some
practical coding schemes include convolutional channel coding (Stefanov and Erkip
2004) and distributed space-time coding (Jing and Hassibi 2006).

It should be noted that although the introduction of relay nodes can improve the
system coverage, it doesn’t promise to decrease the interference in the network.
On the contrary, the more relay nodes in the network, the more interference may
be observed by UEs. Therefore, stringent transmission power constraints on relay
nodes are essential to make the system work properly.

2.4.2 One-Way MIMO Relay Technology

The combination of MIMO and relay technologies is often referred to as the
MIMO relay technology, where multiple antennas are mounted on the source,
relay, and destination nodes in order to achieve both multiplexing and diversity
gains. A MIMO relay system with one source, one relay, and one destination is
illustrated in Fig. 2.9, where the source node S, relay node R, and destination
node D are equipped with Ns, Nr, and Nd antennas, respectively. Compared with
the single-antenna three-node model plotted in Fig. 2.8, the MIMO relay model
shown in Fig. 2.9 consists of two hops of MIMO transmission, in which the two-hop
interstream interference problem should be carefully studied. Besides, the relaying
protocols discussed in Sect. 2.4.1 can be naturally applied for this upgraded relay
model. It should be noted that in an AF MIMO relay network, the processing
function G .�/ at the relay node is more than just a power amplification shown in
(2.40). Instead, a compound processing matrix containing receive filter, power-
loading factors, and transmit precoder should be designed for the MIMO relay
node R.

Let us also consider a TDD AF relaying, that is, transmissions take place in two
separate time slots. During the first time slot, the source node S transmits to the
relay node R and the received signal can be expressed as

yr D H1x C n1; (2.43)
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where H1 2 CNr�Ns denotes the backward channel matrix. x is the source-data
signal vector, the elements of which are chosen independently from the same
constellation and satisfy E

˚
xxH

� D �2x INs . n1 is a zero-mean circularly symmetric
complex Gaussian (ZMCSCG) noise vector with E

˚
n1nH

1

� D �21 INr , and it is
statistically independent of x. During the second time slot, the relay node forwards
the received signal to the destination node D after multiplying a matrix Q to yr, and
the signal arriving at D is written as

yd D H2Qyr C n2

D H2QH1x C H2Qn1 C n2

D Hx C n; (2.44)

where Q is the linear compound processing matrix at the MIMO relay node R.
H2 2 CNd�Nr stands for the forward channel matrix, and n2 is a ZMCSCG noise
vector at the destination node D with E

˚
n2nH

2

� D �22 INd . Besides, we denote
H D H2QH1 2 CNd�Ns as the effective MIMO relay channel, and n D H2Qn1Cn2
represents the equivalent noise vector. Considering the power constraint at the relay
node R, Q should satisfy

tr
˚
Q
�
�2xH1HH

1 C �21 INr

�
QH
� � Pr; (2.45)

where Pr is the maximum transmit power at R.
First, we discuss the capacity-maximization strategy for the considered AF

MIMO relay system. According to (2.10), the capacity of (2.44) can be expressed as

C .Q/ D 1

2
log2 det

�
INs C �2xHHR�1

n H
�
; (2.46)

where Rn D �21H2QQHHH
2 C �22 INd and similar to (2.41) the scalar 1/2 is a

penalty on the capacity of the TDD relaying transmission. Through Eigen-Value
Decomposition (EVD) operations, we can get

H1HH
1 D U1ƒ

2
1U

H
1 (2.47)

and

HH
2 H2 D V2ƒ

2
2V

H
2 ; (2.48)

where ƒ1 D diag f�1;1; �1;2; : : : ; �1;Ns g and ƒ2 D diag f�2;1; �2;2; : : : ; �2;Nd g are
diagonal matrices whose diagonal elements are the square roots of eigenvalues of
H1HH

1 and HH
2 H2 arranged in a descending order. The optimal Q that maximizes

C .Q/ can be derived as (Medina et al. 2007; Tang and Hua 2007)

Qopt D V2ˆUH
1 ; (2.49)
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where ˆ D diag f'1; '2; : : : ; 'Nsg is a Ns � Ns diagonal matrix and 'i s, where
i 2 f1; 2; : : : ; Nsg are given by

j'i j2 D �22

�21
�
�2x�

2
1;i C �21

�

2

6
4

vu
u
t!

�2x�
2
1;i

�22;i
C
 
�2x�

2
1;i

2�22;i

!2
� �2x�

2
1;i

2�22;i
� �21
�22;i

3

7
5

C

;

(2.50)

where the parameter ! should be chosen that the following power constraint
formulated from (2.45) is met with equality:

NsX

iD1

�
�2x�

2
1;i C �21

� j'i j2 � Pr: (2.51)

Next, we discuss the sum MSE minimization strategy. To reduce the implemen-
tation complexity, we suppose that a linear decoder W is applied at D for signal
detection, that is, the estimated data vector becomes

Qx D WHx C Wn: (2.52)

For a given Q, the optimal receiver filter to minimize the sum MSE is the Wiener
filter (Tse and Viswanath 2005) expressed as

OW D �2xHH��2xHHH C Rn
��1
: (2.53)

Then the sum MSE on condition of Q can be written as

J .Q/ D �2x t r
n�
�2xHHR�1

n H C INs

��1o
: (2.54)

The optimal Q that minimizes J(Q) takes the same form as in (2.49) and 'i s are
obtained from (Guan and Luo 2008)

j'i j2 D 1
�
�2x�

2
1;i C �21

�
�22;i

0

@

vu
ut �22 �

2
x�

2
1;i�

2
2;i

	
�
�2x�

2
1;i C �21

� � �22

1

A

C

; (2.55)

where the parameter 	 should be chosen that the power constraint in (2.45) is met
with equality.

It should be noted that if there exists direct link between S and D, the optimal
transceiver strategies in the AF MIMO relay system are more complicated. The opti-
mal precoding schemes targeted for capacity-maximization and MSE minimization
can be found in Munoz et al. (2007) and Rong and Gao (2009), respectively.
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2.4.3 Two-Way MIMO Relay Technology

In a two-way relay system, two UEs communicate with each other via the help
of a relay node. An illustration of a two-way MIMO relay system is presented
in Fig. 2.10, wherein two UEs and one relay node are denoted as S1, S2, and R,
respectively. Each UE is equipped with Ns antennas and the relay has Nr antennas.

For the two-way MIMO relay system, we can apply the DF relaying protocol
(Laneman and Wornell 2003), which breaks the two-way relaying process into an
uplink UE-to-relay MU MIMO transmission phase and a downlink relay-to-UE MU
MIMO broadcast phase. The AF relaying protocol (Laneman et al. 2004) can also
be employed in the two-way MIMO relay node R, which is usually referred to as
the analogue network coding (ANC) (Katti et al. 2007). With the ANC and TDD
relaying protocol, two UEs concurrently transmit information to the relay in a first
phase, and then the relay amplifies and forwards the superimposed signal to both
UEs in a second phase.

During the first phase, S1 and S2, respectively, transmit data vector x1 2 CNs�1
and x2 2 CNs�1 to R with E

˚
xixH

i

� D �2xINs , 8i D 1; 2. The received signal at the
relay node R can be expressed as

yr D H1x1 C H2x2 C nr; (2.56)

where Hi 2 CNr�Ns , 8i D 1; 2, denotes the backward channel from Si to R. Besides,
nr represents a ZMCSCG noise vector at R with E

˚
nrnH

r

� D �2r INr . During the
second phase, the relay node R multiplies yr with a processing matrix Q and then
broadcasts Qyr to both UEs. We assume that the relay node R is subject to a power
constraint given by

tr
˚
Q
�
�2xH1HH

1 C �2xH2HH
2 C �2r INr

�
QH
� � Pr; (2.57)

where Pr is the maximum transmit power at R.
Considering the channel reciprocity in TDD systems, the observed signal at Si

can be written as

yi D HH
i QHNixNi C HH

i QHixi C HH
i Qnr C ni; (2.58)
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where Ni D 1 if i D 2 and Ni D 2 if i D 1, and HH
i denotes the forward channel matrix

from R to Si in the considered TDD system. ni 2 C
Ns�1 is a ZMCSCG noise vector

at Si with E
˚
ninH

i

� D �2i INs . Assuming HH
i QHi is perfectly known to Si through

training by reference signals, then Si can completely remove the self-interference
term HH

i QHixi and get

Oyi D HH
i QHNixNi C HH

i Qnr C ni

D Hi;eqxNi C ni;eq; (2.59)

where Hi;eq D HH
i QHNi and ni;eq D HH

i Qnr C ni . According to Tse and Viswanath
(2005), the maximum rate for Si is given by

Ri D 1

2
log2 det


INs C PsHi;eqHH

i;eqˆ
�1
i

�
; (2.60)

where ˆi D E
n
ni;eqnH

i;eq

o
D �2r HH

i Q
�
HH
i Q
�H C �2i INs and the pre-log factor

is resulted from half duplex relaying. From (2.60), the sum rate for the two-way
MIMO relay system can be simply written as R1 C R2. Note that the optimal
transceiver strategy to maximize the sum rate of a two-way MIMO relay system
is generally more difficult to derive than that of the one-way one.

Similar to that in the one-way MIMO relay system, the relay node R in Fig. 2.10
can also perform some kind of coding on yr before the broadcasting phase. In
general, the coding scheme at R acts as a mapping function from the received
signal yr to the broadcasting message yb, which belongs to a new technology called
physical network coding (Koike et al. 2009).

2.5 Multiuser MIMO Technology

2.5.1 System Model

The studies on downlink and uplink multiuser (MU) MIMO technologies are,
respectively, based on the broadcast channel (BC) and multiple access channel
(MAC) models (Cover and Thomas 1991; Dighe et al. 2003) as illustrated in
Figs. 2.11 and 2.12, respectively. Here, we suppose that one BS provides commu-
nication service to K UEs. The BS-to-UE transmission is defined as the downlink
communication shown by the BC model, while the UE-to-BS transmission as the
uplink communication given by the MAC model. In addition, let the numbers of
antennas at BS and UE be M and N, respectively. Moreover, we denote Hi 2 CN�M
and HH

i 2 CM�N , respectively, as the BS-to-UE and UE-to-BS channel matrices for
UE i considering the channel reciprocity between the BS and UE.
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2.5.2 MU MAC Model

First, we consider the MU MAC model illustrated by Fig. 2.12. The received signal
vector v at the BS can be described as

v D HH
1 u1 C � � � C HH

KuK C w D HH

2

6
4

u1
:::

uK

3

7
5C w; (2.61)
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where ui is the transmitted signal of UE i, w is a ZMCSCG noise vector with
E
˚
wwH

� D IM , and H is denoted as H D 	
HH
1 ; : : : ;H

H
K


H
. In addition, each UE is

power constrained by

tr fQig � Pi ; (2.62)

where Qi D E
˚
uiuH

i

�
and Pi is the maximum transmit power of UE i. For a fixed

group of covariance matrices .Q1; : : : ;QK/, the capacity region of the MU MAC
can be expressed as (Cover and Thomas 1991)

X

i2S
Ri � log2

 

det

 

IM C
X

i2S
HH
i QiHi

!!

;8S � f1; : : : ; Kg : (2.63)

As an example, we set K D 2 and examine (2.63) in more details. For a certain
pair of covariance matrices .Q1;Q2/, (2.63) can be rewritten as

R1 � log2
�
det
�
IM C HH

1 Q1H1

��
; (2.64)

R2 � log2
�
det
�
IM C HH

2 Q2H2

��
; (2.65)

R1 CR2 � log2
�
det

�
IM C HH

1 Q1H1 C HH
2 Q2H2

��

D log2

�
det

�
IM C HH

�
Q1

Q2

�
H
��

: (2.66)

Among them, (2.64) corresponds to the capacity-achieving scheme for UE1, that
is, decoding the signal of UE1 after the interference from UE2 has been completely
removed by a SIC receiver. In a similar way, (2.65) describes the capacity upper limit
for UE2. The capacity of UE1 and UE2 in full cooperation but with block diagonal
transmit covariance matrices is bounded by (2.66). Combining (2.64), (2.65), and
(2.66), we can obtain a pentagon-shaped MAC capacity region for fixed .Q1;Q2/ as
illustrated in Fig. 2.13.

Take different .Q1;Q2/ and we can get a cluster of pentagon-shaped regions from
(2.64), (2.65), and (2.66), the union of which gives the capacity region of MAC if
we consider a sum power constraint for the two UEs, that is,

tr fQ1g C tr fQ2g � P; (2.67)

where P is the maximum sum power of UE1 and UE2. It should be noted that the
strategy to achieve the capacity of full UE cooperation is the TDM-based MMSE-
SIC nonlinear receiver (Tse and Viswanath 2005), that is, the time slot is divided into
two parts, in the first and second parts of which the BS employs the SIC receiver in
favor of UE1 and UE2, respectively.

From (2.63) and the extension of the sum power constraint (2.67) to the case of
more than two UEs, that is,
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Fig. 2.13 Capacity region for a two-UE MAC model when Q1 and Q2 are fixed

KX

iD1
tr fQig � P; (2.68)

we can get the rate tuple union as the MAC capacity region formulated as

R
sum-power
MAC .H; P /

D
[

Qi

8
<

:
.R1; : : : ; RK/

ˇ
ˇ
ˇ̌
ˇ
ˇ

X

i2S;8S�f1;:::;Kg
Ri � log2

 

det

 

IM C
X

i2S
HH
i QiHi

!!9=

;
:

(2.69)

2.5.3 MU BC Model

Next, we investigate the MU BC model illustrated by Fig. 2.11. The received signal
yi at UE i can be expressed as

yi D Hixi C ni ; (2.70)

where xi is the signal sent from the BS to UE i and ni is the ZMCSCG noise vector
at UE i with E

˚
ninH

i

� D IN .
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When the UEs are equipped a single antenna, the capacity region of the MISO
BC was presented in Caire and Shamai (2003) and Caire (2006). However, when
multi-antenna UEs are involved, the BC capacity region is much more difficult to
identify. In Yu and Cioffi (2004), the authors proposed that the capacity region of the
MIMO BC can be obtained by the DPC technique. Suppose that UEs are encoded
in an order represented by �.�/, that is, UE �.i/ will be the i-th UE to be encoded.
Then the achievable rate of UE �.i/ can be written as (Yu and Cioffi 2004)

R
�
�.i/;Q�.j /

� D log2

0

BB
B
B
@

det

 

IN C H�.i/

 
P

j�i
Q�.j /

!

HH
�.i/

!

det

 

IN C H�.i/

 
P

j>i

Q�.j /

!

HH
�.i/

!

1

CC
C
C
A
; .i D 1; : : : ; K/;

(2.71)

where Q�.j / D E
n
x�.j /xH

�.j /

o
is the transmit covariance matrix of UE �.j /. And

Q�.j / should satisfy the sum power constraint at BS shown as

tr

8
<

:

KX

jD1
Q�.j /

9
=

;
D tr fQxg

� P; (2.72)

where Qx D diag
˚
Q�.1/;Q�.2/; : : : ;Q�.K/

�
and P is the maximum transmit power

at BS. Then the capacity region of MIMO BC by DPC should be the union of
achievable rate tuples on condition of all possible �.�/ and Qx (Weingarten et al.
2004), which can be formulated as

R
sum-power
BC, DPC .H; P / D

[

�.�/;Qx

˚�
R
�
�.1/;Q�.j /

�
; : : : ; R

�
�.K/;Q�.j /

���
; (2.73)

where R
�
�.i/;Q�.j /

�
is computed using (2.71).

2.5.4 Duality of the MAC and BC Capacity Regions

An interesting question is about the relation between R
sum-power
MAC .H; P / and

R
sum-power
BC, DPC .H; P /. In Vishwanath et al. (2003) and Viswanath and Tse (2003), the

authors proved the equivalence of these two capacity regions. Thus, the duality
between the MAC and BC capacity regions was established as illustrated by
Fig. 2.14 for a two-UE model.
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Fig. 2.14 Duality of the MAC and BC capacity regions for a two-UE model

As an example, we conduct a numerical simulation for the case when
M D 4, N D 2, K D 2, and P D 10. In the simulation, the coefficients of HH

1 and
HH
2 are randomly generated according to the Rayleigh fading model (Proakis 2001)

shown as

HH
1 D

2

6
6
4

0:1048� 0:4416i 1:1699C 0:0070i
0:1036C 0:9046i 0:4720� 0:8422i
0:6977� 0:1094i 0:1132C 0:4511i

�0:4358� 0:3217i 0:3305� 1:2169i

3

7
7
5 (2.74)

and

HH
2 D

2

6
6
4

0:7817� 0:0276i �0:3694C 0:3533i
0:7931� 0:4793i �1:3169C 0:0316i
0:3617C 0:4353i 0:5655� 0:0469i
0:1579C 0:9729i �0:4112� 0:7454i

3

7
7
5 : (2.75)

The simulated capacity regions of MAC and BC are plotted in Fig. 2.15, which
serves as a concrete embodiment of the duality relation between Rsum-power

MAC .H; P /
and Rsum-power

BC, DPC .H; P /.
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Fig. 2.15 Example of the duality of the MAC and BC capacity regions for a two-UE model

2.5.5 MU MIMO Schemes in Practical Systems

From the analysis in Sects. 2.5.2 and 2.5.3, it can be concluded that the capacity-
achieving strategies in MU MIMO systems generally demand nonlinear signal
processing such as the SIC receiver or DPC operation at the transmitter. The
implementation of SIC receiver is relatively easy since the BS is usually equipped
with devices of high signal processing capabilities. However, the employment
of DPC in practical systems is quite another story, partly due to the very high
complexity of UE-wise and symbol-wise encoding process, partly because of the
requirement of perfect or nearly perfect CSI in DPC. Although some suboptimal
DPC schemes were proposed in Caire and Shamai (2003), the DPC technique is still
far from practical uses. This has motivated the research in low-complexity-oriented
linear precoding schemes (Mai and Paulraj 2007), for example, zero-forcing
beamforming (ZF-BF) for single-antenna UEs (Yoo and Goldsmith 2006) and block
diagonalization (BD) precoding for multi-antenna UEs (Spencer et al. 2004). The
basic idea of ZF-BF and BD precoding is to transmit each UE’s signal in the null
space spanned by other UE channel vectors/matrices so that inter-UE interference
can be completely mitigated. It was proved in Yoo and Goldsmith (2006) that
the ZF-BF can achieve asymptotically optimal performance compared with the
DPC scheme at high SNR when full CSI is available at the BS. Besides, a joint
optimization of linear precoding matrix and linear receive filter was proposed in
Pan et al. (2004), wherein the transceiver functions of each multi-antenna UE are
iteratively computed based on the BD principle. Moreover, when the UE number is
large, the capacity of the MU BC system also grows with the UE number according
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to a double logarithm scaling law due to the multi-UE diversity gain provided by UE
scheduling (Sharif and Hassibi 2007). Furthermore, the BD precoding scheme was
proposed to be used in a multicell scenario in Shim et al. (2008) to simultaneously
suppress inter-UE and intercell interference. Although the interference power is
minimized in the ZF-BF or BD precoding scheme, it doesn’t necessarily maximize
the signal power at the same time. On the contrary, the useful signal usually suffers
from considerable power loss due to forced signal steering away from the subspace
spanned by other UE channel vectors/matrices. Therefore, an alternative signal-to-
leakage-plus-noise ratio (SLNR) approach was proposed in Sadek et al. (2007),
which suggested maximizing the ratio of the signal power over the interference
leakage power plus the noise power. In the SLNR precoding scheme, each UE
precoder can be derived without the knowledge of other UE transmission processing
information so that iterative algorithms are generally not necessary.

2.6 CSI Feedback Technology

The term “CSI feedback” refers to a process, in which a UE reports its CSI to a
BS so that the BS can perform adaptive transmission and appropriate radio resource
management (RRM) operations. There are primarily three CSI feedback approaches
in the literature (3GPP 2010a, b; Love et al. 2008; Ericsson 2009; Texas 2009).

1. Direct CSI feedback: The UE quantizes all elements in a channel matrix and
feeds back the quantized real part and imaginary part of the elements to the BS
(Ericsson 2009). Alternatively, the UE can analogously modulate all elements
in the channel matrix and sends them back to the BS. Also, the UE can apply
the vector quantization technique (Santipach and Honig 2004) on the channel
matrix column by column and feeds back the indices of the vector indices to the
BS. Thus, the BS can reconstruct a relatively accurate channel matrix from the
quantized CSI fed back from the UE.

2. Statistical CSI feedback: The UE extracts some form of statistical information,
for example, covariance matrix, from a MIMO channel, quantizes the statistical
CSI and then feeds it back to the BS. Thus, the BS can obtain the statistical CSI
and optimize the transmission strategy based on this coarse CSI.

3. Feedback of transmission recommendations based on codebook searching (3GPP
2010b, 2011a): A finite set of transmission recommendations is predefined by a
codebook which is stored in both the UE and the BS. Commonly used codebook
includes contents such as channel rank indicator (RI) and/or precoding matrix
indicator (PMI) and/or channel quality indicator (CQI). As have been explained
in Sect. 1.4, RI indicates the number of parallel sub-channels for single-stream
or multi-stream transmissions, PMI carries the spatial domain transmission
information, and CQI measures the channel quality in terms of achievable
paylaod size. Upon detection of a channel matrix, the UE searches in the
codebook for an optimal transmission strategy and feeds back the corresponding
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Fig. 2.16 Illustration of limited-bit feedback of transmission recommendation for MIMO systems

content indices to the BS. Then, the BS can simply follow the transmission
recommendation given by the UE or translate the reported information into new
forms of CSI for alternative implementations.

Among the above three approaches, the direct CSI feedback scheme can deliver
the best performance, but it is difficult to be applied for practical systems due to
its very high feedback overhead (Ericsson 2009). Moreover, in the multi-antenna
multi-BS cooperative communication system, the overhead associated with the
direct CSI feedback grows in proportion to the increased number of BSs and thus
it will become even more impractical to employ. The feedback of transmission
recommendations based on codebook search, also known as implicit CSI feedback,
has the lowest feedback overhead, but with an unsatisfactory performance since
it cannot accurately describe the channel matrix so that the transmitter is unable
to make full use of the MIMO channel by finely tuning the transmission strategy.
However, this scheme is extremely easy to implement and can typically quantize
the CSI within a few bits. Hence, it has been widely applied in practical FDD
systems (3GPP 2010b, 2011a). The statistical CSI feedback scheme, on the other
hand, can achieve a good trade-off between the performance and overhead in some
specific antenna configurations. For example, when the uniform linear array (ULA)
is employed at BS and UE, the corresponding channel matrix can be decomposed in
angular domain (Tse and Viswanath 2005) and exhibits evident statistical CSI.

Currently, in LTE and LTE-A systems, the feedback of transmission recommen-
dations based on codebook search as illustrated in Fig. 2.16 has been employed
for downlink transmissions. To be more specific, in LTE/LTE-A networks, there
are two CSI feedback channels, that is, physical uplink control channel (PUCCH)
and physical uplink shared channel (PUSCH). In general, the PUCCH is configured
for the transmission of periodic and basic transmission recommendations with low
payload, while the PUSCH is used for the report of burst, extended CSI with high
payload. For CSI feedback on PUCCH, the CSI contents, for example, RI, PMI, and
CQI, are transmitted in different subframes. For that on PUSCH, on the other hand,
self-contained transmission recommendations are fed back within one subframe to
keep the completeness of a CSI report.
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In recent years, some active topics of the single-cell limited-bit CSI feedback in
academic researches (Love et al. 2008) include contents of limited-bit CSI (Thoen
et al. 2001; Love and Heath 2003; Zheng et al. 2007), codebook design for the
precoding operation (Lau et al. 2004; Kim et al. 2007; Clerckx et al. 2008; Abe and
Bauch 2007), allocation of feedback bits among multiple UEs (Taesang et al. 2007;
Jindal 2006), and RRM operations based on reported CSI (Sun and Honig 2003a,
b; Yao and Giannakis 2005; Sampei and Harada 2007), etc. Most of these results
are derived for the case of single-antenna UEs due to its analytical tractability.
In Taesang et al. (2007) and Jindal (2006), the authors investigated the impact of
vector-channel quantization error on system throughput. It was found that when ZF
precoding is operated for multiple single-antenna UEs, the number of CSI feedback
bits should grow proportionally with the product of UE’s SNR in dB and the number
of BS antennas so as to achieve the full multiplexing gain of the MU MISO system.
The above conclusion was extended to a multi-antenna multi-UE scenario with a
modified definition of quantization error for channel matrices in Ravindran and
Jindal (2008). Moreover, the authors Moon et al. (2010) analyzed the impact of
channel matrix quantization errors on system throughput in multi-antenna multi-UE
cases. Recently, in Zhang et al. (2009a, 2011), the authors further considered the
CSI delay issue and investigated how the CSI feedback delay and quantization error
jointly affect the performance of system throughput.

When multiple cooperative BSs are involved, the limited CSI feedback bits
should be smartly divided among the BSs so that multicell CSI is collected
effectively in the sense that the performance of the cooperative communication is
optimized (Bhagavatula and Heath 2011a, b). Generally speaking, there are two
main factors that determine the allocation of CSI feedback bits among multiple
BSs, that is, channel quality and feedback delay. In Bhagavatula and Heath (2011a),
the authors proposed that if the total number of CSI feedback bits is fixed, then in
general more bits should be used to quantize the channels with higher gains when
coordinated beamforming (CB) is operated. Further discussions on joint assessment
of channel gain and feedback delay for this bit-allocation problem can be found
in Bhagavatula and Heath (2011b). For multi-BS joint transmission (JT) systems,
similar conclusion can be found in Kim et al. (2012) and Xu et al. (2008) that a
channel with higher SNR deserves more quantization bits for its CSI feedback. In
addition, the authors Wu et al. (2011) investigated the quantization and feedback
of inter-BS relative phase information, which can facilitate coherent combining of
signals sent from multiple BSs in JT operations.

2.7 Survey of Multipoint Cooperative Communication
Technologies

In a multipoint cooperative communication network, each transmit/receive point no
longer separately conducts its signal processing operations. Instead, multiple nodes
will jointly or cooperatively perform the signal transmission and/or reception. Here,
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the term “point” may refer to a BS, relay, UE, or just an antenna. It should be
noted that the importance of the multipoint cooperative communication technology
is more pronounced in MIMO systems since the interference problem is much
more severe in MIMO networks than in single-input single-output (SISO) networks
(Catreux et al. 2000; Blum 2003). In a multipoint SISO system, the interference
can be considered as isotropic signals, while in a MIMO multipoint scenario, the
interference becomes unpredictable in spatial domain because of multi-antenna
beamforming or precoding performed by neighbor points.

From a general perspective of cooperative communication, a variety of re-
searches in wireless communication contributes to its prosperity in the last decade.
Some related topics include MIMO relay system, network MIMO technologies,
opportunistic beamforming, radio resource reuse schemes, multicell joint schedul-
ing/power control schemes, soft/more softer hand-off technique, interference align-
ment schemes, femtocell-related technologies, and spatial domain coordinated
beamforming, etc. Although these topics may seem lack of commonality, they
actually belong to the same family of multipoint cooperative communication
technology.

A general framework of cooperative communication has been addressed in
Gesbert et al. (2010) to provide us a large technical picture, in which existing
cooperative communication schemes are classified into four categories based on
whether data sharing is conducted and whether CSI sharing is available. In this
book, we propose that a third factor should be considered in the classification of co-
operative communication schemes, which is whether time-frequency synchronized
transmission or reception (TFSTR) is operated. Our motivations to introduce the
third factor are twofold:

1. Resource reuse schemes, as well as selection and muting of transmission point
(TP), for example, BS, relay, or antenna(s), are widely used in practical systems.
They are clearly characterized by non-TFSTR features and hence should be
treated separately.

2. In the non-TFSTR-based cooperative communication schemes, a traditional
philosophy of interference avoidance or coordination is often adopted. However,
recent development both in academic communities and in industrial standardiza-
tion activities has evolved out a paradigm-shifting philosophy based on TFSTR,
which is to exploit the interference, instead of staying away from it. Therefore,
it is helpful to distinguish the conventional cooperative communication schemes
from the modern ones from the TFSTR aspect.

Our views on the classification of multipoint cooperative communication tech-
nologies are summarized in Table 2.1. The schemes in the 3rd, 4th, 5th and, 6th
categories are generally based on traditional approaches to deal with the interference
issue, while those in the 7th and 8th categories are developed in the most recent
years, which are more sophisticated than the conventional schemes.
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Table 2.1 Classification of multipoint cooperative communication technologies

Without data sharing With data sharing

With TFSTR and without CSI sharing The 1st category The 2nd category
Without TFSTR and without CSI sharing The 3rd category The 4th category
Without TFSTR and with CSI sharing The 5th category The 6th category
With TFSTR and with CSI sharing The 7th category The 8th category
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Fig. 2.17 Illustration of a single-cell processing scheme

2.7.1 The First Category of Multipoint Cooperative
Communication

The first category of multipoint cooperative communication is characterized by
TFSTR with no data sharing and no exchange of interpoint CSI, which implies
distributed signal processing carried out in standalone transmission points. This
scenario exhibits the lowest cooperation level with very limited prior information
to facilitate the cooperative communication. Actually, scheme in this category
usually serves as a benchmark, such that other advanced multipoint cooperative
communication schemes are compared against it.

2.7.1.1 Single-Cell Processing

Single-cell processing (SCP) is a typical example of the first category of multipoint
cooperative communication technologies. An illustrative diagram of the SCP
scheme is presented in Fig. 2.17, where three UEs and their respectively associated
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BSs, each takes charge of RRM operations in one hexagonal cell, are depicted.
Signal transmission and reception in one BS are independent from those in another
BS, that is, BS1, BS2, and BS3 independently provide communication service to
UE1, UE2, and UE3, respectively. It should be noted that in Fig. 2.17 we stamp the
same framed text “t,f” onto the illustrative arrows of transmissions from BS1, BS2,
and BS3 to indicate the TFSTR feature of SCP.

In SCP, very limited cooperation can be conducted among BSs. Perhaps the
most basic form of cooperative communication is the network planning (3GPP
2008). The primary function of the network planning is to properly deploy a large
number of BSs with certain maximum transmission powers to meet the cell coverage
requirements while keeping the overall interference as low as possible. Obviously,
an SCP system is in general interference-limited since it is lack of effective methods
to tackle the inevitable interference from adjacent cells.

2.7.1.2 Opportunistic Beamforming

In the first category of multipoint cooperative communication technologies, one may
think that no cooperation scheme is worthy of noting since we don’t have much to
do without the knowledge of data and CSI, plus TFSTR implying 100% of signal
collision from multiple transmission points. Here, we’d like to show an interesting
exception in this basic category of cooperative communications.

In 1995, it was shown from information theory that at a certain time if a BS
communicates with the UE with the best channel link condition, then the mutual
information between the BS and the UE can be maximized (Knopp and Humblet
1995). Later on, in So and Cioffi (2009), Viswanath et al. (2002), Ozdemir and
Torlak (2006), and Sanayei et al. (2007), the authors proposed a novel scheme of
opportunistic beamforming (OB) in MU-MIMO systems to save the CSI feedback
overhead. The basic procedure of the OB scheme can be explained as follows
(So and Cioffi 2009). First, a BS generates several pseudorandom beamforming
vectors. Second, the BS broadcasts some reference signals (RSs) known by all
served UEs using the said beamforming vectors. Third, UE feeds back a CQI as well
as an index of a selected beam vector only if the SINR associated with the selected
beamforming exceeds a predefined threshold. Finally, for each beam vector, the UE
with the highest CQI obtains the communication opportunity. It should be noted
that UE’s CSI feedback overhead is kept very low since each UE only needs to
report a CQI together with a corresponding beam index; while the PMI feedback
is not necessary in the OB scheme. In a scenario where there are many active
UEs, it is relatively safe to assume that every randomly generated beam will be
opportunistically adopted by some UE with a good performance. It has been proved
in Ozdemir and Torlak (2006) that the capacity of the OB scheme is comparable with
that of the optimal beamforming scheme when the number of UEs in the network is
large.
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Fig. 2.18 Illustration of opportunistic beamforming in a multicell scenario

In fact, the OB scheme, originally designed for the MU-MIMO system, can
be directly applied in the multipoint cooperative communication scenarios. An
example of a multi-BS OB scheme as illustrated by Fig. 2.18, operates in a TFSTR
manner and requires no data and CSI sharing. In Fig. 2.18, three BSs broadcast
beams with indices ➀, ➁, ➂, and ➃ in four sequential times slots, respectively. From
the illustrative beam directions, when the three BSs simultaneously transmit RSs
using beam ➀, UE3 served by BS3 should experience a desirable channel condition,
which allows a good signal reception with low interference. Similarly, UE1 in BS1

and UE2 in BS2 should show their preferences on beam ➃ and ➁, respectively.
Then, the indices of the UE-selected beams should be reported to the BSs for RRM
operations. A scheme like the one illustrated by Fig. 2.18 was proposed by Huawei
company (2008a) at the LTE-A standardization conference. Similar discussions can
also be found in some academic papers (Vemula et al. 2006).

2.7.2 The Second Category of Multipoint Cooperative
Communication

The second category of multipoint cooperative communication takes a further step
than the first category by admitting data sharing in the network, leading to broadcast
operations based on the multipoint infrastructure. The shared data can be transmitted
on the same time-frequency resource throughout the network, which achieves a
power gain by noncoherent signal combining at the receiver and diversity gain from
distributed SCP transmissions.
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2.7.2.1 Single-Frequency Network Broadcasting

Single-frequency network (SFN) consists of synchronized radio transmission points
located in distributed geological positions. These transmitters send the same signal
on certain time-frequency resources to provide reliable broadcasting service to UEs.
Such technology has already been adopted by the LTE/LTE-A system as a means
to deliver the multimedia broadcast and multicast service (MBMS) to UEs (3GPP
2010b). The SFN transmission is illustrated by Fig. 2.19, where three BSs transmit
the same signal to a UE.

Compared with the conventional way of signal broadcasting from a super radio
tower, usually situated at the center of a city, the SFN transmission holds many
advantages. First, dead zones with poor SINR can be well covered by short-
range multipoint transmissions from various directions. Second, a UE’s quality
of experience (QoE) is consistent across the whole network since the UE is
able to enjoy the macro-diversity and power gain when it approaches the cell-
edge region. Third, the distributed transmissions of the cellular SFN produce less
electromagnetic radiation than the centralized transmission from one broadcasting
tower, which is usually energized by a very high power so that the broadcasting
signals can march to a far-reaching distance.

2.7.3 The Third Category of Multipoint Cooperative
Communication

Similar to the first category of communication cooperation, in the third category,
neither data sharing nor CSI exchange is granted. However, non-TFSTR operations
are considered here, leading to hard/fractional resource reuse schemes in frequency
and/or time domain. Suppose that we divide the whole time-frequency resources
into several parts and one cell is only authorized to use one part, then we may
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design that one cell’s resource part can only be reused by cells located some distance
away so that the intercell interference will significantly diminish with the radio
propagation across multiple cells.

2.7.3.1 Hard/Fractional Frequency Reuse

First proposed by the Bell labs (MacDonald 1979), the hard frequency reuse scheme
has so profound meaning for the cellular network that its impact is still lingering
today. In the early time of the cellular communication, transmit antennas were
mounted on a tall and high-power BS tower, which looked down at a very large
area and provided service to the UEs in it. However, with the continuous increase of
UEs, the capacity of the giant BS will soon appear inadequate since the BS power
cannot be unlimitedly increased and the power boosting provides no multiplexing
gain at all. Therefore, the Bell labs proposed to employ multiple low-power BSs
and exploit the signal attenuation of radio waves due to propagation loss such that
one segment of frequency spectrum used by a BS can be reused by another BS
some distance away where the signal power diminishes below the noise power level.
A coverage area managed by a lower-power BS with one segment of frequency
spectrum is named as cell. In order to achieve high multiplexing gains, the coverage
of each cell is designed to be relatively small and plenty of cells are laid on a
wide area to provide the system coverage. To sum up, the hard frequency reuse
scheme represents a paradigm-shifting methodology of deploying multiple small
BSs instead of building up a super BS, which turns out to be the core part of the
pioneering cellular networks.

A hard frequency reuse scheme is illustrated in Fig. 2.20, where three BSs adopt
different segments of the frequency spectrum, that is, f1, f2, and f3, to serve their
UEs. An improvement on the hard frequency reuse scheme is to split the whole
frequency resource into two sets, one set is applied with the hard frequency reuse
scheme and the other set is universally used by all cells, usually only assigned to
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the cell-interior UEs with low transmit powers to decrease the intercell interference.
Such scheme is called the fractional frequency reuse scheme (Huawei 2005a), which
will be discussed in more details in Chap. 4.

It should be noted that in the early practice of cellular networks, the reuse factor
F, that is, the number of the resource partition sets segments of the frequency
spectrum, is relatively large. For example, F ranges from 9 to 11 in the AMPS
network (1G system, see Sect. 1.1) and its value becomes 4�7 for the GSM system
(ETSI 1996). The larger the F is, the farther the resource reuse distance and the
lower the interference level will be, but the system capacity will suffer from a higher
loss. In Hanly and Whiting (1993), the authors proved that for a network with a reuse
factor F, its capacity decreases by a factor of F compared with an interference-free
SCP system. In the modern 3G cellular network enabled by the CDMA technology,
the reuse factor aggressively takes the value of 1, that is, universal reuse, due to
the unique capability of CDMA to suppress the intercell interference. From an
operator’s point of view, universal reuse means saving considerable investment on
the acquisition of new frequency spectrums. Therefore, universal reuse is an explicit
design goal of the 4G cellular network, for example, the LTE/LTE-A system (3GPP
2008).

2.7.3.2 Hard Time Reuse

The hard time reuse scheme works in a similar way as the hard frequency reuse
scheme except it is applied in time domain (Hanly and Whiting 1993). In Sharif
and Hassibi (2007), the performance and complexity of the hard time reuse, DPC,
and ZF receiver schemes are carefully compared. A prominent example of the hard
time reuse scheme is its recent application in the heterogeneous network involving
femtocells. A femtocell refers to a very small cell, usually only covers an apartment,
office, or meeting room (Claussen et al. 2008; Chandrasekhar et al. 2008). The BS
associated with a femtocell can provide service to a specific group of UEs, that is,
closed subscriber group (CSG) UEs, or to any UEs in its coverage.

Currently, a large portion of mobile phone traffics takes place in the indoor
environment (Fujitsu 2012), and hence the market of indoor wireless communica-
tion is of great importance to operators. In order to maintain the competitiveness
of the cellular network in the future and properly respond to the challenges
posed by alternative wireless IP technologies such as wireless local area network
(WLAN), the femtocell scheme was proposed as a means to provide better indoor
coverage with low cost and prevent macro-BSs being overwhelmed by huge indoor
traffic loads.

An illustration of a femtocell within a macro-cell is depicted in Fig. 2.21. In
Fig. 2.21, the indoor UE gains access to the cellular network from the femto-BS
without connecting to the macro-BS. Obviously, the indoor communication link
quality is much better than that of the long-distance, building-penetrating channel
between the macro-BS and the UE, leading to high QoE for the UE. However, the
interference issue is aggravated in this scenario because an outdoor UE walking into

http://dx.doi.org/10.1007/978-3-642-34949-2_4
http://dx.doi.org/10.1007/978-3-642-34949-2_1
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Fig. 2.21 Illustration of a femtocell within a macro-cell coverage

the femtocell coverage may jam the femto-BS due to its high uplink transmission
power, and a femto-BS may also interfere with an outdoor UE from a close
range.

In the LTE/LTE-A system, for simplicity, no backhaul interface exists between
the femto-BS and macro-BS (3GPP 2010b). Therefore, no data sharing and CSI
exchange is possible in the heterogeneous network illustrated by Fig. 2.21. The
primary cooperative communication scheme to deal with the interference problem is
based on a hard time reuse scheme, that is, the macro-BS periodically gives up some
uplink and downlink subframes in time domain for the femto-BSs in its coverage to
use (3GPP 2011a). It should be noted that other than femtocells, there exists another
kind of small cells, that is, picocells, which have backhaul communication links with
macro-cells (3GPP 2010b). A pico-BS can be used like a relay to provide service
in dead zones of a cell. More importantly, pico-BSs can be deployed in hot spots
such as shopping malls, train stations, and entertainment centers, where the wireless
communication traffic loads are tremendously large and cannot be accommodated
by macro-BSs with wide coverage. Actually, a pico-BS can be treated in the same
way as a macro-BS except with a relatively small transmission power. Thus, all the
eight categories of multipoint cooperative communication technologies discussed in
this section can be applied for pico-BSs.

2.7.4 The Fourth Category of Multipoint Cooperative
Communication

In this category, the cooperative communication operates in a non-TFSTR manner
with data sharing, but without any form of interpoint CSI exchange. Thus, one or
more versions of the data may arrive at the receiver to enhance the SINR of the
data. The AF relaying scheme discussed in Sect. 2.4.1 is a typical example of this
category of cooperative communication technologies. In practice, a simple AF relay
node is also called radio repeater, which usually operates in an FDD manner, that is,
the backward and forward links are separated in frequency domain.
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2.7.4.1 Radio Repeater

A radio repeater receives a weak, band-pass signal and rebroadcasts it with power
amplification, so that it allows communication between two or more nodes that are
unable to communicate directly with each other due to long distance or obstructions
(Lee et al. 2008). For an FDD radio repeater system, the backward transmission
is operated on an input frequency spectrum, where the radio repeater employs a
band-passing filter to collect the signal sent by the source node. Then the forward
transmission is shifted onto an output frequency spectrum, where the radio repeater
amplifies and retransmits the received signal to the destination node. An illustration
of a radio repeater system is presented in Fig. 2.22, wherein the downlink coverage
of the BS is effectively extended by the employment of the radio repeater. Note that
multiple radio repeaters can be deployed in the system to further boost the power of
the amplified signals and achieve some diversity gains.

In the radio repeater system, the backward transmission from the source node
has two purposes. One is to conduct data sharing with the radio repeater(s) through
air interface and the other is to perform non-TFSTR operation to provide isolation
on the transmitter and receiver of the radio repeater. In practice, isolating the radio
repeater receiver from its transmitter is achieved by setting sufficient space bewteen
the input and output frequencies. Modern radio repeater is also able to retransmit
cellular signals inside a building. It is usually equipped with an external, directional
antenna to receive the cellular signal, which is then amplified and rebroadcasted
locally, providing massively improved signal strength. Compared with a BS, the
radio repeater is a much more cost-efficient means to cover a wide region, especially
in rural areas. Besides, the deployment of radio repeaters is simple, fast, and flexible,
which can quickly remove blind spots or dead zones in the network. However,
the interference and noise levels of the network may be greatly increased with
the introduction of radio repeaters because they cannot distinguish the intercell
interference and thermal noise from the useful signal before the amplification.
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2.7.5 The Fifth Category of Multipoint Cooperative
Communication

From this category on, we will discuss about more advanced multipoint cooperative
communication technologies with the availability of interpoint CSI. In the fifth
category, the cooperative nodes cannot share data, but they have the capabilities of
CSI exchange and non-TFSTR operation. The corresponding cooperation schemes
are directly enhanced from those in the third category, which are agnostic of
any CSI. In general, with interpoint CSI and non-TFSTR, one can manage the
communication resources in a smart way that interpoint interference will be
adaptively coordinated or sometimes completely avoided.

2.7.5.1 Adaptive Frequency Reuse

The adaptive frequency reuse scheme, which is an upgraded version of the hard
frequency reuse scheme, belongs to the fifth category of cooperative communica-
tion. The basic idea is to adaptively change the share or portion of the frequency
resource used by a cell according to the intercell CSI about the incoming interfer-
ence. A typical application of this technology is the multicell scheduling scheme
(Gjendemsjoe et al. 2008; Kiani and Gesbert 2008), which carefully assesses the
network interference based on multicell joint scheduling results and comes up with
an optimized RRM decision.

In the LTE/LTE-A network, there is an adaptive frequency reuse scheme based on
an intercell high-interference indicator (HII) (Sesia et al. 2009; 3GPP 2010c). The
HII scheme, similar to the one proposed in Kiani and Gesbert (2008), is a proactive
interference coordination scheme in the uplink, which is illustrated by Fig. 2.23.
In Fig. 2.23, each BS estimates how strong its UEs may interfere with neighbor BSs
in the uplink based on UEs’ geometry information, for example, a cell-edge UE
tends to emit strong interference toward its most adjacent non-serving cell. After a
BS scheduler performs the uplink resource allocation, the BS can predict on which
frequency sub-band(s) and to which cell(s) its UEs may inject strong interference.
Such forecast information of the upcoming interference will be conveyed by the HII
signaling and sent to neighbor BSs through backhaul links. The BSs receiving the
HII signaling will apply interference countermeasures on the indicated frequency
sub-band(s), such as transmission muting (i.e., adjustment of the hard frequency
reuse pattern), urgent rescheduling an cell-interior UE to take the interference (i.e.,
performing fractional frequency reuse by means of RRM scheduling), or heavier
channel code protection, etc. It should be noted that the HII signaling can be
designed as broadcast information and sent to all neighbor BSs. However, such
kind of cell-wide crying out may alarm too many BSs to take defensive stances
and employ conservative transmission schemes, which might offset the performance
gain provided by the HII signaling. Therefore, in the LTE/LTE-A system, the HII is
designed to be a cell-specific signaling (3GPP 2010c).
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To sum up, the adaptive frequency reuse scheme is operated before the occur-
rence of uncoordinated interference thanks to the inter-point CSI exchange, which
can effectively prevent interference jamming. Thus, the cell-edge UEs can greatly
benefit from this technology. However, full adaptive frequency reuse scheme may
require complete information exchange of scheduling results, leading to a large
inter-point signaling overhead. In addition, the adaptive frequency reuse scheme is
typically effective in a multicell scenario with low or medium traffic load (Ericsson
2007) so that there are some spare frequency resources to support dynamic change
of frequency reuse patterns.

2.7.6 The Sixth Category of Multipoint Cooperative
Communication

In the sixth category, the cooperative communication is supported by data and
CSI sharing as well as non-TFSTR operations. Since the data is available at
multiple points and we also have some form of CSI indicating which point(s) may
provide good signal strength, we can smartly activate some point(s) to perform
the cooperative transmission with better performance and less power consumption
compared with the full transmission from all available points.

2.7.6.1 MIMO Relay Transmission

The MIMO relay transmissions discussed in Sects. 2.4.2 and 2.4.3 generally belongs
to this technology category. The non-TFSTR feature is justified by their two-phase
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Fig. 2.24 Illustration of a MIMO multi-relay network

relaying protocol. Besides, both data sharing and CSI exchange are conducted
between the source and relay nodes.

2.7.6.2 Relay/Antenna Selection

When multiple MIMO relays exist in the network, they can retransmit the source
signal to the UE in a coordinated manner so that the multi-antenna array gain
and diversity gain can be achieved. If all the relay antennas participate in the
relay transmission on the same time-frequency resource, advanced precoding and
power control schemes should be devised, which belong to the eighth category of
cooperative communication to be addressed later. Here, we discuss about a non-
TFSTR scheme, that is, relay/antenna selection, where only a part of relays or relay
antennas are activated during the transmission.

The system model of a MIMO multi-relay network is illustrated by Fig. 2.24,
where the source node S, the destination node D, and each relay node
Rk.k 2 f1; 2; : : : ; Kg/ are equipped with Ns, Nd, and Nr antennas, respectively.

Suppose that the transmit time interval is divided into two time slots, the first and
second time slots of which are assigned to the backward and forward transmissions,
respectively. The CSI of the backward and forward channels is measured at the relay
nodes and destination node, respectively. Then the source node obtains the CSI from
relays and performs relay/antenna selection to activate some relay antennas from a
total of KN2

r receive-transmit antenna pairs. For the unselected antenna pairs, they
can be muted to decrease the interference level in the network or they can be used
to serve other UEs.
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2.7.6.3 Cell Selection and Blanking

Similar to relay/antenna selection, BS can also be smartly turned on and off
according to the multicell CSI. In the LTE-A system, a scheme called dynamic
cell selection (DCS) has been adopted (3GPP 2011b). In the DCS scheme, the
UE data will be delivered to multiple BSs from the core network, and the UE will
periodically monitor the multicell channels and report the corresponding CSI to its
serving BS. Note that the serving BS does not necessarily mean the BS with the
largest signal strength at the UE, especially during the inter-BS handover process.
According to 3GPP (2010b), the serving BS is generally defined as the BS sending
downlink control signalings, for example, downlink scheduling grant, to the UE.
For actual data transmission on a certain time-frequency resource, the serving BS
can order a BS with the highest channel gain, probably not the serving BS itself, to
undertake the transmission task. The DCS scheme is illustrated in Fig. 2.25, where
BS2 takes over the transmission for a UE associated with BS1.

In addition to the basic DCS scheme addressed above, in Zhang et al. (2004) the
authors proposed a more advanced scheme of dynamically selecting multiple BSs
for cooperative transmission. Later in Hoydis et al. (2010), the authors discussed the
optimal number of cooperative BSs in the multicell DCS scheme.

Besides the DCS scheme, which activates some BS(s), there is also a dynamic
cell blanking (DCB) scheme (3GPP 2011b) with a functionality of deactivating
some BS(s) emitting strong interference. The DCB scheme is illustrated in Fig. 2.26,
where BS2 is activated for transmission and BS1 is deactivated to reduce its strong
interference to the UE.
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2.7.7 The Seventh Category of Multipoint Cooperative
Communication

In this technology category, TFSTR is operated without data sharing, implying that
the network is flooded with interpoint interference from all directions. The only
resource we have here to combat the interference is the interpoint CSI. Based
on the CSI knowledge, we can perform smart interference coordination so that
most communication links can dodge serious hits from dominant interferers. Some
practical schemes include soft resource reuse methods based on interpoint load
balancing, joint scheduling together with advanced power control policies, spatial
domain interference coordination using MIMO technologies to steer signal away
from interference or vice versa, and interference alignment to reserve certain signal
subspace for burying multipoint interference so that the interference can be perfectly
contained and become harmless.

2.7.7.1 Soft Frequency Reuse

A soft frequency reuse scheme is in essence an improved version of the adaptive
frequency use scheme addressed in Sect. 2.7.5.1. The enhancement of the soft
frequency reuse lies in that each frequency resource will no longer be designated
as usable or unusable in a cell. Instead, every frequency resource can be used by
all cells, but with different power levels. In a general soft frequency reuse scheme
(Caire et al. 2008), all frequency resources are divided into F parts. For one cell,
some frequency resource segments are defined as the primary resource and the other
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Fig. 2.27 Illustration of downlink power masks for different cells

segments the secondary resource. On the primary resource, the transmission power
is set to be higher than a threshold Pth1 to achieve a large throughput performance.
However, for the secondary resource, its priority is to keep the intercell interference
low. Therefore, the corresponding transmission power must not exceed another
threshold Pth2. Each cell can adjust its primary/secondary resource together with
Pth1 and Pth2 based on multicell coordinations. Hence, the equivalent reuse factor of
a soft frequency reuse scheme is always 1, while that of a fractional frequency reuse
scheme (see Sect. 2.7.3.1) or an adaptive frequency reuse scheme (see Sect. 2.7.5.1)
takes a value between 1 and F.

It should be noted that Pth1 is usually larger than Pth2, and the resulted shape of
the power thresholds across the frequency spectrum is called power mask (Caire et
al. 2008), which is illustrated in Fig. 2.27. In Fig. 2.27, we assume Cell1 and Cell2
are adjacent cells, and Cell1 transmits with high power on frequency resources f1
and f4, that is, the primary resource. In order to coordinate the intercell interference,
Cell2 smartly lower the transmission power on f1 and f4 and establish its primary
resource on f3 and f5. With the employ of power mask, both the cell-edge and
cell-interior UEs are able to access larger system bandwidth, and thus the BS can
make more efficient scheduling decisions to achieve a higher spectral efficiency.
Considering the extreme case when Pth2 D 0 (Choi and Andrews 2008), we can see
that the soft frequency reuse scheme will degenerate to the adaptive frequency reuse
scheme.

In the soft frequency reuse scheme, the main problem is how to determine
the multicell power masks in a dynamic way to achieve high performance. Some
existing works studied multicell coordinated scheduling and traffic load-balancing
schemes (Das et al. 2003; Sang et al. 2008; Jing et al. 2008). In Jing et al. (2008),
the authors proposed an interesting scheduling algorithm, where two adjacent BSs
alternately schedule cell-edge UEs and cell-interior UEs. Other works investigated
distributed BS power control (Kiani and Gesbert 2008; Kiani et al. 2007) or multicell
joint scheduling and power allocation (Tralli et al. 2004; Gesbert et al. 2007a) to
improve the overall system throughput. Among them, in Gesbert et al. (2007a) the
authors discussed the suboptimal numerical results of joint scheduling and power
allocation. It should be noted that the global optimal solution is computationally
very complex to find because the problem of multicell scheduling and power
allocation is generally non-convex and shown to be NP-hard (Luo and Zhang 2008).
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In Stolyar and Viswanathan (2008, 2009), Venturino et al. (2009), and Yu et al.
(2010), the authors devised iterative algorithms to update the scheduling table and
power control results in all BSs to achieve relatively satisfactory performances.
A relatively new approach to treat the problem is based on the noncooperative
game theory (Basar and Olsder 1999; Saad et al. 2009), which allows distributed
power optimization in each BS (Gesbert et al. 2007a; Han et al. 2007; Alpcan et al.
2006). Another new method is the price-based spectrum management proposed in
Shi et al. (2008) and Wang et al. (2008), where each BS is encouraged to try its
best to lower the transmission power because the BS has to virtually pay for the
interference it causes. It should be noted that the so-called interference price is
actually a quantized measure on the effects of the interference, the relevant factors
of which include bandwidth of the occupied spectrum, interference strength, and
fairness among UEs. Last but not least, the inter-BS synchronization issue should
be carefully looked into (Zhang et al. 2008), otherwise the soft frequency reuse
scheme will suffer from considerable performance degradation due to misalignment
of the dynamically changed power masks of multiple cells.

In the 4G system, the soft frequency reuse method plays an active role (Huawei
2005b; Wimax 2006). For example, in the LTE/LTE-A downlink system, there exists
a simple soft frequency reuse scheme based on the CSI exchange among BSs by
means of backhaul communications on a long-periodicity basis. The related CSI is
carried by the relative narrowband transmission power (RNTP) control signaling
(3GPP 2008), which is essentially a promise made by a BS to all neighbor BSs
about its sub-bandPth2 across the downlink frequency spectrum shown in Fig. 2.27.
After receiving the RNTP information, a BS can smartly manage its radio resource
to prepare itself for the upcoming interference.

Also, in the uplink of the LTE/LTE-A system, a soft frequency reuse scheme
similar to the one based on the RNTP signaling is adopted. First, a BS measures the
intensity of uplink interference on each frequency sub-band caused by UEs from
adjacent BSs. In a case when the interference exceeds a predetermined threshold,
the BS will note that an event of interference overload has occurred. Then, the BS
broadcasts an overload indicator (OI) control signaling to all BSs through backhaul
communication links (Sesia et al. 2009; 3GPP 2010c). The OI signaling explicitly
indicates whether or not overloaded interference has emerged per frequency sub-
band. A BS having received the OI will check its scheduling history and determine
whether the interference overload is caused by its UEs according to some geometry
information reported by UEs, for example, path loss to the victim cell. If an
interferer UE is identified, then its serving BS will take certain measures in order
to suppress the interference, for example, reducing the UE’s transmission power on
the frequency sub-band indicated by the OI and rescheduling another UE to use the
frequency sub-band. The soft frequency reuse scheme based on OI the OI signaling
is illustrated in Fig. 2.28.

The method of indicating an interference overload event per frequency sub-band
is simple and flexible and allows for quick response to strong interference. However,
unlike the proactive scheme based on the RNTP signaling, it is a reactive scheme,
which cannot mitigate the interference beforehand and may regulate the cell-edge
UEs too often due to their tendency to produce relatively large intercell interference.
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2.7.7.2 Spatial Domain Interference Coordination

In a spatial domain interference coordination scheme, each BS adjusts the transmis-
sion beam directions and power-loading factors for its scheduled UEs to reduce their
interference in the network based on the intercell spatial domain CSI exchanged
among BSs. This system can be generalized to a model in information theory
called interference channel (IC), that is, independent transceiver pairs with inter-
pair interference. Currently, the capacity region of the IC model is still unknown
(Gesbert et al. 2007a), even for the simplest two-user Gaussian interference channel.
Nevertheless, some good progress has been made recently. In Shang et al. (2006),
the authors deduced a lower bound of the sum capacity for the vector Gaussian
interference channel by use of the superposition code technique. Moreover, in Etkin
et al. (2008), the authors showed that a scheme splitting the transmitted information
of two UEs into a private information part to be decoded only at own receiver and a
common information part to be decoded at both receivers can achieve to within one
bps/Hz of the capacity region of the Gaussian interference channel.

Although the spatial domain interference coordination scheme cannot achieve
a performance close to the theoretical limit, it is easy to implement and useful
in practical systems. The treatment of spatial domain interference can be dated
back to the researches of optimal receiver in condition of colored interference
(Winters et al. 1994). Most recent works are devoted to the problem of finding the
optimal downlink beamforming vectors with minimum power consumption under
a set of UE SINR constraints (Dahrouj and Yu 2008). In Jorswieck et al. (2008)
and Lindblom et al. (2009), the authors proposed practical solutions based on
MF and ZF precoding schemes for the cases of instantaneous CSI and statistical
CSI. In Zakhour et al. (2009), the authors investigated a distributed downlink
beamforming scheme based on a virtual SINR, which was similar to the SLNR
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discussed in Sect. 2.5.5. Additionally, in Dahrouj and Yu (2010), the authors studied
a coordinated beamforming scheme for the multicell multi-antenna wireless system
based on the Lagrangian duality theory.

During the standardization of the LTE-A system, a dynamic spatial domain inter-
ference coordination scheme was proposed in Alcatel-Lucent (2009) as illustrated
by Fig. 2.29. In Fig. 2.29, the UE feeds back the signal beam(s) to its serving BS
denoted as BS1. Besides, the UE also reports the undesirable interference beams of
neighbor BSs, for example, BS2 and BS3. After inter-BS CSI exchanging by the
backhaul communication, BS2 and BS3 will avoid steering the signal toward the
directions indicated by the said interference beams.

In a simpler spatial domain interference coordination scheme, it doesn’t require
the instantaneous CSI from the UE. Instead, each BS semi-statically determines
and declares its beam pattern in a distributed way so that low-interference and
high-interference regions are created by chance (Huawei 2008b). This scheme is
illustrated in Fig. 2.30, wherein interference leakages from adjacent cells are coor-
dinated by tuning the beam directions or avoided using beam deactivation in some
cells, thus cell-edge UEs with the low-interference beams can take the opportunity
and enjoy communication service with high SINR. In order not to let any UE always
be overshadowed by high interference, all BSs in the network should periodically
alter the beam patterns and broadcast the changes through backhaul links.

2.7.7.3 Interference Alignment

The basic idea of the interference alignment (IA) technology is to sacrifice a certain
signal subspace to contain the multipoint interference so that the other signal
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subspaces are free from interference, thus achieving high spectral efficiency. The
said signal subspace for burying the interference can be constructed in time and/or
frequency and/or spatial domains. In Cadambe and Jafar (2008), the authors proved
that for a network consisting of K UEs, when the IA technique is applied at the
transmitter and ZF detection is used at each UE, the multiplexing gain of each UE
can be as high as K/2. In other words, no matter how large the network size is, the
IA technology promises that half the degrees of freedom in the system can be used
for transmission without interference. Besides, in Gomadam et al. (2008), Peters
and Health (2009), and Yu et al. (2009), the authors studied the feasibility of the
IA technology in arbitrary setups of multi-UE and multi-antenna communications.
At the LTE-A standardization meeting, a spatial domain IA scheme was proposed in
Alcatel-Lucent (2009), as illustrated by Fig. 2.31. In Fig. 2.31, the UE not only feeds
back the CSI of its signal space but also recommends the beamforming directions of
BS2 and BS3 so that the interference from these two BSs can be aligned and buried
in the UE’s null space.

2.7.8 The Eighth Category of Multipoint Cooperative
Communication

The highest level of multipoint cooperation will be discussed in this subsection,
that is, cooperative communication based on TFSTR with data and CSI sharing.
Schemes in this category generally require joint control of multiple points to form
a virtual super node so that the optimization of transmission or reception can be
performed on a high level. Perhaps the earliest application of this category of
technologies can be dated back to about 20 years ago, when the soft/more softer
handover procedure (Viterbi et al. 1994) was proposed for the CDMA system to
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allow cell-edge UEs to remain connected with multiple BSs during the handover
process. Recent development in this area includes studies on multi-BS multi-relay
networks and joint transmission (JT)/joint reception (JR) schemes, also known as
the network MIMO technology.

2.7.8.1 Soft/More Softer Handover

The soft handover (SH) technique (Viterbi et al. 1994) is designed for the
intra-frequency cell switching for mobile UEs. In the SH process, a mobile UE
is temporarily connected to both the original and target BSs, which transmit the
same downlink data to the UE and perform joint processing for the UE’s uplink
transmission. The link associated with the original BS will be terminated only
when QoS-guaranteed communication is established between the target BS and the
UE. The SH method is one of the key technologies in CDMA systems, which can
significantly improve the robustness of the mobility management (Jing et al. 2007)
performed by the mobile switch controller (MSC) entity. In Fig. 2.32, we provide an
illustration of the SH technology. As seen from Fig. 2.32, when a UE moves from
BS3 toward BS1, the MSC will track the UE’s geometry information according to
the UE’s measurement report based on the received RSs. If the qualities of links
from BS3 and BS1 to UE are comparable, BS1 will be activated to co-work with
BS3 and they will jointly provide service to the UE. Afterward, as the UE continues
its movement, BS3 will relinquish the control of the UE to BS1 if the link quality
between BS3 and the UE is below a certain threshold. For SH process in the CDMA
system, joint decoding of UE data involving multiple BSs was first discussed in
Hanly (1996), where it was proposed that multiple BSs should perform maximum
ratio combining (MRC) followed by MF detection to increase the received SNR.
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In addition, there is an enhanced version of the SH technique, that is, the
more softer handover (MSH) scheme, referring to the SH between different sectors
managed by the same BS. Both the SH and the MSH schemes are designed to
improve the continuity of the mobile communication service, which has a large
impact on UE’s experience. Other than the SH and MSH schemes, there is another
kind of handover strategy called hard handover. In the hard handover scheme, the
link between the original BS and the UE should be cut off before that between the
target BS and the UE being established. In our framework of technology survey,
the hard handover scheme belongs to the sixth category of multipoint cooperative
communication technologies. In practice, the combination of different handover
strategies may be applied. For instance, a UE located between two sectors of a
BS and at the same time near the boundary of a cell controlled by another BS
will trigger both intra-BS MSH and inter-BS SH. As another example, a UE at
the central point of an area triangulated by three BSs may invoke a rare case
of 3-BS SH.

2.7.8.2 Joint Transmission/Reception

The model of joint transmission (JT) from multiple points to multiple UEs can be
viewed as a MIMO BC with distributed transmit antennas. Similarly, the model of
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joint reception (JR) can be generalized as a MIMO MAC with distributed receive
antennas. The JT/JR technology is illustrated in Fig. 2.33, where the two-way arrows
indicate downlink and uplink communications.

As have been discussed in Sect. 2.7.8.1, the studies on JR begun with the signal
combining technique designed for the CDMA system (Hanly 1996). Regarding
the MU detection in JR, it can be performed by a centralized processing unit or
conducted in a distributed manner (Gesbert et al. 2007b; Ng et al. 2004; Aktas et al.
2008). Besides, if inter-UE cooperation is considered, larger system capacity can be
expected (Simeone et al. 2008a).

The research on JT can also be dated back to the mid-1990s of the last century.
In Wyner (1994), the author proposed BSs placed on a linear array and a hexagonal
grid as two cellular models for the theoretical analysis of JT. These two models
are generally known as the Wyner models and some variations can also be found
in the literature, for example, in Somekh et al. (2009). The Wyner model with BSs
placed on a linear array is illustrated by Fig. 2.34, in which the inter-BS interference
is assumed to be only caused by several adjacent BSs. For instance, in Fig. 2.34,
UEm receives the useful signal from BSm and the interference is generated from 2 k
adjacent BSs, that is, BSm-k to BSm-1 and BSmC1 to BSmCk. The Wyner model shown
in Fig. 2.34 presents a simplified and tractable mathematical model for investigating
practical cases, such as the highway and corridor scenarios (Venkatesan et al. 2007).
It should be noted that in the Wyner model, different path losses for UEs are usually
not considered for simplicity (Caire et al. 2008).

With the development of information theory on MIMO systems, multi-antenna
multipoint JT, also known as the network MIMO technology, draws increasing
attention in the literature (Karakayali et al. 2006). This is due to the fact that JT
can exploit the interference channels, not only offering significant MIMO array
gain but also macro-diversity gain but also improving the rank condition of the
communication channel (Zhang and Dai 2004). In Shamai and Zaidel (2001), the
authors pointed out that in the case of perfect backhaul connection among BSs, the
downlink multipoint JT model is essentially the same as that of a MIMO BC model,
except that each BS should be subjected to an individual power constraint in JT.
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Fig. 2.34 Illustration of the Wyner model with BSs placed on a linear array

As for the MIMO BC model, it is well known that the optimal transmission
strategy based on the capacity-maximization criterion (Zhang and Dai 2004) is
the DPC technique (Costa 1983). Some simplified multipoint DPC schemes can
be found in Jafar et al. (2004) and Simeone et al. (2009). However, for practical
systems, each cooperating BS should have an independent power source, thus the
studies on MIMO BC with per-BS power constraint are more meaningful. It should
be noted that the DPC capacity region of MIMO BC with a more general per-antenna
power constraint has been obtained by the duality theory in Yu and Lan (2007).
This work was later extended to solve some MIMO BC problems with linear power
constraints (Zhang et al. 2009b; Huh et al. 2009). Due to the high complexity of the
DPC operation, linear precoding schemes for the conventional MIMO BC (Schubert
and Boche 2004; Peel et al. 2005; Stojnic et al. 2006) based on ZF or BD precoding
(Spencer et al. 2004; Choi and Murch 2004; Pan et al. 2004) (see Sect. 2.5.5) were
extended to the multipoint JT network with per-BS power constraints. Multi-BS
ZF precoding was investigated in Boccardi and Huang (2006) and Karakayali et al.
(2007), while its BD version was treated in Liu et al. (2009) and Zhang et al. (2009c).
Most existing schemes adopt the approach of first admitting a sum power constraint
for the multipoint JT problem and then scaling down the solution to satisfy the
local power constraint at each BS (Zhang and Dai 2004). Obviously, the two-step
precoding design is strictly suboptimal. In contrast, direct incorporation of the per-
BS power constraint into the optimization problem will usually generate a better
solution (Zhang 2010). Regarding the performance loss between the multipoint
DPC precoding and linear precoding, in Somekh et al. (2009) the authors studied
the system capacity performance of a multi-BS JT scheme based on joint ZF
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precoding and distributed UE selection. It has been shown that even with the simple
implementations of linear precoding and conventional UE scheduling, the system
capacity is still asymptotically optimal.

At present, there are still many open questions for JT. First, the information
capacity of a JT network needs further study considering nonideal factors such
as channel fading, large-scale path loss, as well as imperfect CSI. Second, the
multipoint JT network is composed of a large number of antenna elements,
which makes the transmission and reception schemes very complex, especially
when iterative algorithms are involved. Therefore, how to reduce the complexity
of precoding and decoding schemes is a topic worthy of studying (Weingarten
et al. 2006). Third, limitations of the interpoint backhaul connection, for example,
unreliable connectivity, finite capacity, and unpredictable latency, should be taken
into account when designing the JT system (Zakhour and Gesbert 2010). Partial ZF
or partial DPC processing has been considered in Bagheri et al. (2010) and Hari and
Yu (2010) to cope with the issue of data sharing through backhaul links of limited
capacity. Fourth, in Zhang et al. (2007, 2009c), and Boccardi and Huang (2007), the
authors proposed the framework of applying JT inside each cluster of multiple BSs
and employing other low-level cooperative communication strategies to mitigate the
intercluster interference. And hence, the BS clustering algorithm for JT operation
should be further investigated for a well-balanced scheme with reasonable network
complexity and CSI feedback overhead. Some popular BS clustering schemes are,
for example, the nearest BS clustering, interference minimization clustering, and
dynamic clustering algorithms (Marsch and Fettweis 2007; Papadogiannis et al.
2008). In Somekh et al. (2007a), the authors indicated that BS clustering will reduce
the multiplexing gain of the JT system and discussed the performance loss factor
when the number of BSs in each cluster takes an even integer or an odd one. As
for the intercluster interference mitigation, we can apply the third or fifth category
of multipoint cooperative communication technologies, for example, resource reuse
and power control policies (Caire et al. 2008; Katranaras et al. 2009) or the seventh
category of multipoint cooperative communication technologies such as the spatial
domain beam coordination schemes (Zhang et al. 2009c).

2.7.8.3 Multi-BS Multi-relay Networks

If JT or JR technology is applied on multiple relays and they are connected to a
BS by means of wireless interface, then the one-BS multi-relay network can be
viewed as a concatenated model of a one-hop BC (BS ! relay) with a one-hop JT
(relay ! UE) or a one-hop JR (UE ! relay) with a one-hop MAC (relay ! BS). An
illustration of a multi-BS multi-relay network is provided in Fig. 2.35. In Simeone
et al. (2007), the authors studied an upgraded Wyner model with multiple BS-relay
pairs and no BS-UE direct links, where each pair consisting of one BS and one
AF relay. The work in Simeone et al. (2007) was generalized for the application
in multi-BS joint processing (Somekh et al. 2007b) and further extended to DF
relaying protocol (Simeone et al. 2008b).
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2.8 Conclusion

The multipoint cooperative communication is not an isolated technology. Instead,
it covers a very wide range of research topics. In order not to make our book
become a magazine composed of fragmented chapters, we address the related work
in a systematic way so that our selected topics in the following chapters are inter-
connected on a high level. After some warm-up discussions on the fundamentals and
basic technologies of the modern wireless digital communication, recent research
activities in multipoint cooperative communication are comprehensively addressed
and analyzed in this chapter. Based on whether data sharing is conducted, whether
CSI sharing is allowed, and whether TFSTR is operated, all the existing multipoint
cooperative communication schemes are classified into eight categories. In the
proposed framework of eight technology categories, the first four categories don’t
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require sharing of CSI so that they treat the intercell interference as unpredictable
and useless signals, leading to passive and simple multipoint cooperative commu-
nication schemes. On the other hand, the latter four categories take advantage of
the multipoint CSI and perform more active signal processing functionalities in
an interference-cognitive way. Among them, the last two categories of multipoint
cooperations are particularly sophisticated because of the TFSTR feature, resulting
in a high spectral efficiency. The following chapters will focus on the latter four
technology categories.
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Chapter 3
The Sixth Category: Antenna Selection
Technologies

Abstract For the sixth category of multipoint cooperative communication technol-
ogy, we address the relay/antenna selection schemes for the amplify-and-forward
(AF) multiple-input multiple-output (MIMO) relay network in this chapter. First,
we discuss the system model of an AF MIMO relay network as well as the
value of relay/antenna selection when joint relay precoding cannot be operated.
Second, we review the existing relay/antenna selection algorithms and present our
motivations of improving the existing schemes. Third, we propose three greedy
relay/antenna selection algorithms, that is, doubly zero-forcing (ZF) greedy capacity
maximization (DZF-GCM), greedy capacity maximization (GCM), and greedy
mean square error (MSE) minimization (GMM) algorithms, to optimize the system
based on various performance metrics. The effectiveness of the proposed schemes
is corroborated by our simulation results followed by comprehensive discussions
on the performance comparison of various algorithms to provide more insights on
this topic.

Keywords AF MIMO relay • Antenna selection • Relay selection • Capacity
• MSE

3.1 Introduction

The sixth category of multipoint cooperative communication technology has been
discussed in Sect. 2.7.6, wherein we have described the key feature of the multiple-
input multiple-output (MIMO) relay systems, that is, applying multi-antenna tech-
nologies on relay node(s). In a MIMO relay system, both the backward and forward
channels are MIMO channels, and hence the system capacity can be largely boosted
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by multiplexing multiple data streams over the two-hop transmissions. However,
interstream interference may largely degrade the system performance (Tang and
Hua 2007).

Employing precoding technique at the relay node and/or BS can effectively
mitigate the interstream interference. A great many of works (Fan and Thompson
2007; Medina et al. 2007; Guan and Luo 2008) have been devoted to solve
the optimal precoding problem for the conventional three-point model, that is,
one source, one destination, and one relay node (see Sect. 2.4.2). However, in
the scenario where multiple MIMO relays are deployed, multi-relay precoding
operation requires that relay nodes should be equipped with at least as many
antennas as the source and destination nodes to perform interference-suppressing
functions. Unfortunately, this may not be a realistic assumption since in practice,
especially for cellular networks, relay basically serves as a low-cost and low
complexity means to extend the system coverage and improve the spectral efficiency
for cell-edge UEs (Pabst et al. 2004). Besides, multi-relay precoding is usually of
very high complexity and falls into the eighth category of multipoint cooperative
communication technology addressed in Sect. 2.7.8. Therefore, in a system where
advanced signal processing cannot be relegated to relay nodes, relay/antenna
selection becomes an efficient alternative to extract the performance gains offered
by multiple MIMO relays.

Recently, selection techniques have already seen some interesting activities for
the amplify-and-forward (AF) MIMO relay networks but mostly limited to single-
antenna relay models (Michalopoulos et al. 2008) or limited to single-stream MIMO
relay networks (Peters and Heath 2008). Regarding antenna selection for multi-
stream AF MIMO relay networks, the authors of Torabi and Frigon (2008) presented
an iterative antenna selection scheme based on semi-orthogonality (S-O) among
antenna pairs of the relays for a system model where ZF processing is performed at
the source and destination nodes. The idea was similar to that in the semi-orthogonal
user selection algorithm (Yoo and Goldsmith 2006) for the MIMO broadcast
channel (BC) model. Besides, the authors of Torabi and Frigon (2008) proved that
the network capacity scales double-logarithmically with the number of relay nodes,
which is inferior to the logarithmical capacity scaling law achieved by the “doubly
coherent” relaying protocol in Bolcskei et al. (2006) and Nabar et al. (2003).
In Zhang and Letaief (2008), another heuristic relay/antenna selection criterion
based on harmonic mean of dual-hop sub-channel gains was proposed, which
was called distributed orthogonal relay selection (DORS) algorithm. Although the
schemes in Torabi and Frigon (2008) and Zhang and Letaief (2008) were effective
and of low complexity, the noise terms were ignored in the deductions, which might
not be realistic due to the use of noisy power amplifiers (PAs) at the relay nodes.
Moreover, instead of using heuristic criteria as in Torabi and Frigon (2008) and
Zhang and Letaief (2008), it would be better to develop antenna selection algorithms
based on various performance metrics in closed forms and investigate whether the
logarithmical capacity scaling law still holds.

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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3.2 System Model and Existing Technologies

3.2.1 System Model

The system model of an AF MIMO relay network is illustrated in Fig. 3.1, where
the source node S, destination node D, and each relay node Rk .k 2 f1; 2; : : : ; Kg/
are equipped with Ns, Nd, and Nr antennas, respectively. Hk 2 CNr�Ns and Gk 2
CNd�Nr denote the backward channels (link from S to Rk) and the forward channels
(link form Rk to D). All the channels are modeled as block flat fading entries. In
this chapter, we only focus on time division duplex (TDD) relaying with the AF
protocol, that is, the transmission time interval is divided into two time slots. The
first and the second time slot of which are assigned to the backward and the forward
transmission, respectively. We also assume that there is no direct link from node
S to D due to long-distance pathloss. It should be noted that if the source node
S is removed, then the AF MIMO relay model shown in Fig. 3.1 will degenerate
to a multi-BS model, and thus the relay/antenna selection schemes discussed in
this chapter can be easily adapted to BS/antenna selection schemes for a multi-
BS scenario. It should also be noted that if each relay node is equipped with only
one antenna, then the antenna selection schemes addressed in the following can be
regarded as relay selection schemes.

During the first time slot, L antennas are selected from KNr relay antennas to
receive L data streams sent from S. Denote the L antennas are associated with a
relay set 
 D fr.1/; r.2/; : : : ; r.L/g. Note that 
 may contain duplicated elements
since more than one antenna can be selected from a single MIMO relay. To illustrate
the relationship among L, Ns, Nd, and Nr, we take a practical example that KNr �
Ns; Nd. Thereby, the multiplexing gain (see Sect. 2.3.1) of the interested system will
be limited by M D min fNs; Ndg. If full multiplexing gain is achieved between S
and D, L should be no less than M in order to make the equivalent two-hop relay
channel well conditioned.

R1

11

Nr Nr

RK

11

Nr Nr

S

1

Ns

D

1

Nd

H1

HK

G1

GK

Backward 
channels

Forward
channels

Source node

The first time slot The second time slot

Destination node

Fig. 3.1 Schematic model of an AF MIMO relay network
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Let H 2 CL�Ns represent the compound backward channel. Then we can

write H D
h
hT
.b.1/; r.1//;h

T
.b.2/; r.2//; : : : ;h

T
.b.L/; r.L//

iT
, where we use an indices pair

.b.i/; r.i//.i 2 f1; 2; : : : ; Lg/ to indicate antenna b.i/ mounted on relay r.i/ for
the i -th selected backward antenna, and h.b.i/; r.i// 2 C1�Ns is the channel vector
of S to the i -th selected backward antenna. Let the received signals at L selected
antennas be stacked into a vector r D Œr1; r2; : : : ; rL�

T, which is given by

r D HFx C nr; (3.1)

where x 2 CL�1 is the transmit signal vector with covariance matrix E
˚
xxH

� D IL.
F 2 CNs�L is the precoding matrix employed at S, and nr 2 CL�1 denotes the
zero-mean circularly symmetric complex Gaussian (ZMCSCG) noise vector with
covariance matrix E

˚
nrnH

r

� D IL. If we incorporate the pathloss and shadowing
factor into the total transmit power Ps available at S, the long-term power constraint
can be written as

E
˚
tr
˚
Fx.Fx/H

�� D tr
˚
FFH

�

� Ps:
(3.2)

In the second time slot, S keeps silent while relays in 
 amplify and forward the
received signal to D. The AF relays’ amplifying function can be represented by a
diagonal matrix W 2 CL�L, whose scalar diagonal element wi .i 2 f1; 2; : : : ; Lg/
is the gain associated with relay antenna .f .i/; r.i//. Here, .f .i/; r.i// stands for
the i -th selected forward antenna, that is, antenna f .i/ of relay r.i/. It should be
pointed out that previously defined b.i/ is not necessary to be the same as f .i/,
but they have to belong to the same relay r.i/ because no inter-relay cooperation
is assumed. Moreover, the notion of b.i/ or f .i/ should not be limited to a single
physical antenna. For example, the authors of Torabi and Frigon (2008) performed
the SVD operation for Hk and Gk and gave new definitions for equivalent backward
and forward channels. In that case, b.i/ and f .i/ respectively became the index
of the backward and forward eigen modes of relay r.i/. Since such kind of signal
processing can be applied on any antenna selection scheme for free, we only focus
on the straight antenna selection in this chapter.

From (3.1) and the definition of W, the amplified signal transmitted from the
selected relay antennas can be expressed by

t D Wr

D WHFx C Wnr:
(3.3)

Again, let us incorporate the pathloss and shadowing factor into a sum transmit
power Pr for relays and formulate the relay power constraint in block fading
channels as
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E
˚
tr
�
ttH�� D tr

˚
E
˚
.WHFx C Wnr/ .WHFx C Wnr/

H��

D tr
˚
W2

�
.HF/ .HF/H C IL

��

� Pr: (3.4)

Considering equal power allocation across the activated antennas at relays, we have
the following expression for wi according to (3.4) with equality met therein,

wi D
s

Pr =L�
.HF/ .HF/H C IL

�
i;i

; (3.5)

where .A/i;i is the i -th diagonal element of a matrix A. Under the condition of
perfect synchronization in the relay network, signal arriving at D is given by

y D Gt C nd; (3.6)

where nd 2 C
L�1 stands for the ZMCSCG noise vector at D with covariance matrix

E
˚
ndnH

d

� D INd . G 2 C
Nd�L denotes the compound forward channel from the

activated relay antennas to D, which is a stack of L column vectors g.f .i/;r.i// 2
C
Ns�1, that is, G D 	

g.b.1/;r.1//; g.b.2/;r.2//; : : : ; g.b.L/;r.L//


. Substituting (3.3) into

(3.6), we get

y D Gt C nd

D GWHFx C GWnr C nd: (3.7)

3.2.1.1 Capacity of the System with Double ZF Processing

Considering suppression of the interstream interference, in a similar way as in
Torabi and Frigon (2008), we apply ZF precoding at S and ZF reception at D to
separate individual data streams. Thereby, the number of selected antenna pairs L
shall be limited by the number of antennas mounted at S or D, that is, L D M D
min fNs; Ndg, otherwise the double ZF processing at S and D cannot be operated.

In the first time slot, due to the employment of the ZF precoding, F takes the
form written as

F D H�ƒ D H�

2

6
6
6
4

�1

�2
: : :

�L

3

7
7
7
5

(3.8)

where .�/� denotes the pseudo-inverse operator. ƒ is a diagonal scalar matrix, with
diagonal entry �i D .ƒ/i;i .i 2 f1; 2; : : : ; Lg/ being the gain for each parallel
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backward sub-channel. Substituting (3.8) into (3.2), we obtain the transmission
power constraint at S shown as

tr
n
H�.ƒ/2

�
H�
�H
o

D tr
n
.ƒ/2

�
H�
�H

H�
o

� Ps:

(3.9)

Suppose that S operates at maximum power and equal power allocation among data
streams is applied, then we have

�i D
vu
ut

Ps =L
�
��
�
H�
�

W;i
�
��
2
; (3.10)

where k�k is the Frobenius-norm operator and .A/W;i extracts the i -th column of a
matrix A.

In the second time slot, from (3.3), the transmission signal from selected relay
antennas can be rewritten as

t D WHFx C Wnr

D Wƒx C Wnr: (3.11)

Then the sum power constraint at relay antennas can be reformulated as

E
˚
tr
�
ttH
�� D tr

˚
E
˚
.Wƒx C Wnr/ .Wƒx C Wnr/

H��

D tr
˚
W2

�
ƒ2 C IL

��

� Pr: (3.12)

We also assume that equal power allocation is applied for L selected antennas, thus
wi is given by

wi D
s
Pr =L

�2i C 1
: (3.13)

Then, the received signal at D becomes

y D Gt C nd

D GWƒx C GWnr C nd: (3.14)

Applying ZF filter G� at D, we can separate the data streams and have

z D G�y

D Wƒx C Wnr C G�nd: (3.15)
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Thanks to the doubly ZF processing at S and D to diagonize the two-hop relay
channels, we can write the system capacity in a simple form as

C D 1

2

LX

iD1
log2 .1C �i /

D 1

2

LX

iD1
log2

0

B
@1C .wi �i /

2

w2i C
��
�
�
G�
�
i;W
��
�
2

1

C
A; (3.16)

where .A/i;W represents the i -th row of a matrix A. �i is the SNR for the i -th data
steam. Note that the factor 1/2 in (3.16) is a scalar penalty resulted from the TDD
relaying protocol.

3.2.1.2 Capacity of the System with General Processing

Besides the double ZF processing, we take a further step to consider a more general
transmit and receive processing, which assumes an identity precoding matrix at S
and the capacity-achieving receiver, that is, MMSE-SIC receiver at D. Note that
compared with the double ZF processing, the considered general processing relaxes
the limitation on L, which merely requires that L should be less than the total
number of available relay antennas, that is, KNr. Hence, more relay antennas will
be activated in the system, and large capacity gain can be expected.

Employing the identity precoding matrix at S, we have

F D
q
�2x INs ; (3.17)

where �2x is the transmission power of each antenna at S. Substituting (3.17) into
(3.2), we can get the power constraint at S as

tr
˚
�2x INs

� D Ns�
2
x

� Ps: (3.18)

Suppose that S operates at maximum power and equal power allocation among data
streams is applied, then we can calculate �2x as

�2x D Ps =Ns : (3.19)

In the second time slot, from (3.3), the amplified signal transmitted from the
selected relay antennas can be rewritten as

t D �xWHx C Wnr: (3.20)
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And the sum power constraint at relay antennas can be reformulated as

E
˚
tr
�
ttH�� D tr

˚
E
˚
.�xWHx C Wnr/ .�xWHx C Wnr/

H��

D tr
˚
W2

�
�2xHHH C IL

��

� Pr: (3.21)

Considering equal power allocation across the L-activated relay antennas, we have
the following expression for wi according to (3.21) with equality met therein,

wi D
s

Pr =L�
�2xHHH C IL

�
i;i

D
s

Pr =L

�2x
�
�.H/i;W

�
�2 C 1

: (3.22)

Under the condition of perfect synchronization in the relay network, signal arriving
at D is given by

y D Gt C nd

D �xGWHx C GWnr C nd

D Heqx C neq; (3.23)

where Heq D �xGWH is denoted as the equivalent channel and neq D GWnr C nd

as the colored noise term.
Hence, the capacity for the considered system can be expressed as

C D 1

2
log2 det


INd C �2xHeqHH

eqˆ�1�

D 1

2
log2 det


ˆ C �2xHeqHH

eq

�
� 1

2
log2 det .ˆ/; (3.24)

where ˆ D E
n
neqnH

eq

o
D GW.GW/H C INd is the covariance matrix for neq. Note

that for the same reason as in (3.16), the factor 1/2 in (3.24) is a scalar penalty
resulted from the half duplex relaying.

3.2.1.3 MSE of the System with General Processing

Another commonly used performance metric is the mean square error (MSE), and
hence, we continue to analyze the MSE of the system with general processing,
which assumes an identity precoding matrix at S and the minimum MSE (MMSE)
receiver (Proakis 2001) at D. In the considered system, more relay antennas will



3.2 System Model and Existing Technologies 93

be selected compared with the system with the double ZF processing, thus the
performance should be improved in terms of diversity gain, which leads to lower
MSE and bit error rate (BER).

The precoding operation at S and the corresponding power constraint have been
shown in (3.17) and (3.18), respectively. Also the amplified signal sent from the
selected relay antennas and its power constraint can be referred to (3.20) and (3.21),
respectively. The expression for wi in (3.22) is still valid if we grant maximum
available power to S and relay antennas and consider equal power allocation among
the data streams at S and across the L activated relay antennas.

Here, we’d like to take another step to consider a more practical scenario that
each relay node is equipped with only one PA so that only one antenna pair can be
activated on each relay for the TDD-based transmission. Besides, each relay node
has an independent power supply, the local power of which is bounded by Ploc.
Thus, the local power constraints at relays can be expressed as

E
n�

ttH�
i;i

o
D �

W2
�
�2xHHH C IL

��
i;i

� Ploc: (3.25)

Comparing (3.21) with (3.25), we can see that the selected relay antennas share
the fixed maximum power in (3.21) while more power will pour into the system
for more selected antennas in (3.25) due to distributed power sources. Assume full-
power transmission in (3.25), then we get

wi D
s

Ploc

�2x
�
�.H/i;W

�
�2 C 1

: (3.26)

The received signal at D can be written as

y D Gt C nd

D �xGWHx C GWnr C nd

D Heqx C neq; (3.27)

where Heq D �xGWH is denoted as the equivalent channel and neq D GWnrCnd as
the colored noise term. According to Proakis (2001), the MSE of symbol estimation
will achieve its minimum value when Wiener filter is employed. The corresponding
MSE is presented by

Q D �2x tr

�
INd C �2xHeqHH

eqˆ
�1��1� C �2x .Ns �Nd/

D �2x tr

�
ˆ

ˆ C �2xHeqHH

eq

��1� C ˇ; (3.28)
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where ˆ D E
n
neqnH

eq

o
D GW.GW/H C INd is the covariance matrix for neq. And

ˇ D �2x .Ns �Nd/ is a constant that is free from the minimization of Q, so we will
omit ˇ hereafter.

3.2.2 Existing Technologies

3.2.2.1 The S-O Algorithm

In the S-O algorithm (Torabi and Frigon 2008), the orthogonality metric for two
vectors a and b is defined as

.a;b/ D
ˇ
ˇaHb

ˇ
ˇ

kak kbk : (3.29)

Obviously, the smaller the value of .a;b/ is, the stronger orthogonality between
a and b will be. Denote hk;m and gk;n as the backward channel vector for S to the
m-th receive antenna on the k-th relay and the forward channel vector from the n-
th transmit antenna on the k-th relay to D, respectively. For convenience, we use
.k;m; n/ to indicate the receive-transmit antenna pair .m; n/ on the k-th relay node.

Suppose that the selected l antenna pairs constitute a set
Sl D f.r1; b1; f1/ ; .r2; b2; f2/ ; : : : ; .rl ; bl ; fl /g and the orthogonality metric
between the .l C 1/-th candidate antenna pair .k;m; n/ and Sl is defined as


.k;m;n/ .l C 1/ D
lX

iD1
max

˚
�k;i .m/; �

0
k:i .n/

�
; (3.30)

where �k;i .m/ and � 0
k:i .n/ are respectively given by

�k;i .m/ D ' .hri ;bi ;hk;m/ (3.31)

and

� 0
k:i .n/ D '

�
gri ;fi ; gk;n

�
: (3.32)

The basic idea of (3.30) is to check the orthogonality metric sum of the less
orthogonal hops between the candidate antenna pair and the already selected
relay antennas. The .l C 1/-th candidate antenna pair is chosen heuristically by
minimizing 
.k;m;n/ .l C 1/ (Torabi and Frigon 2008), which can be formulated as

.rlC1; blC1; flC1/ D arg min
.k;m;n;2Tl /

˚

.k;m;n/ .l C 1/

�
: (3.33)

The S-O algorithm repeatedly evaluates (3.30) and (3.33) until L antenna pairs are
selected. The S-O algorithm is initialized by selecting the antenna pair with the
largest harmonic mean of jjhk;mjj2 and jjgk;njj2 and it is summarized in Table 3.1.
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Table 3.1 The S-O relay/antenna selection algorithm

1. Initialization:
Set the candidate antenna pair set
� D f.k;m; n/ j1 � k � K; 1 � m � Nr; 1 � n � Nrg,

l D 1; .r1; b1; f1/ D arg max
.k;m;n;2T1/

��hk;m
��2��gk;n

��2
�
�hk;m

�
�2 C �

�gk;n
�
�2

,

� D �� f.r1; b1; W/ ; .r1; W; f1/g ; Sl D f.r1; b1; f1/g
2. Iterative loop:

For each antenna pair .k;m; n/ 2 �, use (3.30) to compute

.k;m;n/ .l C 1/

Select the .l C 1/th antenna pair according to (3.33),
SlC1 D ˚

Sl ;
�
rlC1; blC1; flC1

��

Update � by � D �� ˚�
rlC1; blC1; W� ; �rlC1; W; flC1

��

3. Set l D l C 1, if l< L, go to Step 2
Else, terminate with SL as the selected relay antenna pairs

3.2.2.2 The DORS Algorithm

In the DORS algorithm, a different orthogonality metric is proposed. Suppose
that the selected l receive antennas and l transmit antennas at relay nodes
constitute a set Srx

l D f.r1; b1/ ; .r2; b2/ ; : : : ; .rl ; bl /g and a set Stx
l D

f.r1; f1/ ; .r2; f2/ ; : : : ; .rl ; fl /g, respectively. Let h?.l/
m;k be the component of hm;k

orthogonal to the backward channel subspace spanned from Srx
l and g?.l/

n;k be the
component of gn;k orthogonal to the forward channel subspace given by Stx

l . Then,
the DORS algorithm selects the antenna pair to maximize the harmonic mean of
dual-hop sub-channel gains, which is expressed as

.rlC1; blC1; flC1/ D arg max
.k;m;n;2Tl /

˚

.k;m;n/ .l C 1/

�
; (3.34)

where 
.k;m;n/ .l C 1/ is


.k;m;n/ .l C 1/ D
�
�
�h?.l/

m;k

�
�
�
�
�
�g?.l/

n;k

�
�
�

��
�h?.l/

m;k

��
�C

��
�g?.l/

n;k

��
�
: (3.35)

Then the DORS algorithm repeatedly evaluates (3.35) and (3.34) until L antenna
pairs are selected. The DORS algorithm is summarized in Table 3.2.

3.2.2.3 Motivations of Improved Algorithms

Both the S-O and DORS algorithms are heuristic relay/antenna selection methods.
They adopt semi-orthogonal criteria to guide the selection process and disregard the
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Table 3.2 The DORS relay/antenna selection algorithm

1. Initialization:
Set the candidate antenna pair set
� D f.k;m; n/ j1 � k � K; 1 � m � Nr; 1 � n � Nrg,

l D 1, .r1; b1; f1/ D arg max
.k;m;n;2T1/

�
�hm;k

�
�
�
�gn;k

�
�

��hm;k
��C ��gn;k

�� ,

� D �� f.r1; b1; W/ ; .r1; W; f1/g, Sl D f.r1; b1; f1/g
2. Iterative loop:

For each antenna pair .k;m; n/ 2 �, use (3.35) to compute

.k;m;n/ .l C 1/

Select the .l C 1/th antenna pair according to (3.34)
SlC1 D ˚

Sl ;
�
rlC1; blC1; flC1

��

Update � by � D �� ˚�
rlC1; blC1; W

�
;
�
rlC1; W; flC1

��

3. Set l D l C 1, if l< L, go to Step 2
Else, terminate with SL as the selected relay antenna pairs

noise at the relay nodes, which might not be realistic due to the use of noisy PAs at
the relay nodes. Thus, it would be better to develop a relay/antenna selection scheme
based on more concrete criteria in closed forms, such as capacity maximization or
MSE minimization. Besides, low-complexity-oriented greedy selection schemes
like the S-O and DORS algorithms, which select antenna pairs one by one, are still
preferred.

Therefore, we propose to derive the closed-form expressions to quantify the
capacity increase and/or MSE decrease incurred from adding one more relay
antenna pair, followed by designing low-complexity greedy relay/antenna selection
algorithms.

3.3 Greedy Antenna Selection Algorithms

3.3.1 Capacity Maximization for the System with Double
ZF Processing

Suppose that l antenna pairs Sl D f.r1; b1; f1/ ; .r2; b2; f2/ ; : : : ; .rl ; bl ; fl /g have
been picked out, and let us concentrate on how the .lC1/-th antenna pair affects the
capacity. Denote the already selected partial backward channel and forward channel
respectively as

H.l/ D 	
hT
r1;b1

;hT
r2;b2

; : : : ;hT
rl ;bl


T
(3.36)

and

G.l/ D 	
gr1;f1 ; gr2;f2 ; : : : ; grl ;fl



: (3.37)
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We consider adding a candidate antenna pair .k;m; n/ and write the candidate
backward channel and forward channel as

H.lC1/
k;m D

h�
H.l/

�T
;hT

k;m

iT
(3.38)

and

G.lC1/
k;n D 	

G.l/; gk;n


: (3.39)

From (3.10) and (3.13), we have

.ƒk;m/i;i D
vu
u
u
u
t

Ps =L �
H.lC1/
k;m

���H
H.lC1/
k;m

��
!

i;i

D
p
Ps =L�

�
�
�


H.lC1/
k;m

��

W;i

�
�
�
�

; (3.40)

and

.Wk;m/i;i D
s

Pr =L

.ƒk;m/
2
i;i C 1

: (3.41)

Hence, from (3.16) we can get the conditional SNR �i j.k;m;n/ expressed as

�i j.k;m;n/ D
�
.Wk;m/i;i � .ƒk;m/i;i

�2

.Wk;m/
2
i;i C

�
�
�
�

�
G.lC1/
k;n

���

i;W

�
�
�
�

2
; (3.42)

and we can obtain the conditional system capacity as

C
.lC1/
k;m;n D 1

2

LX

iD1
log2

0

B
B
B
@
1C

�
.Wk;m/i;i � .ƒk;m/i;i

�2

.Wk;m/
2
i;i C

�
�
��

�
G.lC1/
k;n

���

i;W

�
�
��

2

1

C
C
C
A
: (3.43)

It is critical to find a computationally efficient way to evaluate (3.40), (3.41), and
(3.43) iteratively. To this end, we resort to the pseudo-inverse calculation formula
in Golub and Loan (1996). For the selected partial backward channel H.l/ and the
candidate partial backward channel H.lC1/

k;m , we propose Theorem 3.1.
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Theorem 3.1. The pseudo-inverse of H.lC1/
k;m can be evaluated as


H.lC1/
k;m

�� D
��

H.l/
�T
;hT

k;m

�T
��

D

0

B
B
B
BB
@

�
H.l/

���T�
�

H.l/
���T

hT
k;mpH

k;m

kpk;mk2
hT
k;mpH

k;m

kpk;mk2

1

C
C
C
CC
A

T

; (3.44)

where pk;m D
�

INs � �
H.l/

�T
�

H.l/
���T

�
hT
k;m.

Proof. According to Golub and Loan (1996), for any A 2 Ca�b;b 2 Ca�1 .a > b/,
we have

ŒA b�� D
"

A��A�bc

c

#

; (3.45)

where

c D ��
Ia � AA�

�
b
��

D
��

Ia � AA�
�

b
�H

���Ia � AA�
�

b
��2
: (3.46)

The proof is concluded by substituting (3.46) into (3.45) and considering the
definition of pk;m in (3.44).

Similar to Theorem 3.1, for the selected partial backward channel G.l/ and the
candidate partial backward channel G.lC1/

k;n , we have


G.lC1/
k;n

�� D 	
G.l/; gk;n


�

D

2

6
6
66
4

�
G.l/

���
�
G.l/

��
gk;nqH

k;n

kqk;nk2
gk;nqH

k;n

kqk;nk2

3

7
7
77
5
; (3.47)

where qk;n D


INd � G.l/
�
G.l/

���
gk;n.
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Table 3.3 The DZF-GCM relay/antenna selection algorithm

1. Initialization:
Set the candidate antenna pair set
� D f.k;m; n/ j1 � k � K; 1 � m � Nr; 1 � n � Nrg,

l D 0, Sl D Ø, H.l/ D G.l/ D Ø,
�
H.l/

�� D �
G.l/

�� D 0
2. Iterative loop:

For each antenna pair .k;m; n/ 2 �, use (3.44), (3.47), and (3.43) to compute
H.lC1/

k;m

��
,


G.lC1/

k;n

��
, and C.lC1/

k;m;n , respectively

Select the .l C 1/th antenna pair by maximizing C.lC1/

k;m;n :
�
rlC1; blC1; flC1

� D arg max
.k;m;n/2�

n
C
.lC1/

k;m;n

o

Update H.lC1/ D
h�

H.l/
�T
; hT

rlC1;blC1

iT
, G.lC1/ D 	

G.l/; grlC1;flC1



,

SlC1 D ˚
Sl ;
�
rlC1; blC1; flC1

��
, and � D �� ˚�

rlC1; blC1; W� ; �rlC1; W; flC1

��

3. Set l D l C 1; if l< L, go to Step 2
Else, terminate with SL as the selected relay antenna pairs

Note that (3.44) and (3.47) only involve simple calculations such as matrix
multiplication and norm operation, which are of low complexity. In addition, it

needs to compute
�
H.l/

��
and

�
G.l/

��
for just once at the beginning of each iteration

loop. Therefore, combining (3.44), (3.47), and (3.43), we are able to analyze the
capacity accurately and efficiently. Furthermore, we propose a doubly ZF greedy
capacity maximization (DZF-GCM) antenna selection algorithm (Ding et al. 2010a)
summarized in Table 3.3.

3.3.2 Capacity Maximization for System with General
Processing

In order to analyze the system capacity taking realistic noise into account, we
want to evaluate (3.24) without approximation. Obviously, an exhaustive search
to maximize (3.24) yields the optimal set of relay antennas. But such a brute-
force search will quickly turn out to be prohibitively complex since the size of its
search space is at least Cmin.Ns ;Nd/

KN2
r

for large KN2
r , where Ci

KN2
r

counts the events of

selecting i antenna pairs from a pool ofKN2
r candidate antenna pairs. For example,

in a case of Ns D Nd D Nr D 4 andK D 6, the exhaustive search needs to perform
approximately 3.3 million trials with each trial demanding a 4-dimensional determi-
nant operation in (3.24), which is computationally time-consuming. Hence, we have
to find another way with low complexity to tackle the evaluation of the closed-form
capacity given by (3.24). Here, we consider the same approach as in Sect. 3.3.1,
which assumes l antenna pairs Sl D f.r1; b1; f1/ ; .r2; b2; f2/ ; : : : ; .rl ; bl ; fl /g have
been selected and then greedily maximizes the capacity when the .lC1/-th antenna
pair is added to the network.
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We recall the definitions of H.l/, G.l/, H.lC1/
k;m , and G.lC1/

k;n shown in (3.36),
(3.37), (3.38), and (3.39). Regarding the .lC1/th antenna pair, for every unselected
candidate antenna pair .k;m; n/, we calculate the associated relay gain w.lC1/k;m and

update the signal amplifying matrix W.lC1/ as

W.lC1/
k;m D

" QW.l/ 0
0 w.lC1/k;m

#

; (3.48)

where QW.l/ D W.l/
p
l =.l C 1/ represents the power dilution of the signal

amplifying function at the relay nodes due to the additional antenna pair. Besides,
according to (3.22), we have

w.lC1/k;m D
s

Pr =.LC 1/

�2xkhk;mk2 C 1
: (3.49)

In order to efficiently calculate the system capacity shown in (3.24), we present
Theorem 3.2.

Theorem 3.2. The network capacity resulted from the .lC1/-th additional antenna
pair .k;m; n/ can be evaluated as

C
.lC1/
k;m;n D 1

2
log2 det

 

A.l/ C
4X

iD1
siqiqH

i

!

� 1

2
log2 det

 Q̂ .l/�

� 1

2
log2 det

�
1C


w.lC1/k;m

�2
gH
k;n

 Q̂ .l/��1
gk;n

�
; (3.50)

where

Q̂ .l/ D INd C �
G.l/ QW.l/

� �
G.l/ QW.l/

�H
;

A.l/ D Q̂ .l/ C �2x
�
G.l/ QW.l/H.l/

� �
G.l/ QW.l/H.l/

�H
;

u.l/k;m D �2x
�
G.l/ QW.l/H.l/

�
w.lC1/k;m hH

k;m;

q1 D u.l/k;m C gk;n;q2 D
r

Pr

l C 1
gk;n;q3 D gk;n;q4 D u.l/k;m;

Œs1; s2; s3; s4� D Œ1; 1;�1;�1� : (3.51)

Proof. From (3.24), the network capacity resulted from the .l C 1/-th additional
antenna pair .k;m; n/ is
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C
.lC1/
k;m;n D 1

2
log2 det

�
ˆ
.lC1/
k;m;n C �2x

�
Heq

�.lC1/
k;m

�
Heq

�.lC1/
k;m

�H
�

� 1

2
log2 det


ˆ
.lC1/
k;m;n

�
; (3.52)

where

ˆ
.lC1/
k;m;n D INd C


G.lC1/
k;n W.lC1/

k;m

� 
G.lC1/
k;n W.lC1/

k;m

�H

D INd C 	
G.l/; gk;n



" QW.l/ 0

0 w.lC1/k;m

#2
	
G.l/; gk;n


H

D INd C G.l/
� QW.l/

�2�
G.l/

�H C gk;n


w.lC1/k;m

�2
gH
k;n; (3.53)

and

�
Heq

�.lC1/
k;m

D G.lC1/
k;n W.lC1/

k;m H.lC1/
k;m

D �
G.l/; gk;n

�
 QW.l/ 0

0 w.lC1/k;m

!�
H.l/

hk;m

�

D G.l/ QW.l/H.l/ C gk;nw
.lC1/
k;m hk;m: (3.54)

Substituting (3.53) and (3.54) into (3.52), and considering the definitions in (3.51),
we can simplify C .lC1/

k;m;n as follows with some mathematical manipulations,

C
.lC1/
k;m;n D 1

2
log2 det

0

BB
B
B
B
B
@

Q̂ .l/ C


w.lC1/k;m

�2
gk;ngH

k;n

C �2x


G.l/ QW.l/H.l/ C w.lC1/k;m gk;nhk;m

�

�


G.l/ QW.l/H.l/ C w.lC1/k;m gk;nhk;m
�H

1

CC
C
C
C
C
A

� 1

2
log2 det

�
Q̂ .l/ C


w.lC1/k;m

�2
gk;ngH

k;n

�

D 1

2
log2 det

0

B
B
@

A.l/ C


u.l/k;m C gk;n
� 

u.l/k;m C gk;n
�H

C
�

Pr

l C 1
� 1

�
gk;ngH

k;n � u.l/k;m


u.l/k;m
�H

1

C
C
A

� 1

2
log2 det

�
Q̂ .l/ C


w.lC1/k;m

�2
gk;ngH

k;n

�
: (3.55)
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By invoking the Sherman-Morrison-Woodbury formula (Lutkepohl 1996), we
get

�
B ˙ UTH

��1 D B�1 	 B�1U
�
I ˙ THB�1U

��1
THB�1; (3.56)

where B 2 Cm�m;U 2 Cm�n;T 2 Cm�n. Let U D T D d 2 Cm�1, and we have

�
B ˙ ddH

��1 D B�1 	 B�1d
�
1˙ dHB�1d

��1
dHB�1

D B�1 	 B�1ddHB�1

1˙ dHB�1d
:

(3.57)

Take the determinant of (3.57) and consider the following equation in Golub and
Loan (1996)

det
�
I ˙ UTH

� D det
�
I ˙ THU

�
; (3.58)

then, we can rewrite (3.57) as

det
�

B ˙ ddH
��1� D det

�
B�1� det

�
I 	 ddHB�1

1˙ dHB�1d

�

D det
�
B�1� det

�
I 	 dHB�1d

1˙ dHB�1d

�

D det
�
B�1� det

�
1˙ dHB�1d

��1�
: (3.59)

From (3.59), we can obtain a log-determinant equation given by (3.60), which is
quite useful to evaluate (3.55) iteratively,

log2 det
�
B ˙ ddH

� D log2 det .B/C log2 det
�
1˙ dHB�1d

�
: (3.60)

The proof of (3.50) is concluded by substituting (3.60) into (3.55) and applying
some mathematical manipulations.

Furthermore, as for the first term in (3.50), we can calculate it by repeatedly
making use of (3.57) and (3.60), which is described in Table 3.4.

As shown in the proof of Theorem 3.2, (3.52) has been broken down into several

parts shown in (3.50), which can be efficiently computed since
 Q̂ .l/��1

, det

ˆ.l/

�
,

and
�
A.l/

��1
are irrelevant of .k;m; n/ and only computed at the initial stage for

each iterative loop. Other computations in (3.50) are no more than several complex
vector/matrix multiplications. Hence, based on Theorem 3.2, we propose a greedy
capacity maximization (GCM) relay/antenna selection algorithm (Ding et al. 2010b)
shown in Table 3.5.
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Table 3.4 The iterative calculation method for the first term in (3.50)

1. Initialization:

Set i D 0;Q0 D A.l/;Q�1
0 D �

A.l/
�

�1

2. Iterative loop:
Set i D i C 1

Qi D Qi�1 C siqiqH
i

1

2
log2 det .Qi / D 1

2
log2 det .Qi�1/C 1

2
log2 det

�
1C siqH

i Q�1
i�1qi

�

Q�1
i D Q�1

i�1 � siQ�1
i�1qiqH

i Q�1
i�1

1CsiqH
i Q�1

i�1qi

3. If i < 4, go to Step 2
Else, terminate with 1

2
log det .Q4/ as the first term of (3.50)

Table 3.5 GCM relay/antenna selection algorithm

1. Initialization:
Set the candidate antenna pair set
� D f.k;m; n/ j1 � k � K; 1 � m � Nr; 1 � n � Nrg,
l D 0, Sl D Ø, H.0/ D G.0/ D W.0/ D Ø, A.0/ D ˆ.0/ D INd , Cold D 0

2. Iterative loop:

Compute Q̂ .l/;
 Q̂ .l/��1

; det
�
ˆ.l/

�
;A.l/;

�
A.l/

�
�1

For each antenna pair .k;m; n/ 2 �, use (3.50) to compute C.lC1/

k;m;n

Select the .l C 1/th antenna pair by maximizing C.lC1/

k;m;n :
�
rlC1; blC1; flC1

� D arg max
.k;m;n/2�

n
C
.lC1/

k;m;n

o

3. If max
.k;m;n/2�

n
C
.lC1/

k;m;n

o
> Cold, then let Cold D max

.k;m;n/2�

n
C
.lC1/

k;m;n

o

Set l D l C 1; update H.lC1/ D
h�

H.l/
�T
; hT

rlC1;blC1

iT
, G.lC1/ D 	

G.l/; grlC1;flC1



,

SlC1 D ˚
Sl ;
�
rlC1; blC1; flC1

��
, and � D �� ˚�

rlC1; blC1; W� ; �rlC1; W; flC1

��

Update W.lC1/ D W.lC1/

rlC1;blC1
from (3.48); Then go to Step 2

Else, terminate with SL as the selected relay antenna pairs

3.3.3 MSE Minimization for the System with General
Processing

Since (3.28) is a closed-form expression to evaluate the system MSE, we can
perform an exhaustive search to obtain the optimal antenna pair set. However, such
method is in fact infeasible considering the required trials could be as large as
PK

lDmin.Ns;Nd/
ClK

�
N2

r

�l
, where

�
N2

r

�l
refers to the number of candidate antenna

pairs at each relay node. In a modest example where Ns D Nd D 4, Nr D 2,
and K D 6, the exhaustive search would involve approximately 14,000 trials,
with each trial requiring the inversion of a matrix of size 4 � 4 shown in (3.28).
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Therefore, instead of dealing with (3.28) directly, we assume l antenna pairs Sl D
f.r1; b1; f1/ ; .r2; b2; f2/ ; : : : ; .rl ; bl ; fl /g have been selected and greedily minimize
the MSE by adding the .l C 1/-th antenna pair to the system.

Again, we recall the definitions of H.l/, G.l/, H.lC1/
k;m , and G.lC1/

k;n in (3.36), (3.37),
(3.38), and (3.39). For every unselected candidate backward channel hk;m of S, we
calculate the associated relay gain wk;m according to (3.26) as

wk;m D
s

Ploc

�2xkhk;mk2 C 1
; (3.61)

where the maximum local power Ploc is defined in (3.25) and we have

W.lC1/
k;m D

�
W.l/ 0

0 wk;m

�
: (3.62)

It should be noted that unlike that in (3.48), W.l/ in (3.62) doesn’t need to be
power diluted when a new antenna pair join Sl because each relay node has an
independent local power constraint in here.

In order to efficiently calculate the system MSE shown in (3.28), we propose
Theorem 3.3.

Theorem 3.3. The network MSE resulted from the .l C 1/-th additional antenna
pair .k;m; n/ can be evaluated as

Q
.lC1/
k;m;n D �2x t r

�
ˆ.l/ C w2k;mgk;ngH

k;n

� 
C.l/

k;m;n

��1�
; (3.63)

where

ˆ.l/ D INd C �
G.l/W.l/

� �
G.l/W.l/

�H
;


C.l/

k;m;n

��1 D


B.l/k;m;n
��1 �


B.l/k;m;n

��1
gk;n


v.l/k;m;n

�H
B.l/k;m;n

��1

1C


v.l/k;m;n
�H

B.l/k;m;n
��1

gk;n
;


B.l/k;m;n

��1 D �
A.l/

��1 �
�
A.l/

��1
u.l/k;m;ngH

k;n

�
A.l/

��1

1C gHk;n
�
A.l/

��1
u.l/k;m;n

;

A.l/ D ˆ.l/ C �2x
�
G.l/W.l/H.l/

� �
G.l/W.l/H.l/

�H
;

u.l/k;m;n D �2x
�
G.l/W.l/H.l/

�
wk;mhH

k;m C w2k;mgk;n;

v.l/k;m;n D �2xF.l/k;m;nwk;mhH
k;m;

F.l/k;m;n D G.l/W.l/H.l/ C wk;mgk;nhk;m: (3.64)
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Proof. According to (3.28) and by some mathematical manipulations, the MSE
(with ˇ omitted) with hk;m and gk;n added to H.l/ and G.l/ can be represented as

Q
.lC1/

k;m;n D �2x t r

(

ˆ
.lC1/

k;m;n

�
ˆ
.lC1/

k;m;n C �2x


G.lC1/

k;n W.lC1/

k;m H.lC1/

k;m

�
G.lC1/

k;n W.lC1/

k;m H.lC1/

k;m

�H
�

�1
)

;

(3.65)

where

ˆ
.lC1/
k;m;n D G.lC1/

k;n W.lC1/
k;m


G.lC1/
k;n W.lC1/

k;m

�H C INd : (3.66)

Substituting (3.66) into (3.65) and applying the matrix/vector definitions in (3.64),
we get

Q
.lC1/
k;m;n D �2x t r

�
ˆ.l/ C w2k;mgk;ngH

k;n

� 
A.l/ C u.l/k;m;ngH

k;n C gk;nv
.l/

k;m;n

��1�
:

(3.67)

Let B.l/k;m;n D A.l/ C u.l/k;m;ng
H
k;n, from (3.56) we can obtain


B.l/k;m;n

��1 D �
A.l/

��1 �
�
A.l/

��1
u.l/k;m;ngH

k;n

�
A.l/

��1

1C gHk;n
�
A.l/

��1
u.l/k;m;n

: (3.68)

Further denote C.l/

k;m;n D B.l/k;m;n C gk;n


v.l/k;m;n
�H

. Then, we have


C.l/

k;m;n

��1 D


B.l/k;m;n
��1 �


B.l/k;m;n

��1
gk;n


v.l/k;m;n

�H
B.l/k;m;n

��1

1C


v.l/k;m;n
�H

B.l/k;m;n
��1

gk;n
: (3.69)

The proof is completed by substituting (3.68) and (3.69) into (3.67).

As shown in (3.63), Q.lC1/
k;m;n can be evaluated efficiently since

�
A.l/

��1
is free

from .k;m; n/ and only computed once for each iterative loop. Other computations
required by (3.63) are no more than several vector/matrix multiplications. Based
on (3.63), we can iteratively activate the antenna pairs one by one as long as the
corresponding MSE keeps decreasing. Although this approach cannot guarantee
a global optimal solution as the exhaustive search, it has the potential to find a
satisfactory local optimal solution because of three facts: (i) Local optimality can
be reflected in the nonincreasing MSE based searching, (ii) the noise terms have
been correctly incorporated into (3.63), and (iii) l can be as large as K to exploit
the diversity gain of the network. Hence, we propose an MMSE-based greedy
MSE minimization (GMM) relay/antenna selection algorithm (Ding et al. 2010c)
summarized in Table 3.6.
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Table 3.6 GMM relay/antenna selection algorithm

1. Initialization:
Set the candidate antenna pair set
� D f.k;m; n/ j1 � k � K; 1 � m � Nr; 1 � n � Nrg,
l D 0, Sl D Ø, H.0/ D G.0/ D W.0/ D Ø, A.0/ D ˆ.0/ D INd , Qold D C1

2. Iterative loop:

Compute W.l/;ˆ.l/;A.l/;
�
A.l/

�
�1

;

For each antenna pair .k;m; n/ 2 �, use (3.63) to compute Q.lC1/

k;m;n

Select the .l C 1/th antenna pair by minimizing Q.lC1/

k;m;n :
�
rlC1; blC1; flC1

� D arg min
.k;m;n/2�

n
Q
.lC1/

k;m;n

o

3. If min
.k;m;n/2�

n
Q
.lC1/

k;m;n

o
< Qold, then let Qold D min

.k;m;n/2�

n
Q
.lC1/

k;m;n

o

Set l D l C 1; update H.lC1/ D
h�

H.l/
�T
; hT

rlC1;blC1

iT
, G.lC1/ D 	

G.l/; grlC1;flC1



,

SlC1 D ˚
Sl ;
�
rlC1; blC1; flC1

��
, � D �� ˚�

rlC1; blC1; W
�
;
�
rlC1; W; flC1

��

Update W.lC1/ D W.lC1/

rlC1;blC1
from (3.62); Then go to Step 2

Else, terminate with SL as the selected relay antenna pairs

3.4 Simulation and Analysis

We have proposed three greedy relay/antenna selection schemes in Sects. 3.3.1,
3.3.2, and 3.3.3, and hence, we will accordingly divide the simulation discussions
into three parts. First, for the system with double ZF processing, we evaluate the
capacity performance of the proposed DZF-GCM algorithm. Second, for the system
with general processing, we investigate the capacity gain and scaling law of the
proposed GCM algorithm. Third, we check the MSE and BER performance of the
proposed GMM algorithm for the system with general processing. We will see
from the efforts involved in the second and third simulation parts that exhaustive
searching is indeed computationally demanding, which only allows us to get very
limited data to observe the trend of the performance upper bound.

3.4.1 The Proposed DZF-GCM Algorithm

In the first part of our simulations, we assume Ns D Nd D 4, Nr D 2,
L D min fNs; Ndg D 4. All channels are assumed to be uncorrelated Rayleigh
fading, the entries of which are modeled as i.i.d. ZMCSCG random variables with
unit covariance. And the node S can access full CSI to perform the relay/antenna
selection algorithm. We denote SNR at node S as SNR1 D Ps=N0 (with the noise
be normalized to 1, i.e., N0 D 1) and SNR at activated relay/antenna points as
SNR2 D Pr=N0. SNR1 is set to be 5 or 10 dB, and SNR2 is equal to 10 dB.
10,000 Monte Carlo runs were conducted for each relay deployment. Note that
the simulated case with SNR1 < SNR2 represents a realistic cellular downlink
scenario, in which relays locate closer to the destination terminal D than to the
source terminal S.
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Fig. 3.2 Comparison of system capacities with different relay numbers for the DZF-GCM
algorithm

In Fig. 3.2, we plot the ergodic capacity of the proposed DZF-GCM algorithm
compared with the S-O and DORS schemes. From the upper set of curves
(SNR1 D 10 dB) in Fig. 3.2, we observe that S-O scheme is strictly inferior to
the other two by about 15% and the proposed GCM scheme exhibits a moderate
improvement compared to the DORS algorithm. Next, let us turn to the lower set
of curves where SNR1 is decreased to 5 dB to stress the noise term at the relay
nodes. It is not surprising to find that the GCM scheme largely outperforms the
DORS and S-O algorithms by approximately 10% and 30% (20 relays), respectively.
The reason behind the results is the fact that the proposed GCM scheme optimally
maximizes the capacity with the noise terms accurately reflected in the selection
procedure, which becomes essentially important when SNR1 is low.

3.4.2 The Proposed GCM Algorithm

In the second part of our simulations, we also assume the channels to be uncorrelated
Rayleigh fading. The channel coefficients are modeled as i.i.d. ZMCSCG random
variables with unit covariance. The antenna configurations are Ns D Nd D 4

and Nr D 2. Furthermore, we denote the receive SNR at the relay nodes as
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Fig. 3.3 Frequency histogram of the selected antenna pairs for the GCM algorithm

SNR1 D Ps=N0 and the overall SNR at the destination node as SNR2 D Pr=N0.
Again, SNR1 is set to be 5 or 10 dB, and SNR2 is equal to 10 dB. We conduct 10,000
Monte Carlo runs for each relay deployment.

First, we would like to check how many relay antenna pairs tend to be activated
in the proposed GCM algorithm, which will be compared with the S-O and DORS
algorithm. Figure 3.3 presents the frequency histogram of the selected antenna
pairs for the GCM scheme when K D 40. We can observe from Fig. 3.3 that
the number of selected antenna pairs of the GCM algorithm is much larger than
min fNs; Ndg D 4, which is the number of selected antenna pairs in the S-O and
DORS algorithm. Besides, when SNR1 becomes higher, a couple of more antenna
pairs will be expected to participate in the AF relaying because the issue of noise
amplification at relay nodes becomes less serious. Figure 3.3 also shows that how
amazingly the GCM algorithm can handle a large number of MIMO relays, while it
is impossible to implement the exhaustive searching for K D 40. For example, the
combinations of choosing 10 antenna pairs from 40 relays in Fig. 3.3 will exceed
one trillion, which is shockingly large. Needless to say, the trials of exhaustively
searching for 30 antenna pairs as the GCM algorithm pulls off in Fig. 3.3 will
become an astronomically high number.

In Fig. 3.4, we show the ergodic capacity of the proposed GCM algorithm, the
DORS and S-O schemes, together with the exhaustive search scheme. Due to the
very high complexity of the exhaustive search, we are only able to give the results
for cases when K � 8. From the upper set of curves (SNR1 D 10 dB) in Fig. 3.4,
we observe that the proposed GCM scheme largely outperforms the DORS and
S-O schemes by more than 25% (20 relays). Furthermore, the capacity gain of the
GCM algorithm goes beyond 30% (20 relays) in the lower set of curves where
we reduce SNR1 to 5 dB, representing a more serious noise situation at the relay
nodes. Besides, the performance gap between the GCM scheme and the exhaustive
search scheme is reasonably small. There are mainly two factors accounting for the
improved performance of the proposed GCM scheme. One aspect is that the GCM
scheme correctly incorporates the noise terms into the antenna selection process
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Fig. 3.4 Comparison of system capacities with different relay numbers for the GCM algorithm

unlike the previous schemes. The other aspect, which is more important, is that the
DORS and S-O algorithms put restriction on the number of the selected antennas as
L D M D min fNs; Ndg, which could waste the diversity and power gain offered
by the AF MIMO relay network.

An interesting observation is that the GCM scheme seems to exhibit a higher
order of capacity scaling tendency compared to the DORS and S-O algorithms.
Since the authors in Torabi and Frigon (2008) established that the network capacity
of the S-O algorithm scales asymptotically with log logK and it was proved that
the achievable upper bound capacity limit of the AF MIMO relay network should
be proportional to logK (Nabar et al. 2003; Bolcskei et al. 2006), we speculate that
the network capacity of the GCM scheme should also scale linearly with logK .
This speculation is somehow counterintuitive because it seems contradictory to
the capacity scaling law for the noncoherent AF relaying protocol in Nabar et al.
(2003) and Bolcskei et al. (2006). That law states that if all relays amplify and
forward the received signals to the destination node without any kind of coherent
signal processing, the network capacity limit will be independent of K , that is, the
distributed array gain offered by a large number of relay antennas will be completely
lost in the noncoherent AF relaying scheme. On the other hand, the GCM scheme
can be viewed as a selective noncoherent AF relaying protocol since the received
signal goes right through the backward and forward relay antennas. So it would be
surprising to know that the proposed GCM could achieve comparable performance
to the “doubly coherent” schemes in Nabar et al. (2003) and Bolcskei et al. (2006).
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Fig. 3.5 Comparison of asymptotic system capacities for the GCM algorithm

In order to investigate the asymptotic capacity of the aforementioned schemes,
we plot the ergodic capacity curves in Fig. 3.5 with emphasis laid on the scaling
tendency. The SNRs are set to SNR1 D SNR2 D 10dB. Furthermore, two curves
are added in Fig. 3.5, respectively representing the double MF scheme (Bolcskei
et al. 2006) and the noncoherent AF relaying protocol (Nabar et al. 2003; Bolcskei
et al. 2006). In the double MF scheme, each relay node performs backward MF
reception and forward MF precoding transmission for one data stream, yielding
a coherently combined signal at the destination node. As we have explained, in
Fig. 3.5 the noncoherent AF relaying scheme leaves a flat trail independent of K ,
and the DORS and S-O algorithms make the ergodic capacity scale with log logK .
However, both the proposed GCM scheme and the double MF scheme show linearly
increasing capacity with respect to logK , which achieves the capacity upper bound
in the sense of asymptotic scaling tendency (Nabar et al. 2003; Bolcskei et al.
2006). Therefore, we show by simulation that the capacity of the AF MIMO relay
network with relay/antenna selection should be governed by the same logarithmical
scaling law.

3.4.3 The Proposed GMM Algorithm

In the third part of our simulations, we adopt a realistic antenna setup asNs D Nd D
4 and Nr D 2. The receive SNR at the relay nodes is denoted as SNR1 D Ps=N0.
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Fig. 3.6 Frequency histogram of the selected antenna pairs for the GMM algorithm

And the receive SNR at the destination node is denoted as SNR2 D Ploc=N0. SNR1
is set to be 5 or 20 dB, and SNR2 is equal to 5 dB. Again, we conduct 10,000 Monte
Carlo runs for each relay deployment.

First, we make a brief complexity comparison among the aforementioned
schemes. The exhaustive search scheme is nearly impossible to be analyzed when
K > 8, which is verified by our simulation efforts. The DORS and S-O algorithms
stop the antenna selection procedure when l D M D min fNs; Ndg, whereas the
proposed GMM scheme tends to select more antennas (M � l � K) until the MSE
begins to increase. In each antenna selection loop, although the GMM scheme is
more involved than the DORS and S-O algorithms, its implementation is feasible
as explained earlier. Figure 3.6 presents the frequency histogram of the selected
antenna pairs for the GMM scheme when K D 40. It is not surprising to find
that less antenna pairs will be expected to participate the relaying when SNR1 is
lower because the received signals at the relay nodes are more likely to vanish under
the noise floor. However, we do observe that the GMM scheme will turn on much
more relay nodes than the DORS and S-O algorithms, thus making the performance
comparison unfair due to the additional power sources. A simple way to separate the
power gain from the enhancement offered by the GMM algorithm is to pose a sum
power constraint on the selected L forward antennas as in (3.12) and (3.21), that is,
instead of allocating Ploc for each activated relay node, we dilute the relay power to
P 0

loc D MPloc =L . Thereby, the sum power at the activated relay nodes will be the
same for the DORS, S-O, and GMM schemes.

In Fig. 3.7, we show the average MSE performance versus relay number for the
DORS, S-O, GMM, and exhaustive search schemes. From Fig. 3.7, we find that the
GMM scheme largely reduces the MSE compared to the DORS and S-O algorithms,
with the gain being more conspicuous when the noise issue at the relay nodes is more
serious (e.g., the upper set of curves with SNR1 D 5 dB), and K becomes larger.
When comparing the curves for the GMM algorithm respectively with sum power
constraint and with local power constraint, we can draw the conclusion that the
GMM algorithm without the additional power bonus has already reaped most of the
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Fig. 3.7 Comparison of system MSE with different relay numbers for the GMM algorithm

performance gain. We also observe that the GMM scheme achieves the performance
close to that of exhaustive search, which further confirms the superiority of the
proposed scheme.

To illustrate how the MSE performance gains in Fig. 3.7 are interpreted into BER
improvement, we plot the average BER curves in Fig. 3.8 with SNR1 varying from
0 to 30 dB. For all SNR cases, we deploy 15 relays. In addition, we assume that the
Wiener filter is employed as the symbol detection filter and the symbols are obtained
from the QPSK constellation. As seen from Fig. 3.8, the proposed GMM scheme
shows much steeper BER slope than other interested schemes, indicating that more
diversity is exploited in our design. With respect to the error floor caused by the
limited power in the second hop channels, the proposed GMM scheme also achieves
considerable gains. For example, the BER floor of the GMM algorithm with sum
power constraint is one order lower than that of the S-O and DORS algorithms. And
a much lower BER floor (four orders) compared with the S-O and DORS algorithms
is exhibited for the GMM algorithm with local power constraint.

3.5 Conclusion

In this chapter, we propose three greedy antenna selection algorithms, namely, DZF-
GCM, GCM, and GMM algorithms. The novelty of the proposed schemes is that the
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Fig. 3.8 Comparison of average BER with different SNR1 for the GMM algorithm

closed-form expressions of the capacity increase and MSE decrease resulted from
adding one more antenna pair to the AF MIMO relay network are carefully derived,
followed by designs of low-complexity greedy relay/antenna selection algorithms.
The proposed schemes are either based on the capacity maximization criterion or
the MSE minimization criterion. Under the assumption of ZF processing at both
transmitter and receiver, simulation results show the proposed DZF-GCM algorithm
can achieve higher system capacity than the existing schemes, and the gain is more
pronounced in the low SNR regime at the relay nodes. Under the assumption of
general processing at both transmitter and receiver, simulation results show that
the system capacity obtained from the existing schemes increases with the relay
number by the rate of O(loglogK), while the proposed GCM algorithm can make
the system capacity scale like O(logK) with the relay number, achieving the upper
bound of system capacity in the sense of asymptotic capacity. Under the assumption
of general processing at both transmitter and receiver, the proposed GMM algorithm
can achieve higher diversity gain and lower BER than the existing algorithms, even
without the power bonus given by activating more independently powered relay
nodes. Moreover, it is well observed that the proposed GCM and GMM algorithms
exhibit similar performance compared with the high-complexity exhaustive search
method, showing high values of the proposed schemes for both theoretical studies
and practical applications.
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Chapter 4
The Seventh Category: Advanced Interference
Coordination

Abstract For the seventh category of multipoint cooperative communication
technology, we investigate the interference coordination schemes for the uplink
frequency division multiple access (FDMA) cellular network in this chapter. First,
we elaborate on the topology of a cellular system and show the interference problem
in the uplink FDMA network. Second, we discuss the hard, fractional, and soft
frequency reuse schemes, and then we address our motivations to improve the
static implementation of soft resource reuse scheme with minimum intercell CSI
exchanges. Third, we propose an advanced interference coordination scheme that
consists of six steps with the key design lying in the enhanced user equipment
(UE) categorization and resource-access control policies. In order to verify the
effectiveness of the proposed scheme, we resort to the approach of system-level
simulation, the methodology and implementation of which are addressed in great
details. From the simulation results, it can be observed that compared with the
conventional schemes, the proposed scheme can largely increase the efficiency of
the trade-off between the cell-edge throughput and the overall throughput, thus
showing high values in the study of interference coordination and application for
the uplink FDMA cellular network.

Keywords Interference coordination • Uplink cellular network • Frequency
reuse • System-level simulation • Cell-edge throughput • Overall throughput

4.1 Introduction

Currently, the long-term evolution (LTE) and LTE-Advanced (LTE-A) systems
adopt orthogonal frequency division multiple access (OFDMA) and single carrier
frequency division multiple access (SC-FDMA) (see Sect. 2.2) as the multiple
access methods respectively for the downlink and uplink transmissions (Sesia et al.
2009). The basic idea is to simultaneously serve many user equipments (UEs)
in a cell in a frequency division multiple access (FDMA) manner. Although the
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intra-cell interference can be avoided by the use of FDMA, the intercell co-channel
interference, particularly in the uplink FDMA cellular system, is a serious problem
which needs to be addressed.

Generally speaking, a cellular system divides a service area into a great number
of quasi-hexagonal regions, usually referred to as cell sites (3GPP 2010). Each cell
site can be further split into several sectors or cells by the employment of directional
antennas. In practice, the number of sectors/cells in each cell site is usually 3
or 6. In an uplink FDMA cellular system, one sector/cell is managed by one base
station (BS), which allocates uplink radio resources to UEs and regulates their
transmission powers. The uplink radio resources include time slot, frequency sub-
band, scramble code, and spatial beam. For a network that frequency resources are
universally reused among all the sectors/cells, the co-channel interference will occur
when two UEs from adjacent sectors/cells are assigned to use the same frequency
sub-band. This uplink co-channel interference is more pronounced when two cell-
edge UEs are involved since cell-edge UEs are usually granted with relatively high
transmission powers.

There are mainly two approaches to cope with this interference problem. The
first one is resource coordination, which can arrange the interference in a desirable
way, for example, the hard resource reuse and fractional resource reuse methods
addressed in Sect. 2.7.3. The second one is to conduct joint or partially joint
scheduling and power allocation operations based on inter-BS communications, for
example, the adaptive resource reuse scheme described in Sect. 2.7.5 and the soft
resource reuse technology discussed in Sect. 2.7.7.1. The first approach is basically
easy to implement and requires small signaling overhead. However, its performance
is relatively poorer than that of the second approach. In this chapter, we want to first
study some simple scheme in the soft resource reuse technology and then investigate
possible improvement for the interested scheme.

4.2 System Model and Existing Technologies

4.2.1 System Model

Figure 4.1 is a schematic diagram showing the topology of a cellular system,
together with sector/cell antenna configurations. In Fig. 4.1, UEs are randomly
placed in the cellular network. The cell sites are labeled with cell site ID ① � ⑦,
and each cell site is divided into M sectors/cells, for example, M D 3 in Fig. 4.1. For
each sector/cell, its radio resource management (RRM) is conducted by a BS, and
its cell ID is composed of a cell site ID and a sector ID I1, I2, or I3. Directions of
sector/cell antennas are illustrated by arrows in Fig. 4.1. Considering a cell-edge UE
x in the sector I1 of the cell site ① and another cell-edge UE y in the sector I3 of the
cell site ④, which are highlighted by dash-line circles in Fig. 4.1, we can predict that
severe uplink co-channel interference will emerge if UE x and y occupy the same
uplink radio resource to transmit their signals to the BSs.

http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
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Fig. 4.1 Illustration of a cellular network

4.2.2 Existing Technologies

Two simple schemes are available to cope with the uplink co-channel interference
problem. The first scheme is the hard frequency reuse technology and the second
is the fractional frequency reuse technology. Although both schemes have been
briefly introduced in Sect. 2.7.3.1, we will discuss them in more details in the
following.

4.2.2.1 Hard Frequency Reuse Technology

In the hard frequency reuse technology (Hanly and Whiting 1993), each cell
can only use part of the system’s frequency spectrum, and one cell’s frequency
resource cannot be reused by adjacent cells; thus intercell co-channel interference
between cell-edge UEs can be mostly removed due to the hard frequency spectrum
partitioning. However, the frequency reuse factor of this technology is quite low,
resulting in a poor performance of overall throughput. An illustration of a hard
frequency reuse scheme for a three-cell-site model is depicted in Fig. 4.2, where
three hexagonal cell sites are assigned with different frequency resources denoted
as f1, f2, and f3.

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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Fig. 4.2 Illustration of a hard
frequency reuse scheme for a
three-cell-site model
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Fig. 4.3 Illustration of a
fractional frequency reuse
scheme for a three-cell-site
model

4.2.2.2 Fractional Frequency Reuse Technology

An improvement to the hard frequency reuse scheme is the fractional frequency
reuse method (Alcatel-Lucent 2007), in which each cell reserves some resource
referred to as edge UE resource (EUR) for its cell-edge UEs to use and EURs
of adjacent cells don’t overlap with each other in the network. The core idea of
this technology is to protect the cell-edge UEs by allocating to them a dedicated
frequency sub-band with intercell interference coordination. Heuristically, we can
expect that such method will largely improve the cell-edge throughput as each
cell’s high-SINR EUR may be more than enough for cell-edge UEs to consume.
Besides, all EURs can be further reused by the cell-interior UEs in adjacent cells,
leading to a relatively high overall throughput. An illustration of the fractional
frequency reuse technology is provided in Fig. 4.3, where the EUR f1, f2, and f3 are
respectively set aside for three hexagonal cell sites and f0 is the universal frequency
resource for cell-interior UEs. It should be noted that in the conventional fractional
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Fig. 4.4 Illustration of the
proposed soft frequency reuse
scheme for a three-cell-site
model

frequency reuse scheme, the union of f1, f2, and f3 has no intersection with
f0, which belongs to the third category of multipoint cooperative communication
technology. However, if f0 is larger than the union of f1, f2, and f3 or even
equals the system bandwidth, then the scheme illustrated by Fig. 4.3 will become a
static implementation of soft resource reuse classified into the seventh category of
multipoint cooperative communication technology. Obviously, the latter design can
achieve higher spectral efficiency.

4.2.2.3 Motivations of Improved Schemes

The hard frequency reuse method holds the merits of easy implementation and low
overhead of intercell communication but at the price of a decreased frequency reuse
factor. The fractional frequency reuse scheme and the static implementation of soft
resource reuse scheme manage to achieve a relatively high-frequency reuse factor
without losing the advantages of the hard frequency reuse method. In addition,
if some form of channel state information (CSI) is allowed to be exchanged
among adjacent cells, though limited amount it may be, the system throughput
performance can be further increased. Here we consider improvement for the static
implementation of soft resource reuse scheme, which falls into the seventh category
of multipoint cooperative communication technology. Our basic idea is to let the
BS be able to identify the UEs who have the potential to generate a large amount of
interference based on intercell CSI. Then the BS should restrict the usable frequency
resource for such UEs in order to reduce the interference emitted to adjacent cells;
thus the spectral efficiency of cell-edge UEs can be increased, which in turn will
improve the overall throughput of the system since the BS can cut down some
frequency resource allocations for cell-edge UEs and accommodate more cell-
interior UEs with high transmission rate.

The application of our scheme on a three-cell-site model is illustrated in Fig. 4.4.
Compared with Fig. 4.3, Fig. 4.4 shows the new idea that other than the cell-edge
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and cell-interior UEs, there is another kind of UEs located between the cell-edge and
cell-interior regions, which may generate strong interference into the network. So
it should be helpful to place additional resource usage restrictions on these UEs to
reduce the interference for the sake of cell-edge UEs in adjacent cells. For instance,
we can dictate that UEs with potential to generate strong interference are not
authorized to access the EURs of adjacent cells, and hence some cell-edge UEs can
be saved from being the victims of large interference. The essence of the proposed
resource restriction on the strong-interference UEs is to reduce the interference
leakage toward other cells from an altruistic viewpoint, which maintains a good
communication environment with low interference across the entire network.

4.3 Advanced Interference Coordination Scheme

4.3.1 Overall Description of the Proposed Scheme

Based on the discussions in Sect. 4.2, we propose an advanced interference
coordination scheme, which consists of six steps. The key procedure is highlighted
in the following.

First, a UE monitors and detects the downlink reference signals (RSs) from
multiple neighbor cells, the measurement of which will be reported to its serving BS
in a periodic or event-triggering manner. It should be noted that in practical systems,
such as the LTE/LTE-A network, the mechanism of RS measurement report already
exists (3GPP 2007). Second, the BS performs evaluation on the UE’s resistance
of interference and tendency of producing interference according to its geometry
information reflected in the RS measurement report. The BS will then group UEs
into four types based on the evaluation results. Our key design lies in that the BS
will assign the four types of UEs to access different parts of the system frequency
spectrum. If a UE tends to generate a large amount of interference toward adjacent
cells, then the BS will restrict the frequency resource for the UE to use, thus reducing
the network interference level from an altruistic perspective so that the cell-edge
throughput can be improved. On the other hand, if a UE is not likely to cause
much interference to adjacent cells, then the BS will grant the UE to have access
to the EUR of the cell if it is available; thus the overall throughput can be increased
because the BS scheduler usually works more efficiently on a wider frequency band.
Finally, the BS scheduler performs power control, resource allocation, and link
adaptation for the served UEs based on the assigned resource-access authorization
to the frequency sub-bands.

4.3.2 Implementation Details of the Proposed Scheme

The implementation of the proposed scheme is illustrated in Fig. 4.5, where E1,
E2, and E3 are respectively denoted as the EURs for the three cells illustrated by
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Fig. 4.5 Illustration of the implementation of the proposed scheme for a three-cell model

circles C1, C2, and C3. The three cells are managed by BS entities B1, B2, and
B3, respectively. A UE is represented by entity U and its serving BS is B1. In the
entity U, module M performs the function of monitoring the downlink RSs �i.i D
1; 2; 3/ sent from three BSs, the measurement result of which is contained in a report

 . After the UE U feeds back 
 to B1, the BS will then conduct the geometry
evaluation and UE categorization in the unit G and obtain the UE categorization
result denoted as ‰. Module RAC is responsible for the resource-access control
(RAC), the input and output of which are respectively the UE categorization result‰
and the RAC result ˆ. Finally, the modules PC, RA, and LA are the power control,
resource allocation, and link adaptation units, respectively.

The six steps in Fig. 4.5 are elaborated in details as follows.

4.3.2.1 Step 1: Construction of Cell EURs

For a given time t, each cell declares an EUR primarily for the cell-edge UEs, and
one cell’s EUR doesn’t overlap with those of adjacent cells. Suppose that the whole
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frequency resource set is denoted as S, the elements of which are arranged in an
ascending order represented by

S D fs.i/ j1 � i � C.S/; s.i/ < s.i C 1/; 1 � s.i/ � C.S/g; C.S/ D N;

(4.1)

where C.�/ outputs the cardinality of a set. We can divide S into B candidate EUR
sets with no intersection denoted as S.j /.j 2 f1; 2; : : : ; Bg/. In each set S.j /, there
are C.S.j // elements written as

S.j / D ˚
sj .i/

ˇ
ˇ1 � i � C .S.j // ; sj .i/ < sj .i C 1/; sj .i/ 2 S

�
; .1 � j � B/:

(4.2)

Here, S.j / satisfies

[B

jD1 S.j / � S; (4.3)

and

S .jk/ \ S .jl / D ¿; .1 � jk; jl � B; jk ¤ jl /: (4.4)

In time t, any two adjacent cells cannot configure the same EUR set. That is to say,
for adjacent cells with ID bk and bl , we have

J .bk; t / ¤ J .bl ; t /; (4.5)

where J.�/ maps a cell ID and time t to an EUR set index.
Besides, one cell’s EUR can be reused by cell-interior UEs of neighbor cells,

which achieves soft frequency reuse. For instance, considering (4.5), the EUR set
S .J .bk; t// can be reused by cell-interior UEs in the cell with ID bl , and the EUR
S .J .bl ; t// can also be reused by cell-interior UEs in the cell with ID bk .

In order to further exploit the frequency diversity gain, it’s better to construct
the EUR sets using frequency hopping. There are generally three ways to construct
such kind of EUR sets, that is, localized EURs with contiguous frequency resources,
distributed EURs with non-contiguous frequency resources and a regular pattern,
and pseudorandomly positioned EURs. They are illustrated respectively in Figs. 4.6,
4.7, and 4.8 forB D 3. Note that S.1/, S.2/, and S.3/ are not necessarily of the same
size, and the union of S.1/, S.2/, and S.3/ doesn’t have to equal set S.

4.3.2.2 Step 2: Report of the Measurement of Downlink RSs

In this step, the UE monitors and detects the downlink RSs �i of the i-th cell.
RSs �i can be the synchronization channel signals or common pilot channel
signals (Sesia et al. 2009), which contain the cell ID information bi . The UE’s RS
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Fig. 4.7 Illustration of
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measurement report 
 should at least include the received power ˇi of �i and the
corresponding cell ID information bi . Then at the BS side, the path loss PLi of the
i-th cell can be computed as

PLi D Pi

ˇ i
; (4.6)
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where Pi is the transmit power of�i . From (4.6), cell-edge UEs tend to have larger
path losses. For simplicity, we denote each UE’s serving cell as the first cell, that is,
�1, b1, ˇ1, P1, and PL1 are associated with the serving cell. In addition, it should
be noted that the path loss value captures the following channel properties (3GPP
2010):

• Propagation loss of the transmission from the UE to the interested cell
• Shadowing loss caused by radio blocking of large buildings
• Antenna gain related to the angle of departure (AoD) and angle of arrival (AoA)

of the UE-to-BS link

Although the proposed scheme demands that the UE should feedback some
form of neighbor-cell CSI in 
 to facilitate the advanced interference coordination
operations, the overhead does not increase accordingly because such CSI report
should be mandatory in practical cellular networks for handover purposes. In 3GPP
(2007), it is required that a UE should report 32 values of ˇi and the associated
cell information bi to its serving BS in order to assist the network to make possible
handover decisions.

4.3.2.3 Step 3: Categorization of UEs Based on Geometry Evaluation

Based on the RS measurement report 
 feedback from the UEs, the BS can evaluate
the UEs’ resistance of interference and tendency of generating interference to
neighbor cells. Here we consider a UE categorization scheme which partitions the
set of UEs into four subsets instead of just two subsets, that is, cell-edge UEs and
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Fig. 4.9 Illustration of dividing UEs into cell-edge UE and cell-interior UE categories

cell-interior UEs. For the two additional groups, we consider another criterion which
relates to the expectation of interference leakage generated by the UE, thus dividing
the UEs into potential major interfering UEs and potential minor interfering UEs.
Combining these two categories with the cell-edge and cell-interior UE categories,
we get four types of UEs in total.

To be more specific, the cell-edge UEs or cell-interior UEs are discriminated by
the comparison between PL1 and a pre-configured threshold ƒ derived from the
�-percentile point of the serving-cell path loss, that is, a UE is grouped into the
cell-edge UE category if its PL1 is larger than ƒ, otherwise it is grouped into
the cell-interior UE category. The division of UEs into these two UE categories is
illustrated in Fig. 4.9.

In addition, we use PLi .i ¤ 1/ to group the UEs into two new categories. For
each UE, two largest non-serving-cell path losses are chosen as the metrics for the
estimation of potential interference generation. The �-percentile point of the non-
serving-cell path loss denoted as a threshold ‚ is used to divide the UEs into two
groups: potential major interfering UEs and potential minor interfering UEs. The
reason why we can perform estimation on the expected intercell uplink interference
from downlink path loss information is because downlink and uplink path losses
generally share a similar value in FDD systems, which has been exploited in uplink
power control process (Sesia et al. 2009). Thereby, smaller downlink path loss
indicates larger likelihood of generating undesirable uplink interference.

Combining these two grouping criteria creates a 2-dimensional 2 � 2 matrix
which describes four types of UEs, as illustrated in Fig. 4.10. The categorization
of UEs is performed by each BS, the result of which is denoted as ‰.

The proposed four types of UEs are listed in Table 4.1 for comparison.

4.3.2.4 Step 4: Authorization of Resource Access

Based on the UE categorization result ‰, the BS authorizes the four types of UE to
access the frequency resources of the system. The fundamental principle is to protect
the cell-edge UEs in the network and restrict the resource usage of the potential
major interfering UEs. The detailed explanations and corresponding examples of
the proposed resource coordination scheme are provided as follows.
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Fig. 4.10 Illustration of four types of UEs in the proposed scheme

Table 4.1 UE categorization table

UE categorization Description Criterion

Type I Cell-edge UE and potential
major interfering UE

PL1 > ƒ and 8i ¤ 1, PLi � ‚

Type II Cell-edge UE and potential
minor interfering UE

PL1 > ƒ and 9i ¤ 1, PLi > ‚

Type III Cell-interior UE and potential
major interfering UE

PL1 � ƒ and 8i ¤ 1, PLi � ‚

Type IV Cell-interior UE and potential
minor interfering UE

PL1 � ƒ and 9i ¤ 1, PLi > ‚

For Type I UEs, that is, UEs at cell-edge area with a potential of generating a
high level of interference, they are only authorized to access the EUR of the serving
BS described by

R.u; t/ D S .J .b1; t //; (4.7)

where u is the UE’s index and R.u; t/ is the set of authorized frequency resources
for UE u at time t. Besides R.u; t/, Type I UEs are strictly forbidden to use other
frequency resources. This resource-access control policy is illustrated in Fig. 4.11.

The Type II UEs, that is, UEs at cell-edge area with a low level of expected
outgoing interference, usually locate at the edge of the serving cell and generate
limited intercell interference due to building obstruction, indirect antenna pointing
to neighbor cells, etc. Like the Type I UEs, the Type II UEs are also authorized
to access the resource shown by (4.7). Optionally, the Type II UEs may be able
to have a power boost to improve the uplink data transmission as long as their
interference levels are tolerable to adjacent cells. This resource-access control policy
is illustrated in Fig. 4.12.

The Type III UEs, that is, UEs locate in the interior area of the serving cell while
potentially generating much interference to adjacent cells, can be viewed as hidden
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Fig. 4.12 Resource-access authorization for the Type II UEs

interferers in the network. A prominent example emerges at the sector border, where
UEs have very good communication links to both sectors/cells. In our proposed
scheme, the Type III UEs are forbidden to use the EUR of the serving cell and those
EURs of the potentially interfered cells in order to prevent the critical interference
hitting the cell-edge UEs in neighbor cells. Hence, R.u; t/ of the Type III UEs can
be expressed as

R.u; t/ D S
/
 

S .J .b1; t//[
 
[

i

S .J .bi ; t //

!!

; (4.8)

where bi is the ID of the potentially interfered cells. However, if R.u; t/ becomes
Ø, then we have to create an emergent permission that R.u; t/ D S .J .b1; t//. In
addition, this type of UEs may have an optional power reduction to further decrease
the interference to adjacent cells. The above rule is illustrated in Fig. 4.13.

Finally, the Type IV UEs, that is, UEs at cell-interior area with a low level of
expected interference, can access any frequency resource expect the EUR of the
serving cell in order not to rob the limited resources intended for the cell-edge UEs.
Thus, R.u; t/ of the Type IV UEs can be shown as
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R.u; t/ D Sn .S .J .b1; t///: (4.9)

However, when the serving cell’s EUR hasn’t been used up by the rightful UEs, it
can be given to the Type IV UEs. Therefore, the Type IV UEs have limited rights to
access the EUR of the serving cell. The discussed resource-access control policy is
illustrated in Fig. 4.14.

The proposed resource-access authorization policies is summarized in Table 4.2.
The authorization of resource access made at the BS based on Table 4.2 is

denoted as ˆ.
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Table 4.2 Resource-access authorization policies

UE categorization Description Authorized resource

Type I Cell-edge UE and potential
major interfering UE

R.u; t / shown in (4.7)

Type II Cell-edge UE and potential
minor interfering UE

R.u; t / shown in (4.7)
Optional power boosting

Type III Cell-interior UE and potential
major interfering UE

R.u; t / shown in (4.8)
If R.u; t / D Ø, use (4.7)
Optional power reduction

Type IV Cell-interior UE and potential
minor interfering UE

R.u; t / shown in (4.9)
Limited right to invoke (4.7)

4.3.2.5 Step 5: Power Control

The uplink transmission power of a UE shall be stringently supervised by the
BS so that the UE, especially the cell-edge UE, won’t jam the neighbor BSs due
to unnecessary high transmission powers. Conventional power control schemes
include maximum power control, target SNR power control (Ericsson 2006), and
partial path loss compensation power control (Motorola 2006).

The maximum power control scheme allows all UEs to transmit at their highest
power level, that is,

P.u/ D Pmax; (4.10)

where P.u/ is the uplink transmit power of UE u and Pmax is the maximum uplink
transmit power.

The target SNR power control scheme first sets the power basis to fully
compensate the UE’s path loss, and then it further raises the transmit power to meet
the UE’s target SNR. In addition, the granted power shall be bounded by Pmax.
Hence, the target SNR power control scheme can be described as (Ericsson 2006)

P.u/ D min
n
Pmax; PL1.u/ � Pnoise � 10 SNRtag

10

o
; (4.11)

where PL1.u/ is the serving-cell path loss of UE u, Pnoise is the noise power, and
SNRtag is the target SNR in dB scale.

The partial path loss compensation power control scheme grants different power
levels for different UEs. For the worst cell-edge UEs defined as UEs with PL1.u/
larger than the x-percentile point of the serving-cell path loss, the BS generously
permits them to transmit the signal at the full power Pmax. For other UEs, the BS
only approves a certain power level, which partially compensatesPL1.u/ according
to a configured factor ˛. Again, all the UEs’ transmit powers shall be limited by
Pmax. Thus, the algorithm can be expressed as (Motorola 2006)
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P.u/ D Pmax � min

�
1;max

�
rmin;

�
PL1.u/

PLx�i le

�˛��
; (4.12)

where rmin is the ratio of minimum transmit power over Pmax, PLx�i le is the x-
percentile point of the serving-cell path loss, and ˛.0 < ˛ � 1/ is the factor of path
loss compensation.

4.3.2.6 Step 6: Resource Allocation and Link Adaptation

By means of scheduling algorithms, the BS allocates the frequency resources to the
served UEs, takingˆ and power control results into account. Conventional schedul-
ing algorithms include maximum carrier-to-interference ratio (C/I) algorithm, and
proportional fairness (PF) algorithm (Ofuji et al. 2002).

The maximum C/I algorithm gives the frequency resource s.i/ to the UE who
claims to have the largest C/I ratio, that is,

A .s.i// D arg max
u

�
Gain.u; s.i//

Interf.s.i//

�
; (4.13)

where A.s.i// is the resource allocation function mapping the resource s.i/ to its
owner u. Gain.u; s.i// is the UE’s channel gain on s.i/, and Interf.s.i// is the
interference power on s.i/.

The PF scheme, on the other hand, doesn’t reward the s.i/ to the UE with the
best channel condition, but to the UE who outperforms its average transmission rate
to the largest extent. Suppose that r.u/ is the average transmission rate of UE u and
d.u; s.i// is the instantaneous transmission rate of UE u if it gets s.i/. Then the PF
algorithm can be expressed as (Ofuji et al. 2002)

A.s.i// D arg max
u

�
d.u; s.i//

r.u/

�
: (4.14)

In the proposed interference coordination scheme, we don’t specify which
scheduling algorithm(s) should be employed. However, the allocation order of the
frequency resources is very important. First, frequency resource units (FRUs) in the
set Sn .S .J .b1; t /// should be allocated to the rightful UEs so that these resource
units are fully utilized to prevent unnecessary traffic loading onto the valuable EUR
set. Second, FRUs in the EUR set S .J .b1; t // should be scheduled to the authorized
UEs. Note that if some FRUs in the EUR set haven’t been adopted by any UE after
the above two rounds of resource allocation, then the idle FRUs can go to the UEs
with limited access right, that is, the Type IV UEs. Such event will happen when
there is no cell-edge UE or the EUR set is more than enough for cell-edge UEs or
cell-edge UEs abandon the idle FRUs due to deep channel fadings.

Finally, the BS performs link adaptation for the scheduled UEs, that is, the BS
adaptively selects the modulation and coding scheme based on the UEs’ estimated
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signal-to-interference plus noise ratio (SINR) so that the expected packet error rate
(PER) is controlled to be lower than a predetermined threshold (Qualcomm 2006).

4.4 Simulation and Analysis

4.4.1 Methodology of the System-Level Simulation

The proposed scheme is a system-level resource coordination protocol, which can
only be verified by the system-level simulation of the cellular network. To start with,
we discuss the methodology of the system-level simulation, which usually consists
of four steps as follows.

4.4.1.1 Infrastructure Construction of the Cellular Network

First, we recreate the cellular system topology, together with BS antenna configu-
ration and UE distribution shown in Fig. 4.1 by means of computer programming.
Figure 4.15 illustrates the layout of a cellular network in our simulation generated
and plotted by the MATLAB software (King 2001).

Fig. 4.15 Illustration of the layout of the simulated cellular network (M D 3)
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In Fig. 4.15, arrows and asterisks represent directional antennas and UEs,
respectively. Comparing Fig. 4.1 with Fig. 4.15, we can see that all the primary
characteristics of the cellular infrastructure are well captured in our computer
simulation. It should be noted that in the system-level simulation, the problem of
edge effect around the simulation area, that is, the results collected from the BSs
located near the boundary of the simulation area are lack of confidence due to
blanked interference from outside, should be carefully considered. A simple solution
to tackle the problem is to discard the results of a complete tire of the outmost BSs
and only take the results generated from the interior area. Another approach is the
advanced wrap-around technique (Sallabi et al. 2005), which extends the simulation
area by duplicating the interior cells and placing them outside the simulation area
according to some predefined pattern. Thus, the edge effect can be removed because
the blank terrains outside the simulation area are filled with duplicated virtual
cells that can generate realistic interference. In our simulation, we adopt the first
approach for simplicity, that is, only the results collected from cell site ① are used
for performance analysis.

4.4.1.2 Model UEs’ Uplink/Downlink Channels

Channel modeling with perfect CSI is mainly composed of four parts. The first part
is the calculation of path loss values addressed in Sect. 4.3.2.2, which includes a
distance-dependent attenuation value derived from the large-scale power attenuation
model (Proakis 2001), a shadowing loss based on location-correlated random
variable generated from the shadowing model (Gudmundson 1991), and an antenna
gain obtained from the antenna pattern and UE’s AoA and AoD information with
respect to the directional antenna array deployed at the BS (3GPP 2010). The second
part is the simulation of fast fading channels, also known as the small-scale channel
fadings, which are usually modeled as the Rayleigh fading channels (Zheng and
Xiao 2003). The third part is the emulation of interference experienced by the UE.
To accurately construct the interference in the network, each interference link should
be explicitly generated. In the uplink, the interference comes from the leakage power
of neighbor cell UEs to the serving cell. On the other hand, in the downlink, the
interference is composed of undesirable signals transmitted from neighbor cells to
the UE. The fourth part is the model of ZMCSCG noise, which is related to the
environmental temperature (3GPP 2010).

As for the channel impairment resulted from imperfect CSI, the uplink and
downlink simulators should consider different factors. For the uplink, imperfect
CSI is mostly caused by the inter-UE interference of the uplink RSs, while for the
downlink primary concerns are about channel estimation errors and limited-bit CSI
feedback addressed in Sect. 2.6.

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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4.4.1.3 Simulate RRM Functions in BS

According to Sect. 4.3.2, basic RRM functions performed by BS include time-
frequency resource allocation (Ofuji et al. 2002), power control (Ericsson 2006;
Motorola 2006), and selection of adaptive modulation and coding (AMC) scheme
(Qualcomm 2006). All these functions can be simulated by computer programs. For
example, the resource scheduling can be represented by an FUR allocation table
in the BS, and the AMC selection can be realized by the comparison between the
estimated sub-band SINRs with the predefined SINR thresholds inferred from the
BER curves of various AMC schemes.

4.4.1.4 Compute the Effective Throughput of the System

For the uplink, the actual SINR of the received signal at the BS on each scheduled
time-frequency resource can be obtained from the computer simulation addressed
in Sects. 4.4.1.1, 4.4.1.2, and 4.4.1.3. Then according to the mapping technique
from SINR to PER (Brueninghaus et al. 2005), the program can obtain a PER and
decide whether the simulated packet is successfully decoded by generating a random
value in [0, 1) and comparing it with the PER. If the packet has been correctly
received at the BS, then the effective bits in the packet will be added to the UE’s
uplink throughput. Otherwise, retransmission of the packet should be operated. In
our simulation, we adopt the same retransmission mechanism as that in the LTE
network (3GPP 2010), which is the Hybrid Automatic Repeat reQuest (HARQ)
protocol, that is, a combination of forward error-correcting coding and Automatic
Repeat reQuest (ARQ) error control. For the downlink, the UE’s SINR should also
be evaluated, and only the successfully transmitted bits should be counted into the
downlink throughput.

It should be noted that an alternative way to determine the correctness of the
simulated packet is to perform the real-time link-level decoding process based
on the received SINR. However, it is prohibitively complex to conduct such
a huge number of real-time link-level simulations for every transmission in a
system-level simulator. Therefore, the SINR-to-PER mapping technology addressed
in Brueninghaus et al. (2005) is the key to make the system-level simulation
possible. The core idea of the SINR-to-PER mapping technology is that multiple
subcarrier SINRs in the fading channel can be mapped to an effective SNR in the
additive white Gaussian noise (AWGN) channel, in the sense of equivalent PER.
A commonly used mapping function is the exponential effective SINR mapping
(EESM) (Brueninghaus et al. 2005), the parameters of which are obtained from
a substantial number of offline link-level simulations. With the subcarrier SINRs
mapped to an effective SNR, we can easily get the PER by looking up an SNR-
to-PER table, which is also given by offline simulation results. In short, instead of
running real-time simulations, the UE’s PER is obtained from checking with the
predefined mapping tables in the system-level simulation.
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Table 4.3 Parameters of the system-level simulation for LTE uplink (3GPP 2006)

No. Parameter Configuration

1 Cellular model and layout Hexagonal grid, seven cell sites, three
sectors/cells per cell site

2 Distance between cell sites 500 m
3 UEs’ distribution Randomly and uniformly distributed in

each cell/sector
4 Distance-dependent path loss L D 128.1 C 37.6log10(d) dB, d in km
5 Shadowing standard deviation 8 dB
6 Correlation distance of shadowing 50 m
7 Shadowing correlation Between cell sites 0.5
8 Between cells 1.0
9 Penetration loss 20 dB
10 Antenna pattern

AH .'/ D �min

"

12

�
'

'3dB

�2
; Am

#

'3dB D 70ı; Am D 25dB

11 BS antenna gain plus cable loss 14 dBi
12 Noise figure at BS 5 dB
13 Thermal noise density �174 dBm/Hz
14 Minimum distance between UE and BS 35 m
15 UE’s speed 3 km/h
16 UE’s maximum transmit power Pmax 24 dBm
17 Number of UE’s transmit antennas 1
18 Number of BS’s receive antennas 2
19 Carrier frequency 2 GHz
20 System bandwidth 10 MHz
21 Subcarrier interval 15 KHz
22 Number of subcarriers 600
23 Number of subcarriers per FRU s.i/ 12
24 Number of FRUs in the system N 48 (among the 600 subcarriers, 24 carriers

are used for uplink control signaling
purposes; the other 576 subcarriers are
grouped to 48 FRUs)

25 Transmit time interval (TTI) 1 ms

4.4.2 Simulation Parameters

4.4.2.1 System-Level Simulation Parameters

In our simulation, we adopt the system-level simulation parameters of LTE uplink
(3GPP 2006) as listed in Table 4.3.

We provide further explanations of the parameters in Table 4.3 as follows:

1. Cellular model and layout: The infrastructure of the cellular network as
illustrated in Fig. 4.15.
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2. Distance between cell sites: The distance between the center points of adjacent
cell sites in Fig. 4.15.

3. UEs’ distribution: The description of the probability density function (PDF) of
UEs’ locations in the cell/sector. In generally, uniform distribution is assumed
when no communication hot spot is considered in the simulation scenario.

4. Distance-dependent path loss: The formula to model the large-scale channel
attenuation.

5. Shadowing standard deviation: The shadowing value is usually assumed to
follow the logarithmic normal distribution (3GPP 2010), that is, the logarithm
of the shadowing value conforms to the normal distribution. And the standard
deviation of the said normal distribution is denoted as the shadowing standard
deviation.

6. Correlation distance of shadowing: Shadowing is usually caused by radio
blocking of large buildings, which occupy a certain size of spatial area in
the simulated scenario. Thus the shadowing values have relatively strong
correlations across some distance (Gudmundson 1991), which is measured by
the correlation distance of shadowing.

7. Shadowing correlation—between cell sites: The correlation coefficient of a
UE’s shadowing values between cell sites. Due to the distributed deployment
of cell sites, this correlation coefficient is relatively small.

8. Shadowing correlation—between cells: The correlation coefficient of a UE’s
shadowing values between cells. Due to the colocated deployment of cells, this
correlation coefficient is relatively large.

9. Penetration loss: Any building that contains a significant thickness of concrete
or amount of metal will attenuate the radio wave signal. The corresponding
power loss due to penetration through walls and floors is represented by this
parameter.

10. Antenna pattern: The radiation properties of the antenna as a function of
directional angles.

11. BS antenna gain plus cable loss: The power gain at BS receiver before the
baseband signal processing.

12. Noise figure at BS: The thermal noise power in the electronic circuits at BS.
13. Thermal noise density: The power spectral density (PSD) of the thermal noise,

which relates to the environment temperature.
14. Minimum distance between UE and BS: Due to the antenna down-tilt at BS,

UEs at a very close range of BS will experience communication link failure.
Thus UEs should be dropped at a distance from BSs to avoid entering the blind
spots.

15. UE’s speed: This parameter is for modeling time-variant channels.
16. UE’s maximum transmit power: The upper limit of UE’s transmit power.
17. Number of UE’s transmit antennas: The number of transmit antennas equipped

at UE.
18. Number of BS’s receive antennas: The number of receive antennas equipped

at BS.
19. Carrier frequency: The carrier frequency of the spectrum.
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Table 4.4 Parameters
of the 6-ray TU channel
(3GPP 1999)

Path no. Delay (us)
Relative
power (dB)

Path 1 0 �3
Path 2 0.2 0
Path 3 0.5 �2
Path 4 1.6 �6
Path 5 2.3 �8
Path 6 5.0 �10

20. System bandwidth: The bandwidth of the spectrum.
21. Subcarrier interval: The interval between adjacent subcarriers in the OFDM

system.
22. Number of subcarriers: The number of available subcarriers in the OFDM

system without the guard bands.
23. Number of subcarriers per FRU: The number of subcarriers contained in

one s.i/.
24. Number of FRUs in the system: The number of available FRUs in the OFDM

system without the guard bands and uplink control channels.
25. Transmit time interval (TTI): TTI refers to the minimum time duration of a

transmission.

The channel model in our simulation is the 6-ray global system for mobile
communication (GSM) typical urban (TU) model (3GPP 1999). Its parameters are
presented in Table 4.4.

4.4.2.2 Link-Level Simulation Parameters

Besides the system-level parameters for the LTE uplink simulation specified in
3GPP (2006), other link-level parameters need to be configured, which are shown
in Table 4.5.

In the following we further discuss the parameters in Table 4.5:

1. Number of UEs per cell: UEs that can be served by a BS simultaneously are
usually limited by the capacity of the control channels.

2. Scheduling algorithm: The scheduling function performed by the BS has been
addressed in Sect. 4.3.2.6.

3. Maximum number of FRUs for each UE per TTI: In order not to let UEs with
extremely good channel conditions consume all the FRUs, it is beneficial to set
a maximum number of FRUs for each UE per TTI to improve the fairness of
the system.

4. Retransmission combing: When error occurs in the packet decoding, retrans-
mission will be needed. It is commonly recommended that BS should preserve
the soft-bit information of the previously failed transmission and combine
it with that of the retransmission to improve the probability of successful
decoding (3GPP 2010).
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Table 4.5 Configurable link-level parameters of the simulation for LTE
uplink

No. Configurable parameter Configuration

1 Number of UEs per cell 40
2 Scheduling algorithm PF scheme described in (4.14)
3 Maximum number of FRUs

for each UE per TTI
6

4 Retransmission combing Soft chase combing
5 Maximum number of

retransmissions
5

6 Scheduling of the
retransmission

Non-adaptive scheduling

7 Delay of the retransmission 8 TTIs
8 Power control algorithm Fractional path loss compensation

algorithm given by (4.12)
9 Parameter x in (4.12) 95
10 Parameter ˛ in (4.12) 0.8
11 Parameter rmin in (4.12) 0.00001
12 Time granularity of BS

scheduling
Per TTI

13 Delay of BS scheduling 1 TTI
14 Traffic model Full buffer (FB)
15 Receiver type in BS Minimum mean square error

(MMSE) receiver
16 Expected PER 0.1
17 Adaptive modulation and

coding schemes
QPSK Coding rate

f1/3, 1/2, 2/3, 4/5g
16QAM Coding rate

f1/2, 2/3, 3/4, 4/5g
18 PER vs. SNR in the AWGN

channel
The curves in Qualcomm (2006)

shown in Fig. 4.16
19 Parameter ƒ in the

proposed scheme
The � D 10-percentile point of the

path loss to the serving cell
20 Parameter ‚ in the

proposed scheme
The � D 95-percentile point of the

path loss to the non-serving cell

5. Maximum number of retransmissions: When several attempts of retransmission
still cannot give a correct decoding of a packet, it is necessary to discard
the packet to prevent further wasting of communication resource in case the
corrupted packet is beyond repair. In practical systems, the maximum number
of retransmissions is usually set to 4 or 5 (3GPP 2010).

6. Scheduling of the retransmission: There are two ways to schedule the retrans-
mission, which are non-adaptive scheduling, that is, retransmitting the packet
on the previously scheduled frequency resource, or adaptive scheduling, that
is, retransmitting the packet on a new resource with another scheduling. In the
LTE/LTE-A network (3GPP 2010), the downlink retransmission operates in the
second way, while the uplink one adopts the first approach.
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Fig. 4.16 PER versus SNR curves for various AMC schemes in the AWGN channel

7. Delay of the retransmission: The time period between the first transmission and
the retransmission.

8. Power control algorithm: The power control function performed by the BS has
been addressed in Sect. 4.3.2.5.

9. Parameter x in (4.12): The reference point of the serving-cell path loss in the
fractional path loss compensation algorithm (Motorola 2006).

10. Parameter ˛ in (4.12): The factor of path loss compensation in the fractional
path loss compensation algorithm (Motorola 2006).

11. Parameter rmin in (4.12): The ratio of minimum transmit power over maximum
transmit power in the fractional path loss compensation algorithm (Motorola
2006).

12. Time granularity of BS scheduling: The time granularity based on which the
BS scheduling algorithm is operated.

13. Delay of BS scheduling: The time delay between the BS scheduling and the
first transmission.

14. Traffic model: The model that describes how the UE’s traffic is generated.
15. Receiver type in BS: The receiver structure and capability in BS.
16. Expected PER: The PER target for link adaptation addressed in Sect. 4.3.2.6.
17. Adaptive modulation and coding schemes: The set of candidate modulation and

coding schemes, which is a pre-defined lookup table stored in both BSs and UEs
(3GPP 2011).

18. PER versus SNR in the AWGN channel: See the details of the SINR-to-PER
mapping technique addressed in Sect. 4.4.1.4.

19. Parameter ƒ in the proposed scheme: The parameter that generates the
threshold to divide the UEs into cell-edge UEs and cell-interior UEs.

20. Parameter ‚ in the proposed scheme: The parameter that generates the
threshold to divide the UEs into potential major interfering UEs and potential
minor interfering UEs.
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Fig. 4.17 Illustration of construction of S(j) by consecutive selection of FRUs

4.4.3 Implementation Details in the Simulation

In order to provide a concrete example of the proposed advanced interference
coordination scheme, we address the implementation details of the proposed scheme
in our simulation.

4.4.3.1 Step 1: Construction of Cell EURs

According to Table 4.3, we have N D 48. Thus S D fs.i/j1�i�C.S/; s.i/ <
s.iC1/; 1 � s.i/ � 48g and C.S/ D 48. Then we divide S into B D 3 disjoint
equal-sized EUR sets S.j /; .1 � j � 3/. A conventional way to construct such
EUR sets is to bundle C.S/=B D 16 consecutive FRUs as one S.j /. Therefore,
S.j /s can be written as

S.1/ D f1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 16g ; (4.15)

S.2/ D f17; 18; 19; 20; 21; 22; 23; 24; 25; 26; 27; 28; 29; 30; 31; 32g ; (4.16)

S.3/ D f33; 34; 35; 36; 37; 38; 39; 40; 41; 42; 43; 44; 45; 46; 47; 48g ; (4.17)

Obviously, S.j / given by (4.15), (4.16), and (4.17) satisfies (4.3). This EUR
construction method is further illustrated in Fig. 4.17.

In order to achieve the frequency diversity gain, S.j / can also be created by
comb-shaped selection of FRUs (Huawei 2005), which can be expressed as

S.1/ D f1; 4; 7; 10; 13; 16; 19; 22; 25; 28; 31; 34; 37; 40; 43; 46g ; (4.18)
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Fig. 4.19 Illustration of the time-frequency structure of S(j) by consecutive selection of FRUs

S.2/ D f2; 5; 8; 11; 14; 17; 20; 23; 26; 29; 32; 35; 38; 41; 44; 47g ; (4.19)

S.3/ D f3; 6; 9; 12; 15; 18; 21; 24; 27; 30; 33; 36; 39; 42; 45; 48g ; (4.20)

Here, (4.18), (4.19), and (4.20) also meet the requirement in (4.3). The illustrative
graph of this distributed selection of FRUs is presented in Fig. 4.18.

Moreover, in order to obtain the time diversity gain, we shift the S.j / for the
sectors according to the index of TTI, which can be expressed as

J .Ik;TTI idx/ D mod ..Ik C TTI idx/ ; 3/C 1; (4.21)

where Ik is the sector ID of cell k and T TI idx is the index of TTI.
Based on (4.21), we can replot Fig. 4.17 as a time-frequency structure of S.j /

by consecutive selection of FRUs shown in Fig. 4.19. Note that previously we have
presented the corresponding concept graph in Fig. 4.6.

In a similar way, we can replot Fig. 4.18 as a time-frequency structure of S.j /
by comb-shaped selection of FRUs shown in Fig. 4.20, the concept graph of which
can be found in Fig. 4.7.
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In our simulation, we choose the time-frequency structure of S.j / illustrated by
Fig. 4.20.

4.4.3.2 Step 2: Report of the Measurement of Downlink RSs

Let us take an example of UEs’ distribution in our simulation shown in Fig. 4.21. In
Fig. 4.21, we plot six UEs with their locations labeled as #1, #2, #3, #4, #5, and #6,
respectively.

The illustrated six UEs should monitor and detect the downlink RSs �i of the
i-th neighbor cell with cell ID bi , which contains the sector ID Ii . For simplicity, we
suppose that Ii D j for the j-th sector. After the BS receives the RS measurement
report 
 from the UE, the BS can estimate the path losses from neighbor cells to
the UE. Among the estimated path losses, the maximum path losses associated with
different sector IDs are of particular interest, which can be written as

PL .Ik/ D max fPLi j Ii D Ikg ; Ik 2 f1; 2; 3g: (4.22)
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4.4.3.3 Step 3: Categorization of UEs Based on Geometry Evaluation

According to the UE categorization table shown in Table 4.1, we can classify the
UEs in Fig. 4.21 as follows:

• For the UE at location #1, suppose that we have PL.1/ < ƒ, PL.2/ < ‚, and
PL.3/ < ‚. Therefore, the UE is a Type III UE, that is, cell-interior UE and
potential major interfering UE.

• For the UE at location #2, suppose that we have PL.1/ < ƒ, PL.2/ < ‚, and
PL.3/ > ‚. Therefore, the UE is also a Type III UE, that is, cell-interior UE and
potential major interfering UE.

• For the UE at location #3, suppose that we have PL.1/ > ƒ, PL.2/ > ‚, and
PL.3/ < ‚. Therefore, the UE is a Type I UE, that is, cell-edge UE and potential
major interfering UE.

• For the UE at location #4, suppose that we have PL.1/ < ƒ, PL.2/ > ‚, and
PL.3/ > ‚. Therefore, the UE is a Type IV UE, that is, cell-interior UE and
potential minor interfering UE.

• For the UE at location #5, suppose that we have PL.1/ > ƒ, PL.2/ > ‚,
and PL.3/ > ‚. Therefore, the UE is a Type II UE, that is, cell-edge UE and
potential minor interfering UE.

• For the UE at location #6, suppose that we have PL.1/ < ƒ, PL.2/ > ‚, and
PL.3/ > ‚. Therefore, the UE is a Type IV UE, that is, cell-interior UE and
potential minor interfering UE.

The UE categorization result discussed above is denoted as ‰.

4.4.3.4 Step 4: Authorization of Resource Access

Following the resource-access authorization policies summarized in Table 4.2, we
can order different types of UEs to access different parts of the system frequency
spectrum. The details are discussed below:

• For the UE at location #1, which is a Type III UE, according to (4.8), R.u; t/ D Ø
since PL.2/ < ‚ and PL.3/ < ‚. Therefore, (4.7) is invoked, that is,
R.u; t/ D S .J .b1; t //, and power reduction is a further option. For instance,
during one TTI, suppose that we have J .I1/ D 1, J .I2/ D 2, and J .I3/ D 3,
then considering (4.18), we can get the R.u; t/ for this UE written as

R.u; t/ D f1; 4; 7; 10; 13; 16; 19; 22; 25; 28; 31; 34; 37; 40; 43; 46g : (4.23)

• For the UE at location #2, which is also a Type III UE, according to (4.8), we
have R.u/ D Sn .S .J .I1// [ S .J .I2/// D S .J .I3// since PL.2/ < ‚ and
PL.3/ > ‚. Moreover, this UE’s transmit power may be further reduced. For
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instance, during one TTI, suppose that we have J .I1/ D 1, J .I2/ D 2, and
J .I3/ D 3, then considering (4.20), we can get the R.u; t/ for this UE shown as

R.u; t/ D f3; 6; 9; 12; 15; 18; 21; 24; 27; 30; 33; 36; 39; 42; 45; 48g : (4.24)

• For the UE at location #3, which is a Type I UE, according to (4.7), R.u; t/ D
S .J .b1; t //. For instance, during one TTI, suppose that we have J .I1/ D 1,
J .I2/ D 2, and J .I3/ D 3, then considering (4.18), we can get the R.u; t/ for
this UE described as

R.u; t/ D f1; 4; 7; 10; 13; 16; 19; 22; 25; 28; 31; 34; 37; 40; 43; 46g: (4.25)

• For the UE at location #4, which is a Type IV UE, according to (4.9), R.u; t/ D
Sn .S .J .b1; t///, and this UE also has a limited right to use S .J .b1; t // if it is
still available at the end of scheduling. For instance, during one TTI, suppose
that we have J .I1/ D 1, J .I2/ D 2, and J .I3/ D 3, then considering (4.19) and
(4.20), we can get the R.u; t/ for this UE shown as

R.u; t/ D
(
2; 5; 8; 11; 14; 17; 20; 23; 26; 29; 32; 35; 38; 41; 44; 47

3; 6; 9; 12; 15; 18; 21; 24; 27; 30; 33; 36; 39; 42; 45; 48

)

: (4.26)

And the resources with limited access right are

R0.u; t/ D f1; 4; 7; 10; 13; 16; 19; 22; 25; 28; 31; 34; 37; 40; 43; 46g : (4.27)

• For the UE at location #5, which is a Type II UE, according to (4.7), R.u; t/ D
S .J .b1; t // and it is optional to further increase the transmit power of this UE.
For instance, during one TTI, suppose that we have J .I1/ D 1, J .I2/ D 2, and
J .I3/ D 3, then considering (4.18), we can get the R.u; t/ for this UE written as

R.u; t/ D f1; 4; 7; 10; 13; 16; 19; 22; 25; 28; 31; 34; 37; 40; 43; 46g: (4.28)

• For the UE at location #6, which a Type IV UE, according to (4.9), R.u; t/ D
Sn .S .J .b1; t/// and this UE also has a limited right to use S .J .b1; t // if it is still
available at the end of scheduling. For instance, during one TTI, suppose that we
have J .I1/ D 1, J .I2/ D 2, and J .I3/ D 3, then considering (4.19) and (4.20),
we can get the R.u; t/ for this UE shown as

R.u; t/ D
(
2; 5; 8; 11; 14; 17; 20; 23; 26; 29; 32; 35; 38; 41; 44; 47

3; 6; 9; 12; 15; 18; 21; 24; 27; 30; 33; 36; 39; 42; 45; 48

)

: (4.29)
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Table 4.6 Example of the FRU allocation order and the target UEs

Order FRU indices Target UEs

1

(
2; 5; 8; 11; 14; 17; 20; 23;

26; 29; 32; 35; 38; 41; 44; 47

)

UEs at positions #4 and #6

2

(
3; 6; 9; 12; 15; 18; 21; 24;

27; 30; 33; 36; 39; 42; 45; 48

)

UEs at positions #2, #4, and #6

3

(
1; 4; 7; 10; 13; 16; 19; 22;

25; 28; 31; 34; 37; 40; 43; 46

)

UEs at positions #1, #3 and #5

4 The remaining of

(
1; 4; 7; 10; 13; 16; 19; 22;

25; 28; 31; 34; 37; 40; 43; 46

)

UEs at positions #4 and #6

And the resources with limited access right are

R0.u; t/ D f1; 4; 7; 10; 13; 16; 19; 22; 25; 28; 31; 34; 37; 40; 43; 46g: (4.30)

The resource-access authorization result discussed above is denoted as ˆ.

4.4.3.5 Step 5: Power Control

In our simulation, we adopt the partial path loss compensation power control scheme
described in (4.12). And the optional power boosting or reduction is not operated
for simplicity.

4.4.3.6 Step 6: Resource Allocation and Link Adaptation

In our simulation, the PF scheduling algorithm shown in (4.14) is operated at BS
based on the resource-access authorization result ˆ and UEs’ transmit powers. In
Fig. 4.21, the BS with cell site ID and sector ID I1 should first schedule the FRUs
in SnS .J .I1//, then treat those in S .J .I1//.

To be more specific, suppose that we have J .I1/ D 1, J .I2/ D 2, and J .I3/ D 3

during one TTI, the BS should first allocate the FRU set S .J .I2// in (4.19) to UEs at
positions #4 and #6. Then it gives the FRU set S .J .I3// in (4.20) to UEs at positions
#2, #4, and #6. Finally, it allows UEs at positions #1, #3, and #5 to take the FRU set
S .J .I1// in (4.18). After these steps, if S .J .I1// is not used up, the BS can decide
whether the remaining FRUs should be given to the UEs with limited access right,
that is, UEs at positions #4 and #6. The above scheduling order is summarized in
Table 4.6.

The simulated RRM functions are completed with the link adaptation for the
scheduled UEs.
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Table 4.7 Throughput performance results: cell-edge and overall

No. Scheme

Cell-edge 5% point
UE throughput
(Kbps)

Overall cell
throughput
(Mbps)

Cell-edge throughput
gain at the cost of 1%
cell throughput
reduction (%)

1 Baseline 82 9.916 –
2 The static implementation

of soft frequency reuse
144 9.532 19.5

3 The proposed scheme 148 9.649 29.9

4.4.4 Numerical Results and Discussions

In our simulation, we investigate the 5% point UE throughput as the cell-edge
throughput (3GPP 2008), the overall cell throughput (i.e., the sum of UE through-
puts in one cell), and the trade-off efficiency between the cell-edge and overall
throughputs. A baseline scheme with no interference management is compared with
two interested interference coordination schemes, that is, the static implementation
of soft frequency reuse scheme (Alcatel-Lucent 2007) and the proposed advanced
interference coordination scheme. The numerical results are averaged over ten
system-level simulation trials and are presented in Table 4.7.

As can be seen from Table 4.7, the baseline scheme achieves the highest overall
throughput among the three schemes but with a very poor cell-edge throughput
performance. The static implementation of soft frequency reuse scheme (Alcatel-
Lucent 2007) exhibits a much higher cell-edge throughput (144 Kbps, up 75.6%
compared with the baseline scheme) but a relatively poor overall throughput
(9.532 Mbps, down 3.87% compared with the baseline scheme). From simple
calculation, we can find that 1% loss in the overall throughput approximately
returns a 19.5% gain in the cell-edge throughput. As for the proposed scheme, a
2.69% decrease in the overall throughput is able to exchange for an 80.5% increase
in the cell-edge throughput when it is compared with the baseline scheme. The
trade-off efficiency between the cell-edge throughput and the overall throughput
is approximately 29.9%, which is shown to be 53.3% more efficient than the static
implementation of soft frequency reuse (Alcatel-Lucent 2007).

The reason why the proposed scheme shows excellent performance is that the
resource authorization policy in Table 4.2 guarantees an improved communication
environment for the cell-edge UEs, and hence they can make use of the frequency
resources more efficiently, that is, achieving higher throughput with less FRUs.
Moreover, the saved FRUs from the cell-edge UEs are allocated to the cell-interior
UEs to increase the overall throughput.
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4.5 Conclusion

In this chapter, we propose an advanced interference coordination scheme consist-
ing of UE categorization and resource-access control policies from an altruistic
perspective, which aims to reduce the interference to adjacent cells. To verify the
effectiveness of the proposed scheme, we resort to the approach of system-level
simulation based on a cellular network. Simulation results show that compared
with the existing schemes, the proposed scheme can increase the efficiency of the
trade-off between the cell-edge throughput and the overall throughput by more than
50%. Therefore, the proposed scheme exhibits high performance in interference
coordination and can be implemented with small load of inter-BS signaling, which
are very beneficial for the uplink FDMA cellular network. The novelty of the
proposed scheme is that the BS assigns different levels of authorization for UEs
to access the frequency resource based on the UEs’ resistance of interference and
tendency of producing interference. If a UE tends to produce a large amount of
interference to adjacent cells, the BS will restrict the frequency resource for the
UE to use, thus reducing the interference level in the network from an altruistic
perspective, and hence the cell-edge throughput can be increased. On the other hand,
if a UE is not likely to cause much interference to adjacent cells, the BS will grant
the UE to have access to the edge UE resource of the cell if it is available; thus the
overall throughput can be improved.
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Chapter 5
The Eighth Category: Joint Precoding
with Ideal Backhaul

Abstract For the eighth category of multipoint cooperative communication tech-
nology, we discuss joint precoding schemes with ideal backhaul conditions for
the downlink cellular network in this chapter. First, we introduce some of the
well-known precoding schemes for joint transmission (JT), that is, the global
precoding (GP), local precoding (LP), weighted local precoding (WLP), and single-
frequency network precoding (SFNP) schemes. Second, we propose an enhanced
SFNP scheme with smart antenna selection (AS) operated at the cooperating base
stations (BSs), which is named AS-SFNP scheme. Third, for single-antenna UEs,
both analytical lower bounds and simulation results are provided to show that both
the proposed AS-SFNP scheme and the WLP scheme achieve performance close
to that of the optimal GP scheme in terms of average signal-to-interference-plus-
noise ratio (SINR). For multi-antenna UEs, simulation results demonstrate that the
proposed AS-SFNP scheme can achieve a larger capacity than the LP, WLP, and
SFNP schemes in high-SNR regime. Furthermore, from a system-level simulation
of a practical cellular network, the AS-SFNP scheme with a low feedback overhead
and low-complexity implementation shows comparable performance of the cell-
edge spectral efficiency with the WLP and GP schemes.

Keywords Joint precoding • Ideal backhaul • Single-frequency network
precoding • Antenna selection • SINR • Capacity • System-level simulation
• Spectral efficiency

5.1 Introduction

The eighth category of multipoint cooperative communication technology addressed
in Sect. 2.7.8 has recently attracted considerable interest in the literature, for
example, see Gesbert et al. (2010) and references therein. Motivated by these works,
downlink multipoint cooperative MIMO technologies have been adopted by the
fourth generation (4G) mobile communication standards, such as the 3rd Generation
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Partnership Project (3GPP) Long-Term Evolution-Advanced (LTE-A) network
(see Sect. 1.1). In the LTE-A system, the multipoint cooperative communication
schemes can be generally divided into two types (3GPP 2010), that is, coordinated
scheduling/coordinated beamforming (CS/CB) and joint transmission (JT). When
the CS/CB strategy is employed (see the seventh category of multipoint cooperative
communication technology introduced in Sect. 2.7.7), the cooperating base stations
(BSs) share channel state information (CSI) in various forms, and each BS only
transmits data to its served users; while for the JT strategy, both CSI and user
data should be shared by all cooperating BSs, and thus each User Equipment
(UE) receives data from multiple BSs. Many current research works focus on
CS/CB MIMO schemes (Zhang et al. 2009; Dahrouj and Yu 2010; Venturino et al.
2010; Chae et al. 2009). However, the performance of CS/CB strategy is generally
interference-limited due to lack of abundant spatial-domain degrees of freedom for
perfect inter-BS interference coordination in practical systems (Gesbert et al. 2010).
On the other hand, the JT strategy takes a more aggressive approach to cope with the
interference problem by transforming the interference from neighbor BSs into useful
signals. Usually, the mathematical form of the JT scheme bears a close resemblance
to conventional MIMO systems except for its distributed structure (Shamai and
Zaidel 2001). From uplink-downlink duality theory (see Sect. 2.5), the capacity
region of a downlink JT system can be computed from its dual uplink (Jindal et al.
2004) with the same sum power constraint. These results were later generalized
to accommodate the per-antenna power constraint (Yu and Lan 2007) by showing
that the per-antenna downlink transmitter optimization problem can be transformed
into a dual uplink problem with an uncertain noise. It should be noted that most
capacity duality results are based on nonlinear signal processing at the BS side, such
as the dirty paper coding (DPC) technique (Costa 1983), which is computationally
demanding for precoding across multiple BSs.

Hence, in the JT precoding design for the LTE-A system, linear precoders (Peel
et al. 2005) are generally more preferred than the nonlinear precoders (Costa 1983)
in order to reduce the system complexity. Some existing linear precoding schemes
are global precoding (GP) (Gesbert et al. 2010), local precoding (LP) (TI 2008),
weighted local precoding (WLP) (ETRI 2009), single-frequency network precoding
(SFNP) (ETRI 2009), etc. The basic idea of the GP scheme is to group multiple BSs
together as a virtual BS and apply the extended point-to-point MIMO theory on the
multi-BS global channel to obtain a global precoder. The LP scheme, on the other
hand, is much simpler. It directly generates each sub-precoder for the sub-channel
from each local BS to the UE. The WLP scheme conducts some improvement on
the LP scheme by adding a co-phase weight to the per-BS precoder so that quasi-
coherent combining of the multi-BS signals can be achieved. Perhaps the simplest
JT precoding scheme is the SFNP scheme, in which the same signal with identical
precoding is transmitted from multiple BSs to a UE, resulting in an SNR gain at the
receiver.

However, the SFNP and LP schemes perform poorly (ETRI 2009) compared with
the GP and WLP schemes, but the complexity of the GP scheme and the overhead
of the WLP scheme are relatively high. In order to design a precoding scheme that

http://dx.doi.org/10.1007/978-3-642-34949-2_1
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
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is well-balanced in complexity, feedback overhead, and performance, we propose a
novel antenna selection single-frequency network precoding (AS-SFNP) scheme, in
which smart antenna selection (AS) is performed at BSs and identical precoders are
employed at all cooperating BSs. In contrast with the conventional antenna selection
technique where the antenna subset is selected from one transmission point, the AS-
SFNP scheme requires distributed antenna selection and different antenna subsets
are activated in the cooperating BSs.

5.2 System Model and Existing Technologies

5.2.1 System Model

We consider a single-user (SU) downlink JT scenario, where there areB cooperative
BSs and each BS hasNT transmit antennas. The data for the target UE equipped with
NR antennas is transmitted simultaneously from all cooperative BSs. The channel
between BS b.b 2 f1; 2; : : : ; Bg/ and the UE is denoted as Hb 2 C

NR�NT . The UE
can report its precoding matrix information either to each individual cooperative
BS or to one primary BS. In the latter case, the primary BS should exchange the
channel state information (CSI) from the UE among cooperating BSs through the
ideal backhaul links. Let Wb 2 C

NT�L be the local precoding matrix at BS b, where
L is the number of data streams. Without loss of generality, we assume NR � NT

considering that the BS is usually more resourceful than the UE in the aspect of
hardware equipment. Thus, we further have L � NR � NT since the number of
data streams should be smaller than M D min fNR; NTg. The received signal at the
UE can be described as

y D ŒH1;H2; � � � ;HB�

2

66
6
4

W1

W2

:::

WB

3

77
7
5

x C n; (5.1)

where x 2 C
L�1 is the transmission data vector with covariance matrix E

˚
xxH

� D
IL and n is an additive interference/noise vector with E

˚
nnH

� D Rn. It should be
noted that the interference from outside of the considered B BSs has been incor-
porated into n. If we treat the interference as white Gaussian signals (Skillermark
et al. 2008), then n can be modeled as an additive zero-mean circularly symmetric
complex Gaussian (ZMCSCG) vector with

Rn D N0INR : (5.2)

Let P be the maximum transmission power at each BS, and we denote per-BS
power-to-noise ratio as � D P=N0.
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x x

yBS1

H1 H2

H

W

BS2

UE

Fig. 5.1 Illustration of the GP scheme for a two-BS model

5.2.2 Existing Technologies

5.2.2.1 The GP Scheme

The GP scheme can be viewed as a generalization of single-BS multi-antenna
transmission to cooperative transmission over multiple distributed BSs (Gesbert
et al. 2010). For notational convenience, denote the global channel as H D
ŒH1;H2; : : : ;HB�, and the global precoder as W D 	

WT
1 ;W

T
2 ; : : : ;W

T
B


T
. Then,

we can rewrite (5.1) as

y D HWx C n; (5.3)

where W is subjected to a global power constraint given by

tr
�
WHW

� � BP: (5.4)

The GP scheme for a two-BS model is illustrated in Fig. 5.1.
The system capacity maximization problem can be formulated as

max
W

C.W/

s:t: tr
˚
WHW

� � BP; (5.5)

where C.W/ is the capacity for the global channel H. C.W/ with full CSI at the
transmit side can be presented as (Tse and Viswanath 2005)

C.W/ D log2
�
det

�
INR C HW.HW/HR�1

n

��
: (5.6)

Conducting the eigenvalue decomposition (EVD) operation on RH D HHR-1
n H, we

have

RH D VƒVH; (5.7)
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where V 2 CBNT�BNT is a unitary matrix. ƒ D diag .f�i g/ is a semi-definite
diagonal matrix with the diagonal entries �i s being the eigenvalues of RH sorted in
a descending order.

According to the discussion in Sect. 2.3.1, the optimal solution for problem
(5.5) is

NWGP D QV†; (5.8)

where QV 2 CBNT�L contains the L leftmost vectors of V, which correspond to the
L largest eigen values f�1; �2; : : : ; �Lg of RH. † D diag .f�i g/ is a diagonal water-
filling power loading matrix expressed as (Tse and Viswanath 2005)

�i D
s�

� � 1

�i

�C
; (5.9)

where .x/C D maxfx; 0g and � is the water-filling level chosen to make the power
constraint in problem (5.5) tightened to the equality. It should be noted that problem
(5.5) is constrained by a global power constraint, that is, the sum power of BSs
involved in the JT cannot exceed BP . However, in practical systems, a BS usually
has an independent power supply; thus, it makes more sense to adopt a local power
constraint per BS. Hence, problem (5.5) should be reformulated to

max
W

C .W/

s:t: tr
˚
WH

b Wb

� � P: (5.10)

Though simple form problem (5.10) may appear to be, its solution can only be found
in the form of numerical results by convex optimization software such as the CVX
program (Grant et al. 2007). In order to facilitate our analysis in the following, we
consider the GP solution shown in (5.8) to give us a tractable capacity upper bound
for problem (5.10). We further denote the equivalent channel for the GP scheme as

HGP
eq D H NWGP: (5.11)

Then, the capacity given by the GP scheme can be rewritten as

CGP D log2

�
det

�
INR C HGP

eq


HGP

eq

�H
R�1

n

��
: (5.12)

The complexity of the GP scheme is relatively high, which requires an Eigen
Value Decomposition (EVD) operation on RH with dimensionBNT�BNT to obtain
V. Besides, the quantization of NWGP 2 CBNT�L demands an exhaustive search
of precoding codewords in a large-size codebook for BNT antennas, the feedback
overhead of which will also be very high. Moreover, the size of the codebook for
the GP scheme varies with B and NT, which complicates the codebook design.

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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Fig. 5.2 Illustration of the LP scheme for a two-BS model

To sum up, the GP scheme excels in capacity performance, but it requires a large
feedback overhead as well as high complexity in computation and codeword search
for a global precoder.

5.2.2.2 The LP Scheme

The LP scheme (TI 2008) is based on separate precoding for the individual local
channels from the cooperating BSs to the UE. The received signal from the b-th BS
can be expressed as

yb D HbWbx C n; (5.13)

where the local precoder Wb is chosen to match the local channel Hb. The LP
scheme for a two-BS model is illustrated in Fig. 5.2.

The capacity maximization problem for the local channel Hb can be formulated
as

max
Wb

C .Wb/

s:t: tr
˚
WH

b Wb

� � P; (5.14)

where C.Wb/ is the capacity of the b-th local channel on condition of full CSI
available at the b-th BS. It can be written as (Tse and Viswanath 2005)

C.Wb/ D log2
�
det

�
INR C HbWb.HbWb/

HR�1
n

��
: (5.15)

Let RHb
D HH

b R�1
n Hb and conduct the EVD operation on RH, then we have

RHb
D VbƒbVH

b ; (5.16)
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where Vb 2 CNT�NT is a unitary matrix. ƒb D diag .f�b;i g/ is a semi-definite
diagonal matrix with the diagonal entries �b;i s being the eigenvalues of RHb

sorted
in a descending order.

Similar to (5.8), the optimal solution for problem (5.14) is

NWLP
b D QVb†b; (5.17)

where QVb 2 CNT�L is comprised of the L leftmost vectors of Vb , which correspond
to the L largest eigenvalues of RHb

. †b D diag .f�b;i g/ is a diagonal water-filling
power loading matrix expressed as (Tse and Viswanath 2005)

�b;i D
s�

�b � 1

�b;i

�C
; (5.18)

where �b is the water-filling level, which makes the power constraint in problem
(5.14) satisfied with equality.

The combined signal at the UE after the optimal local precoding operations can
be written as

y D
 

BX

bD1
Hb

NWLP
b

!

x C n: (5.19)

We further denote the equivalent channel for the LP scheme as

HLP
eq D

BX

bD1
Hb

NWLP
b : (5.20)

And the capacity given by the LP scheme can be reformulated as

CLP D log2

�
det

�
INR C HLP

eq


HLP

eq

�H
R�1

n

��
: (5.21)

From (5.17), we can find that although the local precoder NWLP
b matches the local

channel Hb very well, it doesn’t guarantee coherent combining of multiple signals
sent from different BSs. In the case when destructive combining occurs, the LP
scheme will suffer from considerable capacity loss compared with the GP scheme.
Nevertheless, the computational burden and codeword search process are of fairly
low complexity in the LP scheme since only treatment of small-dimension local
channels is involved. As for the feedback overhead, the LP scheme doesn’t show
any advantage over the GP scheme because multiple quantized NWLP

b s should be fed
back to the BSs.

To sum up, the LP scheme can achieve fairly good performance due to precoder
optimization for the local channels. Its complexity is also relatively low, but its
feedback overhead is comparable to that of the GP scheme, which is quite large.
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Fig. 5.3 Illustration of the WLP scheme for a two-BS model

5.2.2.3 The WLP Scheme

The WLP scheme extends the idea of the LP scheme by multiplying each precoding
matrix with a phase prerotation factor (ETRI 2009) to combine the locally precoded
signals in a quasi-coherent way. The received signal resulted from the WLP scheme
can be described as

y D
 

BX

bD1
Hb

NWWLP
b

!

x C n; (5.22)

where NWWLP
b is the weighted local precoder given by

NWWLP
b D exp

�
j N�b
� NWLP

b ; (5.23)

where N�b denotes the per-BS phase prerotation factor and NWLP
b is derived from

(5.17). The WLP scheme for a two-BS model is illustrated in Fig. 5.3.
The

˚ N�b
�

should be obtained by joint optimization of f�bg shown as

˚ N�b
� D arg max

f�b jb2f1;2;��� ;Bg g
fCWLP .f�bg/g ; (5.24)

where CWLP .f�bg/ is the conditional capacity of the WLP scheme expressed as

CWLP .f�bg/ D

log2

 

det

 

INR C
 

BX

bD1
Hb exp .j�b/ NWLP

b

!  
BX

bD1
Hb exp .j�b/ NWLP

b

!H

R�1
n

1

A

1

A :

(5.25)
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We further denote the equivalent channel for the WLP scheme as

HWLP
eq D

BX

bD1
Hb

NWWLP
b : (5.26)

And the capacity given by the WLP scheme can be written as

CWLP D log2

�
det

�
INR C HWLP

eq


HWLP

eq

�H
R�1

n

��
: (5.27)

It can be envisaged that with the phase prerotation shown in (5.23), the WLP
scheme can restore some capacity loss from the LP scheme. However, drawbacks
of the WLP scheme are also very obvious. Additional derivation, quantization, and
feedback of

˚ N�b
�

are required at the UE side on top of the LP operations.
Furthermore, it should be noted that analytical expressions for the optimal

˚ N�b
�

generally do not exist due to its non-convex form. In other words, it is non-trial to
find the solution for the following optimization problem:

max
fgbg

C 0
WLP .fgbg/ D det

0

@INR C
 

BX

bD1
Hb

NWLP
b gb

! 
BX

bD1
Hb

NWLP
b gb

!H

R�1
n

1

A

s:t: jgbj D 1; b 2 f1; 2; : : : ; Bg : (5.28)

However, for some special cases, for example, when Rn D N0INR and NWLP
b is an

NT�1 vector, we can maximize an upper boundC 0 UB
WLP .fgbg/ ofC 0

WLP .fgbg/ shown
as

C 0
WLP .fgbg/ D det

0

@N0INR C
 

BX

bD1
hbgb

! 
BX

bD1
hbgb

!H
1

A

D det

�
N0INR C _

HggH _

HH

�

D det

�
N0INR C _

HG
_

HH

�

�
�
1

NR
tr

�
N0INR C _

HG
_

HH

��NR

D
�
N0 C 1

NR
tr

�
_

HH _

HG
��NR

D C 0UB
WLP .fgbg/ ; (5.29)
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where hb D Hb
NWLP
b is an NR � 1 vector.

_

H, g, and G denote Œh1;h2; : : : ;hB�,
Œg1; g2; : : : ; gB �

T and ggH, respectively. Besides, the inequality in (5.29) is obtained
from Golub and Loan (1996). Therefore, we can reformulate problem (5.28) into

a semi-definite programming (SDP) problem to maximize the term tr

�
_

HH
_

HG
�

in

C 0UB
WLP .fgbg/, which is shown as

max
g

tr

�
_

HH _

HG
�

s:t: G D ggH; jgb j D 1; b 2 f1; 2; : : : ; Bg : (5.30)

The problem (5.30) is still non-convex because of the constrained form of G D ggH.
With some mathematical manipulations, we can reformulate problem (5.30) as

max
G

tr

�
_

HH _

HG
�

s:t: tr fGUbg D 1; b 2 f1; 2; : : : ; Bg;
G � 0;Rank fGg D 1; (5.31)

where all the entries of Ub are zero except that its b-th diagonal element equals to
one. G � 0 means that G is positive semi-definite. Problem (5.31) is a non-convex
problem due to the rank-one constraint. We then apply the SDP relaxation technique
(Huang and Palomar 2010) by omitting the rank-one constraint, which leads to a
new optimization problem written as

max
G

tr

�
_

HH _

HG
�

s:t: tr fGUbg D 1; b 2 f1; 2; : : : ; Bg
G � 0: (5.32)

Now problem (5.32) is a standard convex semi-definite programming (SDP)
problem and can be solved efficiently using mathematical software packages (Grant
et al. 2007). The remaining question is whether problem (5.31) is equivalent to
problem (5.32). In (Huang and Palomar 2010), the authors proved that the optimal
solution of a SDP problem such as problem (5.32) is always rank one if it has at
most three constraints. Therefore, problems (5.31) and (5.32) are equivalent only
when the number of cooperative BSs is no more than three. Suppose that B � 3 and
NG D NgNgH is the optimal solution for problem (5.32), then the optimal solution for
the original problem (5.31) or (5.30) is g D Ng.
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Fig. 5.4 Illustration of the SFNP scheme for a two-BS model

To sum up, the WLP scheme can improve the performance of the LP scheme
by quasi-coherent combination of the signals sent from multiple BSs. However, its
complexity and feedback overhead associated with the additional phase prerotation
weights are relatively high compared with the LP scheme.

5.2.2.4 The SFNP Scheme

Like the LP scheme, the SFNP scheme (ETRI 2009) is another simplification of the
GP scheme, in which an identical SFN precoder WS 2 CNT�L is employed for all
cooperating BSs. The UE’s received signal of the SFNP scheme can be described as

y D
 

BX

bD1
Hb

!

WSx C n; (5.33)

where WS is subjected to a local power constraint shown as

tr
n�

WS�H
WS

o
� P: (5.34)

The SFNP scheme for a two-BS model is illustrated in Fig. 5.4.
Similar to the derivation of the GP precoder, the capacity maximization problem

of the SFNP scheme can be formulated as

max
WS

C
�
WS

�

s:t: tr
n�

WS
�H

WS
o

� P; (5.35)

where C
�
WS

�
is the capacity for the composite channel

PB
bD1 Hb . C

�
WS

�
with

full CSI at the transmit side can be presented as (Tse and Viswanath 2005)
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C
�
WS

� D log2

0

@det

0

@INR C
 

BX

bD1
Hb

!

WS

  
BX

bD1
Hb

!

WS

!H

R�1
n

1

A

1

A : (5.36)

Let RHS D
PB

bD1 Hb

�H
R-1

n

PB
bD1 Hb

�
and conduct the EVD operation on RHS ,

then we get

RHS D VSƒS�VS
�H
; (5.37)

where VS 2 CNT�NT is a unitary matrix. ƒS D diag
�˚
�S
i

��
is a semi-definite

diagonal matrix with the diagonal entries being the eigenvalues of RHS sorted in
a descending order. In a similar way as in (5.8), the optimal solution for problem
(5.35) is

NWS D QVS†S; (5.38)

where QVS 2 CNT�L contains the L leftmost vectors of VS, which correspond to the
L largest eigen values of RHS . †S D diag

�˚
�S
i

��
is a diagonal water-filling power

loading matrix expressed as (Tse and Viswanath 2005)

�S
i D

s�
� � 1

�S
i

�C
; (5.39)

where � is the water-filling level allowing the power of WS in problem (5.35) take
the maximum value.

We further denote the equivalent channel for the SFNP scheme as

HS
eq D

 
BX

bD1
Hb

!
NWS: (5.40)

Then, the optimal capacity of the SFNP scheme can be expressed as

CSFNP D log2

�
det

�
INR C HS

eq


HS

eq

�H
R�1

n

��
: (5.41)

Compared with the GP, LP, and WLP schemes, the SFNP scheme is much simpler
in the precoder derivation. Besides, the SFNP scheme requires a small load of
feedback consisting of only one precoder. However, like the LP scheme, the SFNP
scheme also has the problem of noncoherent signal combining, which degrades the
system performance.
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Table 5.1 Comparison of various linear precoding schemes for multi-BS JT

Scheme Performance Complexity Feedback overhead

GP Good (the global channel
is considered)

High (computationally
demanding and
time-consuming in
codeword search)

Relatively high (a large-size
global precoder)

LP Fairly good (the local
channels are
considered)

Relatively low (derivation
and search of multiple local
precoders)

Relatively high (multiple
local precoders)

WLP Better than LP
(quasi-coherent
signal combining
by phase weights)

Medium to high (derivation
and search of multiple local
precoders and multiple
local phase weights)

High (multiple local
precoders and local
phase weights)

SFNP Fairly good (the
composite channel
is considered)

Low (derivation and search
of only one SFN precoder)

Low (a small-size SFN
precoder)

To sum up, the SFNP scheme can achieve fairly good performance because of
the optimized precoder for the composite channel. Since only one SFN precoder
is of concern in the SFNP scheme, both its complexity and feedback overhead are
very low.

5.2.2.5 Motivations of Improved Schemes

We compare the existing linear precoding schemes for JT in terms of performance,
complexity, and feedback overhead. The main results are summarized in Table 5.1.

From Table 5.1, we can see that the SFNP scheme exhibits desirable qualities in
both complexity and feedback overhead, but it doesn’t score well in the aspect of
system performance. Therefore, the performance of the SFNP scheme needs to be
improved so that we can come up with a more competitive JT precoding scheme.
In the following, we propose a precoding scheme which combines the antenna
selection (AS) technology and the SFNP scheme, that is, antenna selection single-
frequency network precoding (AS-SFNP). The basic idea of the proposed AS-SFNP
scheme is to maximize the capacity of the composite channel by smartly activating
some of the BS antennas, followed by the SFNP operation.

5.3 Enhanced Single-Frequency Network Precoding Scheme

5.3.1 The Proposed AS-SFNP Scheme

We propose to dynamically select the transmit antennas for the SFNP transmission,
which can eliminate the antennas having little or negative contributions on the
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BS1 BS2

A-SW A-SW1A 2A
+H1A1 H2A2

UE

xx

y

Fig. 5.5 Illustration of the AS-SFNP scheme for a two-BS model

system capacity (Ding et al. 2010). The antenna selection matrix for the b-th BS is
represented by a nonnegative diagonal matrix Ab , which is multiplied to the left side
of WS. The i -th diagonal element ab.i/ 2 f0; 1g of Ab indicates the AS result for
the i -th antenna, with one for activation and zero otherwise. Therefore, the received
signal of the proposed AS-SFNP scheme is

y D
 

BX

bD1
HbAbqb

!

WA-Sx C n; (5.42)

where WA-S is the AS-SFN precoder for the cooperating BSs and qb is an antenna
power compensation scalar added to satisfy the local power constraint, which can
be represented as

qb D p
NT=tr fAbg: (5.43)

The proposed AS-SFNP scheme for a two-BS model is illustrated in Fig. 5.5.
The capacity of the AS-SFNP scheme should be optimized over fAbg and WA-S,

which can be formulated as

max
fAbg;WA-S

C
�fAbg ;WA-S�

s:t: tr
n�

WA-S�H
WA-S

o
� P; (5.44)

where C
�fAbg;WA-S

�
is expressed as (Tse and Viswanath 2005)

C
�fAbg ;WA-S�

D log2

 

det

 

INR C
 

BX

bD1
HbAbqb

!

WA-S

  
BX

bD1
HbAbqb

!

WA-S

!H

R�1
n

1

A

1

A :

(5.45)
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Due to the fact that fAbg is independent from the form of optimal WA-S, we can
reformulate (5.44) to a maximization problem of CSFNP conditioned on fAbg, which
is written as

max
fAbg

CSFNPjfAbg

s:t: tr
n�

WA-S�H
WA-S

o
� P; (5.46)

where the conditional capacity CSFNPjfAbg of the SFNP scheme is

CSFNPjfAbg D log2

 

det

 

INR C
�

HS
eq

ˇ̌
ˇfAbg

��
HS

eq

ˇ̌
ˇfAbg

�H

R�1
n

!!

: (5.47)

In (5.47), HS
eq

ˇ
ˇ̌
fAbg is the conditional equivalent SFN channel given by

HS
eq

ˇ̌
ˇfAbg D

 
BX

bD1
HbAbqb

!
NWS; (5.48)

where NWS is the optimal SFN precoder for the composite channel
BP

bD1
HbAbqb .

The optimal AS result is obtained at the UE side by performing an exhaustive
search to maximize CSFNPjfAbg as

˚ NAb

� D arg max
fAb jb2f1;2;��� ;Bg g

˚
CSFNPjfAbg

�
: (5.49)

We further denote the equivalent channel for the SFNP scheme as

HA-S
eq D

 
BX

bD1
Hb

NAbqb

!
NWA-S; (5.50)

where NWA-S denotes the optimal SFN precoder for the composite channel with the
optimal antenna selection result

˚ NAb

�
. Then, the capacity of the AS-SFNP scheme

can be expressed as

CAS-SFNP D log2

�
det

�
INR C HA-S

eq


HA-S

eq

�H
R�1

n

��
: (5.51)

Compared with the SFNP scheme, the proposed AS-SFNP scheme should be
able to greatly improve the capacity performance because of two reasons: (i) It can
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smartly select the transmit antennas which are mostly beneficial to increase the
system capacity; (ii) it redistributes the power of the deactivated antennas onto
the selected antennas by qb , which allows the system to make use of the limited
transmission power more efficiently. However, the computational complexity goes
up since the SFN operation should be carried out for each antenna selection
hypothesis in order to find the optimal

˚ NAb

�
, and the feedback overhead also

increases due to the additional information of the antenna selection result. For
instance, when B D 3, NT D 4, the number of possible AS combinations is
(24)3 D 4,096, requiring 12 bits of feedback overhead. Obviously, the exhaustive
search shown by (5.49) can be very time-consuming and the overhead becomes
quite large. However, it is generally not necessary to search over all combinations
of AS from the cooperating BSs, for example, some combinations require shutting
down a whole BS, which should be pre-eliminated because of the inefficient usage
of the transmit power. Note that the restricted search space method can be exploited
not only to reduce the AS complexity and feedback overhead but also to relax the
power imbalance problem across the transmit antennas due to antenna muting or
antenna power boosting in the AS process.

5.3.2 Analytical Results for the Single-Antenna UE

Though simple forms the capacities of the WLP and AS-SFNP schemes may appear
to be, the closed-form expressions for the optimal phase prerotation factors and the
optimal antenna selection result generally do not exist. So it is difficult to perform
a thorough analysis for the system capacity. Hence, we turn our attentions to some
mathematically tractable cases such as the vector channels, the analysis of which
can provide us some insights on the performance of different precoding schemes for
JT.

5.3.2.1 The Average SINR of the GP Scheme

First, we consider the GP scheme. For a single-antenna UE, NWGP in (5.8) degener-
ates to the matched filter (MF) vector shown as

NWGP D p
BP

HH

kHk � exp .j'/; (5.52)

where ' is an irrelevant random phase misalignment distributed over Œ��; �/, which
is resulted from the phase difference between the transmitter and receiver. From
(5.11), the SINR of the GP scheme is given by
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rGP D
HGP

eq


HGP

eq

�H

N0

D H NWGP
�
H NWGP

�H

N0

D kHk2B�: (5.53)

The probability density function (PDF) of kHk2 follows a chi-squared distribution
�2 .2BNT; 1=2/ (Proakis 2001) expressed as

p.x/ D 1

�2BNT 2BNT .BNT � 1/Šx
BNT�1e�x=2�2 ; x � 0, (5.54)

and hence, the average SINR of the GP scheme can be easily obtained as

�GP D E frGPg

D 2BNT � 1

2
� B�

D B2NT�: (5.55)

5.3.2.2 The Average SINR of the LP Scheme

Second, we investigate the LP scheme. According to (5.17), when the UE is
equipped with one antenna, NWLP

b degenerates to

NWLP
b D p

P
HH
b

kHbk � exp .j'b/; (5.56)

where 'b is also an irrelevant random phase misalignment distributed over Œ��; �/,
which is resulted from the phase difference between the transmitter and receiver.
From (5.20), the SINR of the LP scheme can be derived as

rLP D
HLP

eq


HLP

eq

�H

N0

D

BP

bD1
Hb

NWLP
b

�
BP

bD1
Hb

NWLP
b

�H

N0

D
BX

bD1
kHbk exp .j'b/

 
BX

bD1
kHbk exp .j'b/

!H

�: (5.57)
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Taking the expectation of rLP, we can get the average SINR for the LP scheme as

�LP D E frLPg

D E

8
<

:

ˇ
ˇ
ˇ̌
ˇ

BX

bD1
kHbk exp .j'b/

ˇ
ˇ
ˇ̌
ˇ

2
9
=

;
�

D
0

@E

(
BX

bD1
kHbk2

)

C E

8
<

:

BX

m;nD1; m¤n
kHmk kHnk exp .j'm/ exp .-j'n/

9
=

;

1

A �

.a/DBE
n
kHbk2

o
�

.b/DBNT�: (5.58)

Equation (a) in (5.58) holds because kHbk and 'b are independently distributed, and
hence, all the multiplication terms with m ¤ n are averaged out to zeros. Equation
(b) in (5.58) comes from the fact that kHbk2 conforms to a chi-squared distribution
�2 .2NT; 1=2/ (Proakis 2001); thus, we have

E
n
kHbk2

o
D NT: (5.59)

Comparing (5.58) with the average SINR of the GP scheme shown in (5.55),
we can find that the LP scheme suffers from performance loss in terms of average
SINR by a factor of B , which is due to the incoherent combining of signals sent
from multiple BSs.

5.3.2.3 The Average SINR of the WLP Scheme

Third, we look into the average SINR of the WLP scheme and present Theorem 5.1
in the following.

Theorem 5.1. The average SINR of the WLP scheme when NR D 1 can be
expressed as

�WLP D BNT� C B .B � 1/

�

 .NT C 1=2/


 .NT/

�2
�; (5.60)

where 
.x/ is the gamma function defined as (Proakis 2001)


.x/ D
Z 1

0

tx�1e�t dt; x > 0: (5.61)
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Proof. In order to achieve the coherent signal combining, it is easy to show that the
optimal phase rotations

˚ N�b
�

in (5.24) should be able to completely cancel out f'bg
in (5.56), that is,

N�b D �'b; b 2 f1; 2; : : : ; Bg: (5.62)

From (5.26), the SINR of the WLP scheme is given by

rWLP D
HWLP

eq


HWLP

eq

�H

N0

D

BP

bD1
Hb exp

�
j N�b
� NWb

�
BP

bD1
Hb exp

�
j N�b
� NWb

�H

N0

D
BX

bD1
kHbk exp

�
j N�b C j'b

�
 

BX

bD1
kHbk exp

�
j N�b C j'b

�
!H

�

D
 

BX

bD1
kHbk

!2

�: (5.63)

We can get the average SINR of the WLP scheme by

�WLP D E frWLPg

D E
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:
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D E
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BX

bD1
kHbk2 C
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9
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;
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.a/D
h
BE
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kHbk2

o
C B .B � 1/E2 fkHbkg

i
�

.b/DBNT� CB .B � 1/

�

 .NT C 1=2/


 .NT/

�2
�; (5.64)

where Equation (a) holds because Hb’s are i.i.d. vectors and Equation (b) is true
because according to (Proakis 2001), we have (5.59) and

E fkHbkg D
�

 .NT C 1=2/


 .NT/

�
: (5.65)

The proof is concluded by comparing the Equation (b) of (5.64) with (5.60).



168 5 The Eighth Category: Joint Precoding with Ideal Backhaul

If we compare (5.60) with the average SINR of the LP scheme shown in (5.58),
we can find that the second term of (5.60) measures the SINR increase resulted
from the phase prerotation operation in the WLP scheme. However, (5.60) is an
overly optimistic evaluation of the average SINR of the WLP scheme because ideal
phase alignment cannot be achieved in practice due to the limited-bit feedback of˚ N�b
�
. In order to get a more realistic evaluation of the WLP scheme, we consider a

quantization codebook for
˚ N�b
�

and obtain Theorem 5.2 as follows.

Theorem 5.2. The average SINR of the WLP scheme with limited-bit feedback
of
˚ N�b
�

when NR D 1 can be expressed as

�
q
WLP D BNT� C B .B � 1/

�

 .NT C 1=2/


 .NT/

�2�
2n

�
sin

�

2n

�2
�; (5.66)

where n is the number of bits for feedback of the prerotation phase and the
corresponding phase codebook equally divides a unit circle into 2n segmentations.

Proof. Suppose that ‡ is an n-bit phase codebook containing 2n elements, which
divide a unit circle into equal segmentations, then ‡ is represented by

‡ W !i D 2�i

2n
; i 2 f0; 1; : : : ; 2n � 1g : (5.67)

The quantized version of N�b is chosen as the !i with the minimum distance to �'b ,
which is formulated as

N�q
b D arg min

!i2‡
fj!i � .�'b/jg : (5.68)

Thus, we recalculate the SINR of the WLP scheme in (5.63) as

r
q
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eq
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�; (5.69)
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where �b D N�q
b C 'b is the residual error between N�q

b and �'b . Here, �b conforms
to a uniform distribution over Œ��=2n; �=2n/ because of the assumption on ‡ .
Therefore, the average SINR of the WLP scheme can be derived as

�
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The proof is thus concluded with (5.70).

It is interesting to note that from the comparison between (5.60) and (5.66),
the phase quantization only affects the term of SINR increase by a factor of

˛ D �
2n

�
sin �

2n

�2
. When n approaches infinity, ˛ will become one and �q

WLP will
converge to �WLP of the WLP scheme with ideal feedback of N�b . On the other hand,
when n equals zero, ˛ will be zero and �q

WLP will meet �LP in (5.58) because the
WLP scheme degenerates to the LP scheme, where per-BS precoder only matches
each local channel without the BS-specific phase rotation factor.

5.3.2.4 The Average SINR of the SFNP Scheme

Fourth, we investigate the SFNP scheme. According to (5.38), for a single-antenna
UE, NWS can be written as

NWS D p
P

�
BP

bD1
Hb

�H

��
�
�
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bD1
Hb

��
�
�

� exp
�
j'S
�
; (5.71)
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where 'S is an irrelevant random phase misalignment distributed over Œ��; �/.
From (5.40), the SINR of the SFNP scheme can be derived as
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eq
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The PDF of
�
�
�
PB

bD1 Hb

���
�
2

follows �2 .2NT; B=2/ (Proakis 2001). Thus, the

average SINR of the SFNP scheme can be simply calculated as

�S D E frSg

D 2NT � B

2
� �

D BNT�: (5.73)

From (5.73) and (5.58), we can draw an interesting observation that the LP and
SFNP schemes exhibit the same performance in terms of average SINR. That is
because the LP and SFNP schemes are essentially similar types of noncoherent
precoding methods. To be more specific, the LP scheme first matches the precoders
to the local channels then sums the precoded signals, while the SFNP scheme first
sums the local channels to form a composite channel then matches the SFN precoder
to the said composite channel.

5.3.2.5 The Average SINR of the AS-SFNP Scheme

Finally, as for the proposed AS-SFNP scheme, since the closed-form expression
of
˚ NAb

�
does not exist, we derive a lower bound of its average SINR for a single-

antenna UE in the following theorem.

Theorem 5.3. The average SINR of the AS-SFNP scheme when NR D 1 is lower
bounded by

�A-S � �LB
A-S D NT

 
BX

iD1

B�iC1X

mD1

1

m

!

�: (5.74)
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Proof. Consider a suboptimal AS scheme where the i -th transmit antenna of the
AS-SFN equivalent channel is chosen based on the norm-maximization criterion
from the antenna set consisting of all the i -th antennas of the candidate BSs. We
denote the BS associated with the selected antenna as bi . In order to derive an
analytical lower bound, we suppose all the other antennas of BS bi are eliminated
from further selection process. Therefore, the selection process for the first B � 1

antennas is described as

ab.i/ D
8
<

:

1; if b D arg max
bDf1;2;:::;Bg=f bk jkD1;2;:::;i�1g

fkHb.i/kg
; i 2 f1; 2; : : : ; B � 1g ;

0; otherwise:

(5.75)

where Hb.i/ is the i -th element of Hb . Without loss of generality, we assume
NT � B . Then the last NT �B C 1 antennas to be selected can only be provided by
the remaining BS bB , that is,

abk .i/ D
�

1 if k D B

0; otherwise:
; i 2 fB;B C 1; : : : ; NTg: (5.76)

Thus, according to (5.43), we have

qbi D
p
NT; .i < B/; (5.77)

and

qbB D
p
NT =.NT � B C 1/ : (5.78)

Similar to (5.71), when NR D 1, NWA-S degenerates to

NWA-S D p
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b qb
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b qb

��
�
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� exp
�
j'A-S

�
; (5.79)

where NALB
b is the antenna selection matrix with its elements defined in (5.75) and

(5.76). 'A-S is an irrelevant random phase misalignment distributed over Œ��; �/.
According to (5.50), the lower bound of the AS-SFNP scheme can be derived as
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From (Jakes 1993), the PDF of
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and hence, its mean value can be derived as
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Moreover, we have
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D q2bB .NT � B C 1/
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Therefore, combining (5.80), (5.82), and (5.83) yields (5.74), which concludes the
proof.

5.4 Simulation and Analysis

In our simulations, we assume B D 3, NT D 4, NR D 1, 2 or 4. All channels
are assumed to experience uncorrelated Rayleigh fading, and the entries of Hb are
modeled as i.i.d. ZMCSCG random variables with unit covariance. The average
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Fig. 5.6 Comparison of the average SINR of various JT precoding schemes for a single-antenna
UE (full CSI)

SINR and capacity results are obtained from 10,000 independent random channel
realizations.

First, in Fig. 5.6 we show the average SINR results for the GP, LP, WLP SFNP,
and AS-SFNP schemes when NR D 1 and full CSI is available at the cooperating
BSs. As seen from Fig. 5.6, the simulation results perfectly agree with our analytical
results, and the GP scheme achieves the best performance among all the interested
schemes. Besides, as predicted by (5.58) and (5.73), the performance curve of the
LP scheme coincides with that of the SFNP scheme, with performance gap toward
the GP scheme being approximately 5 dB (log10B 
 4:8 dB), which is caused
by noncoherent signal combining so that the antenna array gain is lost. In addition,
from (5.64) and (5.55), we can get the performance gap between the GP scheme and
the WLP scheme expressed as
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Considering B D 3 and NT D 4 in our simulations, the result given by (5.84)
is only about 0.179 dB. Thus, if full CSI is available, the WLP and GP schemes
will exhibit similar performance in terms of average SINR for single-antenna UEs.
Note that the case of limited-bit feedback of phase weights will be discussed in the
sequel. Finally, the analytical lower bound of the proposed AS-SFNP scheme takes
the place between the SFNP scheme and WLP scheme. However, the curve of the
simulated AS-SFNP scheme is very close to that of the WLP scheme. Therefore,
the AS-SFNP scheme is shown to be competitive in both performance and feedback
overhead. It is worthy of noting that in Fig. 5.6 we also plot the performance of
the baseline scheme with no BS cooperation. When � is high, for example, 10 dB,
the average SINR of the baseline scheme is only �3 dB. This is because for a UE
without BS joint transmission, it will have one serving BS and two interfering BSs
whenB D 3, and hence, its average SINR can only go as far as log2 .1=2/ 
 �3 dB
no matter how large � is. Therefore, the advantage of JT among cooperating BSs
has been made very clear in Fig. 5.6 that if JT is operated, then the average SINR
will scale linearly with the per-BS SNR increase in dB scale, otherwise the system
is severely interference-limited.

Second, in Fig. 5.7 we investigate the average SINR for various precoding
schemes whenNR D 1, and quantized phase weights, for example, n 2 f1; 2; 3g, are
assumed for the WLP scheme. In order to focus on the WLP and AS-SFNP schemes,
we drop the performance curves of the LP, SFNP, and baseline schemes in Fig. 5.7.
The simulation results in Fig. 5.7 perfectly corroborate our analytical results in
(5.70). Compared with Fig. 5.6, it can be observed that the WLP scheme exhibits
near-optimal performance when n D 3. From (5.70) and (5.55), the performance
gap between the GP scheme and the WLP scheme can be calculated as
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When B D 3, NT D 4 and n D 3, (5.85) gives approximately 0.403 dB.
Considering that the curve of the WLP scheme when n D 3 and that of the AS-SFNP
scheme almost overlap, we can conclude that the performance of the AS-SFNP
scheme is also only about 0.4 dB away from that of the GP scheme in terms of
average SINR.

The feedback overhead of the WLP and AS-SFNP schemes in Fig. 5.7 needs
to be carefully examined before we can draw the conclusion on which one of the
two schemes is more efficient. In the AS-SFNP scheme, the UE needs to indicate
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Fig. 5.7 Comparison of the average SINR of various JT precoding schemes for a single-antenna
UE (quantized phase in the WLP scheme)

the on-off status of BNT D 12 antennas; thus, a total feedback load of 12 bits is
required. As for the WLP scheme when n D 3, the number of feedback bits for
the phase weights is .B � 1/n D 6. The reason why the overhead bits are not
Bn D 9 is because that the phase weights measure the relative phases between
the cooperating BSs, and hence, the default phase weight of the first BS can be
set to 1 and doesn’t need to be fed back. The feedback overhead comparison has
more aspects to cover since for practical systems the precoder(s) should also be
reported. Besides the phase weights, the WLP scheme requires the quantized CSI of
B D 3 local precoders, while the AS-SFNP scheme needs only one SFN precoder.
To sum up, the total feedback overhead bits of the WLP and AS-SFNP schemes
are, respectively, ..B � 1/nC Bd/ and .BNT C d/, where d is the number of the
quantization bits for each local precoder. Therefore, if d satisfies

d >

�
B

B � 1

�
NT � n; (5.86)

then the feedback overhead of the WLP scheme will be larger than that of the AS-
SFNP scheme. It should be noted that (5.86) holds for the LTE system since d D 4

for NT D 4 (3GPP 2010), and we have assumed B D 3, n D 3.
Third, in Fig. 5.8 we present the ergodic capacity results for the interested

schemes in the multi-antenna UE case when NR D 4 and L D 4. For the WLP
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Fig. 5.8 Comparison of the ergodic capacity of various JT precoding schemes for a multi-antenna
UE (quantized phase in the WLP scheme and constrained AS in the AS-SFNP scheme)

scheme, n is set to 3. In the baseline scheme, the SINR of each data stream will
be limited by about �3 dB as has been explained earlier, and hence, its high-SNR
capacity reaches the ceiling of B � L � log2 .1C 1=2/ 
 7 bps/Hz, which can
be easily observed from Fig. 5.8. As for the other precoding schemes, in high-
SNR regime, the capacity grows linearly with the per-BS SNR in dB. As can be
seen from Fig. 5.8, when the SNR is larger than 10 dB, the capacity of the SFNP
scheme is approximately 2.5 bps/Hz higher than that of the LP scheme, indicating
the importance of the precoding operation for the composite channel. Also in high-
SNR regime, the capacity of the WLP scheme is about 3 bps/Hz higher than that of
the LP scheme, while the proposed AS-SFNP scheme with full complexity further
offers 3 bps/Hz gain over the WLP scheme, which shows considerable advantage of
the AS-SFNP scheme in the multi-antenna UE case.

Moreover, in order to decrease the complexity of the AS-SFNP scheme, we add
a practical constraint that at least three antennas should be activated from each BS,
so the number of possible AS combinations is reduced to (5)3 D 125, which can
be represented by 7 bits. Compared with the WLP scheme, the performance of the
constrained AS-SFNP scheme still has gains of 2 and 1 bps/Hz for with and without
antenna power compensation, respectively, in high-SNR regime. Here, qb is derived
from (5.43) when antenna power compensation is operated; otherwise, qb D 1. In
low-SNR regime, the WLP scheme and the AS-constrained AS-SFNP scheme show
comparable performance in terms of ergodic capacity. Note that the performance
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gap between the SFNP and LP schemes also diminishes when the SNR is small, for
example, 0 dB. As for the feedback overhead, the number of feedback bits for the
AS result (i.e., 7 bits) is similar to that for the phase weights (i.e., 6 bits) in the WLP
scheme. Hence, the proposed AS-SFNP scheme can reduce the total overhead by
two precoding matrices compared with the WLP scheme.

Fourth, for practical systems, UEs served by JT are usually cell-edge UEs
with low SNR due to background interference. Besides, unlike in the previous
simulations, precoders should also be quantized to codewords searched from a
predefined codebook. Therefore, system-level simulation based on a practical
cellular network, for example, the LTE network, should be conducted to compare
various JT precoding schemes for a complete performance analysis. The basic
principles and methodology of a system-level simulation can be found in Sect. 4.4.1.
In our simulation, performance is evaluated in terms of cell-edge spectral efficiency
for the SFNP, AS-SFNP, LP, WLP, and GP schemes, as well as the baseline scheme
without BS cooperation.

The precoding codebook for the interested schemes is the LTE Release 8
codebook for 4 transmit antennas with 16 codewords (3GPP 2011a). Note that
the codebook for the GP scheme is constructed by concatenating multiple LTE
Release 8 codebooks. To be more specific, we consider a 3-BS JT in our simulation,
with each BS equipped with 4 transmit antennas; thus, we can build a 12-antenna
precoding codebook for the GP scheme by concatenating three 4-antenna precoding
codebooks. We can expect that the codebook-based GP scheme is of very high
computational complexity, since the number of total entries in the 12-antenna global
precoding codebook will be as large as 163 D 4,096 considering 16 codewords in
each 4-antenna precoding codebook, which incurs significant complexity for the
UE to find the optimal quantized precoders.

Moreover, in our simulation, we only focused on the cell-edge UEs with potential
JT operations. These UEs are chosen as the worst 10-percentile UEs based on
path loss measurement, the path loss threshold of which is found empirically from
10,000 UEs generated uniformly in a cell. The cell-edge throughput is obtained
from the 50-percent point of the JT throughput, corresponding to the throughput of
the 5-percentile cell-edge UE. The detailed simulation parameters are described in
Table 5.2, followed by some further explanations:

1. Cellular model and layout: The infrastructure of the considered cellular network
is illustrated in Fig. 5.9, where the cells (sectors) are consecutively numbered.
And the directional antennas of the sectors are represented by arrows. UEs
dropped into each cell site are shown as colored dots with different colors for
different sectors.

2. Cells employing JT: Only cells in the interior area of the simulation scenario
are allowed to operate JT.

3. JT UE’s position: As previously explained and shown in Fig. 5.9, cell-edge UEs
are of interest here.

4. Non-JT UE’s position: Non-JT UEs are dropped for modeling the realistic
intercell interference.

http://dx.doi.org/10.1007/978-3-642-34949-2_4


178 5 The Eighth Category: Joint Precoding with Ideal Backhaul

Table 5.2 Parameters of the system-level simulation for various JT precoding schemes

No. Parameter Assumption

1 Cellular model and layout Hexagonal grid, three cell sites, three
sectors/cells per cell site (nine cells in
total)

See Fig. 5.9
2 Cells employing JT Cells with identification number 1, 5, 9
3 JT UE’s position Cell-edge UEs defined as the worst

10-percentile UEs. See Fig. 5.9
4 Non-JT UE’s position Dropped uniformly in cells
5 Intercell interference modeling Explicitly modeled for cells with

identification number 2, 3, 4, 6, 7, 8
6 Number of JT UEs per cell 15
7 Inter-site distance 500 m
8 BS power class 46 dBm
9 Carrier frequency 2 GHz
10 System bandwidth 8.64 MHz
11 Size of a frequency sub-band 720 KHz
12 Distance-dependent path loss L D 128.1 C 37.6log10(d), (in dB), d in km
13 Shadowing standard deviation 8 dB
14 Correlation distance of shadowing 50 m
15 Shadowing correlation Between cell sites 0.5
16 Between cells 1.0
17 Penetration loss 20 dB
18 Thermal noise density �174 dBm/Hz
19 Channel model SCME defined in 3GPP (2011b)
20 Antenna pattern As in 3GPP (2010) shown below

21 Antenna pattern (horizontal) (for
three-sector cell sites
with fixed antenna patterns)

AH .'/ D � min

"

12

�
'

'3dB

�2
; Am

#

'3dB D 70ı, Am D 25 dB

22 Antenna pattern (vertical) (for
three-sector cell sites with fixed
antenna patterns)

AV .�/ D � min

"

12

�
� � �etilt

�3dB

�2
; SLAv

#

�3dB D 10ı, SLAv D 20 dB

�etilt D 15ı

Antenna height at the BS is set to 32 m
Antenna height at the UE is set to 1.5 m

23 Combining as a 3D antenna pattern A .'; �/ D
� min f� ŒAH .'/C AV .�/� ; Amg

24 Number of UE antennas 2
25 Number of BS antennas 4
26 Scheduler Greedy search algorithm based on PF

metric (see Sect. 4.3.2)
27 Scheduling granularity in

frequency domain
Per frequency sub-band

28 Scheduling granularity in time
domain

Per TTI (1 ms)

(continued)

http://dx.doi.org/10.1007/978-3-642-34949-2_4
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Table 5.2 (continued)

No. Parameter Assumption

29 Multilayer transmission Rank adaptive up to two layers
30 Link adaptation MCSs based on LTE transport formats according to

(3GPP 2011a, b)
31 Retransmission of the error packet None
32 Traffic model Full buffer (FB)
33 Quantization bits for phase in the

WLP scheme
2 bits (uniform sampling of [0 2 ])

34 AS constraint in the AS-SFNP
scheme

At least three antennas at each BS should be
selected, with power compensation. The
corresponding feedback overhead is 7 bits

Fig. 5.9 Cellular layout in the system-level simulation for various JT precoding schemes

5. Intercell interference modeling: Except the cells with JT functions, other cells
are just constructed for generating interference.

6. Number of JT UEs per cell: The number of JT UEs dropped into cell 1, 5, 9.
7. Inter-site distance: The distance between the center points of adjacent cell sites.
8. BS power class: The maximum transmit power of a BS.
9. Carrier frequency: The carrier frequency of the spectrum for transmission.

10. System bandwidth: The bandwidth of the spectrum for transmission.
11. Size of a frequency sub-band: The frequency granularity for CSI feedback and

BS scheduling.
12. Distance-dependent path loss: The formula to model the large-scale channel

fading.
13. Shadowing standard deviation: The shadowing value is usually assumed to

follow the logarithmic normal distribution (3GPP 2010), the standard deviation
of which is denoted as the shadowing standard deviation.
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14. Correlation distance of shadowing: The shadowing values have a relatively
strong correlation across some distance, which is measured by the correlation
distance of shadowing.

15. Shadowing correlation—between cell sites: The correlation coefficient of a
UE’s shadowing values between cell sites. Due to the distributed deployment
of cell sites, this correlation coefficient is relatively low.

16. Shadowing correlation—between cells: The correlation coefficient of a UE’s
shadowing values between cells. Due to the colocated deployment of cells, this
correlation coefficient is relatively high.

17. Penetration loss: Any building which contains a significant thickness of
concrete or amount of metal will attenuate the radio wave signal. The corre-
sponding power loss due to penetration through walls and floors is represented
by this parameter.

18. Thermal noise density: The power spectrum density of the thermal noise, which
relates to the environment temperature.

19. Channel model: The model for fast-fading channels.
20. Antenna pattern: The radiation properties of transmit antennas.
21. Antenna pattern (horizontal): Antenna gain as a function of the horizontal part

of the BS-UE angle.
22. Antenna pattern (vertical): Antenna gain as a function of the vertical part of the

BS-UE angle.
23. Combining as a 3D antenna pattern: Combination of the horizontal and vertical

antenna patterns.
24. Number of UE antennas: The number of receive antennas equipped at UE.
25. Number of BS antennas: The number of transmit antennas equipped at BS.
26. Scheduler: The scheduling algorithms performed by BS have been addressed in

Sect. 4.3.2.
27. Scheduling granularity in frequency domain: The granularity of scheduled data

transmission in frequency domain.
28. Scheduling granularity in time domain: The granularity of scheduled data

transmission in time domain.
29. Multilayer transmission: Simulation of MIMO transmission for the JT UE.
30. Link adaptation: BS chooses an appropriate modulation and coding scheme

from a set of candidate schemes (see Sect. 4.3.2.6).
31. Retransmission of the error packet: Treatment of the error packet in JT

transmissions.
32. Traffic model: The model that describes how the UE’s traffic is generated. The

FB model assumes that the buffer for every UE’s downlink transmission is fully
loaded.

33. Quantization bits for phase in the WLP scheme: The quantization bits of per-BS
phase information for the WLP scheme.

34. AS constraint in the AS-SFNP scheme: Constraint on the antenna selection of
the AS-SFNP scheme.

http://dx.doi.org/10.1007/978-3-642-34949-2_4
http://dx.doi.org/10.1007/978-3-642-34949-2_4
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Fig. 5.10 Comparison of the spectral efficiency of various JT precoding schemes for a multi-
antenna UE (practical system, full CDF)

Regarding the performance of spectral efficiency, the full CDF results for the
interested JT precoding schemes are shown in Fig. 5.10. And the CDF segment
containing the cell-edge UE throughput is magnified in Fig. 5.11 for observation
purpose.

The detailed numerical results and the involved CSI feedback overhead are
compared in Table 5.3.

From the simulation results, we can observe that by using a simple JT precoding
scheme, for example, the SFNP or LP scheme, the spectral efficiency performance
of cell-edge UEs can be improved by 83–95% compared with the baseline scheme
with no BS cooperation. Note that the LP scheme performs relatively better in the
practical system because the multiple local precoders pay off in the codebook-based
precoding operation. Besides, the WLP and AS-SFNP schemes exhibit a similarly
high performance gain around 121% compared with the baseline scheme. However,
from Table 5.3 the AS-SFNP scheme requires five less bits of CSI feedback than
the WLP scheme, which shows that the AS-SFNP scheme, constructing an effective
composite channel with a maximized capacity before precoding, is more efficient
than the WLP scheme that combats the interlayer interference using only one phase
prerotation for each BS. Furthermore, it is worth noting that although the GP scheme
achieves slightly better performance than the AS-SFNP scheme, it will significantly
increase the complexity at the UE side.
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Fig. 5.11 Comparison of the spectral efficiency of various JT precoding schemes for a multi-
antenna UE (practical system, CDF segment 0.3 	 0.7)

Table 5.3 Comparison of various linear precoding schemes for multi-BS JT

Scheme

Spectral efficiency of
the cell-edge UE
(bps/Hz/cell/user) Gain (%) Feedback overhead

No BS cooperation 0.0283 � 4 bits for one precoder
SFNP 0.0517 82:7 4 bits for one precoder
AS-SFNP (AS

constrained)
0.0624 120:5 4 bits for one SFN precoder C 7

bits for the AS indicator (ASI)
LP 0.0551 94:7 12 bits for three precoders
WLP 0.0628 121:9 12 bits for three precoders C 4 bits

for two phase weights
GP 0.0660 133:2 12 bits for three precoders

5.5 Conclusion

In this chapter, we discuss various precoding schemes for JT with ideal backhaul
communications among BSs. Based on the discussion, we propose a precoding
scheme, which is a combination of antenna selection and single-frequency network
precoding. The novelty of the proposed AS-SFNP scheme is that transmit antenna
selection is applied to improve the capacity of the composite SFN channel and
then the SFNP operation is invoked. Theoretical analysis and simulation results
show that in the case of single-antenna UEs, the proposed scheme and the WLP
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scheme can achieve similarly optimal SINR performance compared with the GP
scheme. Furthermore, when considering the case of multi-antenna UEs and more
practical scenarios, simulation results show that even if constrained search space
is posed on the antenna selection process and the beneficial operation of antenna
power compensation is removed, the proposed AS-SFNP scheme still can achieve
higher system capacity than those of the LP, WLP, and SFNP schemes. Finally,
from a system-level simulation of a practical network, the proposed AS-SFNP
scheme is shown to achieve a beneficial balance among the factors of performance,
complexity, and feedback overhead, compared with the computationally demanding
GP scheme and the feedback-bit consuming WLP scheme.
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Chapter 6
The Eighth Category: Sequential
and Incremental Precoding
with Nonideal Backhaul

Abstract For the eighth category of multipoint cooperative communication
technology, we discuss the sequential and incremental precoding scheme with
nonideal backhaul conditions for the downlink joint transmission (JT) network in
this chapter. First, we address the system model of JT and describe the backhaul
impairments. Second, we discuss the conventional autonomous global precoding
(AGP) scheme, which may suffer from severe performance degradation in the event
of partial JT and single-BS transmission (ST) resulted from imperfect backhaul
communications. Third, we propose a sequential and incremental precoding (SIP)
scheme to overcome the drawbacks of the existing schemes. The objective of our
design is to minimize the maximum of the sub-stream mean square errors (MSE),
which dominates the average bit error rate (BER) performance of the system. The
key problem is first illustrated and solved with a two-BS JT system, and the results
are then generalized to multi-BS JT systems. Simulations show that, under the
practical backhaul link conditions, our scheme significantly outperforms the AGP
scheme in terms of BER performance.

Keywords Joint transmission • Nonideal backhaul • Autonomous global
precoding • Sequential and incremental precoding • MSE • BER

6.1 Introduction

In Chap. 5, we have addressed the joint precoding schemes with ideal backhaul
communication among multiple transmission points. Now we move forward to
treat the precoding design for the joint transmission (JT) with nonideal backhaul
conditions, that is, transmission points connected with large latency and limited
capacity links. Note that this topic also belongs to the eighth category of multipoint
cooperative communication technology discussed in Sect. 2.7.8. In the downlink JT,
it requires that the data intended for a user equipment (UE) should be simultaneously
transmitted from multiple points in order to improve the received signal quality

M. Ding and H. Luo, Multi-point Cooperative Communication Systems: Theory and
Applications, Signals and Communication Technology, DOI 10.1007/978-3-642-34949-2 6,
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(3GPP 2010). The use of joint processing to reduce the co-channel interference and
improve the power gain, channel rank/conditioning, and macro-diversity has been
demonstrated in Zhang and Dai (2004). Furthermore, the authors of Somekh et al.
(2009) investigated cooperative multipoint system as a means to mitigate co-channel
interference and to exploit macro-diversity for the Wyner’s model and its variations.
Motivated by the recent developments in this area, the JT scheme has been identified
in the LTE-A network (Samsung et al. 2010) as one of the key technologies to
improve the cell-edge throughput (3GPP 2008a).

As have been discussed in Sect. 2.5, the theoretical capacity of JT with ideal
assumptions can be obtained from analysis of a generalized MIMO broadcast
channel (BC) (Weingarten et al. 2004) by using the dirty paper coding (DPC)
technique (Costa 1983), which is computationally very complex. This has motivated
research in linear precoding for JT, such as zero-forcing (ZF) precoders (Huh et al.
2009), which are much more easy-to-implement compared with the DPC technique.
Moreover, when a UE is equipped with multiple antennas, the distributed transceiver
design (Palomar and Jiang 2006), that is, designing the precoder with UE’s receiver
structure taken into account, should also be considered for JT. Another relevant
issue regarding JT is the imperfect backhaul links (Marsch and Fettweis 2009).
In practice, cooperating BSs are connected through imperfect links with finite
capacity, unpredictable latency, and limited connectivity. For example, the latency of
practical backhaul links such as the copper and wireless interface varies from several
milliseconds to tens of milliseconds depending on technology/standard. Besides,
when the backhaul communication is based on a generic IP network, the backhaul
latency also depends on the number of routers between two cooperative BSs and the
network topology, for example, star, ring, tree, and mesh. Furthermore, congestion
in the routers causes an extra delay typically of several milliseconds (Orange and
Telefónica 2011). It should be noted that limited capacity is another important
backhaul issue (Zakhour and Gesbert 2011). Most of the current cellular backhaul
networks are designed for handover functions, which are not suited for data
exchange in large amount (3GPP 2009). Constraints from lower-capacity/higher-
latency backhaul communication in coordinated multipoint (CoMP) operations were
studied at the 3GPP LTE-A meetings (MCC Support 2011a, b). Due to the immature
status of the study, remote radio head (RRH)-based centralized BS and fiber-based
backhaul (Orange et al. 2011) were assumed for the JT as a starting point of
the working order for the imperfect backhaul issue (Samsung 2010). Although
the current centralized network structure and fiber-based backhaul will not pose
serious problems for JT schemes, for future JT operations the impact of imperfect
backhaul should be carefully investigated (Ericsson and ST-Ericsson 2011). Up to
now, theoretical performance bounds for JT with unreliable backhaul links among
the cooperating BSs are still unknown (Gesbert et al. 2010). Finally, it should
also be noted that imperfect channel state information (CSI) fed back by the UE
is a common assumption in practical frequency division duplex (FDD) systems
such as the 3GPP LTE-A network, where the downlink CSI cannot be inferred
from the uplink CSI. For imperfect CSI feedback in a practical system (see Sect.
2.6), implicit CSI feedback, that is, feedback of precoder recommendation by UEs

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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(3GPP 2010), is much more preferred than the explicit CSI feedback, that is,
feedback of the channel matrix, due to feedback overhead considerations. In this
chapter, we consider the implicit CSI feedback, which has been widely adopted by
practical systems such as the 3GPP LTE-A network (3GPP 2010).

6.2 System Model and Existing Technologies

6.2.1 System Model

In this section, we address the system model and briefly discuss the backhaul
impairments. We consider a multicell wireless network consisting of B adjacent
BSs, where each BS is equipped with NT antennas. The considered B BSs constitute
a JT set. A cell-edge UE with NR antennas is served by one serving BS, and the other
B � 1 BSs are helper BSs which adaptively provide service to the UE depending
on the backhaul conditions. For JT operations, both the transmission data and CSI
must be available at the BSs in the JT set before the transmission starts; otherwise
the JT cannot be operated. We assume that UE’s data will always arrive at the
serving BS from higher-layer entities in a timely and error-free manner, then the
serving BS shares the data with the helper BSs by means of imperfect backhaul
communications. In practice, the candidates of helper BSs can be decided either
by UE based on received reference signal strength of nearby BSs or by the serving
BS based on wideband CSI reported by UE. The selection algorithm to decide the
helper BSs can be found in Zhou et al. (2009) and Moon and Cho (2011). Here,
we assume B � 1 helper BSs have already been selected based on some existing
BS selection algorithms. Moreover, in practical scenarios, values of B are relatively
small, usually not larger than 4 (Samsung 2011).

6.2.1.1 The JT Networks with Two BSs

Our basic idea for optimizing the precoders for the B BSs in the JT set is to derive
per-BS precoders one by one in a sequential and incremental manner. Hence, the
most basic scenario is a JT network with only two BSs. A two-BS JT network (B D
2) is shown in Fig. 6.1, which serves as an instructive example to formulate the key
problem of our concern. An NR -antenna cell-edge UE is associated with a serving
BS1, and the transmission is assisted by a helper BS2. Note that the results from
this model will later be extended to a more general model with multiple BSs in the
JT set.

In Fig. 6.1, the baseband channel matrix between the b-th BS and the UE
is denoted as Hb 2 CNR�NT . The UE reports the precoder recommendation
information either to each individual BS in the JT set or to the serving BS which
in turn exchanges this information among helper BSs over backhaul links. Let
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BS1

Serving BS
BS2

Helper BS

H1 H2

Fig. 6.1 Illustration of a two-BS JT network

Wb 2 CNT�L be the local precoding matrix of the b-th BS, where L is the number
of independent data sub-streams for the UE. Then the signal received at the UE can
be described by

y D ŒH1;H2�

�
W1

W2

�
x C n; (6.1)

where x D Œx1,x2, : : : ; xL�
T is the transmission data vector with E

˚
xxH

� D Rn

and n is the noise vector with E
˚
nnH

� D Rn. Note that the interference from BSs
outside of the interested JT set is incorporated into n. Assume that the interference
is white-colored (Skillermark et al. 2008), then Rn can be simplified to

Rn D N0INR : (6.2)

In addition, Wb is subjected to a per-BS power constraint shown as

tr
˚
WH

b Wb

� � P; (6.3)

where P is the maximum transmission power at each BS.
Suppose that a linear receiver F 2 CL�NR is employed at the UE to detect x. Then

the MSE of the i -th .i 2 f1; 2; : : : ; Lg/ detected sub-stream can be represented by
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Mi D E
n
jFi;Wy � xi j2

o
: (6.4)

In general, the average BER of the system is dominated by the sub-stream with
the maximum MSE (Palomar et al. 2002). Therefore, we want to jointly design W1,
W2, and F to minimize the maximum of the sub-stream MSEs. This min-max MSE
problem is formulated as

min
F;W1;W2

max fMi j i 2 f1; 2; : : : ; Lgg ;

s:t: tr
˚
WH

b Wb

� � P; 8b D 1; 2: (6.5)

6.2.1.2 Modeling of Imperfect Backhaul

For full JT operations, the transmission data vector x and CSI need to be available
at the actual transmission points before the transmission starts. Whether both the
transmission data and CSI can arrive at a certain helper BS before the time that JT
is scheduled to perform is a probabilistic event because of the nonideal backhaul
conditions. If a helper BS fails to obtain both the transmission data and CSI in time,
then it has to quit the upcoming JT operation. Thereby, whether a helper BS can
participate in JT or not is also a probabilistic event.

Here, we are mainly concerned with the impact of BS backhaul latency on
system performance. In practice, backhaul links can be generally classified into
three categories according to the physical media, that is, optical fiber, copper
(ADSL, ATM, VDSL, etc.), and wireless interface. The typical latency of optical
fiber is below 1 ms, which can be neglected since the usual delay of channel
state information (CSI) exchange and scheduling in cooperative MIMO systems
is approximately 10 ms (Orange and Telefónica 2011). However, the latency of
copper and wireless interface backhaul links varies from several milliseconds to
tens milliseconds depending on technology/standard. Besides, when the backhaul
communication is based on a generic IP network, the backhaul latency also depends
on the number of routers between two cooperative BSs and the topology of
the network, for example, star, ring, tree, and mesh. Furthermore, congestion in
the routers causes an extra delay typically of several milliseconds (Orange and
Telefónica 2011).

Figure 6.2 illustrates an example of a practical BS backhaul network, which
combines the ring and tree topologies. If BS1 wants to share data with BS2, it
has to set up a backhaul link over several routers. It should be noted that limited
capacity is another important backhaul issue (Zakhour and Gesbert 2011). Most of
the current cellular backhaul networks are designed for handover functions, which
are not suited for data exchange in large amount (3GPP 2010). However, we assume
capacity is adequate for backhaul communication throughout this chapter.

According to 3GPP (2008b), the maximum delay for normal backhaul links is
around 20 ms and the typical average delay is expected to be within 10 ms. More
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Fig. 6.2 Illustration of a realistic BS backhaul network

Fig. 6.3 Shifted gamma
distribution of the backhaul
delay

detailed description of the backhaul latency model can be found in IEEE WG 802.20
(2005). The backhaul delay conforms to a shifted gamma distribution (IEEE WG
802.20 2005), and its probability density function (PDF) can be represented by

f .t/ D

�
t � t0

˛

�ˇ�1
exp

�
� t � t0

˛

�

˛ 
 .ˇ/
; (6.6)

where ˛, ˇ and t0 are the scale, shape and shift parameter, respectively, and 
 .�/
denotes the gamma function. According to IEEE WG 802.20 (2005), the typical
values are ˛ D 1, ˇ D 2:5 and t0 D 7:5 ms. The corresponding PDF curve is
plotted in Fig. 6.3 for illustration purpose.
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In every transmission slot, the b-th b 2 f2; 3; : : : ; Bg helper BS joins JT with
probability pb , which is determined by the condition of the backhaul link between
the serving BS and the b-th helper BS. In the following, pb will be referred to as
participation probability, which can be computed from (6.6). Suppose that the JT
operation is scheduled to be performed at a critical time T after the serving cell
pushes the UE’s data into the backhaul network. Then pb can be calculated as

pb D
Z T

0

f .t/dt D �
�
ˇ; T�t0

˛

�


 .ˇ/
; (6.7)

where � .�; �/ is the lower incomplete gamma function (Gradshteyn and Ryzhik
2007). In practice, the parameter T will take a reasonably small value to avoid
performance degradation caused by outdated CSI. For instance, if T D 10 ms,
pb 
 0:58, and if T D 11 ms, pb 
 0:78. Furthermore, if congestion occurs in
the routers, f .t/ will suffer from additional shift, that is, t0 will take large values.
For instance, let t0 D 8:5 ms, then if T D 10 ms, pb 
 0:3, and if T D 11 ms,
pb 
 0:58.

6.2.2 Existing Technologies

In this section, we discuss the advances and drawbacks of the existing schemes,
where different aspects such as system performance, required CSI feedback, and
limited backhaul connectivity are carefully examined.

6.2.2.1 The Global Precoding Scheme

The optimal precoding strategy for the full JT problem (6.5) is the global precoding
(GP), that is, to view the distributed antenna ports from BSs in the JT set as a
giant multiple-antenna system and generalize the well-studied point-to-point MIMO
transmission strategies to JT across multiple BSs (Gesbert et al. 2010). However,
the difficulty lies in how to maintain the distributed per-BS power constraints
while extending the point-to-point MIMO schemes to JT MIMO ones. To our best
knowledge, the min-max MSE problem is still an open problem for the linear
precoding design for JT with distributed per-BS power constraints.

Hence, a sum power constraint is instead assumed for the GP to yield a lower
bound for the MSE performance (Gesbert et al. 2010). To formulate GP, rewrite
(6.1) as

y D HWx C n; (6.8)
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where H and W denote the global channel matrix ŒH1;H2� and global precoder
ŒWT

1 ;W
T
2 �

T
, respectively. The min-max MSE problem for GP can be reformulated

from (6.5) as

min
F;W

max fMi j i 2 f1; 2; : : : ; Lgg

s:t: tr
˚
WHW

� � 2P: (6.9)

Let RH D HHR-1
n H and its eigenvalue decomposition be

RH D VƒVH; (6.10)

where V 2 C2NT�2NT is a unitary matrix and ƒ D diag .f�i g/ is a semi-definite
diagonal matrix, with diagonal entries �i s being the eigenvalues of RH. Then, the
optimal solution for problem (6.9) is achieved by the joint linear transceiver design
(Palomar et al. 2003). The optimal receiver should take the form of the Wiener filter
(Tse and Viswanath 2005) shown as

Fopt D HH
eq


HeqHH

eq C Rn

��1
; (6.11)

where Heq D HW denotes the equivalent channel. Note that the Wiener filter has
been proved to be the optimum linear receiver in the sense that it minimizes each
of the sub-stream MSEs (Palomar et al. 2003). And the optimal transmit precoding
matrix Wopt should be

Wopt D QWQH D QV†QH; (6.12)

where QW D QV† and the column of QV 2 C2NT�L consists of the eigenvectors of RH

corresponding to the L largest eigenvalues in increasing order. † D diag .f�i g/ is
the power loading matrix, where �i s are tuned so that the sum MSE with respect
to QW is minimized. In Palomar et al. (2003), it is proved that the optimal �i s can
be obtained by the famous water-filling power allocation (PA) (Tse and Viswanath
2005)

�i D
q
.��1=2��1=2

i � ��1
i /

C
; (6.13)

where ��1=2 is the water level chosen to satisfy the power constraint in (6.9) with
equality.

After minimizing the sum MSE by QW, a rotation operation is applied on it. In
(6.12), Q 2 CL�L is a unitary rotation matrix such that all sub-stream MSEs are
equal. Thereby, the minimized sum MSE is equally divided for each sub-stream,
leading to a minimized MSE OM for the maximum of the sub-stream MSEs for the
problem (6.9), which can be concisely expressed as (Palomar et al. 2003)
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OM D max fMig

D 1

L
tr

�
IL C �

Wopt
�H

RHWopt
��1�

:
(6.14)

Though the closed-form expression for Q does not exist, efficient algorithms to
compute Q can be found in Viswanath and Anantharam (1999). Note that (6.14) is
a lower-bound solution for the original problem (6.5) since inter-BS PA implied by
(6.12) is usually not the feasible solutions of (6.5). Besides, other practical issues
such as limited backhaul and feedback overhead also compromise the performance
of GP.

6.2.2.2 The Autonomous Global Precoding Scheme

In practice, full JT, which is assumed by GP, is not always feasible due to backhaul
limitations, such as overtime delay leading to incomplete or outdated data at
the transmission points. Moreover, it is preferable for practical systems to have
distributed schedulers due to considerations of low complexity and low cost, thereby
some local scheduling constraints in helper BSs may also force them to temporarily
leave the JT set and thus break the full JT operation. Hence, it is desirable to design
a flexible JT scheme, in which the serving BS makes the JT scheduling decision
and informs the helper BSs, then the helper BSs can adaptively join or quit the
upcoming JT operation according to their instantaneous states. If all the helper BSs
are temporarily unavailable for JT, the system should be able to fall back to single-
BS transmission (ST) smoothly. But this gives rise to a feedback problem. The
transmission assumption, based on which the recommended precoder is computed
and fed back by the UE, may be inconsistent with the one when the transmission
eventually takes place. Consequently, the previously feedback precoder mismatches
the transmission channel, causing performance degradation. This problem is not
uncommon, especially in 3GPP LTE-A systems (3GPP 2010). A straightforward
solution to the above problem is to require the UE to feedback multiple precoder rec-
ommendations under different transmission assumptions. For example, in Fig. 6.1
the UE can feedback two precoders, one for JT and another for ST.

However, aside from the issue of necessary inter-BS signaling for switching
between JT and ST precoders, additional feedback overhead incurred from multiple
precoders will become very large, since the number of transmission assumptions can
be as many as 2B�1. To avoid increasing the feedback overhead, another approach
would be to instruct the UE to feedback the global precoder Wopt only. If any helper
BSs are not ready for JT, they will mute themselves during the data transmission
to keep the interference low, which is called dynamic point muting in the LTE-
A system (3GPP 2011). We assume that each helper BS is unaware of the states
of other helper BSs, and thus, they should stick to their respective subblock parts
ofWopt. Such scheme is hereafter referred to as autonomous global precoding (AGP)
and the corresponding precoder Wopt for the b-th BS can be expressed as
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Wb D
(

0 .the b-th BS is absent from JT/
h
Wopt T

.b�1/NTC1;W; : : : ;W
opt T
bNT ;W

iT
.otherwise/:

(6.15)

In (6.15), Wi;W denotes the i-th row W; thus,
h
Wopt T

.b�1/NTC1;W; : : : ;W
opt T
bNT ;W

iT
represents

the subblock part of Wopt spanning from the ..b � 1/NT C 1/-th row to the .bNT/-
th row of Wopt.

6.2.2.3 Motivations of Improved Schemes

Since Wopt is optimized under the assumption of full JT, its subblock part shown
in (6.15) may not match individual Hb very well, which may result in large
performance degradation when the system falls back to ST or partial JT. Therefore,
we want to propose a precoding scheme that is flexible and achieves satisfactory
performance especially for partial JT. In the proposed scheme, we first optimize
the precoder at the serving BS and then sequentially optimize the precoders of
helper BSs in the JT set according to the descending order of their probabilities
of participating in JT. The BS-wise sequential optimization process can improve
the system performance when some helper BSs have to temporarily quit the JT
operations because of poor instant backhaul conditions. Besides, the precoder
of an additional BS is derived in an incremental way, that is, the sequentially
optimized precoders of previous BSs are fixed; thus, the additional precoder plays
an incremental part in the multi-BS JT operations. Because the BS precoders
are generated sequentially and incrementally, our proposed scheme is referred
to as the sequential and incremental precoding (SIP) scheme hereafter. Also, an
iterative algorithm is designed to jointly optimize the sub-stream precoder and
power allocation (PA) for each additional BS in the SIP scheme. To facilitate the
optimization, we require that the participation probabilities be determined by the
serving BS based on (6.7) and the descending order of the participation probabilities
be notified to the UE before it derives the precoders.

There are several benefits offered by our scheme. First, it offers flexibility to the
JT since the helper BSs can adaptively decide whether or not to join JT according to
their own situation. Such JT scheme enables the network to adaptively switch among
single-BS transmission (ST), partial JT, and full JT without inter-BS signaling. Here
partial JT refers to the transmission from a subset of BSs within the JT set. Second,
the related CSI feedback scheme can easily fit into the current 3GPP LTE-A per-BS
feedback framework (3GPP 2010), that is, the feedback operation is performed on
a per-BS basis, which facilitates the feedback design. Third, the complexity on the
UE side to select a preferred precoder from a codebook is low. Instead of searching
for the precoder through a large codebook as done in the conventional GP scheme,
the precoder for each BS is obtained from a small per-BS based codebook.

In the following, we first investigate the SIP design for a two-BS JT network.
The results are then extended to a multi-BS JT network.
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6.3 Sequential and Incremental Precoding Scheme

6.3.1 Precoder Design for the Two-BS JT Network

We address the optimization problem (6.5) for the two-BS JT network introduced
in Sect. 6.3.1. We decouple problem (6.5) into two sequential steps. In the first step,
we optimize the precoder at the serving BS to ensure the service quality when the
system falls back to ST. The problem can be formulated as

min
F;W1

max fMi j i 2 f1; 2; : : : ; Lgg ;
s:t: tr

˚
WH

1 W1

� � P:
(6.16)

Note that the above problem is essentially the same as the problem (6.9) except
for the substitution of W with W1 and the maximum power. Therefore, the optimal
solution for (6.16) can be readily obtained as

Wopt
1 D QV1†1QH

1 ; (6.17)

where QV1, †1 D diag .f�1;i g/ and Q1 are derived using the same method as their
counterparts in (6.12) without subscripts.

In the second step, we proceed to optimize the performance of the two-BS JT
with W1 fixed as W1 D Wopt

1 . This problem can be formulated as

min
F;W2

max fMi j i 2 f1; 2; : : : ; Lgg ;
s:t: tr

˚
WH

2 W2

� � P:
(6.18)

Problem (6.18) can be considered as a conditional optimization problem for W2 with
the previously derived Wopt

1 fixed. Direct optimization of problem (6.18) is not an
easy task since the aforementioned approach of minimizing the sum MSE followed
by unitary rotation for problems (6.9) and (6.16) cannot be applied here. Hence, we
resort to an iterative method to minimize the max fMig.

Suppose that we have a precoding matrix W.n/
2 in the n-th iteration. Then the

equivalent channel can be written as

H.n/
eq D H1W

opt
1 C H2W

.n/
2 : (6.19)

Similar to (6.11), at UE side the Wiener filter is also employed in order to minimize
the MSE, which is described as

Fopt,.n/ D


H.n/
eq

�H
�

H.n/
eq


H.n/

eq

�H C Rn

��1
: (6.20)
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Then, the MSE of the i-th sub-stream can be written as

M
.n/
i D E

�ˇ
ˇ
ˇFopt,.n/


H.n/

eq x C n
�

� xi
ˇ
ˇ
ˇ
2
�
: (6.21)

Denote the sub-stream index associated with the maximum sub-stream MSE as

j.n/ D arg max
i

n
M

.n/
i

o
: (6.22)

Next we update


W.nC1/
2

�

W;j.n/ subject to a sub-stream power constraint P .nC1/
2;j.n/

with fixed Fopt,.n/ such that M.nC1/
j.n/ is minimized. Denote g D


W.nC1/

2

�

W;j.n/ for

convenience. Then the problem (6.18) can be formulated as

min
g

M
.nC1/
j.n/ ;

s:t: tr
˚
gHg

� � P
.nC1/
2;j.n/ ;

(6.23)

whereM.nC1/
j.n/ can be represented in detail as

M
.nC1/
j.n/ DE

�ˇ
ˇ̌Fopt,.n/
j.n/;W


H1W

opt
1 C H2W

.nC1/
2

�
x C n

�
� xj.n/

ˇ
ˇ̌2
�

D
X

i¤j.n/

ˇ
ˇ
ˇ
ˇF

opt,.n/
j.n/;W

�
H1


Wopt

1

�

W;i C H2


W.nC1/

2

�

W;i

�ˇˇ
ˇ
ˇ

2

C
ˇ
ˇ
ˇ
ˇF

opt,.n/
j.n/;W

�
H1


Wopt

1

�

W;j.n/ C H2g
�ˇˇ
ˇ
ˇ

2

� 2Re

�
Fopt,.n/
j.n/;W

�
H1


Wopt

1

�

W;j.n/ C H2g
��

C Fopt,.n/
j.n/;W Rn


Fopt,.n/
j.n/;W

�H CN0: (6.24)

We further fix .W.nC1/
2 /W;i for .i ¤ j /. Omitting the irrelevant terms in (6.24) for

simplicity, we get

QM.nC1/
j.n/ D

ˇ
ˇ
ˇ
ˇF

opt,.n/
j.n/;W

�
H1


Wopt

1

�

W;j.n/ C H2g
�ˇˇ
ˇ
ˇ

2

� 2Re

�
Fopt,.n/
j.n/;W

�
H1


Wopt

1

�

W;j.n/ C H2g
��
: (6.25)
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Hence, problem (6.23) is equivalent to the following problem

min
g

QM.nC1/
j.n/ ;

s:t: tr
˚
gHg

� � P
.nC1/
2;j.n/ :

(6.26)

It is easy to verify that the problem (6.26) is convex. Thus, we can obtain the optimal
g from the KKT conditions (Boyd and Vandenberghe 2004). The Lagrangian
function of (6.26) is given by

L.g; �/ D QM.nC1/
j.n/ C �


tr
˚
gHg

� � P .nC1/
2;j.n/

�
; (6.27)

where � � 0 is the Lagrangian multiplier. Taking its derivative with respect to g�,
we have

@L

@g� D HH
2


Fopt,.n/
j.n/;W

�H
Fopt,.n/
j.n/;W

�
H1


Wopt

1

�

W;j C H2g
�

� HH
2


Fopt,.n/
j.n/;W

�H C �g: (6.28)

The KKT conditions are as follows:

@L

@g� D 0; (6.29)

�


tr
˚
gHg

�� P
.nC1/
2;j.n/

�
D 0; (6.30)

tr
˚
gHg

� � P
.nC1/
2;j.n/ : (6.31)

From (6.29), (6.30), and (6.31), the closed-form expression for g can be derived as

g D
�

HH
2


Fopt,.n/
j.n/;W

�H
Fopt,.n/
j.n/;W H2 C �I

��1

�
�

HH
2


Fopt,.n/
j.n/;W

�H � HH
2


Fopt,.n/
j.n/;W

�H
Fopt,.n/
j.n/;W H1


Wopt

1

�

W;j.n/

�
; (6.32)

where � should be chosen such that (6.30) and (6.31) are satisfied.
The remaining problem is the power allocation (PA) strategy for P .nC1/

2;j.n/ . As
shown by Palomar et al. (2003), the optimal solution for the min-max MSE problem
(6.9) is achieved when the sub-stream MSEs are equal. Motivated by this result,
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we propose to transfer a small amount of power from the sub-stream with minimum
MSE to that with maximum MSE in each iteration. In such way, the maximum MSE
M

.n/

j.n/ in the n-th iteration will decrease to M.nC1/
j.n/ due to the optimized precoding

vector g together with additional power bonus received from the sub-stream with
minimum MSE.

Let

k.n/ D arg min
i

n
M

.n/
i

o
I (6.33)

we update the PA as follows:

8
ˆ̂̂
<

ˆ̂
:̂

P
.nC1/
2;j.n/ DP .n/

2;j.n/ C ıP
.n/

2;k.n/

P
.nC1/
2;k.n/ DP .n/

2;k.n/ � .1 � ı/

P
.nC1/
2;i DP .n/

2;i ; .for i ¤ j.n/; k.n// ;

(6.34)

where

P
.n/

2;l D
ˇ̌
ˇ
ˇ


W.n/
2

�

W;l

ˇ̌
ˇ
ˇ

2

; .l D 1; 2; : : : ; L/ ; (6.35)

and ı is the percentage of power transferred from the k.n/-th sub-stream to the
j.n/-th sub-stream. Based on (6.32) and (6.34), W.nC1/

2 can be updated as

8
ˆ̂
ˆ̂̂
<̂

ˆ̂
ˆ̂̂
:̂


W.nC1/

2

�

W;j.n/ D
n
g
ˇ
ˇ̌
P
.nC1/
2;j D P

.n/

2;j.n/ C ıP
.n/

2;k.n/

o


W.nC1/

2

�

W;k.n/ D
p
1 � ı �


W.n/

2

�

W;k.n/


W.nC1/
2

�

W;i D


W.n/
2

�

W;i ; .for i ¤ j.n/; k.n// :

(6.36)

Note that the power allocation should be initialized such that
PL

lD0 P
.1/

2;l D P

so that in the following iterations, the power constraint of W.n/
2 can always be

satisfied. When the iterative algorithm converges, all sub-stream MSEs should be
equal. Hence, the termination criterion can be established based on the difference
betweenM.n/

j.n/ andM.n/

k.n/. The proposed precoding scheme will be referred to as the
sequential and incremental precoding (SIP) scheme hereafter and is summarized in
Table 6.1.
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Table 6.1 The SIP scheme for two-BS JT

Step 1: Compute Wopt
1 according to (6.17)

Step 2: Obtain Wopt
2 using the following iterative algorithm:

1. Initialization

Set W.1/
2 D

q
P
L

	
IL; 0L�.NT�L/


T
and n D 1

2. Iteration

Compute H.n/
eq and Fopt,.n/ using (6.19) and (6.20), respectively

Use (6.32) to compute g and (6.36) to get W.nC1/
2

3. Termination
The algorithm terminates either when M.n/

j.n/ and M.n/

k.n/ converges, that is,ˇ̌
ˇM.n/

j.n/ �M
.n/

k.n/

ˇ̌
ˇ

M
.n/

j.n/

� 	th or when n � Nmax, where 	th is a predefined threshold and Nmax is

the maximum iteration number

Output Wopt
2 D W.n/

2

Else, n D nC 1, and go to sub-step 2

6.3.2 Extension to the Multi-BS Scenario

In this subsection, we generalize our proposed SIP scheme to a multi-BS scenario,
where B > 2. Without loss of generality, the B � 1 helper BSs are sorted by their
participation probabilities in decreasing order as p2 � p3 � � � � � pB � 0.
Then the corresponding precoders are sequentially and incrementally optimized
with W2 first and WB last based on step 2 of the proposed SIP scheme. To be more
specific, Wb .b 2 f2,3, : : : ; Bg/ is optimized with fixed Wopt

i .i 2 f1; 2; : : : ; b � 1g/
previously obtained from the SIP scheme. In addition, the equivalent channel shown
in (6.19) now should be computed as

H.n/
eq D

b�1X

iD1
HiW

opt
i C HbW

.n/

b : (6.37)

If helper BS b joins JT, its precoder will be Wopt
b . Otherwise, it mutes its

transmission.
To sum up, the proposed SIP scheme can be extended to be employed in a multi-

BS JT scenario and is summarized in Table 6.2.

6.3.3 The SIP Scheme with Codebook-based Feedback

If a codebook, denoted as �, is employed as the set of precoder candidates, then
UE can exhaustively search �, find the best precoder, and feedback its index to
the BS using just a few bits. In practice, codebook-based feedback is commonly
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Table 6.2 The SIP scheme for multi-BS JT

Step 1: Compute Wopt
1 according to (6.17); set b D 2

Step 2: Obtain Wopt
b using the following iterative algorithm:

1. Initialization

Set W.1/

b D
q

P
L

	
IL; 0L�.NT�L/


T
and n D 1

2. Iteration

Compute H.n/
eq and Fopt,.n/ using (6.37) and (6.20), respectively

Use (6.32) to compute g and (6.36) to get W.nC1/

b

3. Termination
The algorithm terminates either when M.n/

j.n/ and M.n/

k.n/ converges, that is,ˇ̌
ˇM.n/

j.n/ �M
.n/

k.n/

ˇ̌
ˇ

M
.n/

j.n/

� 	th or when n � Nmax, where 	th is a predefined threshold and Nmax is

the maximum iteration number

Output Wopt
b D W.n/

b

Else, n D nC 1, and go to sub-step 2
Step 3: If b < B , then b D b C 1, and go to step 2

Else, terminate the algorithm with Wopt
b
.b 2 f1; 2; : : : ; Bg/ as the per-BS precoders

used in FDD systems such as the LTE-A system (3GPP 2010) due to low overhead
costs. Here, we pursue the philosophy of sequential and incremental precoding and
propose the SIP scheme with codebook-based feedback.

For W1, the best precoder in the codebook � can be written as

Wopt,cb
1 D arg min

Wcb
1 2�

max fMi ji 2 f1; 2; � � � ; Lg g ; (6.38)

whereMi D E

�ˇ
ˇ
ˇFopt
i;W
�
H1Wcb

1 x C n
�� xi

ˇ
ˇ
ˇ
2
�

.

For Wb , we fix the previously optimized precoders and incrementally find the
best precoder for Wb from

Wopt,cb
b D arg min

Wcb
b 2�

max fMi ji 2 f1; 2; : : : ; Lgg ; (6.39)

whereMi D E

�ˇ
ˇ
ˇFopt
i;W
�
Heqx C n

� � xi

ˇ
ˇ
ˇ
2
�

and Heq D Pb�1
iD1 HiW

opt,cb
i C HbWcb

b .

In the AGP scheme, the best precoder from the global codebook �GP can be
represented as

Wopt,cb D arg min
Wcb2�GP

max fMi ji 2 f1; 2; : : : ; Lgg ; (6.40)
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whereMi D E

� ˇ
ˇ
ˇFopt
i;W
�
HWcbx C n

� � xi
ˇ
ˇ
ˇ
2
�

. Then the Wopt,cb
b s of the AGP scheme

can be readily obtained from (6.15) with Wopt replaced by Wopt,cb.
Suppose that the cardinality of � is 2d , then for each BS d bits are needed to

feedback Wopt,cb
b from 2d precoder candidates. In order to make a fair comparison

between the SIP and AGP schemes, the cardinality of �GP should be 2Bd , that is, a
total overhead of Bd bits is assumed for the feedback of precoders in both schemes.

6.3.4 Extension to the Multi-UE Scenario

In this subsection, we briefly discuss the further extension of the proposed SIP
scheme to the multi-UE scenarios and more sophisticated evaluations using system-
level simulations. When multiple UEs are involved, the Wiener filter in (6.20) can
be replaced by a block diagonal matrix to reflect the factors that individual UE’s
receive processing capability is captured by the corresponding block matrix and
no receive cooperation is assumed among different UEs. Then the precoders for
multiple UEs can be derived using the proposed SIP scheme. However, the closed-
form expression for Wopt

1 shown by (6.17) no longer exists. The algorithms for
optimizing Wopt

1 with various objective functions can be found in Palomar et al.
(2002), which needs further study.

6.4 Simulation and Analysis

In this section, we present simulation results to compare the maximum MSE and
average BER performances of the proposed SIP scheme with those of the AGP
scheme. We consider a practical setup where a single multi-antenna UE with NR D
2 or 4 is served by a multi-BS JT set with B D 2 or 3 and NT D 4. Suppose
that the critical time T D 11 ms, and t0 for BS2 and BS3 are set to t0;2 D 7:5

ms and t0;3 D 8:5 ms, respectively. As explained in Sect. 6.3.1, the corresponding
participation probabilities for BS2 and BS3 can be calculated using (6.7), and we
get p2 
 0:78 and p3 
 0:58. Note that the water-filling PA for the AGP and
SIP schemes may lead to rank adaptation, that is, dropping sub-streams with poor
channel gains. For fairness, rank adaptation should be forbidden in our simulations.
Therefore, when NR D 4, we fix L D 4 to prevent rank adaptation and apply equal
sub-stream PA to W1, that is, set �1;i D P=L in (6.17), whereas the power transfer
shown in (6.34) is applied for Wb s when b ¤ 1. The water-filling PA is only
engaged for W1 in the case ofNR D 2, when rank adaptation rarely happens. At the
UE side, we assume that the Wiener filter is always employed.

We define per-BS signal-to-interference-plus-noise ratio (SINR) by SINR D
P=N0. All channels are assumed to experience uncorrelated Rayleigh fading, and
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Fig. 6.4 Convergence of the SIP scheme for B D 2, NR D 2 (perfect feedback)

the entries of Hb are i.i.d. zero-mean circularly symmetric complex Gaussian
(ZMCSCG) random variables with unit variance. The results are averaged over 10,
000 independent channel realizations. As for the BER results, 1,000,000 symbols
obtained from the QPSK constellation are transmitted in each channel realization
for each simulated SINR point. In addition, for the proposed SIP scheme, we set
the convergence threshold 	th D 0:01, power transfer percentage ı D 1%, and the
maximum iteration numberNmax D 100.

6.4.1 Convergence of the SIP Scheme

Before discussing the numerical results of the system performance, we first
investigate the convergence behavior of the proposed SIP scheme summarized in
algorithm 1. Figures 6.4 and 6.5 show the mean of the maximum of sub-stream
MSEs versus number of iterations for B D 2 and NR D 2 or 4 with different
SINR. As seen from these two figures, the MSE always converges. WhenNR D 2,
the MSE converges typically after 20 iterations, and more iterations are needed for
the case of NR D 4. Moreover, the convergence of the SIP scheme for multi-BS JT
is straightforward since the mathematical form of H.n/

eq in algorithm 2 is essentially
the same as that in algorithm 1. Therefore, here we omit the illustration of algorithm
convergence for the case of B D 3.
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Fig. 6.5 Convergence of the SIP scheme for B D 2, NR D 4 (perfect feedback)

6.4.2 Performance of the Mean of the Maximum
of Sub-stream MSE

Figures 6.6 and 6.7 show the average performance of the maximum of sub-stream
MSEs for B D 2 and NR D 2 or 4 with different p2. For the case of p2 D 0,
the system degenerates to ST due to broken backhaul, while the case of p2 D 1

corresponds to full JT with perfect backhaul. As explained in Sect. 6.3.2 and
observed in Figs. 6.6 and 6.7, the precoder for the AGP scheme is optimized under
the assumption of full JT, which incurs large performance degradation when the
system falls back to ST or partial JT. When the practical backhaul is considered,
that is, p2 D 0:78, the proposed SIP scheme offers significant performance gain,
and the gain is more pronounced in high-SINR regimes because the sequentially
and incrementally designed precoder matches the actual transmission channel better
than the precoder in AGP which is optimized for full JT.

6.4.3 Performance of Average BER

Figures 6.8 and 6.9 show the average BER performance for B D 2 and NR D
2 or 4 with different p2. As seen from Figs 6.8 and 6.9, our proposed SIP scheme
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Fig. 6.6 Mean of the maximum of sub-stream MSEs for B D 2, NR D 2 (perfect feedback)

Fig. 6.7 Mean of the maximum of sub-stream MSEs for B D 2, NR D 4 (perfect feedback)
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Fig. 6.8 Average BER for B D 2, NR D 2 (perfect feedback)

Fig. 6.9 Average BER for B D 2, NR D 4 (perfect feedback)
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Fig. 6.10 Mean of the maximum of sub-stream MSEs for B D 3, NR D 2 (perfect feedback)

also shows superior BER performance when p2 D 0:78, especially in high-SINR
regimes. When SINR D 15 dB, compared with the AGP scheme, the proposed SIP
scheme can reduce the average BER from 0:5� 10�3 to 1� 10�5 and from 1� 10�2
to 3 � 10�3 for the case of NR D 2 and NR D 4, respectively.

6.4.4 Performance of the Extended SIP Scheme

For the extended case ofB D 3, we show the average performance of the maximum
of sub-stream MSEs in Figs 6.10 and 6.11 and the corresponding BER results in
Figs. 6.12 and 6.13 for NR D 2 or 4 with different .p2; p3/. Much like what we
have observed previously, when the backhaul suffers from limited connectivity,
for example, .p2; p3/ D .0:78; 0:58/, the proposed SIP scheme significantly
outperforms the AGP scheme in terms of average BER when SINR is high. It
is very interesting to note that the SIP and AGP schemes exhibit close averaged
maximum MSE curves when .p2; p3/ D .0:78; 0:58/ in Fig. 6.10, but they have
notable BER difference in favor of the SIP scheme in Fig. 6.12. One possible
explanation might be that the overall MSE is also important to determine the BER
performance and the average MSE of the AGP scheme may not be well controlled
as the maximum MSE. To investigate this issue, we conduct simulations to show the
average MSE performance in Fig. 6.14 using parameters given in Fig. 6.10. From
Fig. 6.14, we observe that the proposed SIP scheme doesn’t outperform the AGP
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Fig. 6.11 Mean of the maximum of sub-stream MSEs for B D 3, NR D 4 (perfect feedback)

Fig. 6.12 Average BER for B D 3, NR D 2 (perfect feedback)
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Fig. 6.13 Average BER for B D 3, NR D 4 (perfect feedback)

Fig. 6.14 Average MSE for B D 3, NR D 2 (perfect feedback)
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scheme in terms of average MSE, because the SIP scheme targets the optimization
of the maximum sub-stream MSE shown in problem (6.18), not the average MSE.
Hence, the comparison of the average MSE performance does not highly relate
to that of the BER performance. We suppose that the reason is that although the
average maximum MSE performance is similar, the maximum sub-stream MSE
of the AGP scheme varies more widely than that of the SIP scheme, as can be
observed from Fig. 6.10 where the variant range of the maximum sub-stream MSE
is roughly bounded by the “curves of mean of max MSE” for .p2; p3/ D .0; 0/ and
.p2; p3/ D .1; 1/, and obviously the variant range of SIP is narrower than that of
AGP. The variant range of the maximum sub-stream MSE indicates that the AGP
scheme tends to generate larger maximum sub-stream MSE than the SIP scheme
does in some poor cases, and the average BER performance is dominated by the
large BERs resulted from poor-case maximum sub-stream MSEs, which will lead
to a higher BER performance for the AGP scheme.

6.4.5 Performance with Codebook-based Feedback

Since the proposed SIP scheme is developed under the assumption of perfect
feedback, it is highly motivated to investigate whether the SIP scheme still works
in case of practical finite-rate feedback systems, that is, the indices of the optimal
codeword Wopt,cb

b s rather than Wopt
b s themselves are fed back. First, we investigate

the choice of d in the codebook-based feedback. In Figs. 6.15 and 6.16, average
BER performance of the SIP and AGP schemes is shown for B D 2p2 D 0:78 or
B D 3.p2; p3/ D .0:78; 0:58/, NR D 2 and d D 1 � 5. We can observe in both
figures that the performance gain suffers from a diminishing return as d increases
and d D 4 seems to be a good trade-off between performance improvement and
feedback overhead. Moreover, d D 4 is a common assumption for codebook
designs for BSs with four transmit antennas in the LTE-A system (3GPP 2010).
Thus, in the following we provide new simulation results plotted in Figs. 6.17,
6.18, 6.19, 6.20, 6.21, 6.22, 6.23, and 6.24 for d D 4 to illustrate the performance
degradation because of limited-bit feedback in compare with Figs. 6.6, 6.7, 6.8,
6.9, 6.10, 6.11, 6.12, and 6.13. In our simulations, precoder candidates in the
codebook are randomly generated as matrix composed of orthogonal normalized
vectors (Santipach and Honig 2004) for each channel realization. It can be observed
from these figures that although the performance degradation is notable, the gains
of the SIP scheme shown in Figs. 6.6, 6.7, 6.8, 6.9, 6.10, 6.11, 6.12, and 6.13 are
safely preserved.
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Fig. 6.15 Average BER for B D 2, NR D 2, d D 1 	 5 (codebook-based feedback)

Fig. 6.16 Average BER for B D 3, NR D 2, d D 1 	 5 (codebook-based feedback)
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Fig. 6.17 Mean of the maximum of sub-stream MSEs for B D 2, NR D 2, d D 4 (codebook-
based feedback)

Fig. 6.18 Mean of the maximum of sub-stream MSEs for B D 2, NR D 4, d D 4 (codebook-
based feedback)
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Fig. 6.19 Average BER for B D 2, NR D 2, d D 4 (codebook-based feedback)

Fig. 6.20 Average BER for B D 2, NR D 4, d D 4 (codebook-based feedback)
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Fig. 6.21 Mean of the maximum of sub-stream MSEs for B D 3, NR D 2, d D 4 (codebook-
based feedback)

Fig. 6.22 Mean of the maximum of sub-stream MSEs for B D 3, NR D 4, d D 4 (codebook-
based feedback)
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Fig. 6.23 Average BER for B D 3, NR D 2, d D 4 (codebook-based feedback)

Fig. 6.24 Average BER for B D 3, NR D 4, d D 4 (codebook-based feedback)
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6.5 Conclusion

In the joint precoding for distributed BSs with imperfect backhaul communications,
we propose a SIP scheme based on the criterion of minimizing the largest sub-
stream MSE. The novelty of the proposed scheme is that the imperfectness of
the backhaul communications is modeled as probabilistic events and considered
as a relevant factor in the optimization process. We first optimize the precoding
matrix for the channel between the serving BS and the UE. Then according to the
descending order of the activation probabilities of the helper BSs, we sequentially
generate the optimal precoding matrix for each helper BS by an iterative algorithm
with the previously optimized precoders fixed. Simulation results show that when
the backhaul links are relatively reliable, the proposed scheme can obtain similar
maximum sub-stream MSE performance compared with conventional AGP scheme.
However, when the backhaul communications suffer from more serious connectivity
problems, the proposed scheme exhibits considerable performance gains compared
with the AGP scheme. And the robustness of the proposed scheme is more evident
in the high-SINR regime or when the equal power allocation over the sub-streams is
employed. In addition, through simulations for codebook-based limited-bit feedback
systems, the proposed scheme retains the aforementioned advantages. Hence,
considering practical backhaul conditions and limited-bit feedback methods, the
proposed scheme is very useful for theoretical study and implementation.

References

3GPP (2008a) TR 36.913: requirements for further advancements for E-UTRA (LTE-Advanced)
(V8.0.0). Accessed 2008

3GPP (2008b) TS 23.401 (V8.1.0), General Packet Radio Service (GPRS) enhancements for
Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access (Release 8), March
2008: p 129

3GPP (2009) Evolved Universal Terrestrial Radio Access Network (E-UTRAN); X2 Application
Protocol (X2AP). Accessed Sept 2009

3GPP (2010) TR 36.814: further advancements for E-UTRA physical layer aspects (V9.0.0).
Accessed 2010

3GPP (2011) TR 36.819: coordinated multi-point operation for LTE (V2.0.0). Accessed Sept 2011
Boyd S, Vandenberghe L (2004) Convex optimization. Cambridge University Press, Cambridge
Costa M (1983) Writing on dirty paper. IEEE Trans Inform Theor 29(3):439–441
Ericsson, ST-Ericsson (2011) R1-110452: deployment and backhaul constraints for CoMP. In:

3GPP TSG-RAN1#63bis meeting, Dublin, Ireland, Jan 2011
Gesbert D, Hanly S, Huang H, Shamai S, Simeone O, Wei Y (2010) Multi-cell MIMO cooperative

networks: a new look at interference. IEEE J Sel Area Commun 28(9):1380–1408
Gradshteyn IS, Ryzhik IM (2007) Tables of integrals, series, and products, 7th edn. Academic

Press, New York. Accessed 2007
Huh H, Papadopoulos H, Caire G (2009) MIMO broadcast channel optimization under general

linear constraints. In: IEEE International Symposium on Information Theory (ISIT), Los
Angeles, CA, USA, pp 2664–2668

IEEE WG 802.20 (2005) 802.20 evaluation criteria (V1.0), Sept. 2005



216 6 The Eighth Category: Sequential and Incremental Precoding . . .

Marsch P, Fettweis G (2009) On downlink network MIMO under a constrained backhaul and
imperfect channel knowledge. In: IEEE Global telecommunication conference (Globecom),
Honolulu, HI, USA, Nov 2009, pp 5059–5064

MCC Support (2011a) R1-110611: final report of 3GPP TSG RAN WG1 #63bis v1.0.0. In: 3GPP
TSG-RAN1#64 meeting, Taipei, Taiwan, Feb 2011

MCC Support (2011b) R1-111226: final report of 3GPP TSG RAN WG1 #64 v1.0.0. In: 3GPP
TSG-RAN1#65 meeting, Barcelona, Spain, May 2011

Moon J, Cho D (2011) Efficient cell-clustering algorithm for inter-cluster interference mitigation
in network MIMO systems. IEEE Commun Lett 15(3):326–328

Orange, Telefónica (2011) R1-111174: backhaul modeling for CoMP. In: 3GPP TSG-RAN1#64
meeting, Taipei, Taiwan, Feb 2011

Orange, Deutsche Telekom, NTT DOCOMO, Telecom Italia, Telefónica, Vodafone (2011) R1-
110546: views on CoMP evaluation methodology. In: 3GPP TSG-RAN1#63bis meeting,
Dublin, Ireland, Jan 2011

Palomar DP, Jiang Y (2006) MIMO transceiver design via majorization theory. Found Trends
Commun Inform Theor 3(4):331–551

Palomar DP, Cioffi JM, Lagunas MA (2003) Joint Tx-Rx beamforming design for multicarrier
MIMO channels: a unified framework for convex optimization. IEEE Trans Signal Process
51(9):2381–2401

Palomar DP, Lagunas MA, Cioffi JM (2002) On the optimal structure of transmit-receive linear
processing for MIMO systems. In: IEEE annual Allerton conference on communication,
control, and computing, Monticello, IL, USA

Samsung (2010) RP-101425: revised SID proposal: coordinated multi-point operation for LTE. In:
3GPP TSG RAN#50 meeting, Istanbul, Turkey, Dec 2010

Samsung (2011) R1-114223: discussion on the size of CoMP measurement set. In: 3GPP TSG
RAN1#67 meeting, San Francisco, USA, Nov 2011

Samsung, Alcatel-Lucent, Alcatel-Lucent Shanghai Bell, CATR, CATT, CHTTL, CMCC,
Deutsche Telekom, Hitachi, HTC, Huawei, ITRI, KDDI, LG Electronics, NEC, NTT DO-
COMO, Orange, Panasonic, Pantech, Qualcomm, Research In Motion UK Limited, SK
Telecom, ZTE (2010) New study item proposal: coordinated multi-point operation for LTE.
In: 3GPP RP-100370. Accessed 2010

Santipach W, Honig M (2004) Asymptotic capacity of beamforming with limited feedback. In:
IEEE international symposium on information theory, Los Angeles, CA, USA, p 290

Skillermark P, Almgren M, Astely D, Lundevall M, Olsson M (2008) Simplified interference
modeling in multi-cell multi-antenna radio network simulations. IEEE Vehicular Technology
Conference (VTC), 2008, pp 1886–1890

Somekh O, Simeone O, Bar-Ness Y, Haimovich A, Shamai S (2009) Cooperative multicell
zero-forcing beamforming in cellular downlink channels. IEEE Trans Inform Theor 55(7):
3206–3219

Tse D, Viswanath P (2005) Fundamentals of wireless communication. Cambridge University Press,
Cambridge

Viswanath P, Anantharam V (1999) Optimal sequences and sum capacity of synchronous CDMA
systems. IEEE Trans Inform Theor 45:1984–1991

Weingarten H, Steinberg Y, Shamai S (2004) The capacity region of the Gaussian MIMO broadcast
channel. In: Conference on information sciences and systems, Princeton, NJ, USA, p 174

Zakhour R, Gesbert D (2011) Optimized data sharing in multicell MIMO with finite backhaul
capacity. IEEE Trans Signal Process 59(12):6102–6111

Zhang H, Dai H (2004) Cochannel interference mitigation and cooperative processing in downlink
multicell multiuser MIMO networks. EURASIP J Wireless Commun Netw 2004(2):222–235

Zhou S, Gong J, Niu Z, Jia Y, Yang P (2009) A decentralized framework for dynamic downlink
base station cooperation. In: IEEE Global Telecommunications Conference (GLOBECOM),
Dec 2009, Honolulu, HI, USA, pp 1–6



Chapter 7
Coordinated Multipoint System

Abstract In this chapter, the application of multipoint cooperative communication
in the 4G networks, that is, the coordinated multipoint (CoMP) system, is addressed
from a variety of aspects. First, we review the development of CoMP in the
standardization of Long-Term Evolution-Advanced (LTE-A) networks and analyze
the reason of its preclusion from the LTE Release 10 specification. Second,
we discuss the renewed campaign of CoMP in LTE Release 11, including the
downlink transmission and uplink reception schemes of CoMP, as well as the related
specification works. Third, we analyze the simulation results from the 3GPP CoMP
study item to show the advantages of CoMP system in practical cellular networks.

Keywords CoMP • Implicit CSI feedback • CoMP scenarios • CoMP schemes
• Performance evaluation • LTE Release 8/9 • LTE Release 10 • LTE Release 11

7.1 Introduction

The formal discussions of multipoint cooperative communication technology in the
4G networks began in the Third Generation Partner Project (3GPP) technical spec-
ification group (TSG) radio access network (RAN) international mobile telecom-
munications (IMT) advanced workshop meeting (ETSI MCC 2008). Some well-
organized elaborations on this new technology within the standardization framework
can be found in Alcatel-Lucent (2008a). In the Long-Term Evolution-Advanced
(LTE-A) network, cooperative communication scheme is generally named coordi-
nated multipoint (CoMP) transmission or reception, which is employed as a tool
to improve the coverage of high data rates, the cell-edge throughput, and also to
increase the system throughput (3GPP 2009a).

The basic idea of CoMP is to evolve the conventional single-cell multiuser
equipment (UE) system structure to a multicell multi-UE network topology so that
the concept of cell-edge UE will blur since a UE close to the cell boundaries
can be at the same time on the central point of an area triangulated by several

M. Ding and H. Luo, Multi-point Cooperative Communication Systems: Theory and
Applications, Signals and Communication Technology, DOI 10.1007/978-3-642-34949-2 7,
© Shanghai Jiao Tong University Press, Shanghai and Springer-Verlag Berlin Heidelberg 2013
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operational base stations (BSs). Hence, UEs with low signal qualities will get much
better service if nearby BSs can work together in cooperation or coordination. The
involved BSs will constitute a CoMP cooperating set. The effectiveness of CoMP
was well analyzed in Nortel (2008a) and references therein.

In 3GPP (2009a), two kinds of CoMP schemes have been identified, that is, co-
ordinated scheduling/coordinated beamforming (CS/CB) and joint processing/joint
transmission (JP/JT). The difference between CS/CB and JP/JT lies in whether
UE’s data can be transmitted from a single point (CS/CB) or from multiple points
(JP/JT), which implies that JP/JT necessitates data sharing among CoMP points.
During the early stage of discussions, beamforming coordination or spatial-domain
coordination drew most of the attention in CS/CB (Alcatel-Lucent 2008b; CATT
2008a; Hitachi 2008; Huawei 2008; Philips 2008a; Samsung 2008), while JP/JT in-
cluded a wider range of topics, such as the overall mechanism and the corresponding
reference signal (RS) design (Ericsson 2008; NTT DoCoMo 2008; ETRI 2008a;
Nokia 2008; ZTE 2008a, b), control signaling provision (Alcatel-Lucent 2008a;
Ericsson 2008; NTT DoCoMo 2008; Philips 2008b), and preprocessing schemes,
for example, precoding and transmit diversity (TD) (CATT 2008b; ETRI 2008b;
LGE 2008; Mitsubishi 2008; TI 2008; ZTE 2008c). In addition, some papers from
a high-level viewpoint tried to provide a unified framework for CoMP, covering
both CS/CB and JP/JT. For instance, the author of Samsung (2008) wanted to put
all CoMP schemes into a general category of intercell interference coordination
technology. Besides, 14 CoMP schemes were investigated and classified in Nortel
(2008b). In Motorola (2008), CS/CB was viewed as a constrained optimization
problem of JP/JT. Finally, a general utility function was proposed in Qualcomm
(2008) to price the performance of various CoMP schemes.

7.2 Standardization Progress

7.2.1 The Failed Campaign of CoMP in LTE Release 10

In the 3GPP TSG RAN working group 1 (WG1) denoted as 3GPP RAN1 for short
hereafter, at the #54 and #54bis meetings (MCC Support 2008a, b), most companies
actively joined the discussions on CoMP and many details about various CoMP
schemes were disclosed, which focused on JP/JT algorithms, UE feedback, RS
design, etc. Some proposals on beam coordination/collision avoidance were also
treated in the CoMP session of the 3GPP RAN1 #55 meeting (MCC Support 2008c).
In the first quarter of year 2009, more than 50 papers of this topic appeared at
each 3GPP RAN1 meeting (MCC Support 2009a, b, c), and a way forward on
CoMP was agreed that downlink control signaling should be sent from a single
point, that is, an anchor cell, and new precoded RS should be introduced for CoMP
demodulation. The purpose of introducing a new demodulation RS (DM RS) is to
make transmission schemes transparent to UE, since what a UE needs to do is to first
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detect the precoded DM RS usually in the form of a UE-specific sequence, and then
decode its data using the detected RS as a reference for demodulation. Compared
with the conventional common RS (CRS) design that UE needs to know the exact
transmit operation at BS for correct demodulation (3GPP 2008), the employment
of the UE-specific and precoded DM RS leaves more freedom for radio resource
management (RRM) control at the network side. Terminology of CoMP-related
point sets was debated during the 3GPP RAN1 #57 meeting (MCC Support 2009d)
and e-mail discussions on CoMP that took place between the 3GPP RAN1 #57
and #57bis meetings were mainly concentrated on channel state information (CSI)
feedback design in support of downlink CoMP (MCC Support 2009e). As a result,
a constructive way forward was agreed that CoMP CSI feedback should be in
the form of per-cell feedback as a baseline and complementary intercell feedback
might be needed (MCC Support 2009f). In the following 3GPP meeting (MCC
Support 2009g), the topic of CoMP CSI feedback became a fighting ground with
the conventional implicit feedback paradigm (see Sect. 2.6 and Sect. 7.2.2 in the
following) defending the offensive from a new design of reporting explicit CSI.
In the end, it was observed that extension from the previous LTE design, that is,
implicit feedback, to accommodate CoMP operations seemed like a more logical
choice. Moreover, spatial domain interference coordination, that is, the seventh
category of multipoint cooperative communication technology (see Sect. 2.7.7.2),
became a hotly discussed topic for CoMP during the meeting.

The setback of the standardization of CoMP occurred in Nov 2009, when at
the 3GPP RAN1 #59 meeting (MCC Support 2009h) CoMP raised wide concerns
about its large complexity and heavy feedback overhead, especially for JT, that is,
the eighth category of multipoint cooperative communication technology (see Sect.
2.7.8.2). Thus, it was agreed that the standardization priority should be put on single-
cell multiple-input multiple-output (MIMO) operations while its extension to CoMP
system should be kept in mind. In particular, CSI feedback issues attracted most of
the attention during the online discussions for single-cell single-user (SU)/multiuser
(MU) MIMO transmissions and possible extensions to CoMP operations. At the
3GPP RAN1 #59bis meeting, several network operators jointly presented their
views on CoMP (Vodafone et al. 2010) that for the LTE-A network, that is, LTE
Release 10, 3GPP RAN1 should only target for intra-BS CoMP, which is largely an
implementation issue. And hence, it was agreed that (MCC Support 2010a):

• No inter-BS backhaul communication protocols should be included in LTE
Release 10.

• Design of RS for channel state information (CSI) measurement, that is, CSI RS,
should take potential needs of downlink CoMP into account.

• Additional CSI feedback requirements for CoMP in future LTE releases should
be consistent with the feedback framework for single-cell SU/MU MIMO defined
in LTE Release 10.

At the 3GPP RAN1 #60 meeting held in February 2010 (MCC Support 2010b),
the above agreement was reconfirmed with emphasis placed on the design of CSI RS

2.7.7.2
2.7.8.2
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that it should allow for accurate intercell measurements, which would potentially
facilitate the fifth to eighth categories of multipoint cooperative communication
schemes (see Sects. 2.7.5, 2.7.6, 2.7.7, and 2.7.8) in the future.

Nevertheless, the co-source companies of NTT DOCOMO et al. (2010) recom-
mended to continue the studies on downlink CoMP in the timeframe of a new LTE
study item, which would generate a technical report guiding the second wave of
CoMP standardization activities when the time is right. Consequently, one month
later in March 2010, at the 3GPP #47 plenary meeting held in Vienna, that is, the
3GPP TSG RAN #47 meeting, a new study item description on the CoMP system
for future LTE networks (Samsung et al. 2010) was jointly proposed by many com-
panies, and it was agreed that work on this study item should be started in June 2010
(ETSI MCC 2010a). But due to the slow progress in the standardization on the basic
features of the LTE-A network, such as enhanced downlink/uplink MIMO opera-
tions, frequency carrier aggregation, and interference management in heterogeneous
networks, the study on CoMP was considered to have a much lower priority. There-
fore, it was concluded that the CoMP-related studies would be further postponed to
September 2010 (ETSI MCC 2010b). However, standardization campaigns on the
other fronts of the LTE-A network turned out to be much tougher than expected. As a
result, at the 3GPP TSG RAN #49 meeting (ETSI MCC 2010c), the endeavor on the
design of an advanced CoMP system was again deemed as not urgent and was put
off by another 3 months. Some companies were beginning to lose their patience on
this topic because the ambious CoMP campaign had been staying inactive for almost
a whole year since the 3GPP RAN1 #59 meeting held in Nov 2009 (MCC Support
2009h). So the following 3GPP #50 plenary meeting scheduled in December 2010,
seemed to be vital in determining the future of CoMP in LTE networks.

To offer some in-depth background information, the suspension of LTE stan-
dardization on CoMP in year 2010 was mainly due to lack of coordination
between CoMP and MIMO sessions in the 3GPP RAN1 meetings, leading to
immature discussions on CoMP-oriented technologies, for example, explicit CSI
feedback, which was incompatible with the MIMO framework at that time. As
the LTE-A specifications were scheduled to be finished before the International
Telecommunication Union (ITU) officially announcing the 4G standards in the end
of 2010, the CoMP operation had to be dropped in the LTE-A network because of
its low priority compared with the basic MIMO functionality.

As expected, at the 3GPP TSG RAN #50 meeting, the study on CoMP operation
for LTE was finally agreed to restart from December 2010, based on a revised study
item description proposal (Samsung 2010a). The scope of this study item included
performance evaluation of various CoMP schemes, recommendation of CoMP
technologies, and identification of standardization impacts on related specifications.
This study item was estimated to be completed in 9 months (ETSI MCC 2011), and
four areas were identified as the focal points of study:

1. For the performance evaluation, it should be considered whether further refine-
ments to the simulation assumptions from the agreements reached during the
previous study item were needed to align with the potential CoMP deployment
scenarios.

http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
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2. Concrete numerical results should be provided to evaluate the performance
benefits of enhanced CoMP operation and the required specification support for
both intra-BS and inter-BS CoMP.

3. Potential enhancements for downlink CoMP operation should be carefully
investigated to assist the system design, such as contents of required CSI
feedback, uplink RS enhancement for exploiting the channel reciprocity, and
control procedures to support CoMP transmission.

4. Potential standardization impact on higher layer protocols for CoMP should be
considered, if possible.

7.2.2 CSI Feedback for Single-Cell MIMO in LTE
Release 8/9/10

While the CoMP discussion was kept silent in 3GPP RAN1 during the year 2010, the
study on downlink MIMO stood up to lead the specification progress in the aspect
of enhanced physical layer technologies. The major challenges in downlink MIMO
were closely related to the new deployment scenario of eight transmission antennas
at BS. Some hotly discussed topics were design of the codebook for precoding,
generation of eight-layer DM RSs, and new CSI feedback to support the upgraded
single-cell SU/MU MIMO operation. Among them, the feedback framework for the
single-cell SU/MU MIMO defined in LTE Release 10 had a profound implication
for CoMP since any additional CSI feedback enhancement designed for CoMP
should be compatible with the existing framework (MCC Support 2010a). Hence,
in the following, we review the CSI feedback design for the single-cell downlink
MIMO in LTE-A networks.

7.2.2.1 Implicit CSI Feedback in LTE Release 8/9

First, it is helpful to elaborate on the conventional implicit CSI feedback methods
in more details. In general, the implicit CSI feedback refers to the approach of
UE reporting transmission recommendations based on codebook searching to BS,
which have been briefly introduced in Sect. 2.6. In LTE Release 8/9 systems, that
is, the predecessors of the LTE-A network, the implicit CSI feedback serves well
considering its reasonable performance gain based on a very limited load of uplink
overhead.

The contents of implicit CSI feedback are divided into three categories based on
their time-variant properties as follows:

• Rank indicator (RI), which indicates the number of usable layers of a MIMO
channel. RI changes very slowly both in time and frequency domains, for
example, one RI is typically valid for a bandwidth of 10 MHz during a period
of several hundreds of milliseconds (3GPP 2008). A rank-deficient channel often

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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occurs when there is a line-of-sight (LoS) link between BS and UE. It should be
noted that rank deficiency can be useful for coverage extension since the low-rank
precoding, also known as beamforming, can concentrate the limited transmission
power onto one or two beams with high antenna array gain (see Sect. 2.3.3). In
a non-LoS (NLoS) channel environment with plenty of scattering objects, full-
rank transmission can be considered to reap the multiplexing gain of the MIMO
system (see Sect. 2.3.1).

• Precoding matrix indicator (PMI), which indicates the beamforming vector(s) or
precoding matrix employed at the transmitter. As explained earlier, the beam-
forming vector is usually associated with the low-rank transmission, while the
precoding matrix supports the high-rank one. Nevertheless, both the beamform-
ing vector and precoding matrix convey the information of proper preprocessing
before the transmission (see Sect. 2.3). PMI changes relatively slowly in time
domain for UEs with low moving speed, but it may vary between adjacent sub-
bands in frequency domain depending on the existence of strong LoS links. In an
NLoS case, the channel becomes a frequency-selective one for precoding due to
the increased uncertainty of the multi-path phase-combining on a subcarrier from
waves bouncing off different scattering objects, which are located randomly in
the environment. In contrast, an LoS channel is usually able to accommodate a
transmission with a wideband precoder due to the conspicuous channel direction,
the beam(s) derived from which is invariable for a wide frequency spectrum. For
a UE moving at a typical speed below 10 km/h, one single-cell PMI is valid for
a frequency sub-band of about 1 MHz (non-LoS case) or a system wideband of
10 MHz (LoS case), during a period of tens of milliseconds (3GPP 2008).

• Channel quality indicator (CQI), which indicates the adaptive modulation and
coding (AMC) scheme having a packet error rate (PER) typically no more than
0.1 (3GPP 2011a). CQI changes fast both in time and frequency domains because
a small variation of time or frequency can be interpreted into large phase shifts for
the channel frequency response components associated with different time taps
considering the relatively high carrier frequency, for example, 2 GHz, and the
large phase shifts will lead to constructive or destructive combining of channel
frequency response components across the time-frequency resources. For a UE
moving at a speed below 10 km/h, one single-cell CQI typically measures the
average channel quality for a frequency sub-band of about 1 MHz in a period
of 10�20 ms or for a wideband of 10 MHz in a period of tens of milliseconds
(3GPP 2008).

Regarding the container of the above implicit CSI, there are two feedback
channels in the LTE system, that is, a physical uplink control channel (PUCCH) and
a physical uplink shared channel (PUSCH). The PUCCH is usually configured for
transmission of periodic, basic CSI with low payload since PUCCH is essentially a
capacity-limited control channel, the main role of which is to assist the downlink
data transmission on the physical downlink shared channel (PDSCH). For CSI
feedback on the PUCCH, different CSI contents, for example, RI, PMI, and CQI,
are transmitted with different periodicity depending on their time-variant properties.
To be more specific, CQI is reported with a small periodicity T0, PMI is updated less

http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2


7.2 Standardization Progress 223

frequently, for example, by a periodicity of several T0, and RI is heavily protected
by multi-sequence combinations with its feedback periodicity being tens of times
of T0. On the other hand, the PUSCH is employed for transmission of one-shot,
extended CSI with high payload. Due to the large size of a PUSCH transport block
(TB), a complete report of all CSI contents can be transmitted within one subframe
for the BS to quickly acquire the UE’s instantaneous CSI over the entire system
bandwidth.

For the PUCCH, there are four feedback types in LTE Release 8/9 networks as
follows (3GPP 2009b):

1. Type 1: Location index of one preferred sub-band in a band part (BP), which is
a subset of the system bandwidth and information of CQI for the selected sub-
band. The respective overhead includes L bits for the sub-band location, 4 bits
for the CQI of the first data stream, and 3 bits for the CQI of the possible second
data stream which is differentially coded with respect to the CQI of the first data
stream.

2. Type 2: Wideband CQI and wideband PMI. The respective overhead includes 4
bits for the wideband CQI of the first data stream, 3 bits for the wideband CQI
of the possible second data stream which is differentially coded with respect to
the wideband CQI of the first data stream, and 2 or 4 bits for the wideband PMI
depending on the transmit antenna configuration at BS. To be more specific, a
2-bit PMI is for a 2-antenna BS, while 4-bit PMI for a 4-antenna BS.

3. Type 3: RI. The overhead for RI is 1 bit for a 2-antenna BS or 2 bits for a
4-antenna BS.

4. Type 4: Wideband CQI of the first data stream. The overhead is constantly 4 bits.

Based on the combination of the above four CSI feedback types, there are four
CSI feedback modes defined in LTE Release 8/9 networks (3GPP 2009b), that is,
mode 1-0, mode 1-1, mode 2-0, and mode 2-1.

1. The mode 1-0 is a combination of type 3 and type 4. That is, the feedbacks of
type 3 and type 4 are operated by different periodicities and/or with different
subframe offsets. This mode only provides basic CSI of RI and wideband CQI to
BS, thus it mainly targets for wideband TD technologies without precoding (see
Sect. 2.3.2).

2. The mode 1-1 is a combination of type 3 and type 2. Similar to the mode 1-0, the
feedbacks of type 3 and type 2 are operated by different periodicities and/or with
different subframe offsets. This mode includes additional wideband PMI into the
feedback compared with the mode 1-0, and hence it is suitable for precoding in
frequency nonselective channels, for example, LoS channels.

3. The mode 2-0 is a combination of type 3, type 4, and type 1. This mode contains
the wideband and sub-band CQIs for the first data stream as well as the RI
if necessary. Compared with the mode 1-0, this mode is also designed for TD
technologies, but with frequency-selective sub-band CQIs.

4. The mode 2-1 is a combination of type 3, type 2, and type 1, which is the most
sophisticated one among the four modes. In the mode 2-1, the RI if necessary,

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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the wideband PMI and CQI, as well as one preferred sub-band location in each
BP and the associated sub-band CQI, are available to BS. This mode can support
multilayer precoding operation with sub-band link adaptation.

The purpose of introducing several CSI feedback modes is to assist the BS to
perform various transmission schemes. In LTE Release 8/9 networks (3GPP 2009b),
the following eight MIMO transmission modes (TMs) for downlink communication
are defined:

1. TM 1: Single-antenna transmission, where only a single layer of data can be
transmitted in this degraded MIMO mode. It is designed for BS with one
transmission antenna or used as a fallback mode for the system in case of
unexpected link failure.

2. TM 2: TD, which has been discussed in Sect. 2.3.2. In a MIMO system, multiple
signal replicas transmitted in time/spatial/frequency domain can improve the
quality of the received signal but at the cost of sacrificing the multiplexing gain
of the MIMO system.

3. TM 3: Open-loop spatial multiplexing, which is an SU multilayer MIMO
transmission with predetermined PMI hopping designed for high-speed UE. Note
that the term “open loop” means that no precoder information needs to be fed
back to BS. However, RI and a reference CQI based on the assumption of TM
2 are still needed so that the reference CQI can serve as a rough measure of the
channel quality for the link adaptation operation in TM 3.

4. TM 4: Closed-loop spatial multiplexing, which is an SU multilayer MIMO
transmission based on CSI feedback of PMI, as well as RI and CQI.

5. TM 5: MU MIMO, which is a MU version of TM 4. In TM 5, multiple UEs can
be simultaneously served on the same downlink time-frequency resource.

6. TM 6: Closed-loop single-layer beamforming, where only a single layer of data
is transmitted using MIMO beamforming and the PMI feedback from UE is
required.

7. TM 7: Open-loop single-layer beamforming, which is an open-loop version of
TM 6. In TM 7, the PMI and RI feedbacks from UE are not required, and a
dedicated reference signal, that is, DM RS, is used for data demodulation at
UE. Note that a reference CQI based on the assumption of TM 2 should also
be reported for link adaptation at BS in TM 7.

8. TM 8: Dual-layer beamforming with DM RSs. In TM 8, UE can be configured
with PMI/RI reporting, or otherwise. Note that if no PMI/RI reporting is required,
UE still needs to feed back a reference CQI based on the assumption of TM 2 for
link adaptation at BS.

For each TM discussed above, two CSI feedback modes are assigned to support
its operation. The association between the TM and the supportive CSI feedback
modes is summarized as follows:

1. TM 1: Mode 1-0 and mode 2-0
2. TM 2: Mode 1-0 and mode 2-0
3. TM 3: Mode 1-0 and mode 2-0

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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Fig. 7.1 Illustration of the double precoder design

4. TM 4: Mode 1-1 and mode 2-1
5. TM 5: Mode 1-1 and mode 2-1
6. TM 6: Mode 1-1 and mode 2-1
7. TM 7: Mode 1-0 and mode 2-0
8. TM 8 with PMI/RI feedback from UE: Mode 1-1 and mode 2-1; TM 8 without

PMI/RI feedback from UE: mode 1-0 and mode 2-0

7.2.2.2 Implicit CSI Feedback in LTE Release 10

The implicit CSI feedback methods in LTE Release 8/9 systems are designed for
BS with 1, 2, or 4 transmit antennas. As the MIMO technology continues to
evolve in the LTE Release 10 network, CSI feedback for 8-antenna BS should
be considered. At the 3GPP RAN1 #60 and #60bis meetings, respectively, held in
February and April of year 2010, it was agreed that implicit feedback contents, that
is, PMI/RI/CQI, should also be used for LTE Release 10 networks (MCC Support
2010b). And the precoder W for a frequency sub-band should be the multiplication
of two matrices (MCC Support 2010c) written as

W D W1W2; (7.1)

where W1 targets wideband/long-term channel properties and W2 measures
frequency-selective/short-term CSI. Equation (7.1) is usually referred to as the
double precoder design, the basic idea of which is to optimize the cross-polarized
linear antenna setup as illustrated by Fig. 7.1.

As can be seen from Fig. 7.1, eight transmission antennas are divided into two
groups of linear antenna arrays, both with the same polarization direction illustrated
in red and blue beams. For both antenna groups, a common beamforming direction
is represented by a 4 � 1 vector. Furthermore, a co-phasing vector is employed to
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coherently combine the signals transmitted from the two antenna groups. Therefore,
W1 is written in the form of a block diagonal matrix shown as

W1 D
�

F
F

�
; (7.2)

where F 2 C4�L is the multilayer precoding matrix for each antenna group
containing L vectors. And W2 becomes a 2L by L co-phasing matrix, which
combines the L vector pairs of the two antenna groups using appropriate phase
weights. Mathematically, W2 can be described as

W2 D

2
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6
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6
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6
6
4

1 0 � � � 0

0 1 � � � 0
:::

::: � � � :::

0 0 � � � 1

exp .j'1/ 0 � � � 0

0 exp .j'2/ � � � 0
:::

::: � � � :::

0 0 � � � exp .j'L/

3

7
7
7
77
7
7
7
77
7
7
7
5

: (7.3)

Regarding the feedback design of W1 and W2, good progress was made at the
3GPP RAN1 #61 meeting (MCC Support 2010d). Following the basic principles
established in LTE Release 8/9, the report on PUSCH should be self-contained in
the same subframe, and hence one PUSCH CSI report should contain both W1 and
W2. For feedback on PUCCH, W1 and W2 can be signaled in separate subframes
(CSI mode 1). Alternatively, W2 might be divided into a wideband part and a sub-
band one and W1 and wideband W2 can be transmitted in the same subframe (CSI
mode 2). Besides, details of RI and CQI reporting should be further studied. In
June 2010, at the 3GPP RAN1 #61bis meeting, three way-forward proposals on
CSI mode 1/2 were discussed successively, but none of them got through. A weak
consensus was that for CSI mode 2 the total overhead of W1, W2, and CQI should
be no more than 11 bits. As the clock was ticking toward the end of the evaluation
for 4G candidate systems, the specification work of the LTE-A network must move
forward and fast. Hence, at the 3GPP RAN1 #62 meeting (MCC Support 2010e),
six way-forward files were crafted by various companies trying to settle the open
issues of CSI feedback in a swift way. After tough negotiations and necessary
compromises, the F in W1 was agreed to be composed of discrete Fourier transform
(DFT) vectors, and the detailed codebooks of W1 and W2 were firmed up (3GPP
2011a). For CSI feedback on PUCCH, it was agreed that only two modes should
be considered for CSI mode 1, that is, extensions of LTE Release 8/9 PUCCH
mode 1-1 and mode 2-1, and only one mode should be supported for CSI mode
2, that is, extension of LTE Release 8/9 PUCCH mode 1-1. For CSI feedback on
PUSCH, most issues were quickly settled and the remaining open question was
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whether to introduce a new CSI feedback mode containing complete information of
sub-band PMI and CQI across the system bandwidth. If such advanced CSI feedback
mode were agreed, refinements that reduce the overhead should be considered even
for the large-size PUSCH packet. Before the end of year 2010, all the remaining
details of CSI feedback for LTE Release 10 networks were confirmed and carefully
specified (MCC Support 2010f, g). Note that at the 3GPP RAN1 #63 meeting it was
concluded that due to lack of time no new CSI feedback mode would be introduced
for PUSCH, and enhanced CQI for MU MIMO would be considered in future LTE
releases.

In the LTE Release 10 network, a new transmission mode, that is, TM 9, was
introduced. The TM 9 can be viewed as the combination of TM 4 and TM 8 since
it defines a closed-loop spatial multiplexing up to 8 layers with dedicated RSs for
demodulation. Like TM 8, UE can be configured with or without PMI/RI reporting
in TM 9. If no PMI/RI reporting is required, UE still needs to feed back a reference
CQI based on the assumption of TM 2 for link adaptation at BS. In order to keep
the feedback modes for a UE consistent with those corresponding to TM 4/8 and to
support the new TM 9, the PUCCH CSI feedback mode 1-1 and mode 2-1 in the
LTE-A system are modified as follows.

Based on transmission methods of W1 and W2, that is, CSI mode 1 or 2, mode 1-1
is splitted into two new sub-modes: mode 1-1 sub-mode 1 (CSI mode 1) and mode
1-1 sub-mode 2 (CSI mode 2). Besides, mode 2-1 (CSI mode 1) is also properly
revised. In order to support the newly defined feedback modes, several types of
feedbacks are introduced in the LTE-A system (3GPP 2011a):

1. Type 1a: Location index of one preferred sub-band in a BP, as well as CQI and
indicator of W2 for the selected sub-band. The overhead for the sub-band location
is L bits, and the total overhead for the sub-band CQI(s) and sub-band W2 is 8
bits (when RI D 1), 9 bits (when 2 � RI � 4), or 7 bits (when 5 � RI � 8),
respectively.

2. Type 2a: Indicator of W1, the overhead of which is 4 bits (when 1 � RI � 2),
2 bits (when 3 � RI � 7), or 0 bit (when RI D 8), respectively. Note that W1

always targets for wideband precoding according to its definition.
3. Type 2b: Wideband W2 indicator and wideband CQI, the total overhead of which

is 8 bits (when RI D 1), 11 bits (when 2 � RI � 3), 10 bits (when RI D 4), or 7
bits (when 5 � RI � 8), respectively.

4. Type 2c: Wideband CQI, W1 indicator and wideband W2 indicator. The total
overhead for type 2c is 8 bits (when RI D 1), 11 bits (when 2 � RI � 4), 9 bits
(when 5 � RI � 7), or 7 bits (when RI D 8), respectively. It should be noted that,
in order to limit the feedback overhead, the W1 and wideband W2 take values
from certain subsets of their codebooks, which are obtained by downsampling
the W1 and W2 codebooks.

5. Type 5: RI and W1 indicator, the total overhead of which is 4 bits in the case
of up to 2-layer data multiplexing or 5 bits in the case of up to 4/8-layer data
multiplexing. Also, it is to be noted that, in order to limit the feedback overhead,
the W1 takes values from a codebook subset by downsampling.
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6. Type 6: RI and precoding type indicator (PTI). The overhead for PTI is fixed to 1
bit, indicating the type of precoding information. The total overhead of type 6 is
2, 3, and 4 bits in the case of up to 2-layer, 4-layer, and 8-layer data multiplexing,
respectively.

The mode-to-type relations between the new mode 1-1/2-1 and the above new
feedback types are as follows:

1. The mode 1-1 sub-mode 1 is a combination of type 5 and type 2b. That is, the
feedbacks of type 5 and type 2b are operated by different periodicities and/or
with different subframe offsets.

2. The mode 1-1 sub-mode 2 is a combination of type 3 and type 2/2c. When the
MIMO transmission mode is TM 4 or 8, the mode 1-1 sub-mode 2 is composed
of type 3 and type 2, that is, the conventional mode 1-1. When the MIMO
transmission mode is the new TM 9, the mode 1-1 sub-mode 2 consists of type 3
and type 2c.

3. The new mode 2-1 is specified to support the new TM 9 and is a combination
of type 6, type 2b, and type 2a/1a. When the PTI in the type 6 is 0, the new
mode 2-1 is composed of wideband CSI only, that is, type 6, type 2a, and type
2b. Otherwise, the new mode 2-1 consists of type 6, type 2b, and type 1a.

7.2.3 The Renewed Campaign of CoMP in LTE Release 11

With the CSI feedback schemes for single-cell MIMO in LTE-A networks being
specified to the last detail at the end of year 2010, the time for launching a
second campaign of CoMP had finally come (ETSI MCC 2011). Although the
double precoder design together with the new CSI feedback mode 1-1/2-1 largely
constrained the framework of CoMP study, there were still many open issues that
should be solved as discussed in the concluding remarks of Sect. 7.2.1. In the revised
study item description proposal (Samsung 2010a), some nontraditional deployment
scenarios are addressed such as heterogeneous networks, where the macro-cell
coverage is overlaid with those of distributed remote radio heads (RRHs).

The 3GPP RAN1 #63bis meeting marked the beginning of renewed efforts
on the CoMP study in LTE Release 11. During the meeting, various companies
presented their general views on the CoMP system. A number of homogeneous and
heterogeneous CoMP scenarios were proposed and agreed for further study (MCC
Support 2011a):

1. Scenario 1: Homogeneous network with intra-site CoMP.
2. Scenario 2: Homogeneous network with high-power RRHs performing inter-site

CoMP.
3. Scenario 3: Heterogeneous network with low-power RRHs within the macro-

cell coverage, where the transmission/reception points created by the RRHs have
separate cell IDs as the macro cell.
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Fig. 7.2 CoMP scenario 1: homogeneous network with intra-site CoMP (7 cell sites plotted)

4. Scenario 4: Heterogeneous network with low-power RRHs within the macro-cell
coverage, where the transmission/reception points created by the RRHs have the
same cell IDs as the macro cell.

Scenarios 1 and 2 describe the homogeneous networks, that is, all nodes in the
network are of the same power class and the coverage areas of two adjacent nodes
barely overlay with each other. On the other hand, scenarios 3 and 4 characterize the
heterogeneous networks, where low-power nodes coexist with the macro-BSs and
hot-spot areas are doubly covered by both the low-power nodes and the macro-BSs.

To explain it in more details, scenario 1 defines a homogeneous network with
intra-site CoMP, where a cell site is composed of several cells (sectors) and all
radio resources of a cell site are controlled by one macro-BS. Thus, intra-site CoMP
operations are mostly left to transparent implementation in BS. The schematic
model of CoMP scenario 1 is illustrated in Fig. 7.2.

Scenario 2 represents a more advanced homogeneous network compared with
scenario 1. In practice, a fully operational BS with both RF functions and baseband
signal processing capabilities is usually of high cost. Therefore, RRH equipment
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Fig. 7.3 CoMP scenario 2: homogeneous network with CoMP operated among macro-BS and
high-power RRHs (7 cell sites plotted)

that only has RF modules and optical fiber connection to the macro-BS is widely
used as an efficient means to extend the system coverage. Here, the power level of
a RRH node is comparable with that of a BS and this type of RRH is called high-
power RRH. As the RRM functions of RRHs are relegated to the master BS, CoMP
can be operated among macro-BS and high-power RRHs in a wide area, which is
considered in CoMP scenario 2 as illustrated in Fig. 7.3.

CoMP scenarios 3 and 4 relate to a heterogeneous network illustrated in Fig. 7.4,
where multiple low-power RRHs are located inside the coverage area of a macro-BS
so that the plane of RRH coverage is overlaid with that of the macro-BS coverage.
The difference between scenarios 3 and 4 lies in that each RRH has a distinct cell
ID in scenario 3, while RRHs share the same cell ID with the associated macro-BS
in scenario 4.

As explained in Sect. 6.1, due to the immature study of CoMP with higher
latency/lower capacity backhaul communication (Gesbert et al. 2010), optical fiber-
based backhaul with zero latency and infinite capacity (Orange et al. 2011) was

http://dx.doi.org/10.1007/978-3-642-34949-2_6
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Fig. 7.4 CoMP scenario 3/4: heterogeneous network with low-power RRHs within the macro-cell
coverage (1 cell site plotted)

assumed for all the CoMP scenarios in the LTE Release 11 network as a starting
point of the working order for the imperfect backhaul issue (Samsung 2010b). In the
future, the impact of imperfect backhaul should be carefully investigated for CoMP
operations (Ericsson and ST-Ericsson 2011). In particular, for scenarios 2 and 3,
RRHs may belong to different BSs, in which case backhaul information exchange
may require some additional standardization support (3GPP 2011b).

According to MCC Support (2011a), the CoMP studies were organized into two
phases with some priorities set among the defined scenarios. In a first phase, CoMP
for scenarios 1 and 2 would be studied to evaluate the potential gains, and this phase
was aimed to be concluded in May 2011. In a second phase scheduled to start from
Feb 2011, CoMP for heterogeneous deployments, that is, scenarios 3 and 4, would
be investigated to show its performance gain in practical systems.

In addition, during the 3GPP RAN1 #63bis meeting and through the follow-
ing communications on the e-mail reflector, extensive discussions on simulation
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Fig. 7.5 CDF of downlink wideband SINR (3GPP Case 1 with 2D transmission antennas (3GPP
2006))

assumptions were observed. Many companies tried to calibrate their simulators for
the convenience of comparing different schemes and evaluating the performance
gain. Simulation assumptions included (NTT DOCOMO 2011), for example,
performance metrics for full-buffer traffic and non-full-buffer traffics, simulation
case (3GPP Case 1 models (3GPP 2006, 2010), or ITU channel model (ITU-R
1997)), node power setting, CoMP transmission schemes, antenna configuration,
CSI feedback assumptions, and UE receiver capability.

Based on the agreed simulation assumptions, companies can compare and
calibrate their performance curves for some basic configurations so that the cellular
infrastructure and system functionalities are modeled correctly. For instance, using
a downlink system-level simulator extended from the one addressed in Sect. 5.4, we
can obtain the cumulative distribution function (CDF) curves of wideband signal-
to-interference-plus-noise ratio (SINR) for 3GPP Case 1 with 2D transmission
antennas (3GPP 2006), and 3D transmission antennas (3GPP 2010), as shown in
Figs. 7.5 and 7.6, respectively. The results in Figs. 7.5 and 7.6 are in accordance with
those calibrated ones provided by a variety of worldwide companies in Ericsson
(2009). If large performance deviations from the curves in Figs. 7.5 and 7.6 are
observed in some test runs, then the simulator should be double checked and
carefully revised until it works properly.

In Feb 2011, at the 3GPP RAN1 #64 meeting, preliminary results for CoMP
scenarios 1 and 2 were presented by many companies. However, the disclosed
results were drastically diverse among different sources. Thus, it seemed to be
necessary to further exchange the updated results in the following meetings (MCC

http://dx.doi.org/10.1007/978-3-642-34949-2_5
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Fig. 7.6 CDF of downlink wideband SINR (3GPP Case 1 with 3D transmission antennas (3GPP
2010))

Support 2011b). Upon the deadline of the first phase of CoMP study, final results
for CoMP scenarios 1 and 2 were collected at the 3GPP RAN1 #65 meeting in May
2011 (MCC Support 2011c). An important observation was that the relative CoMP
performance gain over the non-CoMP scheme is decreased for high load compared
to low load in non-full-buffer traffic model, because idle resources in a low-load sys-
tem can be activated by CoMP operations to improve the quality of received signals.
Besides, the downlink CoMP performance gain seems to be larger in ITU channel
models compared with 3GPP Case 1 models. Also at the 3GPP RAN1 #65 meeting,
simulation parameter alignment for CoMP study Phase 2 was agreed and the
placement of BS, low-power RRH, and UE was regulated as illustrated in Fig. 7.7.

It should be noted that an interesting paper (TI 2011) appeared in a parallel
session on the enhanced downlink MIMO, in which it was pointed out that CoMP
scenario 4 is actually a single-cell scenario with geographically separated antennas,
that is, distributed antenna system (DAS). Thus, the corresponding discussion
should be moved from CoMP to the item of enhanced downlink MIMO. Moreover,
RRH/antenna selection technologies, that is, the sixth category of multipoint
cooperative communication technology (see Sect. 2.7.6.2), were proposed in TI
(2011) to improve the spectral efficiency in DAS.

At the 3GPP RAN1 #66 meeting held in Aug 2011, the final evaluation results for
CoMP scenarios 3 and 4 were discussed (MCC Support 2011d). It was observed that
considerable performance gain can be offered by both downlink and uplink CoMP
schemes. In view of the positive evaluation results obtained from the CoMP study
item, 3GPP RAN1 concluded that the upcoming work item should specify downlink
CoMP operations and investigate the extent to uplink CoMP schemes.

2.7.6.2
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Fig. 7.7 Regulations on the placement of BS, low-power RRH, and UE in CoMP scenario 3/4

7.3 CoMP Schemes in LTE Release 11

During the CoMP study item, a variety of CoMP schemes were identified. All
of them have been well covered by our proposed framework of multipoint co-
operative communication technologies (see Chap. 2). In this section, we briefly
review the downlink and uplink CoMP schemes captured by the LTE Release 11
system (3GPP 2011b). Note that the following CoMP schemes were treated with
unequal importance in standardization considering their potential gains and required
complexity/overhead. Some recommendations on the work priority of the CoMP
schemes can be found in Ericsson et al. (2011) and Huawei et al. (2011).

7.3.1 Downlink CoMP Transmission Schemes

In the downlink CoMP transmission, dynamic coordination among multiple geo-
graphically separated transmission points is operated. According to 3GPP (2011b),
the term “point” means a set of geographically colocated transmit antennas, which
is similar to our definition throughout this book. It should be noted that in CoMP
scenario 1, sectors of the same cell site correspond to different points. In the Release

http://dx.doi.org/10.1007/978-3-642-34949-2
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Fig. 7.8 Illustration of a partial JT scheme

11 LTE-A network, two types of downlink CoMP transmission schemes have been
identified with high working priority, that is, joint processing (JP) and coordinated
scheduling/coordinated beamforming (CS/CB) (3GPP 2011b).

7.3.1.1 Joint Processing

In JP CoMP, both data and CSI are shared among multiple points. If time-frequency
synchronized transmission (TFST) is operated, that is, a UE data is simultaneously
transmitted from multiple points on a time-frequency resource to improve the re-
ceived signal quality and/or data throughput, then JP will become joint transmission
(JT), which has been discussed in the eighth category of multipoint cooperative
communication technology (see Sect. 2.7.8). On the other hand, if non-TFST is
allowed, then a UE data will be transmitted from a selected point, possibly with
additional muted point(s). This JP scheme degrades to dynamic point selection
(DPS) and/or dynamic point blanking (DPB), which has been treated in the sixth
category of multipoint cooperative communication technology (see Sect. 2.7.6). It
should be noted that DPS and JT schemes can be combined to form a partial JT
scheme, in which more than one point, but not all the available points, are selected
for JT operation. An illustration of a partial JT scheme is shown in Fig. 7.8, where
BS3 is unselected in the JT for UE1.

7.3.1.2 Coordinated Scheduling/Coordinated Beamforming

In the second type of downlink CoMP transmission, that is, CS/CB, a UE data
is only available at one transmission point but multipoint CSI is exchanged in

http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
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the network for interpoint coordination of scheduling and/or beamforming. Such
scheme belongs to the seventh category of multipoint cooperative communication
technology (see Sect. 2.7.7). Note that if point muting is considered, CS/CB
schemes will fall into the fifth category of multipoint cooperative communication
technology (see Sect. 2.7.5).

In 3GPP (2011b), it also doesn’t preclude the possibility of a hybrid JP and
CS/CB scheme, which is essentially an interesting combination of the 5th, 6th, 7th,
and 8th multipoint cooperative communication technologies. In this general scheme,
some points are denoted as JP points and other points serve as CS/CB points.
Interpoint CSI is shared among the JP and CS/CB points, but data only arrives at the
JP points. Among the JP points, some points will be activated to perform JT, while
the CS/CB points will conduct dynamic or semi-static interference coordination. An
illustration of a hybrid JP and CS/CB scheme is shown in Fig. 7.9, where BS1 and
BS2 are performing JT for UE1 while BS3 avoids pointing its spatial-domain beams
at UE1 as a CB operation.

7.3.2 Uplink CoMP Reception Schemes

Similar to the downlink CoMP transmission, uplink CoMP reception also features
on JP and CS/CB. The uplink JP reception implies joint reception (JR) of the
transmitted signal at multiple points to improve the receive SINR, which belongs
to the eighth category of multipoint cooperative communication technology (see
Sect. 2.7.8). The uplink CS/CB operation involves multicell UE scheduling, power
control, low-interference precoder design, etc. The related schemes have been
discussed in Sects. 2.7.5 and 2.7.7.

http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
http://dx.doi.org/10.1007/978-3-642-34949-2_2
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7.4 Specification Works

In standardization activities, identifying the technical schemes is just the first
step. Detailed protocols and necessary information provisions should be carefully
specified so that the interested schemes can be put to practical use with both the BS
and UE knowing how to conduct the operations.

Regarding the downlink CoMP schemes, for scenarios 2–4, inter-BS coordina-
tion is obviously needed. Thus, protocols of information exchange over the backhaul
links should be designed for BSs. Besides, control signaling should be specified to
assist the information acquisition between the BS and UE, such as multicell CSI
report from the UE to the BS, enhanced RSs broadcasted from BSs to facilitate
the CSI measurement at the UE side, and radio resource control of CoMP schemes
configured by the BS. Among the mentioned specification works, the most effort-
demanding area is the design of CSI report because it directly impacts the trade-off
between system performance and feedback overhead. As have been explained in
Sect. 2.6, more CSI generally promises better performance and the problem is that
full CSI cannot be obtained at the transmitter side even for the time division duplex
(TDD) system. Therefore, to what level and with what contents the CSI shall be
provided to the system always arouse hot debates in standardization meetings.

As for the uplink CoMP schemes, the situation is less complicated since the UE
is only able to perform simple transmission and most of the signal processing burden
is transferred to the BS receiver, which can be left to vendor implementations. Nev-
ertheless, several specification areas include inter-BS data exchange, enhancement
of uplink RSs to increase the RS capacity and improve the RS orthogonality, and
low-interference-oriented transmission power decrease at UE due to high reliability
of multipoint reception or coordination.

7.5 Simulation and Analysis

Large performance gain can be foreseen for the uplink CoMP schemes since
any enhanced receiver can achieve performance gains by using advanced signal
processing algorithms. Therefore, during the CoMP study item, most simulation
efforts were devoted to evaluate the performance of downlink CoMP schemes,
where various nonideal assumptions about the BS coordination may offset the
theoretical gain promised by the downlink CoMP. In the following, we will review
the simulation and analysis results for the downlink CoMP schemes in 3GPP.

In phase I of the performance evaluation for CoMP scenarios 1 and 2, about
20 companies provided their simulation results in Samsung (2011). In spite of the
fact that tremendous work had already been devoted to the unification of evaluation
methodology and calibration of system-level simulators from various companies, so
that comparable results could be obtained from multiple sources to double-check the
true gain of CoMP schemes in practical systems, it was a bit discouraging to find

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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that large performance differences still existed in the reported results because the
detailed software implementation in each simulator still can be very different among
the source companies (see the references in Samsung (2011)). One prominent
example of the nontransparent implementation issue is the BS scheduler, which
has a significant impact on the distribution of UE throughputs and thus greatly
influences the results of cell-edge throughput and the proportional fairness factor
of the interested schemes.

The baseline simulation parameters for phase I evaluation can be found in 3GPP
(2010, 2011b), and the performance metrics are cell average spectral efficiency in
bps/Hz/cell and 5% point cell-edge UE spectral efficiency in bps/Hz/user (3GPP
2011b). From practical considerations, it is assumed that every UE reports CSI
based on the assumption of SU MIMO transmission.

For CoMP scenario 1 illustrated in Fig. 7.2, simulations were conducted for fre-
quency division duplex (FDD)/time division duplex (TDD) downlink with closely
spaced cross-polarized antenna deployment and full-buffer (FB) traffic for the 3GPP
case 1 and ITU channel models. For BS and UE equipped with four and two
antennas, respectively, the JT MU-MIMO scheme was shown to achieve an average
performance gain about 20–30% in terms of cell-edge UE spectral efficiency as well
as some moderate gains in cell average spectral efficiency compared with the single-
cell MU-MIMO scheme. On the other hand, the performance gain offered by CS/CB
MU MIMO seemed to be rather limited, less than 5% for FDD and around 10% for
TDD in terms of cell-edge UE spectral efficiency.

For CoMP scenario 2 illustrated in Fig. 7.3, similar simulation assumptions were
adopted as those for CoMP scenario 1. As for the set of cooperating cells, JT in
a nine-cell coordination area was considered as the baseline. In addition, uniform
linear array (ULA) was considered as an alternative antenna configuration. Similar
observations can be drawn for JT and CS/CB when BS and UE are, respectively,
equipped with four and two antennas (3GPP 2011b). Besides, a notable finding is
that increasing the BS coordination area, that is, conducting CoMP operation among
more than nine cells, has a positive effect on CS/CB while it is not helpful for JT
because JT MU-MIMO across too many cells will have to sacrifice considerable
performance gain in exchange for complexity reduction in practical systems.

In phase II of the performance evaluation for CoMP scenarios 3 and 4, the
system-level simulation parameters for the heterogeneous networks are specified
in 3GPP (2011b) and a total of 25 companies presented their simulation results. In
addition to the traffic model used in CoMP study item phase I, a non-full-buffer
model was considered in phase II for simulations of dynamic traffic in hot spots.
For FDD systems and FB traffic models, both CS/CB and JP schemes can achieve
25–30% gain in cell-edge UE spectral efficiency compared with a baseline scheme
without interference management. Note that the performance gains become even
larger for non-full-traffic models because idle resources in a low- or medium-loaded
system can be utilized by the network to operate non-time-frequency-synchronized
transmission or reception (TFSTR) CoMP schemes, that is, the third, fourth, fifth,
and sixth categories of multipoint cooperative communication technologies (see
Sect. 2.7).

http://dx.doi.org/10.1007/978-3-642-34949-2_2
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To sum up, from the performance evaluation results in the 3GPP CoMP study
item, it can be concluded that both the downlink and uplink CoMP schemes can offer
performance benefits in all defined scenarios. But it is also found that performance
of CoMP schemes with spatial information exchange is sensitive to the delay
between two transmission points (3GPP 2011b). Therefore, aspects related to the
delay issue, such as limited-bit CSI feedback and/or nonideal backhaul conditions,
should be further investigated.

7.6 Conclusion

After several years of study in academic communities, the seventh and eighth
categories of multipoint cooperative communication technologies were considered
to be applied in practical cellular networks, for example, in the LTE Release 10
system. The applications are generally called CoMP transmission or reception.
Although the CoMP function is failed to be adopted by the LTE Release 10
specifications due to some incompatible CSI feedback designs with the single-
cell MIMO framework, it has eventually come back for the LTE Release 11
standardization. Several interested CoMP schemes have been identified as JT/JR
or CS/CB. The corresponding specification works are related to aspects such as
backhaul communication protocols, control signaling provision, and multipoint CSI
feedback design. The performance evaluation results of various CoMP schemes
show that considerable gains can be expected from CoMP, but the multipoint delay
issue should be further investigated for practical applications.
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Chapter 8
Common Feedback Framework
for Downlink CoMP

Abstract In this chapter, we address the common feedback framework (CFF) for
downlink coordinated multipoint (CoMP) transmissions in Long-Term Evolution
(LTE) Release 11 networks. First, we introduce the work item of CoMP in
LTE Release 11 and the ambitious goal of standardizing a CFF to support all
interested CoMP schemes. Second, we discuss four candidates of CFF options,
with the emphases on feedbacks of co-phase information (CFF option 2) and
aggregated CQI (CFF option 3). From system-level simulation results, it can be
observed that both CFF options 2 and 3 are able to offer considerable cell-edge
throughput gains compared with the non-CoMP scheme. Third, we review the
relevant standardization activities and explain why it is another CFF option that
will eventually be adopted in LTE Release 11. Finally, some concluding remarks
are provided to forecast the further development of CoMP CFF in the future.

Keywords CoMP • CSI feedback • Common feedback framework • Co-phase
• Aggregated CQI • System-level simulation • LTE Release 11 • LTE Release 12

8.1 Introduction

As have been discussed in Chap. 7, downlink coordinated multipoint (CoMP)
transmission and uplink CoMP reception are considered for LTE Release 11 in order
to improve the coverage of high data rates and to increase the cell-edge throughput
as well as the overall throughput. At the Third Generation Partner Project (3GPP)
technical specification group (TSG) radio access network (RAN) #50 meeting, a 9-
month study item on CoMP operation was agreed for LTE Release 11 networks
(Samsung 2010). The performance gains and standardization impacts of CoMP
were the primary targets of this study item, which had been successfully closed in
September 2011. The decisive conclusion of this study item was that both downlink
and uplink CoMP operations can offer considerable gains in homogeneous and
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heterogeneous scenarios. As a result, a CoMP work item description proposal was
treated and adopted during the 3GPP TSG RAN #53 meeting (3GPP 2011a).

As a start point of the CoMP work item, a general working assumption was
agreed at the 3GPP TSG RAN working group 1 (WG1) (shorten as 3GPP RAN1
hereafter) #66bis meeting (MCC Support 2011a), which aimed to standardize a
common feedback/signaling framework suitable for CoMP scenarios 1�4 (see Sect.
7.2.3) that can support all the interested downlink CoMP transmissions, that is,
DPS/DPB, JT, and CS/CB (see Sect. 7.3). Most research scientists and engineers
in this field were quite enthusiastic about the common feedback framework (CFF)
because it might eventually offer a total solution for CoMP so that all fragmented
designs, for example, CSI feedback for DPS in CoMP scenario 3 or that for JT in
CoMP scenario 4, could be unified into one design. To begin with, the playground
of the CFF was set to be rather large. According to MCC Support (2011a), the CFF
should be composed from one or more of the following, including at least one of the
first three sub-bullets:

• Aggregated feedback across multiple channel state information (CSI)-reference
signal (RS) resources

• Per-CSI-RS-resource feedback with inter-CSI-RS-resource feedback
• Per-CSI-RS-resource feedback
• Per-cell Release 8 common reference signal (CRS)-based feedback

It should be noted that CSI-RS is the RS for CSI measurement in LTE Release
10/11, while CRS is the predecessor of CSI-RS for legacy UEs in LTE Release
8/9. Main features of CSI-RS include low density in time-frequency domain and
UE-specific configuration. So CSI-RS is suitable for the support of BS with a large
number of antennas and that of flexible association between logical antenna ports
and UEs. It should also be noted that the definition of “CSI-RS resource” is even
more general than that of “point” in CoMP. According to 3GPP (2011b), the term
“point” means a set of geographically colocated transmit antennas, while a CSI-RS
resource corresponds to a number of logical antenna ports that may be mapped from
a set of non-colocated antennas 3GPP (2011c).

Following the working assumption, various CFF schemes were proposed by
many companies and extensively discussed in the 3GPP RAN1#67 meeting at the
end of year 2011. A preliminary way-forward proposal (Alcatel-Lucent et al. 2011)
was crafted trying to narrow down the CFF candidates as follows:

• CoMP CSI feedback in LTE Release 11 should support reporting inter-CSI-RS-
resource feedback on top of per-CSI-RS-resource feedback.

1. Inter-CSI-RS-resource feedback includes at least co-phase information.
2. Inter-CSI-RS-resource feedback reporting is configurable.
3. When configured, N bits are used to report the inter-CSI-RS-resource feed-

back between two per-CSI-RS-resource feedback (further study whether
N D 2, 3, or 4).

http://dx.doi.org/10.1007/978-3-642-34949-2_7
http://dx.doi.org/10.1007/978-3-642-34949-2_7


8.2 Candidates of Common Feedback Framework 247

The mentioned co-phase information refers to the per-BS phase prerotation
factor addressed in the weighted local precoding (WLP) scheme (see Sect. 5.2.2.3).
Although this way-forward proposal was not agreed due to immature study on
CoMP CFF, the interested companies were encouraged to continue the discussions,
particularly investigating how many bits should be required for the CSI feedback
(MCC Support 2011b).

8.2 Candidates of Common Feedback Framework

8.2.1 CFF Option Matrix

Before following the discussions led by Alcatel-Lucent et al. (2011), it is beneficial
to perform a full analysis of CoMP CFF options in order to get a large picture about
the design principles in this area. According to MCC Support (2011a, b), it is quite
safe to conclude that per-CSI-RS-resource feedback provides the most basic CSI
elements for CoMP operations; thus, it should be the baseline for the CFF design.
On top of that, we may add inter-CSI-RS-resource feedback and/or aggregated
feedback to create more advanced CFF schemes. Hence, all the papers on CFF
at the 3GPP RAN1#67 meeting can be classified into four categories summarized
in a 2 � 2 matrix shown in Table 8.1. The two dimensions of this CFF option
matrix, respectively, indicate whether inter-CSI-RS-resource feedback is required
and whether aggregated feedback should be operated.

Table 8.1 CoMP CFF options (till the 3GPP RAN1#67 meeting)

With aggregated feedback Without aggregated feedback

With inter-CSI-
RS-resource
feedback

Option 1
Supporters: Huawei and HiSilicon

(2011a, b), New Postcom
(2011a, b), ZTE (2011a, b),
Panasonic (2011), InterDigital
and LLC (2011a, b), Marvell
(2011), Motorola (2011), RIM
(2011), and Hitachi and LLC
(2011)

Option 2
Supporters: Huawei and HiSilicon

(2011a, b), Intel (2011a, b),
Sony (2011), Sharp (2011),
Alcatel-Lucent (2011),
Qualcomm (2011), CATT
(2011), and LG (2011a)

Without
inter-CSI-RS-
resource
feedback

Option 3
Supporters: Huawei and HiSilicon

(2011a, b), Intel (2011a, b),
Texas Instruments (2011),
Motorola (2011), Fujitsu
(2011), Ericsson and
ST-Ericsson (2011), RIM
(2011), Hitachi and LLC
(2011), and LG (2011a, b)

Option 4
Supporters: Texas Instruments

(2011), Motorola (2011),
Samsung (2011), Nokia
Siemens and Nokia (2011a),
and Hitachi (2011)

http://dx.doi.org/10.1007/978-3-642-34949-2_5
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In CFF option 1, inter-CSI-RS-resource co-phase information feedback was
recommended by ZTE (2011a), Panasonic (2011), and Motorola (2011). The
authors of Huawei and HiSilicon (2011a, b) took a further step to propose that
not only co-phase information but magnitude information should be included in
the contents of inter-CSI-RS-resource feedback. Similar opinions can be found in
Marvell (2011) that the overhead of 2 bits for co-phase reporting and optional 2
bits for magnitude reporting seemed to be quite efficient. Moreover, ZTE (2011b)
addressed how aggregated statistical interference information can help to implicitly
derive the CQIs for various CoMP transmissions, while Panasonic (2011) and
InterDigital and LLC (2011b) favored aggregated CQI feedback in order to facilitate
JT operations. Furthermore, the rank restriction issue of aggregated CQI was
considered in Motorola (2011). The authors of Huawei and HiSilicon (2011a, b)
also agreed with Panasonic (2011) and InterDigital and LLC (2011b) that additional
aggregated CQI feedback might be useful for DPS/CB operations. Proposals in New
Postcom (2011a) and New Postcom (2011b) required that the overhead of inter-CSI-
RS-resource feedback should be less than 2 bits and legacy design principles should
be adopted to design the codebook of channel direction component for aggregated
PMI feedback. However, the idea of aggregated PMI was generally not so popular,
though it was briefly addressed in other papers (Huawei and HiSilicon 2011a; RIM
2011; Hitachi and LLC 2011), where configurations of aggregated CSI reporting
were discussed.

In CFF option 2, co-phase information was supported by many companies as
the major content of inter-CSI-RS-resource feedback, with common rank restriction
(Intel 2011b; CATT 2011; LG 2011a), or without any rank restriction (Intel
2011a; Sony 2011; Sharp 2011; Alcatel-Lucent Shanghai 2011; Qualcomm 2011).
A reasonable overhead of co-phase information was probably 2�3 bits per CSI-
RS resource according to LG (2011a) and Alcatel-Lucent (2011). Besides, other
contents such as magnitude information were addressed in Huawei and HiSilicon
(2011a, b) and Alcatel-Lucent (2011). However, aggregated feedback wasn’t well
received by the companies supporting CFF option 2. For instance, the authors of
Huawei and HiSilicon (2011b) argued that aggregated CQI could be derived from
per-CSI-RS-resource CQIs.

In CFF option 3, emphasis was laid on the comparison of the effectiveness of
aggregated PMI and that of aggregated CQI, both without reporting of inter-CSI-
RS-resource information (Huawei and HiSilicon 2011a, b; Intel 2011a, b; Texas
Instruments 2011; Fujitsu 2011; Ericsson and ST-Ericsson 2011; LG 2011a, b).
Among them, the authors of Texas Instruments (2011), Fujitsu (2011), Ericsson
and ST-Ericsson (2011), LG (2011a, b) expressed their preference toward the
feedback of aggregated CQI over that of aggregated PMI. At first glance, reporting
aggregated CQI alone can only support noncoherent JT, which may seem inadequate
for coherent JT operations. However, we may think noncoherent JT as a form of
opportunistic coherent JT, that is, sometimes dummy co-phase information happens
to be optimal to perform a coherent JT. And the opportunity of such event can
be well captured by the report of a high aggregated CQI, which will later be
exploited by the BS scheduler. The above reason explains why Texas Instruments
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(2011), Ericsson and ST-Ericsson (2011), LG (2011a, b) asserted that considerable
gains could be expected from noncoherent JT. However, whether the BS scheduler
can indeed enjoy the opportunities of coherent JT using CFF, option 3 depends
on many factors, such as the availability of accurate aggregated CQI, the system
bandwidth, the number of CoMP UEs, and the extent of frequency selectivity in the
composite JT channel. The author of Fujitsu (2011), on the other hand, resorted to
another approach that co-phase information could be implicitly reported when UE
jointly selecting multiple per-CSI-RS-resource PMIs, that is, the global precoding
(GP) scheme (see Sect. 5.2.2.1). Thus, the feedback of aggregated CQI alone was
sufficient.

In CFF option 4, the authors of Texas Instruments (2011) and Nokia Siemens
and Nokia (2011a) were major opponents to any kind of new CSI reporting on top
of the per-CSI-RS-resource feedback. Concerns in Texas Instruments (2011) and
Nokia Siemens and Nokia (2011a) were mainly focused on marginal performance
gains, inter-CSI-RS-resource synchronization problems, and substantial specifica-
tion efforts. Furthermore, CFF option 4 also included other interesting CFF designs
besides those in CFF option 1�3, such as the independent precoding CoMP scheme
(Motorola 2011), the dynamic selection of CSI-RS-resource feedback at the UE
side (Samsung 2011), and the new feedback contents of eigenvector and eigenvalue
information per CSI-RS resource (Hitachi 2011).

Finally, a more high-level CoMP CFF can be found in Huawei and HiSilicon
(2011a), wherein network-centric semi-static configuration of CoMP CFF among
CFF options 1, 2, and 3 was proposed.

8.2.2 Discussions on CFF Options

In CFF option 2, each UE needs to feed back not only a PMI for each CSI-RS
resource in the CoMP cooperating set but also the co-phase information and possibly
amplitude difference among multiple CSI-RS resources. The serving transmission
point (TP) then sends the per-CSI-RS-resource PMI(s) and co-phase information to
non-serving TP(s) in the CoMP cooperating set to generate distributed precoding
matrices for JT operations. Suppose that the number of non-serving TPs is B, then
the optimal relative phase �i of the i-th (i 2 f1; 2; : : : ; Bg) non-serving TP can be
found by exhaustive search described as

n
�

opt
1 ; : : : ; �

opt
i ; : : : ; �

opt
B

o
D arg max

�i2�; i2f1;2;:::;Bg

�
gen CQI

�
H0F0 C

BP

iD1
HiFiej�i

��
;

(8.1)

where � is the codebook for �i . Here, we consider a simple co-phase codebook
that equally divides a unit circle into 2n segmentations and n is the number of
quantization bits for co-phase information. Then � can be represented as
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‡ W !i D 2�i

2n
; i 2 f0; 1; : : : ; 2n � 1g: (8.2)

Besides, in (8.1), H0 is the matrix between the serving TP and the UE, F0 is the
precoding matrix at the serving TP, Hi is the channel matrix between the i-th non-
serving TP and the UE, and Fi is the precoding matrix at the i-th non-serving TP.
Function gen CQI .�/ generates the CQI of the effective channel according to a 4-bit
CQI table defined in 3GPP (2011e). Note that in academic research, (8.1) usually
takes a more general form shown in Sect. 5.2.2.3, where the CQI in (8.1) is replaced
by a capacity metric defined in the information theory. Considering coherent JT, the
estimated aggregated CQI derived at the serving TP can be roughly written as

Agg CQIEst
Co-JT D

BX

iD0
CQIi C 2 �

B�1X

iD0

BX

kDiC1

p
CQIiCQIk � E fcos .'i;k/g; (8.3)

where CQIi is the per-CSI-RS-resource CQI for the i-th TP with interference out
of the CoMP cooperating set (NTT 2012b), E f�g is the expectation operator, and
'i;k is the residual phase error between the i-th and the k-th TP. E fcos .'i;k/g can
be obtained from numerical simulation or can be directly derived according to Wu
et al. (2011) as

E fcos .'i;k/g D 22n

2�2

�
1 � cos

�
2�

2n

��
: (8.4)

If the co-phase information is used to facilitate the CQI computation in nonco-
herent JT, then an alternative formula for the estimated aggregated CQI can be found
in (NTT 2011) shown as

Agg CQIEst
NonCo-JT D

BX

iD0
CQIi C 2 �

B�1X

iD0

BX

kDiC1

p
CQIiCQIk � cos


�

opt
i C �

opt
k

�
:

(8.5)

It should be noted that although (8.3) and (8.5) exhibit similar mathematical
forms, the transmission schemes represented by these two equations are totally

different. The expectation of Agg CQI Est
Co-JT can be as high as

BP

iD0
CQIi C 2 �

B�1P
iD0

BP

kDiC1
p
CQIiCQIk if n approaches infinite, which achieves the full array gain

of coherent JT. On the other hand, the expectation of Agg CQI Est
NonCo-JT is only

BP

iD0
CQIi considering E

n
cos


�

opt
i C �

opt
k

�o
D 0, which suffers from considerable

SINR loss caused by noncoherent signal combining. In order to make full use of the
reported co-phase information, we suppose that we should evaluate the performance
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of co-phase feedback (CFF option 2) based on (8.3), not based on (8.5) proposed in
(NTT 2011). It should be noted that the form of the CQI result in (8.3) is similar to
that of the theoretical SINR result in (5.64).

Furthermore, in CFF option 1, the aggregated CQI resulted from
n
�

opt
i

o
is fed

back to the serving TP, and it is given by

Agg CQI FB
Co-JT D gen CQI

�
H0F0 C

BP

iD1
HiFiej�

opt
i

�
: (8.6)

In CFF option 3, co-phase is not required and can be assumed to be zero. And
hence, the reported aggregated CQI of the noncoherent JT scheme can be readily
obtained from (8.6) with �opt

i D 0, yielding

Agg CQI FB
NonCo-JT D gen CQI

�
BP

iD0
HiFi

�
: (8.7)

To complete the analysis of CFF options, we briefly discuss CFF option 4, in
which neither co-phase nor aggregated CQI is reported from the UE. A straightfor-
ward way for the serving TP to estimate the aggregated CQI for JT is to blindly

assume cos

�

opt
i C �

opt
k

�
D 0 in (8.5), which leads to

Agg CQIBlind-Est
NonCo-JT D

BX

iD0
CQIi : (8.8)

Other practical issues should also be considered for CFF options 1 and 2, such
as outdated co-phase information and inter-CSI-RS-resource frequency errors. The
outdated co-phase information is caused by the delay from the measurement of co-
phase to the actual JT transmission using co-phase, which can be divided into three
parts, that is, transmission time intervals (TTIs) from measurement to feedback,
those from feedback to scheduling, and those from scheduling to transmission. Let
the three parts of co-phase delay be sequentially denoted as “delay1,” “delay2,”
and “delay3,” which are illustrated in Fig. 8.1. Usually, “delay1” and “delay3”
are constant values, the sum of which can be represented by a parameter LJT

13,
while “delay2” is upper bounded by the co-phase feedback periodicity Tcoph. When
evaluating the performance of JT, the impact of LJT

13 and Tcoph should be carefully
investigated.

Another potential issue of inter-CSI-RS-resource co-phase feedback is that the
performance of coherent JT degrades in the presence of frequency error due to the
unreliable co-phase information (Nokia Siemens and Nokia 2011b). In fact this issue
is not as severe as it may seem. According to NEC et al. (2011), a frequency offset of
30 Hz was assumed between different frequency carriers, and hence, similar value
can be assumed for CoMP cases. Obviously, a frequency offset of 30 Hz will not
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Fig. 8.1 Illustration of co-phase delays

pose a serious problem for the validity of co-phase information from the simulation
results provided in Nokia Siemens and Nokia (2011b).

8.2.3 Co-phase Versus Aggregated CQI

At the 3GPP RAN1 #68 meeting, a follow-up way-forward proposal (Huawei et al.
2012a) was presented that CoMP CSI feedback should support reporting inter-
CSI-RS-resource co-phase information in addition to per-CSI-RS-resource PMI.
Besides, the inter-CSI-RS-resource co-phase feedback is configurable, that is, the
system should allow for switch between CFF options 2 and 4. If configured, the
corresponding co-phase bits are at least 2 for rank-one CoMP transmission. Regard-
ing this way-forward proposal, many concerns were raised about the performance
gain of inter-CSI-RS-resource co-phase compared with aggregated CQI and the
respective overhead costs (3GPP 2012). Thereby, the fight between the inter-CSI-
RS-resource co-phase (CFF option 2) and the aggregated CQI (CFF option 3)
became the focus of discussions during the CoMP session. Since both CFF options
were supported by numerous companies, no agreement was reached at the 3GPP
RAN1#68 meeting (MCC Support 2012a). But it was reconfirmed that CSI feedback
for CoMP should at least include per-CSI-RS-resource feedback, that is, at least CFF
option 4 should be supported (MCC Support 2012a). To continue our analysis of the
CoMP CFF options, Table 8.1 is updated to Table 8.2 based on new inputs provided
by various sources at the 3GPP RAN1#68 meeting.

In CFF option 1, the authors of Huawei and HiSilicon (2012a, c) proposed that
if the co-phase feedback were adopted, then aggregated CSI such as some sort of
interference information should also be needed. Otherwise, aggregated PMI should
be introduced. In ZTE (2012b), it was shown that for low-rank JT inter-CSI-RS-
resource co-phasing was beneficial, while for high-rank JT aggregated PMI might
be useful. Moreover, aggregated CQI should be further studied. The rank restriction
issue for JT was discussed in LG (2012b, c) and Motorola (2012a). The former
two papers derived the JT rank as the minimum of all per-CSI-RS-resource ranks
and indicated that aggregated CQI should be useful especially for high-rank SU JT.
On the other hand, the author of Motorola (2012a) argued that JT rank should be
the maximum of all per-CSI-RS-resource ranks due to reduced channel correlation
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Table 8.2 CoMP CFF options (till the 3GPP RAN1#68 meeting)

With aggregated feedback Without aggregated feedback

With inter-CSI-
RS-resource
feedback

Option 1
Supporters: Huawei and HiSilicon

(2012a, c), ZTE (2012b), LG
(2012b, c), and Motorola
(2012a)

Option 2
Supporters: Huawei and HiSilicon

(2012a, b), CHTTL (2012),
Hitachi (2012a), Sharp (2012),
ZTE (2012a), Alcatel-Lucent
(2012), Qualcomm (2012a),
ITRI (2012), CATT (2012a, b),
and LG (2012a)

Without
inter-CSI-RS-
resource
feedback

Option 3
Supporters: Intel (2012a, b),

Renesas (2012b, c, d),
Motorola (2012b), MediaTek
(2012a, b, c), Fujitsu (2012),
Ericsson and ST-Ericsson
(2012a, b), and Nokia Siemens
and Nokia (2012b)

Option 4
Supporters: Samsung (2012a),

Hitachi (2012b), Renesas
(2012a), NTT (2012a, b), Texas
Instruments (2012), and Nokia
Siemens and Nokia (2012a)

among the distributed JT points. Besides, it was addressed in ZTE (2012b) and
Motorola (2012a) that co-phase should be useful for rank-one JT, while it was
discussed in LG (2012c) and Motorola (2012a) that aggregated CQI could help to
improve the performance of rank-two JT.

In CFF option 2, the authors of Huawei and HiSilicon (2012a, b) proposed
that the number of co-phase bits should be four and co-phase reporting could be
turned off by network configuration. However, most companies wanted to keep the
co-phase overhead as low as 2 bits (CHTTL 2012; Sharp 2012; ZTE 2012a; Alcatel-
Lucent 2012; CATT 2012a, b; LG 2012a), though this overhead issue might be
revisited for high-rank JT later (Sharp 2012; ZTE 2012a). Other contents such as
timing offset information and magnitude information were addressed in Qualcomm
(2012a) and ITRI (2012), respectively. Besides, the authors of CHTTL (2012) and
Hitachi (2012a), respectively, encouraged further study of aggregated CQI and
aggregated PMI; thus, they were open with CFF option 1.

In CFF option 3, a large portion of efforts was dedicated to show that noncoherent
JT with aggregated CQI feedback can achieve good performance close to that of
CFF option 1 (Renesas 2012b, c; Motorola 2012b; MediaTek 2012a, b, c; Ericsson
and ST-Ericsson 2012a); thus, the feedback of aggregated CQI alone is sufficient
to support JT. Further justification of aggregated CQI can be found in Renesas
(2012d) and Ericsson and ST-Ericsson (2012b) that implicit derivation of JT CQI
based on per-CSI-RS-resource CQIs seemed to be not very accurate. In addition,
it was addressed in Intel (2012a, b) and Motorola (2012b) that aggregated CQI
should be adopted for high-rank JT especially for cross-polarized antenna setups,
and interference measurement for JT should also be carefully considered. Some
potential supporters of CFF option 3 include the authors of Qualcomm (2012b)
and Nokia Siemens and Nokia (2012b) because they expressed some interests in
aggregated CQI at the meeting.
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In CFF option 4, most papers are resubmissions. The authors of Texas Instru-
ments (2012) and Nokia Siemens and Nokia (2012a), reinforced by those of Renesas
(2012a), and NTT (2012a, b), objected to adopt any new kind of CSI reporting on
top of the per-CSI-RS-resource feedback. Furthermore, two interesting CFF designs
were re-proposed, that is, dynamic selection of CSI-RS-resource feedback at the UE
side (Samsung 2012a) and new feedback contents of eigenvector and eigenvalue
information per CSI-RS resource (Hitachi 2012b).

A noteworthy observation from Table 8.2 is that the forces in CFF option 3 have
been growing substantially stronger thanks to new comers such as the authors of
Renesas (2012b, c), and MediaTek (2012a, b, c). Although the companies in CFF
option 2 still outnumber those in CFF option 3, rugged resistance from the side of
CFF option 3 can be expected in the following 3GPP RAN1 meetings.

8.3 Performance Evaluation

8.3.1 Simulation Description

At the 3GPP RAN1#68 meeting, many companies that have presented negative
views on co-phase feedback (NTT 2012b; MediaTek 2012c; Renesas 2012a;
Motorola 2012a; Ericsson and ST-Ericsson 2012a) argued that the performance gain
offered by CFF option 1 over CFF option 3 cannot justify the additional feedback of
co-phase. However, it seemed that the true value of co-phase information should be
revealed based on the comparison between CFF options 2 and 3, not between CFF
options 1 and 3, because we are concerned with the co-phase information alone, not
the additional co-phase information on top of the aggregated CQI feedback.

In order to investigate the performance of various CFF options, we conduct
system-level simulations (see Sect. 4.4.1) to compare the throughput performance
for six schemes as follows:

1. Baseline scheme: SU single-cell processing (SCP) scheme. Overhead in addition
to per-CSI-RS-resource feedback is 0 bit per frequency sub-band.

2. Scheme (a): Noncoherent SU JT of CFF option 4, in which the estimated
aggregated CQI is derived from per-CSI-RS-resource CQIs as shown in (8.8).
Overhead in addition to per-CSI-RS-resource feedback is 0 bits per frequency
sub-band.

3. Scheme (b): Noncoherent SU JT of CFF option 3, in which the reported
aggregated CQI is computed according to (8.7) with the periodicity of aggregated
CQI feedback being TaggCQI D 10 ms. Overhead in addition to per-CSI-RS-
resource feedback is 4 bits per frequency sub-band.

4. Scheme (c): Noncoherent SU JT of CFF option 2 (lower bound), in which the
estimated aggregated CQI is obtained from (8.5) with the periodicity of co-phase
feedback being Tcoph D 10 ms. Overhead in addition to per-CSI-RS-resource

http://dx.doi.org/10.1007/978-3-642-34949-2_4
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feedback is 2 bits (2-CSI-RS-resource JT) or 4 bits (3-CSI-RS-resource JT) of
co-phase information per frequency sub-band.

5. Scheme (d): Coherent SU JT of CFF option 2, in which the estimated aggregated
CQI is derived from (8.3) with the periodicity of co-phase feedback being
Tcoph D 10 ms. Overhead in addition to per-CSI-RS-resource feedback is 2
bits (2-CSI-RS-resource JT) or 4 bits (3-CSI-RS-resource JT) of co-phase
information per frequency sub-band.

6. Scheme (e): Coherent SU JT of CFF option 1, in which the reported aggregated
CQI is calculated using (8.6) with the periodicities of co-phase and aggregated
CQI feedbacks being Tcoph D TaggCQI D 10 ms. Overhead in addition to per-
CSI-RS-resource feedback is 2 bits (2-CSI-RS-resource JT) or 4 bits (3-CSI-RS-
resource JT) of co-phase information and 4 bits of aggregated CQI per frequency
sub-band.

The detailed simulation parameters as well as the CoMP scenario are described
in Table 8.3.

Also we provide some further explanations for the above parameters as
follows:

1. CoMP scenario: Currently, there are four CoMP scenarios defined in LTE
Release 11 (see Sect. 7.2.3), that is, homogeneous networks (CoMP scenarios
1 and 2) and heterogeneous networks (CoMP scenario 3 and 4). In our
simulations, we adopt CoMP scenario 2, which features on intercell site CoMP
with fiber connections among transmission points.

2. Cellular model and layout: The infrastructure of the considered cellular network
is illustrated in Fig. 8.2, where the cells (sectors) are consecutively numbered.
And the directional antennas of the sectors are represented by red arrows. UEs
dropped into each cell site are shown as colored hexagrams with different colors
for different sectors. It should be noted that the outmost tires of cells, that is,
cells with number 58–111, are the virtual cells generated by the wraparound
technique (Sallabi et al. 2005). The introduced virtual cells can improve the
validity of the performance results collected from the cells around the rim of the
simulated area by duplicating specific interior cells and placing them outside
the simulation area for generating realistic interference. Also note that UEs
shown by hollow hexagrams in the virtual cells are virtual UEs born from the
wraparound cell mapping procedure.

3. Number of UEs per cell: The number of UEs dropped into each cell should be
set to a reasonable value. UEs that can be simultaneously served by a BS are
usually limited by the system bandwidth and capacity of the control channel.

4. Inter-site distance: The distance between the center points of adjacent cell sites.
5. Minimum distance between UE and cell site: UEs should be positioned at a

distance from BSs to avoid entering of the blind spots incurred from the BS
antenna down-tilt.

6. UE’s speed: For CoMP transmissions, only low-speed UEs are of interest due
to more accurate tracking of the CSI variations.

7. BS power class: The maximum transmit power of a BS.

http://dx.doi.org/10.1007/978-3-642-34949-2_7
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Fig. 8.2 Illustration of the layout of the simulated cellular network (57 cells)

8. Carrier frequency: The carrier frequency of the spectrum for transmission.
9. System bandwidth: The bandwidth of the spectrum for transmission.

10. Number of subcarriers: The number of available subcarriers in the OFDM
system without guard bands.

11. Number of subcarriers per RB: The number of subcarriers contained in one unit
of resource block.

12. Number of RBs for data transmission: The number of available RBs for
data transmission in the OFDM system without the guard bands, downlink
broadcasting, and synchronization channels.

13. Size of a frequency sub-band: The frequency granularity for CSI feedback and
BS scheduling.

14. Distance-dependent path loss: The formula to model the large-scale channel
fading.

15. Shadowing standard deviation: The shadowing value is usually assumed to
follow the logarithmic normal distribution (3GPP 2010), the standard deviation
of which is denoted as the shadowing standard deviation.

16. Correlation distance of shadowing: The shadowing values have a relatively
strong correlation across some distance, which is measured by the correlation
distance of shadowing.



260 8 Common Feedback Framework for Downlink CoMP

17. Shadowing correlation—between cell sites: The correlation coefficient of a
UE’s shadowing value between cell sites. Due to the distributed deployment
of cell sites, this correlation coefficient is relatively low.

18. Shadowing correlation—between cells: The correlation coefficient of a UE’s
shadowing value between cells. Due to the colocated deployment of cells, this
correlation coefficient is relatively high.

19. Penetration loss: Any building which contains a significant thickness of
concrete or amount of metal will attenuate the radio wave signal. The corre-
sponding power loss due to penetration through walls and floors is represented
by this parameter.

20. Thermal noise density: The power spectrum density of the thermal noise, which
relates to the environment temperature.

21. Channel model: The model for fast-fading channels.
22. Antenna pattern: The radiation properties of transmit antennas.
23. Antenna pattern (horizontal): Antenna gain as a function of the horizontal part

of the BS-UE angle.
24. Antenna pattern (vertical): Antenna gain as a function of the vertical part of the

BS-UE angle.
25. Combining as a 3D antenna pattern: Combination of the horizontal and vertical

antenna patterns.
26. Number of UE antennas: The number of receive antennas equipped at UE.
27. Number of BS antennas: The number of transmit antennas equipped at BS.
28. Maximum number of CSI-RS resources for JT operation: This parameter limits

the CSI-RS resources in JT, which helps to reduce the system complexity.
29. CSI-RS-resource selection threshold for path loss comparison: Only CSI-RS

resources with their path loss differences below a threshold will be considered
for JT.

30. Maximum rank of SCP: Maximum layers of MIMO transmission in SCP.
31. Maximum rank of JT: Maximum layers of MIMO transmission in JT.
32. Scheduler: The scheduling algorithms performed by BS have been addressed in

Sect. 4.3.2.
33. Scheduling granularity in frequency domain: The granularity of scheduled data

transmission in frequency domain.
34. Scheduling granularity in time domain: The granularity of scheduled data

transmission in time domain.
35. Link adaptation: BS chooses an appropriate modulation and coding scheme

from a set of candidate schemes (see Sect. 4.3.2.6).
36. Expected PER of the first transmission: The PER target for the first transmission

with link adaptation.
37. Scheduling of the retransmission: The scheduling algorithm for retransmissions

should be performed by BS when the first transmission fails.
38. Maximum number of retransmissions: When several attempts of retransmission

still cannot recover a data packet, it is necessary to discard the transmission
process to prevent further wasting of communication resources in case the
corrupted packet is beyond repair (3GPP 2010).

http://dx.doi.org/10.1007/978-3-642-34949-2_4
http://dx.doi.org/10.1007/978-3-642-34949-2_4
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39. Traffic model: The model that describes how the UE’s traffic is generated. The
FB model assumes that the buffer for every UE’s downlink transmission is fully
loaded.

40. Downlink overhead: Not all of the subcarriers and OFDM symbols in a RB
can be used for data transmission, so the downlink resources for, for example,
control signaling, CSI-RS and DM-RS, should be excluded from throughput
calculation.

41. Receiver type: The receiver structure and capability at the UE side.
42. Periodicity of per-CSI-RS-resource feedback for SCP UEs: The CSI report

periodicity of per-CSI-RS-resource feedback for SCP UEs.
43. Per-CSI-RS-resource feedback periodicity for JT UEs: The CSI report period-

icity of per-CSI-RS-resource feedback for JT UEs.
44. LSCP

13 for SCP UEs: As previously explained in Sect. 8.2.2, a constant CSI delay
is composed of TTIs from CSI measurement to CSI feedback and those from
scheduling to transmission. This parameter gives the constant CSI delay for
SCP UEs.

45. LJT
13 for JT UEs: Similar to the constant CSI delay LSCP

13 for SCP UEs, this
parameter indicates the constant CSI delay for JT UEs.

46. Periodicity of co-phase feedback for JT UEs: The co-phase report periodicity
for JT UEs.

47. Periodicity of aggregated CQI feedback for JT UEs: The aggregated CQI report
periodicity for JT UEs.

48. Codebook for PMI feedback: For both SCP and JT UEs, the codebook for PMI
in per-CSI-RS-resource feedback is defined here.

49. Number of co-phase bits: The quantization bits of co-phase information for JT
UEs.

8.3.2 Performance Comparison

Regarding the throughput performance, the full CDF results for the interested
schemes are shown in Fig. 8.3. And the CDF segment containing the cell-edge UE
throughput is magnified in Fig. 8.4 for observation purpose.

The comparison of detailed numerical results for various CFF schemes is
summarized in Table 8.4.

From the simulation results shown in Table 8.4, we can see that the average
spectral efficiencies of the interested schemes show little difference. However, we
can clearly observe that compared with the baseline SCP, CFF option 4 shows
modest improvement (11.64%) on the cell-edge throughput, while CFF options
1, 2, and 3 achieve around or more than 25% cell-edge throughput gain. Among
them, CFF option 1 seems not very efficient due to its high overhead and limited
performance gain compared with CFF options 2 and 3. In addition, CFF option 2
shows comparable performance with CFF option 3 with a lower overhead of CSI
feedback. Besides, the suboptimal scheme of CFF option 2, that is, scheme (c),
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Fig. 8.3 Comparison of various CFF schemes (full CDF)

Fig. 8.4 Comparison of various CFF schemes (CDF segment: 0	0.12)
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Table 8.4 Numerical results of various CFF schemes

Scheme
description

Average
spectral
efficiency
(bps/Hz)

5-percentile
UE spectral
efficiency
(bps/Hz)

Average
spectral
efficiency gain
by using JT (%)

5-percentile
UE spectral
efficiency gain
by using JT (%)

Baseline scheme (SCP) 1.7391 0.0550 – –
Scheme (a) [option 4] 1.7213 0.0614 �1.03 11.64
Scheme (b) [option 3]

[TaggCQI D 10 ms]
1.7597 0.0700 1.18 27.27

Scheme (c) [option 2, LB]
[Tcoph D 10 ms]

1.7151 0.0646 �1.38 17.45

Scheme (d) [option 2]
[Tcoph D 10 ms]

1.7238 0.0686 �0.88 24.73

Scheme (e) [option 1]
[Tcoph D TaggCQI D 10 ms]

1.7634 0.0736 1.39 33.82

exhibits less improvement in terms of the cell-edge throughput in comparison
to the common practice of CFF option 2, that is, scheme (d). Nevertheless, the
availability of scheme (c) is still useful since it provides the flexibility for BS
to decide how to use the co-phase information, that is, employing coherent JT
(scheme (d)) or noncoherent JT (scheme (c)). Therefore, with co-phase fed back
from the UE, coherent or noncoherent JT transmission can be made transparent
to the UE, whereas noncoherent JT based on the aggregated CQI (scheme (b))
does not have this merit. To sum up, it is shown that both CFF options 2 and 3
are competitive, which achieve different trade-offs between performance gain and
feedback overhead.

Another pertinent concern is about the performance degradation due to outdated
co-phase or aggregated CQI information. To investigate the delay issue of the JT
CSI reporting, especially for CFF options 2 and 3, we present simulation results to
compare the throughput performance for another 9 schemes listed as follows:

1. Baseline scheme: SU SCP scheme.
2. Scheme (b-0): Noncoherent SU JT of CFF option 3, in which the reported

aggregated CQI is based on (8.7) with TaggCQI D 10 ms
3. Scheme (b-1): Noncoherent SU JT of CFF option 3, in which the reported

aggregated CQI is based on (8.7) with TaggCQI D 20 ms
4. Scheme (b-2): Noncoherent SU JT of CFF option 3, in which the reported

aggregated CQI is based on (8.7) with TaggCQI D 30 ms
5. Scheme (b-3): Noncoherent SU JT of CFF option 3, in which the reported

aggregated CQI is based on (8.7) with TaggCQI D 40 ms
6. Scheme (d-0): Coherent SU JT of CFF option 2, in which the estimated

aggregated CQI is derived from (8.3) with the periodicity of co-phase feedback
being Tcoph D 10 ms
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Fig. 8.5 Comparison of CFF schemes with different Tcoph and TaggCQI (full CDF)

7. Scheme (d-1): Coherent SU JT of CFF option 2, in which the estimated
aggregated CQI is derived from (8.3) with the periodicity of co-phase feedback
being Tcoph D 20 ms

8. Scheme (d-2): Coherent SU JT of CFF option 2, in which the estimated
aggregated CQI is derived from (8.3) with the periodicity of co-phase feedback
being Tcoph D 30 ms

9. Scheme (d-3): Coherent SU JT of CFF option 2, in which the estimated
aggregated CQI is derived from (8.3) with the periodicity of co-phase feedback
being Tcoph D 40 ms

As described in Sect. 8.3.1, for schemes (b-0), (b-1), (b-2), and (b-3), the
overhead in addition to per-CSI-RS-resource feedback is 4 bits per frequency sub-
band. And for schemes (d-0), (d-1), (d-2), and (d-3), the overhead in addition to
per-CSI-RS-resource feedback is 2 bits (2-CSI-RS-resource JT) or 4 bits (3-CSI-
RS-resource JT) of co-phase information per frequency sub-band.

The detailed simulation parameters and CoMP scenario are described in
Table 8.3, and the full CDF results of throughput are shown in Fig. 8.5. Moreover,
the CDF segment containing the cell-edge UE throughput is magnified in Fig. 8.6
for observation purpose.

The comparison of numerical results of CFF schemes with different Tcoph and
TaggCQI is summarized in Table 8.5.

From the results shown in Table 8.5, we can find that the performance gap
between CFF options 2 and 3 remains small when the feedback periodicity of co-
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Fig. 8.6 Comparison of CFF schemes with different Tcoph and TaggCQI (CDF segment: 0	0.12)

phase or aggregated CQI becomes large. More importantly, it can be concluded from
the numerical results that large periodicity of co-phase or aggregated CQI reporting,
for example, 30 or 40 ms, has a marginal impact on the performance of JT due to
slow channel variation of low-speed UEs. Therefore, the overhead of co-phase or
aggregated CQI feedback can be kept very low in practice.

In conclusion, from the simulation results provided in this section, we observe
that around 25% cell-edge throughput gain at the cost of very small loss on
the average throughput can be achieved by CFF options 2 and 3. Moreover, an
additional 6�8% cell-edge throughput gain can be offered by CFF option 1 with
a larger overhead. Another valuable finding is that large periodicity of co-phase or
aggregated CQI reporting has a very small impact on the performance of JT when
UE moves at a relatively low speed, for example, 3 km/h.

8.4 The Final Winner of CFF

From the performance evaluation results shown in Sect. 8.3, it can be concluded
that CFF option 2 or 3 is the logical choice to guide the design for CSI feedback
in CoMP operations, especially in JT. Thereby, at the 3GPP RAN1 #68bis meeting
in Mar 2012, CFF option 2 was treated with a high priority to see whether it was
agreeable to introduce co-phase information in LTE Release 11 networks (MCC
Support 2012b).
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Table 8.5 Numerical results of CFF schemes with different Tcoph and TaggCQI

Scheme
description

Average
spectral
efficiency
(bps/Hz)

5-percentile
UE spectral
efficiency
(bps/Hz)

Average spectral
efficiency gain
by using JT (%)

5-percentile UE
spectral
efficiency gain
by using JT (%)

Baseline scheme
(SCP)

1.7391 0.0550 � –

Scheme (b-0)
[option 3]
[TaggCQI D 10 ms]

1.7597 0.0700 1:18 27.27

Scheme (b-1)
[option 3]
[TaggCQI D 20 ms]

1.7536 0.0698 0:83 26.91

Scheme (b-2)
[option 3]
[TaggCQI D 30 ms]

1.7465 0.0694 0:42 26.18

Scheme (b-3)
[option 3]
[TaggCQI D 40 ms]

1.7422 0.0694 0:18 26.18

Scheme (d-0)
[option 2]
[Tcoph D 10 ms]

1.7238 0.0686 �0:88 24.73

Scheme (d-1)
[option 2]
[Tcoph D 20 ms]

1.7174 0.0678 �1:25 23.27

Scheme (d-2)
[option 2]
[Tcoph D 30 ms]

1.7103 0.0676 �1:66 22.91

Scheme (d-3)
[option 2]
[Tcoph D 40 ms]

1.7060 0.0678 �1:91 23.27

During the meeting, a way-forward proposal (Intel et al. 2012) was first pre-
sented by a number of companies that inter-CSI-RS-resource co-phase information
feedback for 2-CSI-RS-resource JT CoMP could be transparently supported by UE
feeding back a 2-antenna PMI, that is, no explicit inter-CSI-RS-resource co-phase
feedback should be specified for LTE Release 11. This proposal was questioned
by some companies that there were no benefits in this scheme considering the
increased complexity and overhead when the number of CSI-RS resources in CoMP
operations being more than two. With no satisfactory answers, this proposal was
rejected.

Next, another try to move CFF option 2 forward was made by (Huawei et al.
2012b), which stated that inter-CSI-RS-resource co-phase indicator with 2 bits for
rank-one JT should be supported and aggregated CSI report should be precluded
from the specification. This proposal was objected by companies supporting CFF
options 1, 3, and 4, and hence, it was also turned down during the meeting. With no
other way-forward proposals available, it was concluded that inter-CSI-RS-resource
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co-phase indicator feedback would not be supported in LTE Release 11. Although it
was agreed to further consider CFF option 3 at the following 3GPP RAN1 meeting,
it seemed that CFF option 3 would inevitably share the same fate with CFF option 2
because the views on CFF options shown in Table 8.2 were so fragmented that it was
nearly impossible to reach any consensus in the LTE Release 11 time framework.

Besides the intense debate in CoMP CFF, other issues related to CoMP were
also treated at the 3GPP RAN1 #68bis meeting. Some interesting discussions were
devoted to a new RS resource for interference measurement, that is, interference
measurement resource (IMR), which was introduced in LTE Release 11 to assist the
assessment of interference at the UE side. As a constructive result in this topic, it
was agreed that at least one IMR should be configured for an LTE Release 11 UE
(MCC Support 2012b). In another aspect, the maximum size of CSI-RS resources in
CoMP drew a lot of attention since it might have a significant impact on the design
of CSI feedback formats. The prevailing opinion was to support an up to 3-CSI-
RS-resource CoMP, while several companies wanted to simplify the system design
by only allowing for a 2-CSI-RS-resource CoMP at the cost of some performance
degradation (MCC Support 2012b).

At the 3GPP RAN1 #69 meeting in May 2012 (MCC Support 2012c), a quick
decision regarding CFF option 3 was made that no aggregated CQI should be
introduced in LTE Release 11 since the positive and negative opinions on this design
were equally strong. With CFF options 2 and 3 and their combination, that is, CFF
option 1 being discarded, the previously agreed CFF option 4 (MCC Support 2012a)
seemed to be the only option for LTE Release 11 networks. Therefore, discussions
on per-CSI-RS-resource CSI feedback became the main topic during this meeting.
And it was agreed that multiple CSI feedbacks could be configured for one UE and
each CSI feedback should be associated with a channel part evaluated from CSI-
RS and an interference part measured from IMR. Thus, SCP and various CoMP
schemes can be transparently supported by appropriate configurations of UE’s CSI-
RS(s) and IMR(s) by BS. Although this CFF design cannot fully facilitate dynamic
CoMP transmissions since each CSI feedback configuration corresponds to a single
preferred transmission assumption, it requires minimal specification efforts because
a BS can choose which CoMP transmission(s) should be conducted for a UE so that
only some specific CSI feedback reports should be activated and there is no need
to consider an all-round CSI feedback scheme to support all CoMP transmissions,
including those which might have already been eliminated by the BS scheduler.
Regarding the feedback channels of CoMP CSI, periodic PUCCH and control
signaling triggered PUSCH were approved with no dispute. Besides the progress
in CoMP CFF, during the 3GPP RAN1 #69 meeting, it was also generally agreed
that the maximum size of CSI-RS resources in CoMP should be three.

In the very recent 3GPP RAN1 meeting held in Qingdao, China, Aug 2012,
a new terminology, “CSI process,” is used to define a CSI feedback associated
with one channel part and one interference part (MCC Support 2012d). From an
implementation point of view, a BS can configure one CSI process to collect the
CSI from a UE for one CoMP transmission assumption. If a BS has identified more
than one candidate CoMP transmission for a UE, then it should configure multiple
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CSI processes. Note that for multiple CSI processes, RI and frequency sub-band
constraints should be further considered for the support of JT because constructive
signal combining must take place on the same data transmission layer and frequency
sub-band (Ericsson et al. 2012). Moreover, it was agreed that all the LTE Release
10 CSI reporting types and modes should be reused for CoMP operations in LTE
Release 11 so that the remaining details of CSI feedback formats will be quite
similar to those addressed in Sect. 7.2.2.

It is estimated that all the specifications with regard to CoMP in LTE Release 11
will be completed in December 2012, just a couple of months from now. Therefore,
it is safe to conclude that CFF option 4 will become the final winner as the CoMP
CFF design in LTE Release 11. It may seem somewhat unexpected to find that CFF
option 4 prevails in the end because its performance gain shown in Table 8.4 is the
least one among the existing CFF options. In the future, if the fragmented views
on CFF options 1, 2, and 3 summarized in Table 8.2 can somehow converge, then
the CFF issue may be reopened and an enhanced CFF option 4 will be sought for.
It should be noted that a new work item description on enhanced CoMP for LTE
Release 12 was proposed and well received at the most recent 3GPP #57 plenary
meeting (Samsung 2012b). This new work item proposed that from the year 2013
3GPP RAN1 should identify and specify necessary enhancements on CSI-RS-based
feedback mechanisms and support of JT, including intracell site and intercell site.
Hence, preparations for the third campaign of CoMP in future LTE releases are
already on the move, and some exciting activities in this area can be expected with
great anticipation.

8.5 Conclusion

In review of the renewed campaign of CoMP in LTE Release 11 started from
December 2010, the study item of which confirmed the advantages of multipoint
cooperative communication technologies in practical cellular systems, and the work
item of which set the primary battle ground on the CFF design. As an ambitious
goal, the CoMP CFF targeted for proposing a total solution for CoMP so that all
transmission-specific designs could be unified into one scheme. However, all of the
existing CFF options were supported by numerous companies, and hence, the views
were divided and fragmented. Although system-level simulations showed that both
the co-phase information (CFF option 2) and the aggregated CQI (CFF option 3)
were able to provide considerable cell-edge throughput gains compared with the
SCP baseline, these two CFF options were eventually rejected by 3GPP RAN1 due
to lack of consensus on which option should be adopted. As a result, CFF option 4,
that is, per-CSI-RS-resource CSI feedback, was agreed to guide the designs of CSI
reporting for CoMP in LTE Release 11. The major benefit of CFF option 4 is that
it requires minimal specification efforts to include CoMP into the LTE network as a
new and competitive feature. However, the potential problem about CFF option 4 is
that it may not be able to support JT very well since any information of inter-CSI-

http://dx.doi.org/10.1007/978-3-642-34949-2_7
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RS-resource or aggregated CSI is not available in this framework. Therefore, a third
campaign of CoMP for LTE Release 12 and onward will be launched in the future,
with one of the aims to enhance the feedback mechanisms for better support of JT,
including intracell site and intercell site.
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Chapter 9
Conclusion

Abstract In this chapter, we summarize the key points of this book and look
forward to the future of multipoint cooperative communication technologies. It
is pointed out that multipoint cooperative communication with new features will
continue to be one of the key technologies in the future 5G cellular networks.

Keywords Conclusion • Multipoint cooperative communication • 5G

9.1 Key Points of This Book

Two distinct features characterize the modern wireless mobile communication
systems. The first feature is broadband high-speed transmission, for example, the
downlink bandwidth of the fourth generation (4G) wireless communication network
is as large as 100 MHz, which can accommodate a peak data rate of 1 Gbps (Sesia
et al. 2009). The second feature is mobile Internet. According to Fujitsu (2012),
at present more than 70% of Internet access comes from mobile handsets, which
indicates a paradigm shifting from old-fashioned PC Internet to a new era of mobile
Internet, which gives birth to a great number of new applications such as cloud
services, social networks, mobile video streaming, and real-time navigation.

However, the mentioned two features pose serious challenges for design of
communication systems, such as intercell interference management, reliable con-
nection and efficient handover during movement, self-optimization networks, and
distributed/centralized signal processing. To respond to these challenges, many
technologies have been proposed, and among them multipoint cooperative com-
munication is regarded as a very effective tool to enhance the performance of
existing networks (Kramer et al. 2006). In particular, it has been shown that
cooperative communication is capable of improving the cell-edge throughput as
well as the overall throughput (Marsch and Fettweis 2011). Therefore, investigations
of multipoint cooperative communication technologies are of high value both in
academic studies and in practical applications.
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276 9 Conclusion

In Chap. 2 of this book, recent theoretical research activities in coopera-
tive communications as well as backgrounds of multiple-input multiple-output
(MIMO) systems are comprehensively addressed and systematically analyzed.
Based on whether data sharing is conducted, whether channel state information
(CSI) sharing is allowed, and whether time-frequency synchronized transmission
or reception (TFSTR) is operated, all the existing multipoint cooperative commu-
nication schemes are classified into eight categories. In the proposed framework of
eight technology categories, the first four categories don’t require sharing of CSI
so that they treat the intercell interference as unpredictable and useless signals,
leading to passive and simple multipoint cooperative communication schemes.
On the other hand, the latter four categories take advantage of the multipoint
CSI and perform more active signal processing functionalities in an interference-
cognitive way. Theoretical studies in this book focus on the latter four technology
categories, including interference coordination technologies, antenna selection (AS)
techniques, and linear precoding in multipoint joint transmission (JT).

For the sixth category of multipoint cooperative communication technology,
we investigate the relay/antenna selection schemes for the amplify-and-forward
(AF) MIMO relay network in Chap. 3. In this chapter, we propose three greedy
antenna selection algorithms, which are doubly zero-forcing (ZF) greedy capacity
maximization (DZF-GCM), greedy capacity maximization (GCM), and greedy
mean square error (MSE) minimization (GMM) algorithms. The effectiveness of
the proposed schemes is verified by simulation results followed by comprehensive
discussions on the performance comparison of various algorithms to provide more
insights on this topic. Under the assumption of ZF processing at both transmitter and
receiver, simulation results show the proposed DZF-GCM algorithm can achieve
higher system capacity than the existing schemes, and the gain is more pronounced
in the low signal-to-noise ratio (SNR) regime at the relay nodes. Under the
assumption of general processing at both transmitter and receiver, simulation results
show that the system capacity obtained from the existing schemes increases with
the relay number by the rate of O(loglogK), while the proposed GCM algorithm
can make the system capacity scale like O(logK) with the relay number, achieving
the upper bound of system capacity in the sense of asymptotic capacity. Under the
assumption of general processing at both transmitter and receiver, the proposed
GMM algorithm can achieve higher diversity gain and lower bit error rate (BER)
than the existing algorithms, even without the power bonus given by activating more
independently powered relay nodes. The novelty of the proposed schemes is that the
closed-form expressions of the capacity increase and MSE decrease resulted from
adding one more antenna pair to the AF MIMO relay network are carefully derived,
followed by designs of low-complexity greedy relay/antenna selection algorithms.

For the seventh category of multipoint cooperative communication technology,
we address the interference coordination schemes for the uplink frequency division
multiple access (FDMA) cellular network in Chap. 4. In this chapter, we propose
an advanced interference coordination scheme that consists of six steps with the
key design lying in the enhanced user equipment (UE) categorization and resource-
access control policies from an altruistic perspective, which aims to reduce the
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interference to adjacent cells. To verify the effectiveness of the proposed scheme,
we resort to the approach of system-level simulation based on a cellular network,
the methodology and implementation of which are addressed in great details.
Simulation results show that compared with the existing schemes, the proposed
scheme can increase the efficiency of the trade-off between the cell-edge throughput
and the overall throughput by more than 50%. Therefore, the proposed scheme
exhibits high performance in interference coordination and can be implemented
with small load of inter-BS signaling, which is very beneficial for the uplink FDMA
cellular network. The novelty of the proposed scheme is that the BS assigns different
levels of authorization for UEs to access the frequency resource based on the UEs’
resistance of interference and tendency of producing interference. If a UE tends to
produce a large amount of interference to adjacent cells, the BS will restrict the
frequency resource for the UE to use, thus reducing the interference level in the
network from an altruistic perspective, and hence, the cell-edge throughput can be
increased. On the other hand, if a UE is not likely to cause much interference to
adjacent cells, the BS will grant the UE to have access to the edge UE resource of
the cell if it is available; thus, the overall throughput can be improved.

For the eighth category of multipoint cooperative communication technology,
we discuss joint precoding schemes for the downlink cellular network with ideal
backhaul conditions and those with nonideal backhaul conditions in Chaps. 5 and 6,
respectively. In Chap. 5, we introduce some of the well-known precoding schemes
for JT, that is, the global precoding (GP), local precoding (LP), weighted local
precoding (WLP), and single-frequency network precoding (SFNP) schemes. Based
on the discussion, we propose a precoding scheme that is a combination of antenna
selection (AS) and SFNP, that is, the AS-SFNP scheme. Theoretical analysis and
simulation results show that in the case of single-antenna users, the proposed
scheme and the weighted local precoding scheme can achieve similar optimal
SINR performance compared with the global precoding scheme. Furthermore, when
considering the case of multi-antenna users and more practical scenarios, simulation
results show that even if restricted search space is exerted on the antenna selection
process and the beneficial operation of antenna power compensation is removed,
the proposed scheme still can achieve higher system capacity than those of the
local precoding, weighted local precoding, and single-frequency network precoding
schemes. Thus, the proposed scheme effectively closes the performance gap with
the optimal global precoding scheme. In addition, the proposed scheme, compared
to the weighted local precoding scheme, requires a lower load of feedback overhead
and is easy to implement. Finally, from a system-level simulation of a practical
network, the proposed AS-SFNP scheme is shown to achieve a beneficial balance
among the factors of performance, complexity, and feedback overhead, compared
with the computationally demanding GP scheme and the feedback-bit consuming
WLP scheme. The novelty of the proposed AS-SFNP scheme is that transmit
antenna selection is applied to improve the capacity of the composite SFN channel,
and then, the SFNP operation is invoked.

In Chap. 6, we propose a sequential and incremental precoding (SIP) scheme
based on the criterion of minimizing the largest sub-stream MSE. Simulation results
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show that when the backhaul links are relatively reliable, the proposed scheme can
obtain similar maximum sub-stream MSE performance compared with the existing
schemes. However, when the backhaul communications suffer from more serious
connectivity problems, the proposed scheme exhibits considerable performance
gains compared with the existing schemes. And the robustness of the proposed
scheme is more evident in the high signal-to-interference-plus-noise ratio (SINR)
regime or when the equal power allocation over the sub-streams is engaged. In
addition, through simulations for limited-bit feedback systems, the proposed scheme
retains the aforementioned advantages. Hence, considering the practical backhaul
conditions and the limited-bit feedback methods, the proposed scheme is very useful
for implementation. The novelty of the proposed scheme is that the imperfectness of
the backhaul communications is modeled as probabilistic events and considered as
a relevant factor in the optimization process. We first optimize the precoding matrix
for the channel between the serving base station and the user. Then, according to
the descending order of the activation probabilities of the helper base stations, we
sequentially generate the optimal precoding matrix for each helper base station by
an iterative algorithm with the previously optimized precoders fixed.

After completing the discussions on the selected areas of theoretical studies on
multipoint cooperative communication technologies, we turn our attention to the
practical applications of cooperative communications.

In Chaps. 7 and 8, we address the coordinated multipoint system (CoMP) system
which will be adopted by the enhanced 4G networks, that is, the Long-Term
Evolution (LTE) Release 11 system. In CoMP transmission or reception, schemes
in the seventh and eighth categories of multipoint cooperative communication tech-
nologies have been considered, for example, JT/joint reception (JR) and coordinated
scheduling (CS)/coordinated beamforming (CB). Although the CoMP system was
failed to be adopted by LTE Release 10 specifications due to some incompatible
CSI feedback designs with the single-cell MIMO framework, it has eventually come
back for the LTE Release 11 standardization. The corresponding specification works
are related to aspects such as backhaul communication protocols, control signaling
provision, and multipoint CSI feedback design. Also we analyze the simulation
results from the 3GPP CoMP study item to show the advantages of CoMP system in
practical cellular networks. However, it is concluded from the CoMP study item that
the multipoint delay issue should be further investigated for practical applications.
One of the closely related topics is the CSI feedback in multipoint scenarios. Hence,
in Chap. 8, we address the common feedback framework (CFF) for downlink
CoMP transmissions in LTE Release 11 networks. As an ambitious goal, the CoMP
CFF targeted for proposing a total solution for CoMP so that all transmission-
specific designs could be unified into one scheme. However, all of the existing CFF
options were supported by numerous companies, and hence, the views were divided
and fragmented. Although system-level simulations showed that both the co-phase
information (CFF option 2) and the aggregated channel quality indicator (CQI) (CFF
option 3) were able to provide considerable cell-edge throughput gains compared the
non-CoMP scheme, these two CFF options were eventually rejected by 3GPP due
to lack of consensus on which option should be adopted. As a result, CFF option
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4, basically a per-point feedback scheme, was agreed to guide the designs of CSI
reporting for CoMP in LTE Release 11. The major benefit of CFF option 4 is that
it requires minimal specification efforts to include CoMP into the LTE network as a
new and competitive feature. However, the potential problem about CFF option 4 is
that it may not be able to support JT very well since any information of inter-CSI-
RS-resource or aggregated CSI is not available in this framework. Therefore, a third
campaign of CoMP for LTE Release 12 and onward will be launched in the future,
with one of the aims to enhance the feedback mechanisms for better support of JT,
including intracell site and intercell site.

9.2 Toward the Future

In the next decade, wireless communication systems will face three major chal-
lenges, which are data traffic explosion, rise of the mobile Internet, and a gigantic
number of upcoming machine-to-machine (M2M) devices (see Sect. 1.2.1). These
challenges pose a lot of new requirements for the existing 4G networks. There-
fore, the development of modern wireless communication system has entered the
enhanced 4G era and began to gradually move toward the 5G front. Higher data rate
and better quality of service will continue to be the focal points of research activities
both in academic and industrial fields.

During the 3GPP workshop meeting held in June 2012 (Sect. 1.2.3), some
preliminary proposals on the key technologies of the 5G mobile telecommunication
system were treated with great interests. Compared with the enhanced 4G system,
some new trends of the 5G network include ultrahigh rate of wireless transmission,
cloud radio access network (RAN), smart communication service provision, and
Internet of things (IoT). Several advanced technologies for 5G networks were also
briefly discussed.

• Massive MIMO technology (Samsung 2012; ZTE 2012): Considering the com-
munication on high-frequency spectrums in the future, the number of small-size
antennas stalled on a transmission point can be very large, for example, 64 or
128, to achieve a very high multiplexing gain in the system.

• Enhanced M2M communication (Fujitsu 2012; LG 2012): Current M2M com-
munication focuses on low-rate and small packet transmissions. However, in the
future, enhanced M2M communication should be considered for surveillance,
healthcare, and environment monitoring applications.

• D2D communication (Ericsson and ST-Ericsson 2012; Nokia 2012): This new
technology allows direction communication between UEs so that a large amount
of traffic can be offloaded from the core network.

The discussed technologies for the 5G system also have profound implications
for the multipoint cooperative communication. It can be foreseen that multi-
UE based cooperative communications and multi-point transmissions involving
massive-antenna BSs and a large number of UEs/machines will see some interesting
activities in the future 5G networks.

http://dx.doi.org/10.1007/978-3-642-34949-2_1
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9.3 Conclusion

This book addresses the theory and applications of multipoint cooperative com-
munication systems. In the first part, a thorough technical survey is presented and
four selected areas of theoretical studies are treated, while in the second part the
CoMP transmission and reception in the enhanced 4G networks are discussed from
a variety of aspects. Finally, we briefly share our views on the 5G system and point
out two directions for future studies on the multipoint cooperative communication
technology.
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