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The Changing Earth Science Network:
Projects 2009–2011

Diego Fernández-Prieto, Roberto Sabia and Steffen Dransfeld

Abstract To better understand the various processes and interactions that govern
the Earth system and to determine whether recent human-induced changes could
ultimately de-stabilise its dynamics, both natural system variability and the con-
sequences of human activities have to be observed and quantified. In this context,
the European Space Agency (ESA) published in 2006 the document ‘‘The Changing
Earth: New Scientific Challenges for ESA’s Living Planet Programme’’ as the main
driver of ESA’s new Earth Observation (EO) science strategy. The document
outlines 25 major scientific challenges covering all the different aspects of the Earth
system, where EO technology and ESA missions may provide a key contribution. In
this framework, and aiming at enhancing the ESA scientific support towards the
achievement of ‘‘The Challenges’’, the Agency has launched the ‘‘Changing Earth
Science Network’’, an important programmatic component of the new Support To
Science Element (STSE) of the Earth Observation Envelope Programme (EOEP).
In this foreword, the objectives of this initiative are summarized and the list of the
projects selected in the first call, and recently completed, is provided. An in-depth
overview of such projects will be provided in the following book chapters.

Keywords Earth observation � ESA � Living planet � Support to science element

D. Fernández-Prieto (&) � R. Sabia � S. Dransfeld
European Space Agency, ESA-ESRIN, EOP Directorate,
Via GalileoGalilei s/n Frascati 00044 Rome, Italy
e-mail: diego.fernandez@esa.int

D. Fernández-Prieto and R. Sabia, Remote Sensing Advances for Earth System Science,
SpringerBriefs in Earth System Sciences, DOI: 10.1007/978-3-642-32521-2_1,
� The Author(s) 2013

1



1 ESA EO Science Strategy and the Support To Science
Element (STSE)

Since their advent, satellite missions have become central in the Earth monitoring
and understanding, resulting in significant progresses in a broad range of scientific
areas. Although the Earth has undergone significant changes in the past, there is
mounting evidence that those occurring during the last 150 years are affecting the
various interactions and processes among the different components of the Earth
system. Understanding those changes, their impacts on human lives and how
anthropogenic activities affect the Earth system and its climate represent a major
scientific endeavour where EO technology is already playing a key role.

In the mid-1990s, ESA set up its Living Planet Programme (LPP) working in
close cooperation with the international scientific community to define, develop
and operate focused satellite missions addressing some of the key questions at the
core of Earth system science.

Moreover, realising the importance of further understanding the Earth and its
response to these recent changes, the European Space Agency published ‘‘The
Changing Earth: New Scientific Challenges for ESA’s Living Planet Programme’’
as the main driver of ESA’s new EO science strategy. The document outlines 25
major scientific challenges faced today covering all the different aspects of the Earth
System and climate (Oceans, Atmosphere, Cryosphere, Land Surface, Solid Earth),
where EO technology and ESA missions may provide a key contribution, namely:

The Challenges of the Oceans

1. Quantify the interaction between variability in ocean dynamics, thermohaline
circulation, sea level, and climate.

2. Understand physical and bio-chemical air/sea interaction processes.
3. Understand internal waves and the mesoscale in the ocean, its relevance for

heat and energy transport and its influence on primary productivity.
4. Quantify marine-ecosystem variability, and its natural and anthropogenic

physical, biological and geochemical forcing.
5. Understand land/ocean interactions in terms of natural and anthropogenic forcing.
6. Provide reliable model- and data-based assessments and predictions of the past,

present and future state of the ocean.

The Challenges of the Atmosphere

1. Understand and quantify the natural variability and the human-induced changes
in the Earth’s climate system.

2. Understand, model and forecast atmospheric composition and air quality on
adequate temporaland spatial scales, using ground-based and satellite data.

3. Better quantify the physical processes determining the life cycle of aerosols and
their interaction with clouds.

2 D. Fernández-Prieto et al.



4. Observe, monitor and understand the chemistry-dynamics coupling of the
stratospheric and upper tropospheric circulations, and the apparent changes in
these circulations.

5. Contribute to sustainable development through interdisciplinary research on
climate circulation patterns and extreme events.

The Challenges of the Cryosphere

1. Quantify the distribution of sea-ice mass and freshwater equivalent, assess the
sensitivity of sea ice to climate change, and understand thermodynamic and
dynamic feedbacks to the ocean and atmosphere.

2. Quantify the mass balance of grounded ice sheets, ice caps and glaciers, partition
their relative contributions to global eustatic sea-level change, and understand
their future sensitivity to climate change through dynamic processes.

3. Understand the role of snow and glaciers in influencing the global water cycle
and regional water resources, identify links to the atmosphere, and assess likely
future trends.

4. Quantify the influence of ice shelves, high-latitude river run-off and land ice
melt on global thermohaline circulation, and understand the sensitivity of each
of these fresh-water sources to future climate change.

5. Quantify current changes taking place in permafrost and frozen-ground
regimes, understand their feedback to other components of the climate system,
and evaluate their sensitivity to future climate forcing.

The Challenges of the Land Surface

1. Understand the role of terrestrial ecosystems and their interaction with other
components of the Earth System for the exchange of water, carbon and energy,
including the quantification of the ecological, atmospheric, chemical and
anthropogenic processes that control these biochemical fluxes.

2. Understand the interactions between biological diversity, climate variability
and key ecosystem characteristics and processes, such as productivity, struc-
ture, nutrient cycling, water redistribution and vulnerability.

3. Understand the pressure caused by anthropogenic dynamics on land surfaces
(use of natural resources, and land-use and land-cover change) and their impact
on the functioning of terrestrial ecosystems.

4. Understand the effect of land-surface status on the terrestrial carbon cycle and
its dynamics by quantifying their control and feedback mechanisms for deter-
mining future trends.

The Challenges of the Solid Earth

1. Identification and quantification of physical signatures associated with volcanic
and earthquake processes—from terrestrial and space-based observations.

2. Improved knowledge of physical properties and geodynamic processes in the
deep interior, and their relationship to Earth-surface changes.
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3. Improved understanding of mass transport and mass distribution in the other
Earth System components, which will allow the separation of the individual
contributions and a clearer picture of the signal due to solid-Earth processes.

4. An extended understanding of core processes based on complementary sources
of information and the impact of core processes on Earth System science.

5. The role of magnetic-field changes in affecting the distribution of ionised
particles in the atmosphere and their possible effects on climate.

To reinforce this strategy, in 2008 it was established the Support to Science
Elements (STSE) (www.esa.int/stse), to provide scientific support for both future
and on-going missions, by taking a pro-active role in the formulation of new
mission concepts and products, by offering support to the scientific use of ESA EO
multi-mission data and promoting the achieved results.

In this context, STSE main pillars aim at:

• Developing novel mission concepts in preparation for the next generation of
European scientific missions;

• Developing advanced algorithms and innovative products that exploit the
increasing ESA multi-mission capacity;

• Reinforcing ESA collaboration with the major international scientific pro-
grammes and initiatives in Earth system sciences;

• Support the Next Generation of Earth System European Scientists (The
Changing Earth Science Network).

2 The Changing Earth Science Network

As one of the main programmatic components of the STSE, ESA launched in 2008
a new initiative—the Changing Earth Science Network—to support young sci-
entists to undertake leading-edge research activities contributing to achieve the 25
scientific challenges of the LPP by maximising the use of ESA data.

The initiative is implemented through a number of research projects proposed
and led by early-stage scientists at post-doctoral level for a period of 2 years.
Projects undertake innovative research activities furthering into the most pressing
issues of the Earth system, while exploiting ESA missions data with special
attention to the ESA data archives and the new Earth Explorer missions.

Specifically, the initiative aims at:

• Contributing to the scientific advancement in Member States towards the
achievement of the new 25 strategic challenges of the Living Planet Programme;

• Fostering the use of ESA EO data by the Earth Science community maximising
the scientific return (in terms of scientific results and publications) of ESA EO
missions;

• Contributing to consolidate a critical mass of young scientists in Europe with a
good scientific and operative knowledge of ESA EO missions, assets and
programmes;

4 D. Fernández-Prieto et al.
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• Promoting the development of a dynamic research network in ESA Member
States addressing key areas of relevance for ESA missions and the ESA science
strategy;

• Enhancing interactions, exchanging know-how and allowing cross fertilisation
between ESA and Earth science laboratories, research centres and universities.

The first call for proposals, issued in 2008 and implemented in 2009, resulted in
the selection of 11 post-doctoral scientists from the Agency’s Member States
based on the scientific merit of the individual projects. The final results of this call,
discussed in the following chapters, include several important advances and
insights in the use of ESA EO data to address some of the key current Earth
science open points. A second call for proposals was issued in early 2010 to be
implemented between 2011 and 2013, resulting in a further selection of 10 lead-
ing-edge research activities, which are currently on-going. A new call is in
preparation and will be issued in early 2012. The map below shows the geographic
distribution of the individual researchers’ institutes (Fig. 1).

This volume collects some of the results obtained by the first set of projects
started in 2009 and completed in 2011 (table below provide a complete list of these
projects). They describe research activities exploiting data coming from several
remote sensors onboard a wide suite of ESA (ERS-1/2 and Envisat), EUMETSAT,
NASA and JAXA satellites (among others). The authors remarked the envisaged
enhanced capabilities that will be offered in the near future with the launch of the
Sentinel satellites of the GMES programme.

Fig. 1 Distribution of the participants at the Changing Earth Science Network
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In summary, the projects described in the following provide cutting-edge
advanced exploitation of satellite data relevant to a broad range of scientific
applications, towards an improved monitoring of the integrated Earth system.

3 Project List

The previous table provides a complete list of the projects.

Acknowledgments The authors of this Preface wish to thank ESA EOP Directorate and relevant
departments/divisions for supporting the—Changing Earth Science Network—programme, and
especially colleagues acting as internal contact point that have contributed to this with their
expertise and dedication.

The Changing Earth Science Network: Projects 2009–2011 7



CARBONGASES—Retrieval
and Analysis of Carbon Dioxide
and Methane Greenhouse Gases
from SCIAMACHY on Envisat

Oliver Schneising

Abstract CARBONGASES aims at making a contribution to fill the significant
gaps in our understanding of the global carbon cycle by improving our knowledge
about the regional sources and sinks of the two most important anthropogenic
greenhouse gases, carbon dioxide and methane. To this end, global multi-year
satellite data sets, namely column-averaged dry air mole fractions of carbon
dioxide and methane retrieved from the SCIAMACHY instrument onboard the
European environmental satellite Envisat are generated. CARBONGASES
embodies seven years (2003–2009) of greenhouse gas information derived from
European Earth observation data improving and extending pre-existing retrievals
to maximise the quantitative information on regional surface fluxes of greenhouse
gases which can be inferred from the SCIAMACHY data products using inverse
modelling.

Keywords CO2 � CH4 � Greenhouse gases sinks and sources �Multi-year data sets

1 Introduction

Carbon dioxide (CO2) and methane (CH4) are the two most important anthropo-
genic greenhouse gases and contribute to global climate change. Both gases have
increased significantly since the start of the Industrial Revolution and are now
about 40 and 150 %, respectively, higher compared to the pre-industrial levels
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[25]. While the CO2 concentrations have risen steadily during the last decades,
atmospheric CH4 levels were rather stable from 1999 to 2006 [3, 9] before a
renewed growth was observed from surface flask measurements since 2007 [10,
18]. Despite their importance, there are still many gaps in our understanding of the
sources and sinks of these greenhouse gases [26] and their biogeochemical feed-
backs and response in a changing climate, hampering reliable climate predictions.
However, theoretical studies have shown that satellite measurements have the
potential to significantly reduce surface flux uncertainties by deducing strength and
spatiotemporal distribution of the sources and sinks via inverse modelling, if the
satellite data are accurate and precise enough [11, 15, 17]. The reduction of
regional flux uncertainties requires high sensitivity to near-surface greenhouse gas
concentration changes because the variability due to regional sources and sinks is
largest in the lowest atmospheric layers.

The SCIAMACHY instrument onboard the European environmental satellite
Envisat (launched in 2002) [4, 8] was the first and is now with TANSO onboard
GOSAT (launched in 2009) [28] one of only two satellite instrument currently in
space enabling the retrieval of carbon dioxide and methane with significant sen-
sitivity in the boundary layer by using measurements of reflected solar radiation in
the near-infrared/shortwave-infrared (NIR/SWIR) spectral range. Therefore,
SCIAMACHY plays a pioneering role in the relatively new area of greenhouse gas
observations from space. OCO-2 (to be launched in 2013) [2] will be another
satellite designed to observe atmospheric CO2 in the same spectral region as
SCIAMACHY and TANSO. CarbonSat [5], which is one of two candidates Earth
Explorer Opportunity Missions (EE-8) (to be launched in 2018) shall also measure
CO2 and CH4 in this spectral range. The CARBONGASES project ensures that the
era of continuous greenhouse gas observations from space with high sensitivity to
near-surface concentration changes starts with the European Envisat satellite.

2 Methodology

The column-averaged dry air mole fractions of carbon dioxide and methane (denoted
XCO2 and XCH4) are derived using O2, CO2, and CH4 vertical colums retrieved from
SCIAMACHY nadir spectra of reflected solar radiation in the near-infrared/short-
wave-infrared (NIR/SWIR) spectral region with an improved version of the
Weighting Function Modified DOAS (WFM-DOAS) algorithm [6, 7, 21–24]. The
mole fractions are obtained from the vertical column amounts of the greenhouse
gases by normalising with the air column, which can be determined by a simulta-
neously measured gas with less variability, e.g., O2.

WFM-DOAS is a least-squares method based on scaling pre-selected atmo-
spheric vertical profiles. The logarithm of the sun-normalised radiance can be
assumed locally as a linear function of the vertical columns under the scaling
assumption of the vertical profiles of the absorbing gases if the linearisation point

10 O. Schneising



�V is close enough to V, where the components of vector V, denoted Vj, are the
vertical columns of all trace gases which have absorption lines in the selected
fitting window. Hence, the modelled radiation is given by

ln Imod
kl
ðV; bÞ ¼ ln Imod

kl
ð�VÞ þ

XJ

j¼1

o ln Imod
kl

oVj

����
�Vj

� ðVj � �VjÞ þ PklðbÞ ð1Þ

with the center wavelength kl of detector pixel number l and vector of polynomial
coefficients b of polynomial P. A derivative, also called weighting function, with
respect to a vertical column refers thereby to the change of the top-of-atmosphere
radiance caused by a scaling of a pre-selected absorber concentration vertical profile.

Since the number of spectral points m in the fitting window is greater than the
number n of parameters to retrieve, the problem is overconstrained and a linear
least-squares approach is suitable for the retrieval of the desired vertical columns.
The radiative transfer model is fitted to the logarithm of the observed sun-norma-
lised radiance Iobs by minimising the difference between observation and model,
i.e., the Euclidean norm of fit residuum vector RES (with components RESl), for all
spectral points kl simultaneously. The least-squares WFM-DOAS equation is then

Xm

l¼1

ln Iobs
kl
� ln Imod

kl
ðV̂; b̂Þ

� �2
� RESk k2

2 ! min. ð2Þ

where the model is given by (1) and the fit parameter vectors or vector components
are indicated by a hat. The fit parameters are the desired trace gas vertical columns
V̂j and the polynomial coefficients. An additional fit parameter also used (but for
simplicity omitted in the equations given above) is the shift (in Kelvin) of a pre-
selected temperature profile. This fit parameter has been added in order to take the
temperature dependence of the trace gas absorption cross-sections into account.

The least-squares problem can also be expressed in the following vector/matrix
notation. Given a forward model by

y ¼ Axþ e ð3Þ

with m-dimensional measurement vector y, n-dimensional state vector x, ðm� nÞ
weighting function matrix A, and model error e, the most probable inference pðxjyÞ
is obtained by minimising v2 ¼ ky� A xk2

2 with respect to x. The solution is

x̂ ¼ CxAT y; Cx ¼ ðAT AÞ�1 ð4Þ

where Cx is the covariance matrix of solution x̂.
In order to avoid time-consuming on-line radiative transfer simulations, a fast

look-up table scheme has been implemented. The pre-computed spectral radiances
and their derivatives (e.g., with respect to trace gas concentration and temperature
profile changes) depend on solar zenith angle, surface elevation (pressure), surface
albedo, and water vapour amount (to consider possible non-linearities caused by
the high variability of atmospheric water vapour). These reference spectra are
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computed with the radiative transfer model SCIATRAN [20] for assumed (e.g.,
climatological) ‘‘mean’’ columns �V solely depending on surface elevation. Mul-
tiple scattering is fully taken into account.

3 Results

All available SCIAMACHY spectra (Level 1b version 6 converted to Level 1c by
the ESA SciaL1C tool using the standard calibration) for the years 2003–2009
have been processed using the improved retrieval algorithm WFM-DOAS version
2.0/2.1 [23, 24]. An overview of the long-term global data sets is shown in Figs. 1
and 2. Selected carbon dioxide and methane results are discussed in the following
subsections.

3.1 Carbon Dioxide

The carbon dioxide mole fractions as a function of latitude and time are shown in
Fig. 1 demonstrating the pronounced seasonal cycle due to growing and decaying
vegetation and the steady increase of atmospheric carbon dioxide primarily caused
by the burning of fossil fuels.

Growth rate and seasonal cycle. To examine the increase with time and the
seasonal cycle more quantitatively, the SCIAMACHY results are compared to the
CarbonTracker release 2010 assimilation system [16] based on monthly data. The
CarbonTracker XCO2 fields as used for this study have been sampled in space and
time as the SCIAMACHY satellite instrument measures. The SCIAMACHY
altitude sensitivity has been taken into account by applying the SCIAMACHY
CO2 column averaging kernels to the CarbonTracker CO2 vertical profiles. The
retrieved continuous increase with time is consistent with CarbonTracker. An
analysis of global, hemispheric, and smaller zonal averages demonstrates that the
annual mean increase agrees with the assimilation system within the error bars
amounting to about 2 ppm/year, respectively.

For the Northern Hemisphere we also find good agreement of the phase of the
CO2 seasonal cycle with the model resulting in a pronounced correlation of the
two data sets (r ¼ 0:98). In contrast to the Northern Hemisphere, the seasonal
cycle is less pronounced in the Southern Hemisphere and systematic phase dif-
ferences are observed leading to a somewhat smaller correlation (r ¼ 0:91) which
is, nevertheless, quite high due to the observed consistent increase with time in
both data sets. The discrepancy of the phases in the Southern Hemisphere can
probably be ascribed to a large extent to the higher weight on ground scenes with
occurrences of subvisual thin cirrus (induced by the restriction to land and the
smaller land fraction compared to the Northern Hemisphere). Cirrus clouds are not
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explicitly considered in WFM-DOAS yet and are hence a potential error source
leading to a possible overestimation of the carbon dioxide mole fractions for
scenes with high subvisual cirrus fraction [21]. Although cloud parameters are not
included in the state vector of the current WFM-DOAS version, the influence of
thin clouds on the retrievals is minimised resulting in much better agreement with
CarbonTracker compared to the previous WFM-DOAS version especially in the
Southern Hemisphere. The achieved reduction of the amplitude of the seasonal
cycle is presumably a consequence of the interaction of the more realistic default
aerosol scenario used in the forward model, improved spectroscopy and calibra-
tion, and the change-over to the SCIAMACHY Absorbing Aerosol Index to filter
strongly aerosol contaminated scenes, in particular desert dust storms.

From the analysis of several zonal averages it can be concluded that the mean
amplitude of the retrieved seasonal cycle is typically about 1 ppm larger than for
CarbonTracker deriving for example 4:3� 0:2 ppm for the Northern Hemisphere
and 1:4� 0:2 ppm for the Southern Hemisphere from the SCIAMACHY data.
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In contrast to the growth rates, the seasonal cycle amplitude differences between
SCIAMACHY and CarbonTracker are significant. The less pronounced seasonal
cycle of CarbonTracker compared to the satellite data might be explainable to
some extent by a too low net ecosystem exchange (NEE) between the atmosphere
and the terrestrial biosphere in the underlying Carnegie-Ames Stanford Approach
(CASA) biogeochemical model [13]. On the other hand, it cannot be completely
excluded that undetected seasonally varying thin cirrus clouds might also con-
tribute to some extent to the observed differences in the seasonal cycle amplitudes.

Boreal carbon uptake. Another related aspect analysed is the boreal forest
carbon uptake during the growing season and its local partitioning between North
America and Eurasia. To this end, longitudinal gradients of atmospheric carbon
dioxide are studied during May–August (the period between the maximum and
minimum of the seasonal cycle), which are the basic signals to infer regional
fluxes, using a region consisting of equally sized slices in North America and
Eurasia covering the bulk of the boreal forest area of the planet. When an air parcel
flows over the boreal forest, more and more carbon is steadily taken up by the
growing vegetation leading to a gradient parallel to wind direction with smaller
values at the endpoint compared to the starting point. Due to the fact that the
prevailing wind direction in mid- to high-latitudes is from west to east, one would
expect a negative west-to-east longitudinal gradient for the considered region
because the air masses are mainly moving according to this wind direction over the
uptake region.

The gradients are derived by calculating meridional averages of seasonally
averaged (May–August) SCIAMACHY and CarbonTracker XCO2 as a function of
longitude (in 0.5� bins) and linear fitting the corresponding west-to-east gradient
weighted according to the standard deviations of the meridional averages. The
associated error is derived from the square root of the covariance of the linear fit
parameter. This investigation of the boreal forest carbon uptake during the
growing season shows good agreement between SCIAMACHY and Carbon-
Tracker concerning the annual variations of the gradients (see Fig. 3). While there
is also very good quantitative agreement of the gradients for the overall region,
there are systematic differences if both slices are analysed separately suggesting
stronger American and weaker Eurasian uptake. However, these differences are
not significant because both data sets agree within their error bars.

The suggested difference between CarbonTracker and SCIAMACHY con-
cerning the relative strengths of the Eurasian and North American boreal forest
uptake might be linked to the recent finding that modified CASA flux strengths and
timings of the seasonal cycle introduce differences in corresponding gradients [12].
Therefore, a potential regional timing error in the onset of the forest uptake in the
CASA model might contribute to the observed difference between CarbonTracker
and SCIAMACHY. This potential contribution to the differences can be minimised
by averaging over shorter time periods starting later. Actually, the restriction to
June–August reduces the differences between CarbonTracker and SCIAMACHY
concerning the relative regional uptake strengths to some extent, but the qualitative
findings concerning regional partitioning remain the same.
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3.2 Methane

The methane mole fractions as a function of latitude and time are shown in Fig. 2.
The retrieved methane results show that after years of stability, atmospheric
methane has started to rise again in recent years which is consistent with surface
measurements [10, 18]. Major methane source regions like the Sichuan Basin in
China which is famous for rice cultivation and the interhemispheric gradient with
larger methane concentrations in the Northern Hemisphere are clearly visible in
the data (see Fig. 4).

Due to proceeding detector degradation in the spectral range used for the
methane column retrieval, the results since November 2005, when the impact of
solar protons resulted in random telegraph noise of the detector pixel measuring
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the strongest CH4 absorption in the Q-branch of the 2m3 band, are of reduced
quality manifesting itself in particular by larger scatter. There are also indications
for possible systematic effects; e.g, Fig. 2 suggests a potential negative tropical
bias since that time.

Renewed growth. To examine the renewed methane growth in recent years
more quantitatively the SCIAMACHY results are compared to the TM5-4DVAR
inverse model [1, 14], which is optimised by assimilating highly accurate surface
measurements at background sites from the NOAA/ESRL network, taking the
SCIAMACHY averaging kernels into account. The global comparison with
SCIAMACHY based on monthly data shows a pronounced correlation (r ¼ 0:84)
and a consistent anomaly of about 7 ppb/year since 2007.

Analysing the results for several zonal averages, the largest increase of the
SCIAMACHY data is observed for the tropics and northern mid- and high-latitudes.
This is consistent with [10] and the speculation that possible drivers of this renewed
increase are positive anomalies of arctic temperatures and tropical precipitation.

Due care has been exercised to minimise the influence of detector degradation
on the quantitative estimate of this anomaly. In this context it has to be pointed out
that a static pixel mask is used since November 2005 including the entire time
period of renewed increase to ensure that the observed growth is not artificially
introduced by proceeding detector degradation.

3.3 Validation

From the validations with ground-based Fourier Transform Spectroscopy (FTS)
measurements and comparisons with model results (CarbonTracker XCO2 and
TM5-4DVAR XCH4) at eight Total Carbon Column Observing Network
(TCCON) sites [27] distributed over Europe, America, and Australia, realistic
error estimates of the satellite data are provided [24] and summarised in Table 1.
Such validation is a prerequisite to assess the suitability of data sets for their use in
inverse modelling. The different averaging kernels of SCIAMACHY and FTS
influencing the respective absolute amounts of retrieved seasonal variability and
annual increase have to be taken into account appropriately. According to [19] this

Table 1 Error characterisation of the WFM-DOAS v2.1 XCO2 and v2.0.2 XCH4 data products

XCO2 (ppm) XCH4 (ppb)

SCIA-FTS SCIA-CT SCIA-FTS SCIA-TM5

Global offset 0.8 0.1 -0.3 15
Regional precision 2.2 2.2 18 (13; 16) 16 (12; 13)
Relative accuracy 1.1 1.2 19 (1.3; 21) 7.7 (2.8; 15)

The values in brackets for methane correspond to the two periods before and after the pixel mask
change due to detector degradation at the beginning of November 2005 revealing the worsening
of retrieval quality afterwards
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can be achieved by adjusting the measurements for a common a priori profile. For
simplicity, the modelled profiles (CarbonTracker for XCO2 and TM5-4DVAR for
XCH4) are used as common a priori enabling direct comparability of SCIAM-
ACHY, FTS, and the corresponding model results:

cadj ¼ ĉþ 1
p0

X

l

1� Al
� �

xl
mod � xl

a

� �
Dpl ð5Þ

In this equation, ĉ represents the column-averaged mole fraction retrieved by
SCIAMACHY or FTS, l is the index of the vertical layer, Al the column averaging
kernel, xl

a the a priori mole fraction, and xl
mod the modelled mole fraction (and new

common a priori) of layer l. pl is the pressure difference between the upper and
lower boundary of layer l and p0 denotes surface pressure.

The relevant parameters for quality assessment are the global offset which is
defined as the averaged mean difference to the reference data set over all sites, the
regional precision relative to the reference which is the averaged standard devi-
ation of the differences, and the relative accuracy which is the standard deviation
of the mean differences to FTS or model simulations. The results are summarised
in Table 1 indicating that SCIAMACHY carbon dioxide retrievals potentially
provide valuable information for regional source/sink determination by inverse
modelling techniques in places where surface flask observations are sparse and
suggesting that the SCIAMACHY methane data are suitable for global inverse
modelling at least before November 2005.
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CLARIFI—Aerosol Direct Radiative
Effect in Cloudy Scenes Retrieved
from Space–Borne Spectrometers

Martin de Graaf

Abstract The retrieval of the aerosol direct radiative effect of smoke aerosols in
cloudy scenes using space–borne spectrometers is described. The retrieval of
aerosol parameters and radiative effects from satellite is often hampered by
residual clouds in a scene. However, aerosols that absorb solar radiation in the
ultraviolet (UV) reduce the reflectance in the UV measured by space-borne
spectrometers, and can be detected even in the presence of clouds. The absorption
of radiation by small UV-absorbing aerosol disappears in the shortwave infrared
(SWIR) and cloud properties can be retrieved here. This can be used to quantify
the aerosol direct radiative effect (DRE) in the cloudy scene, by modelling the
aerosol–unpolluted cloud reflectance spectrum and comparing it to the measured
aerosol–polluted cloud reflectance spectrum. The algorithm to retrieve the aerosol
DRE over clouds is applied here to SCIAMACHY shortwave reflectance mea-
surements of marine cloud scenes. The maximum aerosol direct radiative effect
found from these measurements is 124� 7 Wm�2, which means that about 14 %
of the incoming solar irradiance was absorbed by the smoke aerosols.

Keywords Clouds � Aerosol � Radiative transfer modelling

1 Introduction

The radiative effect of aerosols is one of the least certain components in global
climate models [14]. This is mainly due to the aerosol influences on clouds.
Aerosols can influence e.g. cloud formation, cloud albedo and cloud life time,
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through their role as cloud condensation nuclei, which are called the indirect
effects of aerosols [8]. But even the aerosol direct radiative effect (DRE), the
component of aerosol radiative forcing that neglects all influences on clouds, is
still poorly constrained, due to the heterogeneous distribution of aerosol sources
and sinks and the influence of clouds on global observations of aerosols. In par-
ticular, the characterisation of aerosol properties in cloudy scenes has proved
challenging.

Modelling studies and observational evidence suggest that the DRE strongly
depends on the underlying surface. Over dark surfaces like the ocean, the scat-
tering effects of the aerosols dominate, leading to a negative DRE, while over
bright surfaces and clouds aerosol absorption decreases the scene albedo, leading
to a less negative or positive DRE [e.g.[6]]. However, modelling studies of aerosol
DRE differ in magnitude and sign, because of their strong dependence on aerosol
microphysical properties used in the simulations. Aerosol microphysical properties
can be found from air–borne measurements, e.g. during the SAFARI 2000 field
campaign [5], or globally using satellite measurements. Aerosols significantly
affect the polarised light reflected by clouds under certain scattering geometries,
which can be used to derive aerosol optical properties in cloudy scenes using
space–borne polarimetry measurements [13]. In the case of active remote sensing,
like lidar, the atmospheric scattering properties are vertically resolved, allowing
for separation of aerosol and cloud properties in a small but global track [1]. The
retrieved aerosol microphysical and optical properties can be used to compute the
aerosol DRE over clouds, but the accuracy of these results is strongly influenced
by the accuracy of the aerosol parameters that are assumed to represent the actual
aerosols.

Small aerosols, like smoke from vegetation fires, reduce the scene reflectance in
the UV and visible spectral region only, which may be used to retrieve the spectral
optical aerosol properties in individual cases by fitting modelled reflectance
spectra to the measured spectrum [3]. However, in general a unique solution is not
possible, due to the large number of aerosol properties determining the reflectance
spectrum. The measured reduction of UV–reflectance can also be used directly to
determine the aerosol DRE in cloudy scenes, by comparing it to a reflectance
spectrum of an aerosol–unpolluted scene [10]. This avoids the need for retrieved or
assumed aerosol parameters. In this chapter the aerosol DRE over clouds is
derived using this method with reflectance measurements of aerosol–polluted
marine cloud scenes over the South Atlantic Ocean from SCIAMACHY and
modelled reflectances of aerosol–unpolluted cloud scenes. The aerosol DRE over
clouds can be large over the South Atlantic Ocean in the boreal summer months
(June–September), when annually recurring biomass burning events during the
local dry season in southern Africa produce light–absorbing aerosols that are
advected over semi–permanent marine stratiform clouds [3, 11].
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2 Theory

A radiative forcing or radiative effect of an atmospheric constituent x can be
defined as the difference in the net irradiance DE at a certain level with and
without the forcing constituent [7]:

DEx ¼ Enet
with x � Enet

without x; ð1Þ

where the net irradiance is defined as the difference between the downwelling and

upwelling irradiances, Enet ¼ E# � E". Therefore, at the top–of–the-atmosphere
(TOA), where the downwelling irradiance is the incoming solar irradiance E0 for
all scenes, the radiative effect of aerosols overlying a cloud is given by

DETOA
aer ¼ E" TOA

cld � E" TOA

cld+aer; ð2Þ

where the upwelling irradiance at the TOA for an aerosol-free cloud scene is

E" TOA

cld and the upwelling irradiance for an aerosol-polluted cloud scene E" TOA

cld+aer.

Therefore, if energy is absorbed in the atmosphere by the aerosols, the radiative
forcing is positive.

The monochromatic irradiance Ek of radiant energy is defined by the normal
component of the monochromatic radiance Ik, integrated over the entire hemi-
sphere solid angle. In polar coordinates, this can be written as

Ek ¼
l0E0k

p

Z2p

0

Z1

0

Rkðl;/; l0;/0Þldld/: ð3Þ

In Eq. (3), l0 is the cosine of the solar zenith angle h0, l the cosine of the viewing
zenith angle h, and /0 and / the azimuth angle of the incoming and outgoing
beam relative to the scattering plane, respectively. l0E0 is the TOA solar irradi-
ance incident on a horizontal surface unit and R is the reflectance, defined as

Rk ¼
pIk

l0E0k
: ð4Þ

The (local) plane albedo A for a scene is defined as the integral of the reflectance R
over all angles

Akðl0Þ ¼
1
p

Z2p

0

Z1

0

Rkðl;/; l0;/0Þldld/: ð5Þ

By substituting Eqs. (5) in (3) and integrating over wavelength, the aerosol effect
at the TOA, Eq. (2), becomes
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DEaer ¼
Z 1

0
l0E0 Acld � Acld+aer

� �
dk: ð6Þ

Here we have omitted the wavelength and solar zenith angle dependence of the
terms on the right hand side.

The aerosol DRE over clouds can be determined using radiative transfer model
(RTM) results for the first term in Eq. (6), Acld, and measurements of the
reflectance RðkÞ from SCIAMACHY for the second term, Acld+aer. SCIAM-
ACHY performs contiguous measurements from 240 and 1750 nm. Therefore, the
wavelength integration is also from 240 to 1750 nm.

For the simulated case the plane albedo can be obtained from the model results,
by integrating the reflectances in all directions. However, for the measured case
with clouds and aerosols, only the reflectance in the measured direction is known.
Therefore, the plane albedo for this scene must be estimated.

A measure for the angular distribution of the scattering energy as a function of
the scattering angle for a scene is the anisotropy factor Bk,

Bk ¼ Rk=Ak: ð7Þ

Assuming that the anisotropy factors are the same for the clean and polluted cloud
scenes, Bcld ¼ Bcld+aer, Eq. (6) can be written as

DEaer ¼
Z 1750nm

240nm

l0E0 Rcld � Rcld+aer
� �

Bcld
dkþ e: ð8Þ

The term e contains the errors due to assumptions and measurement uncertainties.
The measurement uncertainty of the aerosol DRE for SCIAMACHY was derived
by applying the algorithm to aerosol–free cloud scenes. This should yield a zero
aerosol DRE and differences can be attributed to systematic and random errors.
Furthermore, an aerosol–polluted cloud scene was modelled using an RTM, to
determine the additional errors in the algorithm from the presence of the aerosol
layer. These errors were small, in the order of 1–2 Wm�2. The total uncertainty of
the SCIAMACHY aerosol DRE was about 7 Wm�2 [4].

3 Results

The aerosol DRE was derived using Eq. (8) from SCIAMACHY measurements on
13 August 2006 over the South Atlantic Ocean west of Africa. During this day
smoke from biomass burning on the African mainland was drifted over the ocean
in a layer between about 2–5 km altitude. Underneath this smoke layer, clouds
were present over the ocean at about 1 km altitude. The horizontal distribution of
the clouds and aerosols is shown by the SCIAMACHY effective Cloud Fraction in
Fig. 1a and the SCIAMACHY Absorbing Aerosol Index in Fig. 1b, respectively.
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The vertical distribution of the clouds and aerosols along the Calipso track in
Fig. 1b is shown in Fig. 2. The corresponding aerosol DRE field over marine
clouds is shown in Fig. 1c, for all scenes over the ocean containing water clouds
with effective cloud fractions greater than 0:3. It shows the unprecedented details
of measured absorbed energy by aerosols over clouds. Clearly, the aerosol DRE is
highly variable with location, dropping off to zero at the edges of the smoke field,
which corresponds with the AAI gradient. The maximum aerosol DRE over clouds

0.0 0.2 0.3 0.5 0.7 0.8 1.0

Cloud
Fraction

-1.0 0.0 1.0 2.0 3.0 4.0 5.0

SCIAMACHY Abs.
Aerosol Index

-1 19 40 61 82 103 124   -1<_

SCIAMACHY Aerosol
Direct Radiative Effect

[Wm-2]

(a) (b) (c)

Fig. 1 MERIS RGB composite showing the horizontal cloud distribution over the west coast of
Africa on 13 August 2006, from 09:13:27–09:22:48 UTC, overlaid with a SCIAMACHY/
FRESCO effective cloud fraction; b SCIAMACHY Absorbing Aerosol Index; c SCIAMACHY
Aerosol Direct Radiative Effect [Wm�2], retrieved over marine clouds only. This shows the
horizontal distribution of smoke over clouds over the South Atlantic Ocean, and the subsequent
positive DRE due to the absorption of radiation by the aerosols. The vertical distribution of
clouds and aerosols along the white Calipso track is shown in Fig. 2. The minimum distance
between the Calipso track and the selected pixel (shown by the arrow) is 300 km. The aerosol
absorption in the selected pixels is shown in Fig. 3

Fig. 2 CALIOP 532 nm
backscatter signal on 13
August 2006, from 01:19:46–
01:26:43 UTC, showing the
vertical distribution of
aerosols between 2–5 km
(yellow/green) above clouds
around 1 km (grey), along the
Calipso track marked in white
in Fig. 1. The red arrow
corresponds to the white dot
in Fig. 1
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measured by SCIAMACHY on this day is 124�7 Wm�2, in the scene indicated by
the arrow.

The measured reflectance spectrum for the scene indicated by the arrow in
Fig. 1 is plotted in Fig. 3 in red. It shows the increase of the reflectance with
wavelength for a scene with clouds and aerosols. The simulated reflectance
spectrum of the aerosol–unpolluted cloud for this scene is plotted in blue. The
cloud parameters were retrieved at various parts of the spectrum, as indicated. The
cloud pressure and effective cloud fraction were derived using the oxygen-A band
at 760 nm [12]. This cloud retrieval algorithm is not affected by aerosols overlying
the clouds [13], if the aerosol optical thickness is reasonably small (smaller than
about 1–2), which is the case for advected smoke layers. The cloud optical
thickness and cloud droplet effective radius were retrieved at 1246 and 1640 nm,
using simulated reflectances of water clouds [9]. At these SWIR wavelengths the
aerosol absorption optical thickness is negligible and unbiased cloud parameters
can be retrieved [4]. The total ozone column was retrieved using the ozone
absorption between 325 and 335 nm [2]. The surface albedo (not shown) was
assumed to be low and constant for the ocean. Using these scene and cloud
parameters, the reflectance spectrum of an aerosol–unpolluted water cloud scene
can be retrieved from pre–calculated water cloud reflectance spectrum simulations
[4].

The difference between the simulated aerosol–polluted cloud scene reflectance
and the measured scene reflectance is large in the UV, due to the radiation
absorption by the aerosols as indicated by the yellow area. The difference disap-
pears around 1246 nm by construction, but the measured reflectance suggests that
the aerosol influence disappears already around 1100 nm.

Fig. 3 SCIAMACHY measured reflectance spectrum (red) on 13 August 2006, 09:19:43 UTC of
the scene indicated by the arrow in Fig. 1, and the modelled equivalent aerosol–unpolluted cloud
reflectance spectrum (blue) for this scene. The difference between these two spectra (yellow,
labelled ‘aerosol absorption’) indicates the irradiance absorbed by the aerosols (see Fig. 4). The
parameters to model the cloud scene were retrieved at various parts of the spectrum (ozone (O3)
between 325–335 nm, cloud fraction (CF) and cloud pressure (CP) at 760 nm, cloud optical
thickness (scld) and cloud droplet effective radius (reff ) at 1246 nm and 1640 nm). The AAI was
retrieved from the reflectances at 340 and 380 nm
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The various terms of Eq. (8) for the aerosol DRE in the scene indicated in
Fig. 3 are illustrated in Fig. 4 as a function of wavelength in SCIAMACHY’s
spectral range. The reflectance difference between the simulated aerosol–unpol-
luted cloud reflectance spectrum and the measured reflectance spectrum ðRk; cld �
Rk; cldþ aerÞ is given in Fig. 4a. This is the same as the yellow area in Fig. 3a. This
figure clearly shows that the aerosol absorption optical thickness disappears at
wavelength longer than about 1100 nm. It also disappears at wavelengths shorter
than about 300 nm, because at those wavelengths all the radiation has been
absorbed by ozone. This means that the SCIAMACHY spectral range suffices to
capture all aerosol absorbing effects. The anisotropy factor for the modelled cloud
scene Bk;cld is plotted in Fig. 4b; it is typically 0:8� 1:0. The anisotropy factor for
the aerosol–polluted cloud scene is not known, but a modelling study showed that
the effect of an overlying aerosol layer on the anisotropy layer is small, at least for
solar zenith angles smaller than 60� [4]. The normalised solar irradiance at TOA
l0E0 is given in Fig. 4c. The total incident solar irradiance from 240–1750 nm can
be obtained by integrating the given irradiance spectrum and was 903 Wm�2. The
spectral irradiance change due to aerosol absorption ðEk;cld � Ek;cldþaerÞ can be
obtained by combining these three terms according to Eq. (6), and is plotted in
Fig. 4d. By integrating over wavelength the total aerosol DRE over clouds DEaer
was found to be 124�7 Wm�2 for this scene.

(a)

(c) (d)

(b)Fig. 4 The various terms of
Eq. (6) to determine the
aerosol DRE over clouds for
the indicated scene in Fig. 1,
as a function of wavelength in
the SCIAMACHY spectral
range. a The reflectance
difference between the
modelled aerosol–unpolluted
and the measured aerosol–
polluted cloud scene (same as
shaded area in Fig. 3); b The
anisotropy factor of the
modelled aerosol–unpolluted
cloud scene; c The incoming
normalised solar irradiance at
TOA; d The net irradiance
change, i.e. the aerosol DRE
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4 Conclusions

The aerosol DRE in cloud scenes was retrieved from SCIAMACHY reflectance
measurements by comparing it to modelled aerosol-unpolluted cloud reflectance
spectra. The reflectance spectra of aerosol–unpolluted water clouds can be simu-
lated using pre–computed tables of reflectances at various wavelengths. Using
cloud parameters determined from the measured spectrum, at wavelengths where
aerosols have no effect on the reflectance, the equivalent aerosol–unpolluted cloud
reflectance spectrum for a scene can be simulated. The reflectance change in the
UV due to radiation absorption by aerosols can be converted to a shortwave flux
directly, which avoids the need for aerosol parameters retrievals or assumptions.
This can help validate modelling results of aerosol DRE, which use the modelled
radiative fluxes in an aerosol–loaded and aerosol–free scene. These results are
commonly very sensitive to the assumed aerosol optical and micro-physical
properties.

The SCIAMACHY measured aerosol DRE over clouds in the South Atlantic
Ocean was found to be as large as 124�7 Wm�2, which means the aerosols
absorbed about 14 % of the incoming solar radiation. The measured aerosol DRE
over clouds show details due to variations in the smoke and cloud fields, that can
currently not be resolved by chemistry–transport models. Therefore, the mea-
surements from SCIAMACHY and other space–borne spectro(radio)meters may
prove very valuable for understanding the radiative effects of aerosols on clouds.

The use of retrieved cloud optical thickness and cloud droplet effective radius to
construct a (water cloud) reflectance spectrum implies an implicit separation of the
aerosol DRE in cloudy scene from that in clear skies. This is one of the areas
where observations of aerosol DRE are currently lacking [14]. Consequently, the
method presented here can complement studies that retrieve aerosol parameters in
clear–sky only. The latter may be used to derive the aerosol DRE in clear skies.
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DIMITRI—Diagnostics of Mixing
and Transport in Atmospheric Interfaces

Elisa Palazzi

Abstract Knowledge of mass exchange between different parts of the atmosphere
is essential for understanding the distribution of atmospheric trace constituents, such
as ozone, water vapour, methane, nitrous oxide, and aerosols. It is also important for
understanding long- and short-term changes of key phenomena, such the springtime
ozone hole over the Antarctic stratosphere. The project DIMITRI—Diagnostics of
Mixing and Transport in atmospheric Interfaces (June 2009–June 2011)—was
focused on the analysis of mass exchange between the tropics and the extra-tropics,
across the so-called subtropical barrier. The study of transport processes across the
subtropical barrier was approached from a tracer perspective, that is, through the
analysis of long-lived tracer concentrations measured from satellite and their
statistical properties. The methodology employed is based on the construction of the
Probability Distribution Functions (PDFs) of tracer concentrations, from which
the position of the subtropical barrier can be derived. It was assessed to which extent
the characteristics of the four different satellite instruments employed (MIPAS/
Envisat, MLS/Aura, SMR/Odin, HALOE/UARS) affect the representation of the
subtropical barrier, in order to draw conclusions from the synopsis of data. All
sensors coherently reproduce the annual cycle and interannual variability of the
subtropical barrier. However, some differences occur in the representation of
the Quasi Biennial Oscillation (QBO) effects on the subtropical barrier position,
probably due to the uneven sampling of QBO westerly and easterly periods in the
different data sets. A 18 years long time series (from 1992 up to now) of the
subtropical barrier position has been built from the merging of the four satellite data
sets employed, which will be used in future studies focused on the detection of
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possible trends reflecting natural or human-induced changes in stratospheric
transport and circulation.

Keywords Troposphere � Stratosphere � Transport processes � Mixing ratio

1 Introduction

The meridional circulation of the stratosphere, known as the Brewer Dobson
circulation, is a global-scale cell in which air rises in the tropics and moves poleward
and downward, mostly in the winter hemisphere, and it is now generally accepted as
the basic description of the seasonal-mean meridional mass transport in the
stratosphere. The addition of quasi-horizontal mixing is the main refinement to a
‘‘simple’’ picture of a stratospheric mass transport from low to high latitudes driven,
as in the troposphere, by thermal forcing. Isentropic mixing and diabatic overturning
are driven by the same mechanism: breaking of synoptic- and planetary-scale waves
from the troposphere in the stratosphere. The region in the mid-latitude stratosphere
where planetary-scale waves break down, generating stirring and irreversible
mixing, is called ‘‘surf-zone’’. The mid-latitude surf zone is separated from the
tropics by a dynamical barrier to transport, the subtropical barrier, where steep
meridional gradients in long-lived tracer concentrations are found.

Both aspects of stratospheric transport, vertical advection and isentropic mix-
ing, affect the distribution of long-lived atmospheric tracers. Vertical advection
acts to steepen isopleths in the barrier regions while isentropic mixing acts to
flatten isopleths in the stirring regions, yet concurring in the production of very
strong gradients at the stirring region edge. Improvements in the understanding of
stratospheric circulation and transport across dynamical barriers have progressed
with advances in understanding of stratospheric dynamics, with accumulating
satellite observations of the distribution of tracers, and with the development and
refinement of specific diagnostic tools. Despite that, important key questions still
remain unresolved, which requires both experimental and modeling efforts. The
project DIMITRI, focused on the analysis of transport processes across the sub-
tropical barrier, aimed at addressing the specific challenges of the ESA Living
Planet Program (http://www.esa.int/esaLP/), such as the observation and under-
standing of the chemistry-dynamics coupling of the stratospheric and upper tro-
pospheric circulations and the apparent changes in these circulations, and the
quantification of the natural variability and the human-induced changes in the
Earth’s climate system. The specific objectives of the project were to (1) define a
set of appropriate diagnostics to make an effective use of atmospheric chemical
composition data from satellite measurements; (2) characterize transport mecha-
nisms in the lower and middle stratosphere across the subtropical barrier; and (3)
start a process-oriented evaluation in the subtropical barrier region of the state-of-
the-art chemistry climate models (CCMs).
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2 Methodology and Data

Analysis of passive tracers is among the best tools to study transport in the
stratosphere as given by the combination of vertical advection and isentropic
mixing. The methodology employed within DIMITRI to highlight some aspects of
transport across the subtropical barrier is based on the analysis of the PDFs of
tracer concentrations and their statistical properties (e.g., [4, 9]). Tracer PDFs are
defined as the likelihood (frequency) of observing a tracer value v in the range
from v - Dv and v ? Dv, in a given region of the atmosphere, normalized by the
total area of the region.

All long-lived tracer PDFs are similar under similar dynamic conditions: in
the winter hemisphere they are characterized by three modes (PDF maxima) and
two troughs (PDF minima), while in the summer hemisphere by two modes
separated by one region of minimum values in the tracer PDF. A clear mapping
can be established between the structural features (maxima and minima) of the
tracer PDF and the tracer versus latitude scatter plot. This is clearly shown in
the example of Fig. 1. Panel A shows the scatter plot of nitrous oxide (N2O)
volume mixing ratio (VMR) concentrations (y-axis) versus latitude at 580 K
(*30 hPa) during January 2004, measured by the Michelson Interferometer for
Passive Atmospheric Sounding (MIPAS) instrument onboard Envisat. Panel B
(C) shows the N2O PDF versus the tracer VMR concentrations, turned side-
ways, in the Southern Hemisphere (Northern Hemisphere). Peaks in the PDFs
map into flat regions in the scatter plot (tracer values in the tropics, surf-zone,
polar vortex interior), while minima in the PDFs map into steeply sloping
regions in the scatter plot (tracer values in the subtropical barrier and polar
vortex edge regions). The MIPAS N2O vertical profiles were generated at the
Institute for Meteorology and Climate Research (IMK) through the IMK-IAA
data processor [11].

The mapping between the tracer PDF structure and tracer versus latitude scatter
plot can be exploited to associate a single characteristic latitude to the subtropical
barrier (and polar vortex edge) position, making use of the statistics of the
‘‘support region’’. From a mathematical point of view, to describe the statistic of
the support the notation of conditional PDF is adopted. The conditional PDF
P /jvð Þ is the likelihood of the latitudes / of measurements having mixing ratios in
a neighbourhood of the tracer value v. As an example, Fig. 1 shows that the
subtropical minimum in the January 2004 PDF occurs at a mixing ratio v* (called
‘‘tracer boundary’’ of the subtropics) of about 250 ppbv in both the NH and the SH
(red horizontal lines). Mapping the range of values around v* across from the PDF
(separately for each hemisphere) to the scatter plot along the horizontal lines and
then down to the latitude axis in panel D, locates the support of the tracer boundary
of the subtropics, that is, the region in the latitude space over which the tracer field
takes on values near v* = 250 ppbv. Panel D shows the conditional PDFP /jv�ð Þ,
for the two subtropical regions and the vortex edge region and the maximum value
of P /jv�ð Þ for each of these regions occur at one single latitude corresponding to
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the subtropical barrier (30� N and 24� S in this example) and the polar vortex
barrier (64� N in this example).

Within DIMITRI, the aforementioned methodology was applied to N2O and
methane (CH4) satellite measurements. There are currently four satellite instru-
ments in orbit measuring N2O. Three of these were used within DIMITRI and are
MIPAS onboard Envisat [1], the microwave limb sounder (MLS) onboard Aura
[2, 12], and the sub-millimeter radiometer (SMR) onboard Odin [3, 10]. CH4 data
were taken from the HALOE/UARS instrument [7], which stopped sounding the
atmosphere on 2005. For more details on data products, the instrument charac-
teristics and the most important differences among the sensors having a role for the
study reported on here, see Palazzi et al. [5] and references therein.

3 Results: The Subtropical Barrier from Satellite Data

N2O PDFs from MLS/Aura (2004–2009), MIPAS/Envisat and SMR/Odin
(2002–2009), and CH4 PDFs from HALOE/UARS (1992–2005) have been cal-
culated on a seasonal rather than shorter basis (e.g., monthly or daily), to overcome
the temporal sampling inhomogeneities among the different satellite instruments.
A careful comparison among the different satellites of the morphological features
of one- and two-dimensional tracer PDFs is presented in Palazzi et al. [5].

Fig. 1 Panel A: scatter plot of MIPAS N2O VMR concentrations (y-axis) versus latitude at
580 K (January 2004). Panel C (B): N2O PDF versus the tracer VMR concentration, turned
sideways, in the NH (SH). Panel D: PDF of the support in the subtropical regions and vortex edge
region (see text)
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Figure 2 shows the time series of the subtropical barrier position from 2002 to
2009 (though the HALOE data set extends back till 1992) at four potential
temperature levels (600, 760, 830 and 900 K), calculated from MLS/MIPAS/SMR
N2O and HALOE CH4 PDFs. An overall good agreement among the four satellite
instruments can be noticed. The systematic differences among the sensors have
been carefully evaluated and discussed in Palazzi et al. [5]: in summary, they do
not exceed 2� in the overlapping time period among all satellite sensors
(2004–2005, dashed vertical lines in Fig. 2).

The four sensors consistently reproduce the annual cycle of the subtropical
barrier position, characterized by a wintertime shift of the barrier position toward
the equator. The time series plotted in Fig. 2 (particularly at 600 K and 690 K)
also clearly show a periodicity of approximately 2 years in the position of the
subtropical barrier, which is ascribed to the impact of the quasi biennial oscillation
(QBO) in the zonal mean zonal winds, the main source of interannual variability in
the lower stratosphere. Using the monthly mean zonal wind components measured
at Singapore (1� N, 104� E) from 1992 to 2009, the effect of the QBO on the
subtropical barrier position calculated from the four data sets was evaluated; the
results are summarized in Fig. 3.

For each sensor, blue (red) symbols denote the average position (over all
measurement years available for each sensor) of the subtropical barrier during the
westerly (easterly) QBO phase. All sensors consistently reproduce the effect of the
QBO on the subtropical barrier in the SH and NH at 600 K, which was identified

Fig. 2 Seasonal time series of the subtropical barrier position from DJF 2002 to SON 2009
calculated from MLS (black), MIPAS (blue), HALOE (red), and SMR (yellow) data. Error bars
are superimposed to each data point
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in previous studies as the level of maximum QBO influence on lower stratospheric
transport, see Shuckburgh et al. [8].

The effect of the QBO at this level is to enhance the wintertime shift of the
subtropical edge toward the equator (or the summer hemisphere) during the
westerly QBO phase. In general, the sensors agree better in the SH than in the NH.

4 Conclusions

Much of what we know about stratospheric transport has been inferred from
observations of long-lived tracers. The relatively recent abundance of constituent
observations from satellite has provided an excellent opportunity to study

Fig. 3 Mean position (average over all years of data available for each sensor) of the subtropical
barrier position for QBO Easterly (E, red) and Westerly (W, blue) phases, for MLS (top left),
MIPAS (top right), SMR (bottom left), and HALOE (bottom right)
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transport as reflected by changes in tracer distributions. Such observations, for
instance, have shown that transport and mixing in the stratosphere are highly
inhomogeneous, with regions of strong stirring separated by barrier regions (such
as the subtropical barrier) across which there is relatively little or even nonexistent
horizontal transport, see Plumb [6]. The study carried out within DIMITRI was
focused on the subtropical barrier, which controls isentropic exchanges between
the tropics and the extra-tropics. Two long-lived tracers, N2O and CH4, measured
by four different satellite instruments (MIPAS/Envisat, MLS/Aura, SMR/Odin,
and HALOE/UARS), were analyzed with a common species-independent diag-
nostics (tracer PDF) to supply a quantitative assessment of the subtropical barrier
variability.

Despite their large differences in the latitudinal coverage, temporal and spatial
sampling, the instrumental characteristics and the measured chemical species, the
four sensors consistently reproduce the seasonal cycle of the subtropical barrier,
characterized by the wintertime shift of the subtropical edge toward the summer
hemisphere. The quasi-biennial variability of the subtropical barrier, ascribed to
the effect on stratospheric transport of the QBO, is not captured by all sensor data
in the same way at all levels considered, probably due to their different temporal
coverage and the uneven representations of QBO westerly and easterly periods.

The research performed within DIMITRI demonstrated that the PDF approach
answers to the need for synthesis of a large and growing database of observations
of the atmosphere, which can be extended to the outputs generated by atmospheric
models. Since models cannot capture all the details of a tracer field, there is a need
to perform comparisons between observations and model data that are to some
extent independent from these details, which can be done using statistical
approaches like that of tracer PDFs.
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and the third–party mission program of the European Space Agency (ESA).
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OCCUR—Study of the
Chemistry2Climate Coupling
in the UTLS Region with Satellite
Measurements

Enzo Papandrea and Massimo Carlotti

Abstract This study, performed in the frame of the Changing Earth Science
Network initiative, aims at investigating in particular the Upper Troposphere-
Lower Stratosphere (UTLS) region with measurements acquired from satellite
instruments and the aid of a chemical transport model. It is related to the
‘‘Challenge 4 of the Atmosphere’’ of the ESA Living Planet Program. The
Challenge 4 addresses the following topic: Observe, monitor and understand
the chemistry-dynamics coupling of the stratospheric and upper tropospheric
circulations, and the apparent changes in these circulations. To contribute to this
scientific challenge this study investigated the stratosphere and the UTLS region
through the analysis of satellite observations using a tomographic approach,
capable to take into account inhomogeneities of the atmosphere’s constituents. In
this context, evidence of non-physical day-night differences in 1D retrievals has
been found in a previous study performed on MIPAS spectra. These differences
almost disappear using a tomographic approach, confirming that a 2D retrieval
describes a more realistic picture of the atmosphere. These evidences have been
confirmed with a 2D retrieval algorithm that has been expressly set up to analyse
SCIAMACHY observations. The results of the study have also provided a new
scientific understanding and support the definition of requirements for future Earth
Explorers missions (i.e. an advanced imaging MIPAS spectrometer such as
PREMIER).
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1 Introduction

A good understanding of the Upper Troposphere/Lower Stratosphere (UTLS)
region is crucial as dynamical, chemical, and radiative coupling between the
stratosphere and troposphere are among the many important processes that must be
understood for prediction of global changes [12].

Transport in this region is a key factor: the Brewer-Dobson circulation deter-
mines the distribution of stratospheric ozone, while in the UTLS air mass
exchange is driven by upward transport at tropical latitudes and downward
transport at high latitudes.

There is evidence that anthropogenic emission of ozone-depleting substances
(ODSs) caused substantial depletion of stratospheric ozone [17]. With the adoption
of the Montreal Protocol (1987) and subsequent amendments, the global produc-
tion of ODSs was brought under control and strongly reduced. As a consequence,
the ozone concentration in the stratosphere, and in particular the so called Ant-
arctic ozone hole, is expected to recover to 1980s values around 2060–2070
[9, 18]. However, the influence of increased greenhouse gases and natural vari-
ability cause large uncertainties on projections of ozone recovery.

In order to better understand these phenomena this study is focused on the
analysis of limb measurements of two instruments that are both onboard the
Envisat satellite.

Although the short term variability and inhomogeneity of the atmosphere
contain a signature of the processes governing the atmosphere, to date most of the
retrievals of remotely-sensed atmospheric measurements are still carried out with
one-dimensional (1D) algorithms see e.g. [15, 23, 24]. These algorithms make the
assumption that the atmosphere is horizontally homogeneous along the lines of
sight of the observations. Two-dimensional (2D) tomographic retrieval algorithms
(see e.g. [2, 16, 21, 26]) allow to take into account the inhomogeneity of the
atmosphere in the along-track direction of limb-measurements and disclose to the
exploitation of more information from the measurements themselves.

The necessity of a more realistic description of inhomogeneous atmospheric
fields has been addressed in a study performed on MIPAS observations. This study
[14] reported that non-physical day-night differences are present in 1D retrievals
from MIPAS spectra, mostly at locations where the horizontal temperature gra-
dients of the atmosphere are strong. These differences almost disappear using a
tomographic approach, suggesting that a 2D retrieval describes a more realistic
picture of the atmosphere. These considerations generally act as a support to all the
work performed in this study. Here, a tomographic approach analysis for the
measurements of two different instruments (MIPAS and SCIAMACHY) both
onboard the Envisat satellite, is described. To improve our understanding of the
atmosphere, future Earth Explorers missions with improved capabilities are nec-
essary. In this view, the analysis of a new hypothetical instrument, operating in the
infrared spectral region as MIPAS but having a different spectral resolution/
observation geometry e.g. PREMIER [13], has been performed.
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2 Production, Updating, and Maintenance of GMTR
Level 2 Database of MIPAS Full Mission

MIPAS is a limb-scanning Fourier transform (FT) spectrometer recording emission
spectra in the mid-infrared, with a spectral range extending from 680 to
2,410 cm-1 [11]. The original full resolution (FR) mission was suspended on
March 26 2004, due to the deterioration of the interferometer slides. This technical
problem was overcome in January 2005 by operating MIPAS with an optimized
resolution (OR) at 41 % of the original spectral resolution.

Two-dimensional fields of MIPAS observations have been obtained through the
GMTR analysis code that is based on the Geo-fit approach [3] along with the
multi-target tetrieval (MTR) functionality [7]. The code performs a tomographic
retrieval on observations collected along a whole orbit operating a 2-D discreti-
zation of the atmosphere thus enabling the horizontal atmospheric structures to be
modelled. In this approach each limb observation contributes to determine the
unknown quantity at a number of different locations among those spanned by its
line of sight. The MTR functionality enables to perform the simultaneous retrieval
of different geophysical parameters.

Using the GMTR code we have recently obtained a Level 2 database. It is
named MIPAS2D, covers the time frame March 2002 to April 2011 and contains
2D fields of pressure, temperature and volume mixing ratio (VMR) of key
atmospheric constituents (H2O, O3, HNO3, CH4, N2O, NO2, N2O5, ClONO2,
CFC-11 and CFC-12) retrieved from MIPAS measurements [8, 19].

Figure 1 gives an updated overview of the Level 1b orbits used in the database
for the MIPAS nominal (NOM), middle atmosphere (MA) and UTLS-1 observa-
tion modes. The retrieved fields have been filtered on the basis of the v2

R values and
other quality quantifiers [8]. They are made available to the scientific community.

As an example of atmospheric field contained in the MIPAS2D database, Fig. 2
shows 1-month averaged temperature values computed at a fixed pressure level

Fig. 1 Distribution of the number of orbits per month for the main MIPAS observation modes
(from the beginning of the mission up to 19 April 2011)
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(115 hPa, corresponding to 16.8 km) and for a latitude grid binned at steps of 15�.
The map clearly shows the seasonality: cold winters and warm summers are
observed in the polar regions. As expected, the lowermost temperatures corre-
spond to the southern polar vortex. This map highlights the consistence between
FR and OR results. An exhaustive work that compares 1D/2D retrievals from
MIPAS spectra has been published in Kiefer et al. [14].

In order to have a fully homogeneous database for the whole period, a degra-
dation of the resolution of all the spectra of the FR MIPAS mission has been
performed. This analysis consists of a subsequent retrieval of the atmospheric
fields from the degraded spectra using the auxiliary data of the OR mission. In this
dataset the OR get significantly closer to the FR, showing that the FR-OR bias
(that is observed for some species mostly depending on altitude) is mainly due to
systematic errors introduced by the different sets of microwindows (MWs) and
auxiliary data adopted for the analysis of the two missions (e.g. [6]). The
MIPAS2D database has been positively compared with the chemical transport
model BASCOE [10].

3 Development of a Retrieval Algorithm Capable
to Analyze SCIAMACHY Measurements

SCIAMACHY is a passive imaging spectrometer that measures the solar scattered
radiation in the UV–VIS-NIR spectral ranges from 240 to 2,380 nm with a
wavelength depending spectral resolution ranging from 0.2 to 1.5 nm [1]. In the
nominal mode, the instrument sounds the atmosphere alternating sequences of
nadir and limb measurements. Limb-scans are performed looking along the flight
direction with an approximate vertical sampling of 3.3 km. The SCIAMACHY
instrument differs therefore from MIPAS mainly because it can acquire also nadir
measurements and it can measure only during daytime.

Fig. 2 Temperature monthly averaged at 115 hPa pressure level. The latitude grid is separated
by 15�. MIPAS NOM and UTLS-1 observations have been merged
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We have explored the possibility to adopt a tomographic approach also for
SCIAMACHY measurements, going in the same direction followed with MIPAS
data.

The procedure consists in averaging over all spectra at each elevation step in a
given limb scan obtaining measures suitable for a 2D algorithm. The spectra are
subsequently used as inputs for a DOAS spectral fitting program and the radiative
transfer model (RTM). In this spectral range the RTM (unlike MIPAS) must take
into account multiple scattering. Afterwards we generate slant column densities
(SCDs) for each limb-scanning sequence at each considered tangent height for the
absorber of interest. Finally, we solve the inverse problem for SCDs to obtain the
vertical profile using box airmass factors (box-AMFs) generated by the 3D
Montecarlo RTM code MOCRA [20].

The box-AMFs (which are used to convert SCDs of trace gases into vertical
column densities) describe the dependence of the measured SCDs with respect to
changes in concentration of the considered boxes, therefore they measure the
spatial sensitivity of the measurements to the gas present in the boxes in which the
atmosphere is stratified.

Figure 3 reports, in the left-hand panel, an example of 1D AMFs (depending only
on altitude) for tangent heights from 3 to 42 km and, in the right-hand panel, 2D box
AMFs (depending both on altitude and latitude). The map of the 2D case shows for
clarity only the viewing geometry having the tangent height at 27 km. The addi-
tional latitudinal dimension of the 2D case, representing a more realistic stratifica-
tion of the atmosphere, enhances the value of the box AMFs around the tangent
point. Both in the 1D and in the 2D cases the implemented inversion formula makes
use of a priori information to stabilize the retrieval described in Rodgers [25].

Using the developed codes we then selected some test cases to account for the
difference between 1D and 2D algorithms both with simulated and real observa-
tions. A reference atmosphere characterized by strong horizontal gradients has
been used to test the capability of the tomographic algorithm to reproduce the
horizontal inhomogeneities. Ozone SCDs have been simulated through the
MOCRA code that has been upgraded for this purpose. The SCDs have been
subsequently used both in the 1D and in the 2D version of the retrieval code.

Fig. 3 O3 1D Box AMFs (left) for tangent heights from 3 to 42 km and 2D box AMFs for 27 km
tangent height (right)
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The outcome of this analysis is shown in Fig. 4 where the reference ozone
number density (left), the 1D retrieval (middle) and the 2D retrieval (right) are
reported. The figure shows that both codes correctly reproduce portions of the
atmosphere where the number density varies smoothly in the horizontal domain.
On the contrary, when a steep variation in ozone number density is present, the 1D
retrieval cannot represent properly these regions of the atmosphere. The 2D ver-
sion is instead able to properly reproduce also these structures.

Using real measurements, in many regions of the atmosphere, where horizontal
gradients are present, differences between the 1D and 2D has been found by Pukite
et al. [22].

We also performed some tests using the suitable ‘‘limb only’’ orbits acquired on
14 December 2008, confirming that the two approaches lead to a difference that in
many cases is greater than the retrieval error. Indeed, since the measure is more
sensitive to the side between the tangent point and the instrument, when a negative
gradient is present, the lower number density field closer to the instrument dom-
inates the observed SCD (leading to a lower number density in the 1D retrieval),
while in presence of a positive gradient the opposite happens. These results are
evidenced in Fig. 5 where NO2 number density for orbit 35499 retrieved by the 1D
and 2D approach (top) are shown together with the 1D/2D differences (center), and
with the 1D random errors (bottom).

4 Sensitivity of Different Sensors to the UTLS Region

We investigated the sensitivity of the UTLS region to the measurements of two
instruments (MIPAS and an ‘‘advanced MIPAS’’) operating with different obser-
vation geometries through developed tools. The hypothetical advanced instrument
is an imaging spectrometer able to sound the atmosphere with a very fine scan-
pattern that would permit innovative studies, e.g. the structure of the UTLS with
high level of detail. In our analysis we considered this instrument having a signal
to noise requirement allowed by modern array detector technologies and operating
about 400 limb-scanning sequences/orbit, each sounding the atmosphere at 25
tangent altitudes separated by 2 km from 6 to 54 km. For this spectrometer a set of
microwindows has been selected for the retrieval of ozone and temperature.

Fig. 4 Reference atmosphere for ozone (left), 1D retrieval (middle), 2D retrieval (right)
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The selection has been operated on the basis of the error and the ‘Information Load
(IL)’ [4] analysis.

For MIPAS, its three observation modes that measure the UTLS region have
been investigated, in particular with respect to the NOM, UTLS-1, UTLS-2
observation modes performances in terms of strength, spatial coverage and

Fig. 5 Top NO2 number density for orbit 35499 retrieved by the 2D approach (color plot with
solid contourlines) and 1D approach (dashed contourlines). Center absolute differences between
the 1D and 2D approach. Bottom random errors of the 2D case
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uniformity of the IL distribution along the full orbit [5]. This approach is only
possible using a two-dimensional representation of the atmospheric fields.

This study showed that the two observation modes that were specifically
designed for the UTLS region are actually competitive with the third one, that was
designed for the whole stratosphere, up to altitudes that far exceed the UTLS. In
the UTLS the performance of the two specific observation modes is comparable
even if the best performance in terms of horizontal resolution is provided by the
UTLS-2 observation mode that currently is excluded from MIPAS observation
planning.

This analysis has been extended here using the advanced MIPAS characteristics
and an overview of the IL distributions is given in Fig. 6 where the four panels
show the IL distributions with respect to ozone around the South Pole in the case
of (from left to right): MIPAS NOM, UTLS-1, UTLS-2 and an advanced MIPAS.

From a visual inspection it is clearly evident that the advanced instrument
would have the capability to extract much more information, particularly in the
UTLS region. Furthermore its very fine measurement grid determines a horizontal
and vertical uniformity of the sensitivity. This characteristic is highly desirable, as
it makes easier the interpretation of the results. The retrieval study on simulated
observations is in progress.

5 Summary and Conclusions

The OCCUR project has been focused on a tomographic retrieval approach for
different instruments aimed to study the UTLS region through limb measurements
acquired from satellite instruments. A 2D analysis system has been applied to the
infrared MIPAS and the UV/VIS SCIAMACHY both onboard Envisat.

The necessity of a more realistic description of inhomogeneous atmospheric
fields has been evidenced in several occasions.

Through the GMTR analysis code recently a Level 2 database (MIPAS2D) has
been obtained. It covers the time frame March 2002 to April 2011 and contains 2D
fields of pressure, temperature and VMR of key atmospheric constituents.

Fig. 6 Information load (IL) distributions with respect to ozone around the south pole. From left
to right: MIPAS NOM, UTLS-1, UTLS-2, ‘‘advanced MIPAS’’. The vertical dimension of the
atmosphere is expanded by a factor of ten with respect to the extension of the earth’s radius
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A 2D retrieval code has been set up also for the SCIAMACHY observations.
Differences both on simulated spectra and on real orbits have been showed to be
greater than the retrieval error when strong horizontal gradients are present.

In order to improve the picture of our atmosphere (especially of the UTLS
region that is characterized by high variability and several interconnected phe-
nomena), future missions having improved characteristics would be welcomed. To
this purpose, in this study we have considered a new instrument exploiting
imaging technology, that has characteristics of the PREMIER mission. The
analysis shows that, in terms of precision and spatial resolution, it would allow a
big step forward in the knowledge of several atmospheric aspects (a manuscript is
in preparation on this subject).

Acknowledgments E. Papandrea acknowledges support by ESA within the framework of the
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DecPhy—Variability of the Phytoplankton
Spring and Fall Blooms in the
Northeastern Atlantic in the 1980s
and 2000s

Elodie Martinez, David Antoine, Fabrizio D’Ortenzio
and Clement DeBoyerMontégut

Abstract Phytoplankton chlorophyll-a (Chl) seasonal cycles of the Northeastern
Atlantic are described using satellite ocean color observations covering the 1980s
and the 2000s. The study region is where warmer SST and higher Chl in the 2000s
as compared to the 1980s have been reported (30�–50� N and 40�–0� W). In this
area, two phytoplankton blooms take place: a spring bloom that follows stratifi-
cation of upper layers, and a fall bloom due to nutrient entrainment through
deepening of the mixed layer. In the 1980s, spring and fall blooms were of similar
amplitude over the entire study region. In the 2000s, the fall bloom was weaker
likely due to a delayed deepening of the mixed layer at the end of summer (mixed-
layer depths—MLD—determined from in situ data). Conversely, the spring bloom
was stronger in the 2000s than it was in the 1980s, in parallel to a deeper MLD and
stronger winds in winter. Our results show that the links between upper-layer
stratification, SST changes, and biological responses are more complex than the
simple paradigm that sequentially relates higher stratification with warmer SST
and an enhanced (weakened) growth of the phytoplankton population in the
subpolar (subtropical) region.
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1 Introduction

Phytoplankton spring blooms in the North Atlantic are the most pronounced of any
open-ocean region [1]. They have been the focus of many studies [2–4]. Mecha-
nisms of their rise were first described 60 years ago [5], and are still being inves-
tigated [4, 6–8]. The onset of a spring bloom occurs when upper-layer stratification
is sufficient for phytoplankton to use the nutrients previously brought to the surface
by deep winter mixing [5]. This is also the time when surface irradiance increases
towards the summer solstice maximum. Spring blooms end when surface waters are
nutrient-depleted due to consumption by phytoplankton (bottom-up control), and
also because of zooplankton grazing (top-down control) [9].

Fall blooms have been reported in the North Atlantic Drift Region (NADR;
43–56� N; 43–0� W) [7, 10]. This bloom in fall is conversely driven by the
deepening of the surface mixed layer at the end of summer, leading to nutrient
entrainment in the surface layer. It is also controlled by a reduction in grazing
pressure due to the seasonal vertical migration of mesozooplankton towards deep
waters [9]. It is dissipated (diluted) by mixing and energy-starved by declining
light in fall-winter [10].

The aim of this study is to investigate differences in the Northeastern Atlantic
(30�–50� N and 40�–0� W) phytoplankton blooms in spring and fall between
1979–1983 and 1998–2002. These two time periods are respectively the first
5 years of the Coastal Zone Color Scanner (CZCS, NASA ocean color mission
launched in 1978 [11]), and Sea-viewing Wide Field-of-view Sensor (SeaWiFS,
NASA mission launched in 1997 [12]), satellite ocean color missions. The surface
chlorophyll-a concentration (Chl) derived from these satellite observations is used
as a proxy for phytoplankton biomass. The connection between seasonal Chl
cycles (blooms) and stratification was investigated along with the variability of the
mixed-layer depth (MLD) and of the wind stress which is a driver of the MLD.
The corresponding data sets are presented in the following section. In Sect. 3, the
seasonal and interannual variability of Chl and MLD are presented. The possible
role of changes in wind stress intensity in generating the differences in MLD
observed between the CZCS and SeaWiFS era is also examined. Results are
summarized and discussed in Sect. 4.

2 Data

Ocean color time series are provided by the CZCS (November 1978 – June 1986)
and SeaWiFS (September 1997–December 2010) missions. Caution is necessary
when comparing data from these two time series separated by a 12-year gap. We
accordingly used the reprocessed data set generated by [13], who applied the same
algorithms and an adapted calibration to both CZCS and SeaWiFS observations,
providing two fully compatible 5-year time series. The years 1979–1983 were
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selected for the CZCS period and 1998–2002 for the SeaWiFS period. The archive
used here is made of monthly composites with an 18-km resolution. It excludes
shallow waters (depth \ 200 m). Readers are referred to [13] for further under-
standing of how this reprocessing made the two data sets comparable. For the sake
of simplicity, these two time periods will be referred to as the ‘‘CZCS period’’ (or
‘‘the 1980s’’) and the ‘‘SeaWiFS period’’ (or ‘‘the 2000s’’), though they do not
correspond to the full lifetime of these satellite missions.

The database of in situ vertical temperature profiles put together by [14] allowed
them to build a global monthly MLD time series starting in 1941. They determined
MLD using a temperature criterion, as being the depth where the temperature is
0.2 �C different from the temperature at 10 m to avoid aliasing by the diur-
nal temperature signal [14]. Here we extracted the North Atlantic (30�–50� N and
40�–0� W) monthly MLD over 1979–1983 and 1998–2002.

Surface wind stress is one forcing of the interannual MLD variability. We used
the International Comprehensive Ocean–Atmosphere Data Set (ICOADS), which
provides gridded monthly summary products extending from 1800 onward, based
on an extensive collection of surface marine data. We used the 1� enhanced
product extracted monthly over 1979–1983 and 1998–2002, and derived the wind
stress amplitude from its zonal and meridional components [15].

Chl, MLD and wind stress monthly fields were averaged on a 2� by 2� grid and
interpolations were carried out to fill empty grid cells. Linear interpolations in time
were firstly performed in each cell, and only when the gap is of 1 month. Spatial
interpolation along the longitude and latitude axes was subsequently performed
only for single isolated empty cells. The MLD and wind stress data sets were
barely impacted by this processing because their initial coverage was almost full.
At the end, all 2� by 2� cells in the study region were filled with MLD and wind
stress data, and 90 % were filled with Chl data.

In order to quantify the interannual variability of MLD and wind stress in the
North Atlantic over 1979–1983 and 1998–2002, Empirical Orthogonal Function
analyses (EOFs) have been performed on anomaly fields (Sect. 3.3). The anomaly
fields were derived by subtracting the average monthly values in each 2� by 2� cell
determined over the 10 years, i.e., the 5 years of CZCS plus the 5 years of SeaWiFS.

3 Results

3.1 Basin-Scale Spatial Features and Seasonal Cycles

The distributions of Chl and of the maximum MLD (computed over 1998–2002)
are displayed in Fig. 1 for the purpose of illustrating the main features of the study
region (30�–50� N; 40�–0� W), which includes the subtropical and subpolar
phytoplankton regimes.

At subpolar latitudes the annual phytoplankton biomass cycle is dominated by
the spring bloom which occurs in response to increases in mean irradiance of the
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mixed layer. At lower latitudes in the subtropics, the biomass peak occurs during
winter when mixing by winds and thermal convection replenish the euphotic zone
with nutrients. This biomass peak is much reduced in comparison to high-latitude
spring blooms [1]. The study region encompasses two of Longhursts’ [10] bio-
geochemical provinces. In the north, high Chl values appear in the North Atlantic
Drift (NADR) province which belongs to the subpolar gyre (Fig. 1a). In the south,
low Chl values appear in the eastern part of the North Atlantic Subtropical (NAST)
province of the oligotrophic subtropical gyre. Outside the study region, the North
Western Continental Shelves (NWCS) province is located northwestward while
the Gulf Stream (GFST) province separates the NWCS and NAST provinces.
These biogeochemical province boundaries are partly driven by the oceanic
dynamics [10]. Therefore, they also appear on the spatial distribution of the winter
MLD maximum (MLDmax; Fig. 1b). Northwest of 40�–40� W in the NWCS
region, MLDmax is shallow and the cold Labrador Current flows from the north.
The southern boundary of the NWCS region is the Gulf Stream, which flows
northeastward and spreads in the northeastern region into the North Atlantic
Current, where MLDmax is deep ([*150 m). Further south, the Azores Current
flows eastward then southeastward and MLDmax is about 100 m.

The characteristics of the spring and fall blooms are separately analyzed. The
fall bloom refers to a Chl peak between September and January, and the spring
bloom to a peak between February and August. These two time intervals cover the
full year when taken together. The average and standard deviation of the Chl and
MLD seasonal cycles over the productive region (from 40�–50� N and 40�–0� W;
i.e. the NADR province) are shown in Fig. 2. The Chl seasonal cycle during the

Fig. 1 Average Chl (a) and maximum of MLD (b), both calculated over the 1998–2002 period
in the North Atlantic. The black box on both maps delineates the region of our study. The
biogeochemical provinces are indicated on a: the NWCS, the North Atlantic Drift (NADR), the
Gulf Stream (GFST) and the western and eastern North Atlantic Subtropical [respectively
NAST(W) and NAST(E)] provinces. The surface currents are indicated on b: The Labrador
Current (LC), the Gulf Stream (GS), the North Atlantic Current (NAC) and the Azores Current
(AC)
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period 1979–1983 exhibited a fall bloom (Fig. 2a, 1st peak of the bold dashed line)
slightly stronger than the spring bloom (2nd peak, in May). In 1998–2002, the fall
bloom was weaker and the spring bloom was dominant (Fig. 2a, bold continuous
line). This dominant spring bloom was preceded by a maximum of MLD that was
deeper during the SeaWiFS era than it was during the CZCS era (Fig. 2a,
respectively dash versus continuous thin line).

3.2 Chl and MLD Interannual Variability in 1979–1983
and 1998–2002

The interannual variability of Chl and MLD is now investigated. The NADR and
eastern NAST provinces are located east of 40� W where both Chl and MLD spatial
distributions are essentially zonal (Fig. 1). Therefore, Hovmoller plots of Chl and
MLD, which show their time variability along latitude in the eastern Atlantic, are
simply performed by averaging data along 40�–0� W. They are displayed on Fig. 3.

During the CZCS era (Fig. 3a), the spring bloom started earlier (March–April)
in the transition zone (*40� N) than further north in the subpolar gyre (May–June
at 50� N). The spring bloom is initiated in the transition zone by the supply of
nutrients from winter mixing, while further north in the subpolar gyre, where the
ecosystem is likely to be light-limited, the bloom occurs later when the
MLD becomes shallower than the critical depth [4, 5]. Conversely, the fall bloom
started earlier in the subpolar gyre (in October–November at 50� N), which is
about 1–2 months earlier than at 45� N. The fall bloom is initiated in the subpolar
gyre when the mixed layer deepens at the end of summer and is progressively
refueled with nitrate. Further south, a longer time is necessary for the deepening of
the MLD to reach the nutrients that are deeper than northward. It is noteworthy
that the fall bloom was of similar amplitude or even higher than the spring bloom.

During the SeaWiFS time period (Fig. 3b), the spring bloom was stronger
than in the 1980s, and it extended further south than during the CZCS era, down to

Fig. 2 Time series of means
(top) and standard deviations
(bottom) of MLD (left axis,
thin lines) and Chl (right axis,
bold lines). Data are averaged
over the Northeastern
Atlantic (40�–0� W;
40�–50� N) for the CZCS
(dashed lines) and SeaWiFS
(solid lines) era. Time axis is
from July to June
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36�–40� N. The fall bloom was weaker and restricted to the northern boundary. It
is also worth noting that the fall bloom in the NADR region was earlier in the
2000s (around September to October; Figure not shown), than it was in the 1980s.

The southward extension of the spring bloom in the 2000s appeared after the
occurrence of deeper MLD values (up to 80 m) in winter (Fig. 3c, d). This win-
tertime increase of MLD in a nutrient limited region likely allowed a more efficient
uplift of deep nutrients. In 2001 and 2002, MLD over 36�–50� N was deeper and
spring blooms were stronger than in any other year considered here. The weaker
fall bloom in the 2000s followed a change in the timing of the MLD deepening at
the end of summer, which occurred 1 month later at the beginning of the 2000s
than 20 years earlier (September versus August, Figure not shown).

3.3 Wind Forcing and MLD Differences

We investigated the possible role of the wind stress variability on generating the
deeper MLDmax observed in the 2000s in the eastern Atlantic. For this purpose, we
performed EOF analyses on the non seasonal signals of MLD and wind stress
(Fig. 4). The first mode of variability of both parameters represents approximately
the same amount of their total variance (21 and 26 % respectively for the MLD
and wind stress). Their spatial distributions both show high variability in the
NADR region (Fig. 4b, c). The MLD and wind stress time functions of the EOFs
are driven by the high variability in the northeastern region (Fig. 4a). They are
accordingly correlated (r = 0.5). They show similar positive anomalies in the
2000s compared to the 1980s. The positive peaks from 2000 to 2002 both appear
on the wind stress and MLD anomalies, suggesting that deeper MLD during the
SeaWiFS era were related to stronger winds in the NADR region.

Fig. 3 Latitude versus time plots for the eastern Atlantic (average over 40�–0� W): ( a, b) Chl and
(c, d) MLD during the CZCS (a, c) and Sea WiFS ( b, d) era. Chl contours are plotted every
0.1 mg m-3 from 0.6 mg m-3. They are reported on the MLD figures. The grey bars on the top of the
figures correspond to the September-January time period (months of occurrence of the fall bloom)
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4 Summary and Discussion

In the eastern Atlantic (30�–50� N and 40�–0� W), two blooms of similar amplitude
occurred in fall and spring at the beginning of the 1980s (CZCS era, 1979–1983).
At the beginning of the 2000s (SeaWiFS era, 1998–2002), the spring bloom was
stronger and extended further south than in the 1980s. This stronger spring Chl may
be related to stronger wintertime winds, which induced deeper MLD, leading to
enhanced nutrient uplift (bottom-up process; e.g., [6]). The fall bloom was weaker in
the 2000s and only appeared at the northern boundary of the study region. The MLD
deepening at the end of summer has been delayed. It occurred 1 month later in
1998–2002 than in 1979–1983. This delay combined with a deeper winter MLD
likely increased light limitation and consequently limited a full development of the
fall bloom.

The fall bloom is less documented in the literature than the spring bloom. One
possible reason is its small amplitude in the 2000s. The way in which time series
are often analyzed might also be an explanation, as the usual representation uses
plots starting in January, which emphasizes spring blooms, not fall or winter
blooms. The weaker fall bloom in the 2000s than in the 1980s is consistent with a
1 month delay in the MLD deepening at the end of summer. This delay we
observed in the NADR region has also been reported in the Mid-Atlantic Bight
[16]. Although the difference in the timing of the MLD deepening in fall has been
put forward here as one possible explanation for the much lower fall bloom in the
2000s, other causes are possible. They include lateral advection [6], mesoscale
motions [17] or wind bursts and storms, which all influence the timing of the ML
shoaling [7], and can impact the bloom dynamics. One of the most obvious forcing
of the differences in the phytoplankton fall bloom would be the frequency of wind
bursts in fall and winter, particularly north of 40� N [7]. However the investigation
of the frequency of the wind bursts is impeded by the unavailability of high-quality
long-term wind records with a sufficiently high temporal resolution.

Fig. 4 Time functions and spatial patterns of the first non seasonal mode of the MLD EOFs
(black curve on a, and panel b) and wind stress EOFs (red curve on a, and panel c)
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Sea surface temperature (SST) can be used as an indicator of the ocean strati-
fication, which is one forcing of phytoplankton variability [18]. An inverse rela-
tionship between Chl and SST relationship is usually expected in nutrient-limited
subtropical regions, because a warming-induced stratification would reduce the
upward nutrient supply and then productivity [19, 20]. Stratification would con-
versely increase productivity in subpolar gyres which are light-limited because of
intense vertical mixing [19]. However, a parallel increase of Chl and SST was
shown in the North Atlantic from the 1980s to the 2000s [21], and related to a
regime shift of the Atlantic Multidecadal Oscillation from a cold to a warm phase in
the mid-1980s. The usual scenario would have predicted a shallower MLD and
weaker Chl. Our results show that the reported warmer SST in the 2000s than in the
1980s was paralleled to stronger winds and deeper winter MLDmax, illustrating that
SST can be an ambiguous indicator of stratification. As the present study focuses on
two 5-year time periods separated by about 15 years, these differences might also
simply reflect interannual variability. However, the correlative deeper MLD and
stronger winds that we observed here were also reported over a longer and unin-
terrupted time series (1960–2004) in this region [22, 23]. These results show that
our observations might as well be related to a long-term change. Such a long term
trend in the area of our study appears regarding the time evolution of the semi-
quantitative measurements of Chl anomalies (Phytoplankton Color Index, PCI)
which has been collected by the Continuous Plankton Recorder, [24] on Fig. 5.
These results highlight the complexity of the links between SST changes, upper-
layer stratification, and biological responses.
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INCUSAR—A Method to Retrieve
Temporal Averages of 2D Ocean Surface
Currents from Synthetic Aperture Radar
Doppler Shift

Knut-Frode Dagestad, Morten W. Hansen, Johnny A. Johannessen
and Bertrand Chapron

Abstract Within the last decade the Doppler anomaly retrieved from the
Synthetic Aperture Radar (SAR) has been demonstrated to be a useful resource for
detection of ocean surface currents. As with any Doppler-based method, only the
component along the instrument look direction can be retrieved at a time. It is here
demonstrated how a time-averaged two-dimensional surface current field can be
obtained from corresponding averages of surface current components detected
along two non-orthogonal view angles, from respectively ascending and
descending passes of the Envisat satellite. By a quantitative assessment of the
involved uncertainties, an improved surface current field is obtained by merging
the Doppler current with geostrophic current calculated from a climatological
Mean Dynamic Topography.

Keywords SAR � Doppler centroid anomaly � Wind field retrieval � Ocean
surface currents

1 Introduction

Ocean currents play an important role in the climate system by transporting heat
towards the poles, and are also important for marine life by distributing oxygen
and nutrients both horizontally and vertically. Monitoring of ocean currents is thus
important to quantify and understand such processes, but is also of practical
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importance for human activities both offshore and in the coastal zone. Satellite
remote sensing has become invaluable for monitoring the state of the ocean, but
unfortunately ocean surface current is one of the most challenging parameters to
retrieve from space. The most widely used method is altimetry, where currents are
estimated from the measured slope of the surface, under the assumption of balance
between the pressure forces and the Coriolis force (geostrophic assumption).
Whereas altimetry provides global coverage, the coarse resolution of the order of
50 km does not resolve the energetic variability of the ocean at mesoscales
(*2–30 km). Furthermore, the divergent component of the currents which leads to
vertical motion is also not detected as a consequence of the geostrophic assump-
tion. Along track interferometry (ATI) from SAR is a technique with potential to
overcome these limitations [8], but this requires a dedicated configuration with two
satellites or a split-antenna system, of which the German TerraSAR-X satellites are
today the only operational system. In this chapter we consider a method to retrieve
the ocean surface current from conventional single-antenna SAR sensors.

2 Retrieval of Line-of-Sight Surface Currents
from Envisat ASAR

A Synthetic Aperture Radar detects not only the magnitude of the radar back-
scatter, but also its phase. From this a Doppler shift can be retrieved, which, in
combination with a gross oversampling, is used to provide the fine spatial reso-
lution of the SAR backscatter image. For a space borne instrument such as ASAR
onboard the Envisat satellite, a ground pixel size of the order of 10 m can be
obtained with such a ‘‘synthetic aperture’’, although the footprint of a single radar
beam has a width of the order of 5 km. It has also been demonstrated that the
Doppler shift is in itself a useful geophysical product for oceanography [1, 4, 9].
The European Space Agency (ESA) has since 2007 provided a grid of Doppler
Centroid (median) values within the Envisat ASAR Wide Swath products. This
Doppler Centroid is provided with a pixel spacing of the order of 5 km. A finer
resolution could in principle be provided, as a trade-off versus accuracy. However,
as shown below, the accuracy is already a critical issue with the given resolution.

The major contribution to the Doppler shift comes from the relative velocity of
the satellite and the rotating earth, and can be precisely subtracted to yield the
contribution from surface motions relative to the fixed Earth. For Envisat ASAR,
some significant instrumental biases distort the result, and corrections are necessary
[2]. A Doppler velocity can then be calculated from the corrected Doppler shift with
the well known Doppler equation [1, 7]. Within the area over which the Doppler
shift is averaged, there will be contributions from the line of sight current compo-
nent, but also from surface scatterers moving on (as) waves. Averaged over scales of
the order of 5 km, it is fair to assume that the Doppler velocity is well approximated
by the sum of these two contributions. Although models have been developed
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e.g. [4] it is more convenient and accurate in practice to estimate the wave-state
contribution using an empirical relationship between the Doppler velocity and near
surface wind speed and direction, CDOP, valid for radar C-band [5].

One example of a Doppler velocity field is shown in Fig. 1a. Figure 1b shows
the wave-state contribution, estimated with the CDOP model and the wind field
(not shown) from the Global Forecasting System of the National Centers for
Environmental Prediction. Subtracting this part from the total Doppler gives an
estimate of the component of the surface current along the SAR look direction
(Fig. 1c). Despite an uncertainty of the total Doppler velocity as large as
25–40 cm/s, and an uncertainty of the same order introduced through use of the
model wind field and the CDOP model [3], one can see a coherent band of positive
(rightwards) Doppler velocities along the coast of Norway (Fig. 1c). The velocities
(projected to the horizontal) of the order of 50 cm/s agree well with other mea-
surements of the Norwegian Coastal Current, accounting for the fact that the
Doppler current includes only the component along the SAR look direction
(towards right on Fig. 1).

The uncertainty is in this case comparable to the magnitude of the retrieved
surface current component. However, by averaging over time (several acquisi-
tions), this is improved, at the cost of detecting temporally averaged rather than
instantaneous currents. As the current direction is unknown at the time of a single
SAR acquisition, the Doppler velocities along the ascending and descending
directions must be averaged separately. Figure 2 shows such average Doppler

Fig. 1 a Range Doppler velocity field from an Envisat ASAR wide swath scene off the west
coast of Norway (around Trondheim) on 19 October 2011 at 20:51 UTC. b Wind Doppler as
calculated with the CDOP function taking a NCEP GFS model wind field as input. c The full
range Doppler surface velocity minus the wind induced Doppler (a, b). The white areas are
regions where the error corrections have too large uncertainty [2]. By convention, positive values
indicate velocity towards right, and negative values indicate velocity towards left
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current components along the ascending and descending look directions from
1,200 scenes acquired between August 2007 and February 2011, from Hansen
et al. [3].

The detected current components compare well with both in situ surface drifter
measurements, a moored recording current meter, and estimates from combined
use of altimetry and gravimetry. Both the Norwegian Atlantic Current, the
Skagerrak current and the Norwegian Coastal Current are recognisable in Fig. 2,
and most clearly where the current in average has a larger component along the
corresponding SAR look direction, which is indicated by the black arrows.

3 Reconstruction of 2D Surface Currents
from Line-of-Sight Components

From a small geometrical exercise (see Fig. 3) the orthogonal zonal and meridi-
onal velocity components can be calculated:

u ¼ va þ vd

2 cos a

v ¼ va � vd

2 sin a

ð1Þ

where va and vd are the averaged ascending and descending components
respectively (as shown in Fig. 2), and a is the angle between the positive
directions of the ASAR components and the East direction. For the given latitude
a is 13� ± 1�.

The reconstructed orthogonal current components are shown in Fig. 4. The
meridional (v) component is seen to be much more noisy than the zonal (u)

Fig. 2 Averaged a ascending and b descending ASAR Doppler velocities from [3]. Positive
values indicate velocity along the direction of the respective black arrows
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component. This is not surprising since both the ascending and descending look
directions are much closer to the zonal (east–west) direction.

This difference of errors can be quantified using the formula for the standard
deviation of a general function f ðxiÞ :

rf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X

i

of

oxi

� �2

r2
i

s

ð2Þ

where ri is the standard deviation of the variable xi . Inserting Eq. (1) into Eq. (2)
we get the following expressions for the error (standard deviation) of the zonal and
meridional current components:

Fig. 4 a zonal and b merional components from Envisat ASAR from Eq. (1) and the range
directed velocities shown in Fig. 2. The corresponding uncertainties are shown in Fig. 5 c and e

Fig. 3 The red arrows illustrate the detected components of the true current vector (solid black)
for ascending (va) and descending (vd) passes. The dashed black lines indicate the orthogonal
zonal and meridional components
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ru ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

d þ r2
a

p

2 cos a
¼ 0:73r

rv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

d þ r2
a

p

2 sin a
¼ 3:14r

ð3Þ

The latter equality of each equation is valid if the ascending and descending
uncertainties are equal (ra ¼ rd ¼ r). In this case the error of the u component is
27 % smaller than for the ASAR range components, whereas the error of the v
component is 314 % larger than the error of the range components. For r &5 cm/s
as estimated by Hansen et al. [3] we get errors of respectively 3.7 and 15.7 cm/s
for the u and v components, in consistence with Fig. 4.

In addition to the variability (noise) in the v-component shown in Fig. 4b, a
mean northwards velocity of about 30 cm/s is also seen for most of the British
shelf areas. Whereas there are tidal currents with speeds up to and exceeding 1 m/s
in this area, such a significant mean current is clearly erroneous, and the values
also exceed the uncertainty of the v-component of about 15 cm/s according to
Eq. (3) and Fig. 5e. However, in addition to noise, we may also have unknown
mean biases Dva and Dvd in the ascending and descending components, which will
give a corresponding bias of the v-component of:

Dv ¼ Dva � Dvd

2 sin a
ð4Þ

Thus biases of equal magnitude but opposite sign will lead to a bias in the
v-component which is 5 times larger than that of the range components. Hence
moderate biases of e.g. +6 and -6 cm/s for the range components could explain
the large bias of 30 cm/s of the v-component observed in Fig. 4b. Remaining
instrumental biases [2] could be one possible explanation for this observed artifact.
Additionally, the sun-synchronous orbit of Envisat may also lead to a significant
sampling aliasing of tidal currents which are in this region primarily oscillating
with the lunar semi-diurnal period of 12.4 h.

The combined mean 2D surface current field is shown in Fig. 5a. Except for the
British shelf, the current vectors are reasonable both in magnitude and direction.
The main features compare well with the geostrophic current shown in Fig. 5b,
which is calculated from a climatological Mean Dynamic Topography based on
combination of GRACE data, altimetry and in situ measurements [6].

As obtained (Fig. 5 c-f) the u-component of the Doppler current is more
accurate than the corresponding geostrophic component. For the v-component, this
is reversed, except for some areas close to the coast, where satellite altimetry has
limitations. One indication of the latter limitation is the absence of the coastal
current along the coast of Southwest Norway, which is visible on the SAR Doppler
map, despite the south-north orientation of the current which is unfavourable for
the Doppler detection.
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To take maximum benefit from the strengths of these two different sources of
information, they can be merged. Following a Bayesian approach, we can calculate
an optimum meridional velocity v0 by

Fig. 5 a Surface currents from Envisat ASAR Doppler shift, by combining the components
shown in Fig. 4. b Geostrophic current from [6]. c and d show the errors (standard deviations) of
the u-components of the ASAR current (a) and the geostrophic current (b), and e and f show
errors of the corresponding v-components
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v0 ¼
vr2

gv þ vgr2
v

r2
gv þ r2

v

; ð5Þ

where rvg is the error of the v-component (vg) of the geostrophic current. A
corresponding equation can be found for a combined zonal component u0. The
resulting merged ASAR and geostrophic current is shown in Fig. 6. The erroneous
northwards current on the British shelf is removed, as the v-component of the
Doppler current with high uncertainty obtained little weight here. The signatures
of the northwards flowing Norwegian coastal current are however preserved, the
geostrophic current having lower accuracy at this location. Overall, this final result
shows a more consistent and coherent mean current system connecting the
Norwegian Atlantic Current with the Norwegian Coastal Current and the Skag-
errak current.

For the calculation of the Doppler current, we corrected for the wave state by
using the wind speed relative to a non-moving ocean surface. Given now a first
guess current field, this procedure could be repeated by using a wind speed relative
to the first guess current, presumably giving further improvements.

4 Conclusions

It is demonstrated how temporally averaged ocean surface current vectors can be
retrieved from corresponding non-orthogonal SAR range Doppler components.
The uncertainty is shown to be significantly higher for the retrieved meridional (v)
component due to unfavourable satellite view configuration. A weighted combi-
nation with a climatological geostrophic current improves the accuracy, while
preserving the finer spatial details (*10 km) provided by the SAR measurements.

Fig. 6 Surface current
calculated as a weighted
combination of the ASAR
Doppler current and the
geostrophic current from a
mean dynamic topography of
Rio et al. [6]
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Whereas the SAR measurements are here averaged over several years, improved
specifications for future SAR systems (e.g. Sentinel-1) may yield the proposed
method applicable to resolve seasonal and monthly variations of even moderately
weak ocean currents.
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OC-Flux—Open Ocean Air-Sea CO2

Fluxes from Envisat in Support of Global
Carbon Cycle Monitoring

Jamie D. Shutler

Abstract Increasing levels of atmospheric carbon dioxide gas (CO2) from
anthropogenic sources are of growing concern due to their impact on the global
climate system. Research has shown that there is a strong link between increasing
atmospheric CO2 concentrations and the warming climate. The global oceans are
considered the only true net sink of atmospheric CO2. Understanding the exchange
of CO2 between the ocean and the atmosphere is clearly of importance for mon-
itoring the global carbon cycle and for climate modelling. However, there remain
large uncertainties in the current parameterisations of air-sea gas interactions,
which can have profound effects on the resulting global estimates of CO2 uptake.
The OC-flux project was funded to exploit coincident Envisat data to investigate a
number of these uncertainties.

Keywords Air-sea fluxes � Gas transfer velocity � Carbon cycle

1 Introduction

Increasing levels of atmospheric CO2, caused by the burning of fossil fuels and
biomass, are of growing concern due to their impact on the global climate system.
Currently, it is thought that the ocean system annually absorbs up to *25 % of
anthropogenic CO2 [24]. But it is not clear whether this ocean carbon ‘sink’ is
increasing or decreasing, and considerable temporal and spatial inter-annual var-
iation appears to occur e.g. [32]. It is therefore crucial to identify the associated
uncertainties in these estimates [14]. Space observations (or Earth observation)

J. D. Shutler (&)
Plymouth Marine Laboratory, Plymouth PL1 3DH, UK
e-mail: jams@pml.ac.uk

D. Fernández-Prieto and R. Sabia, Remote Sensing Advances for Earth System Science,
SpringerBriefs in Earth System Sciences, DOI: 10.1007/978-3-642-32521-2_8,
� The Author(s) 2013

69



have an important role to play in this process through providing quasi-synoptic,
reproducible and well-calibrated measurements for investigating processes on
global scales.

The flux of CO2 between the atmosphere and the ocean (air-sea) is controlled
by wind speed, sea state, sea surface temperature and surface processes including
any biological activity. The air-sea flux of CO2 can be determined from the gas
transfer velocity, k, using:

F ¼ kðaW pCO2W � aSpCO2AÞ ð1Þ

where a is the solubility of the gas in water at depth (aW) and at the sea skin (aS)
and pCO2 is the partial pressure of CO2 in the water at depth (pCO2W) and at the
surface (pCO2A). A range of wind speed and sea state dependent parameterisations
for k exist e.g. [22]. The solubility (a) of the gas (CO2) is a known function of sea
surface temperature (SST) and salinity.

2 Global Scale Accuracy Assessment

Earth observation (EO) in conjunction with additional datasets allows the estima-
tion and monitoring of air-sea fluxes on a global scale. However, the global
accuracy of such methods has yet to be determined. There are currently several
approaches for estimating k from EO data. The majority of these approaches exploit
the dependence of k on wind speed and the predictions of k vary significantly
among these relationships, especially at higher wind speeds, as shown in Fig. 1
(k660 is the k for a Schmidt number of 660 which corresponds to CO2 in sea water at
20 �C). The lack of any global accuracy assessment situation is in part due to the
difficulty in collecting suitable ground truth in situ data. However, one of the major
hurdles is the lack of temporally and spatially coincident EO SST and wind/wave
data, which are required to accurately assess the global performance of the various
approaches. However, the European environmental monitoring satellite, Envisat,
which carries the Radar Altimeter 2 (RA2), the Advanced Along Track Scanning
Radiometer (AATSR) and the Medium Resolution Imaging Spectrometer (MERIS)
is capable of providing spatially and temporally coincident EO data for a range
of environmental parameters which can be directly compared with coincident
in situ data.

3 Surface Biology and Temperature Gradients

The accumulation of biological surfactant at the water surface introduces surface-
tension gradients, which can modify both momentum and mass transports in
close proximity to the surface [28], effectively attenuating surface roughness [6].
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A number of studies have shown experimental evidence that the presence of
surfactants can reduce gas transport across the water surface e.g. [25]. The major
cause of such oceanic surfactants are marine phytoplankton and a range of phy-
toplankton species are able to produce such surface-active materials e.g. [7]. This
suggests that primary productivity, which can be estimated from EO data, can be
used a proxy for indicating the presence of biological slicks [28].

Temperature gradients can exist at the air-sea interface due to molecular
transfer processes and radiative heating, which can impact on the air-sea CO2

fluxes. Therefore the temperature at the precise water interface (SSTint) is the
interface with atmosphere and so governs the air-sea exchange process. However,
while SSTint theoretically exists it is physically impossible to measure. Instead, the
skin temperature, SSTskin, defined as the temperature within the conductive dif-
fusion-dominated sub-layer is considered to be a good approximation of SSTint.
Increasingly, in situ studies are highlighting the need to use SSTskin to derive air-
sea CO2 fluxes, allowing the impact of temperature gradients to be included in the
analysis [20, 31]. Similarly, one-dimensional model studies have highlighted the
impact of temperature gradients on the calculated flux e.g. [11]. Collectively, these
localised studies have shown that the existence of surface temperature gradients
can change the magnitude of the flux by 30–40 % [11, 20]. However, most global
air-sea CO2 flux analyses use sub-skin estimates of SST (e.g. from microwave EO
sensors), or model and EO derived depth estimates of SST (e.g. from near-infrared
EO sensors) calibrated to sub-surface or SSTfnd temperatures [2]. The impact of
using skin temperature datasets for representing the surface conditions when
deriving global CO2 fluxes (in contrast to using foundation temperature, SSTfnd)
could be very large. For instance there are number of regions in the world where
the SSTskin is expected to deviate considerably from the SST at depth. These
regions include the equatorial Pacific and the central Atlantic oceans [4]. Earth

Fig. 1 Gas transfer velocity
(k) versus wind speed for a
range of different
parameterisations for a
Schmidt number of 660. [15]
(LM86), [29] (W92), [30]
(WG99), [22] (N00), [19]
(M01), and a family of curves
for [33] (W05), which is the
basis for the approach of [5]
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observation (EO) is able to provide accurate and precise SSTskin data (e.g. from
near-infrared EO sensors that are calibrated to determine skin temperatures [2])
and these can be used to represent the water temperature at the air-sea interface.

OC-flux was funded to use coincident data from the European Space Agency’s
(ESA) Environmental monitoring satellite, Envisat, to investigate uncertainties in
current estimates of air-sea fluxes of CO2. This work exploited advances in
methods [9, 13, 26, 27] and expanded climatology datasets [27] to evaluate (i) the
accuracy of EO to determine k, (ii) the impact of temperature gradients on these
fluxes and (iii) the importance of accounting for biological activity when esti-
mating these fluxes.

4 Methodology

Spatially and temporally coincident sea skin temperature (SSTskin), wind speed
(U10), significant wave height (HS), backscatter coefficient (r0) and spectral
information on surface biology were provided by the Envisat RA2, AATSR and
MERIS data. Climatological values including the partial pressure of CO2 in water
at depth (pCO2W) in air (pCO2A) and salinity were provided by the [27] clima-
tology. Global daily air-pressure and air temperature fields were provided by the
European Centre for Medium-range Weather Forecasting (ECMWF) operational
dataset (N80 Gaussian gridded analysis on surface levels; ERA-40 format, 6
hourly fields). Daily SSTfnd and sea ice data were provided by the Operational Sea
Surface Temperature and Sea Ice Analysis (OSTIA) system [3]. All data were re-
projected to a common 1o 9 1o grid. To achieve this the Takahashi data were
linearly interpolated and the ECMWF data were re-binned. While Eq. 1 can be
used to calculate the air-sea flux of CO2, a more accurate calculation of the flux
should include a small temperature correction which results from the temperature
dependent carbonate reaction [8]. Therefore, the flux was computed using the
above datasets following:

F ¼ kðaWð1þ 0:015DTÞpCO2W � aSpCO2AÞ ð2Þ

which is Eq. 1 with a temperature correction for the carbonate reaction.
The climatology pCO2W and pCO2A data were pressure and temperature cor-

rected following [12], aW was determined using SSTfnd, whereas aS was deter-
mined using SSTskin and DT = SSTfnd–SSTskin. The net global fluxes were
calculated by first generating daily mean flux composites (in Pg C day-1) for each
month. These daily mean composites were then multiplied by the number of days
in the respective month (to produce values in Pg C mon-1). Each 1o 9 1o flux
value was then multiplied by its respective areal coverage (modeling the Earth as a
sphere) and all area-weighted values were then summed to determine the net
monthly flux. All monthly calculations were normalised with respect to monthly
mean ice cover [27]. Summing the resultant monthly net fluxes across each year
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produces the net annual flux (in Pg C yr-1). Figure 2 shows the daily mean air-sea
CO2 flux for the N00 parameterisation of k.

5 Evaluating Uncertainties in EO Methods Using
In Situ Data

A large in situ k dataset was collated [10, 16–18, 21, 34, 35] and compared with
their equivalent EO data. For each in situ data point the closest valid pixel was
extracted from the EO datasets. Due to the EO data consisting of binned data, near
coincident single pixel values were extracted. To maximize the number of
potential matchups the EO data were retained for comparison if i) the Euclidean
distance between the in situ sample and EO grid point was B1o (i.e. nearest
neighbour, ii) the EO pass and in situ data were collected within ± 6 h of each
other and iii) data existed for SST and U10 in both the in situ data and EO data. A
number of different statistical quantities were then used to assess the differences
between the in situ and EO data including the standard error (S) and root mean
squared error (RMSE). Figure 3 shows the scatter plots for in situ k versus EO
derived k for two different parameterisations. Also plotted (as error bars) are the
associated uncertainties from the EO and in situ data. The EO data uncertainties
have been propagated through each k parameterisation calculation using the actual
published estimates of uncertainties [1, 23]. While the Fig. 3a shows a slope close

Fig. 2 Daily mean CO2 flux (g C m-2 day-1) for N00 k parameterisations. The flux is calculated
assuming satellite data are representative of the whole day and then averaged the whole year.
Land is in grey and black represents regions of no data
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to the 1:1 line for N00, it is important to note that the standard error in Fig. 3b is
much lower, suggesting that re-parameterising FW07 (to correct the poor slope
response of 0.32) is likely to provide a more superior parameterisation of k (than
using N00). It is noted that a much larger dataset is really required to fully evaluate
these approaches. Due to the low number of in situ-EO matchups these results only
provide an indication of the performance of the different methods over a limited
range of environmental conditions.

6 Impact of Vertical Temperature Gradients

In order to isolate the impact of near surface vertical temperature gradients on the
global air-sea flux of CO2, two scenarios are considered i) fluxes generated using
daily SSTskin and SSTfnd data (Fskin) and ii) fluxes generated using daily SSTfnd

data (Ffnd). Using the first scenario as the reference dataset, the percentage dif-
ference (termed error) in the second scenario was investigated. The error gives an
indication of the impact on the fluxes of neglecting vertical temperature gradients.
The net global flux for 2008–2009 was determined using Fskin to produce a mean
net sink of 1.19–2.82 Pg C yr-1, dependent upon the gas transfer velocity
parameterisation used. When Ffnd is used this sink reduces to 1.06–2.52 Pg C yr-1.
Figure 4 shows the mean Ffnd–Fskin differences for the N00 parameterisations of k.
For instance this highlights that if Ffnd is used to estimate local fluxes in the
Southern Ocean (i.e vertical temperature gradients are ignored) then the flux is
likely to be in error by more than 20 %.

Fig. 3 Envisat derived k versus in situ k for a N00 with S = 0.20, RMSE = 0.16, R2 = 0.66,
slope = 0.89, intercept = 0.10, N = 12 and b FW07 with S = 0.08, RMSE = 0.25, R2 = 0.64,
slope = 0.32, intercept = 0.35, N = 12
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7 Importance of Surface Biology

Figure 5 shows daily mean net primary production estimated using the coincident
Envisat data. These daily estimates were used to quantify the percentage of the net
flux which occurs in regions of high biological activity as defined by [28]. Table 1
shows that despite the relatively small areas of open ocean that these biological

Fig. 4 Percentage differences between the air-sea CO2 fluxes (Ffnd–Fskin) calculated using the
N00 parameterisation of k. Land is in grey; black represents regions of no data

Fig. 5 Monthly mean primary production estimates from coincident AATSR and MERIS data
for July 2008 in mg C m2 day-1 using [26]
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slicks cover (*6 % of the global open ocean) they can have a measurable impact
on the net flux (i.e these regions account for *10 % of the global net flux). This
impact varies temporally (not shown).

8 The Potential of Sentinel 3 Sensors for Studying Air-Sea
Fluxes of CO2

After 2013 a series of ‘Sentinel’ platforms are planned to provide operational
monitoring of the Earth’s environment. The Sentinels are part of the joint Euro-
pean Commission (EC) and European Space Agency (ESA) Global Monitoring for
Environment and Security (GMES) initiative. Sentinel 3, the first of which is
planned for launch in late 2013, will carry the Synthetic Aperture Radar altimeter
(SRAL) and the Sea and Land Surface Temperature Radiometer (SLSTR). These
instruments are based upon Cryosat-2 and AATSR concepts and technology, and
will be capable of collecting spatially and temporally coincident data. Therefore
the Sentinel 3 platforms should provide suitable data for the continuation of the
work detailed here. Multiple versions of these platforms are expected with Sentinel
3a and 3b already planned, providing the potential for the long term monitoring of
near-real time air-sea CO2 fluxes.

9 Conclusions

The OC-flux project has exploited synergy between the sensors onboard Envisat to
study the atmosphere–ocean flux of CO2 in the global oceans. This work has
resulted in a number of key findings.

It is clear that a larger number of in situ measurements of the gas transfer
velocity and air-sea CO2 fluxes are required to allow Earth observation methods
for monitoring air-sea CO2 fluxes to be fully evaluated. Routine collection of such
in situ data is really required if Earth observation is to be fully exploited for
monitoring air-sea gas exchange. However, the initial Earth observation and in situ
comparison results presented here support the use of sea state based parameteri-
sations in place of purely wind based methods.

Table 1 Global net fluxes (W) and net areal coverage (U) and the percentage due to slick (high
biology) regions

Parameter Complete region % due to slicks

Global W N00 -1.10 Pg C yr-1 9 (0.10)
FW07 -1.88 Pg C yr-1 10 (0.18)

Global U 2.88 9 1015 km2 6 (0.18 9 1015)
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Neglecting near surface temperature gradients when deriving global air-sea
fluxes of CO2 can result in global errors of up to 11 % in the annual net fluxes.
Locally these errors can be [20 %. These results highlight a large source of error
in foundation or sub-surface temperature driven estimates of global net air-sea
CO2 flux that ignore near-surface temperature gradients.

Globally in the open oceans regions of biological slicks account for *10 % of
the net flux of CO2 (sink). Consequently, global flux studies that use gas transfer
velocity parameterisations that do not account for the dampening of the water
surface due to biological slicks are likely to overestimate the net sink.
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ISMER—Active Magmatic Processes
in the East African Rift: A Satellite
Radar Perspective

Juliet Biggs, Elspeth Robertson and Mia Mace

Abstract An understanding of the fundamental processes by which continental
rifts form and develop is necessary to fully understand plate tectonics and the
associated earthquake and volcano hazards. Fault slip, magma chamber inflation
and magma intrusion produce characteristic patterns of surface deformation which
can be the key to characterising the active tectonic and magmatic processes. The
ISMER project uses archived and scheduled satellite radar images to analyse
surface displacements along the length of the East African Rift over the past
15 years. Where available we use seismological observations from global cata-
logues and local networks to target our observations, and perform systematic
surveys over key areas to identify aseismic processes. In this article, we summarise
published findings on the Kenyan (1997–2008) and Main Ethiopian Rifts and the
2009 Malawi earthquakes and describe new results from the Western Branch, the
Kenyan Rift (2008–2010) and a series of seismic swarms. Due to InSAR studies
such as these, the number of volcanoes known to be active in East Africa has gone
from 3 (Nyiragongo, Nyamuragira and Oldonyo Lengai) to [ 14 with implica-
tions for volcanic hazard and geothermal potential.
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1 Introduction

Divergent plate boundaries start as continental rifts and mature through a series of
distinct stages to form mid-ocean ridges. Established models of continental rift
formation assume all extension takes place on faults yet recent observations from
the East African Rift have shown the importance of magmatic intrusion [12, 22]
and active volcanic systems [6]. However, detailed studies only exist for small
areas and a handful of events, the coverage is insufficient to determine the tem-
poral and spatial distribution of tectonic and magmatic processes and their
implications for rift development. Now, a systematic study is required to quantify
the role magma plays in accommodating extension and its relationship to fault-
based stretching. By comparison between mature and immature rift segments, such
a survey can not only observe present-day processes but also evaluate their con-
tribution to the development of continental rifts.

The rapidly developing field of satellite geodesy has revolutionised surface
deformation measurements, providing new insights into active tectonics, and in
particular identifying activity that is not accompanied by significant seismicity.
Interferometric Synthetic Aperture Radar (InSAR) compares the phase of radar
images taken at different times to detect small (\1 cm) surface displacements at
high resolution (\90 m) over continental-scale areas. Satellite-based InSAR
requires no ground deployments, making it an ideal tool for detecting and com-
paring processes that occur over large areas of remote terrain.

The ISMER project uses past and future satellite radar images to analyse sur-
face displacements along the length of the East African Rift over the past 15 years
(Fig. 1). This region includes more than 30 volcanoes, few of which have ever
been studied for geodetic activity, and several seismic swarms. A large archive of
data exists for the Main Ethiopian Rift and Western Branch of the East African
Rift. ERS 2 made acquisitions in 1997 and 2000, and there are 3–4 acquisitions per
year for Envisat in the time period 2003–2008. From 2008, acquisitions were
scheduled in response to events of interest (such as the 2009 Karonga Earthquake
Sequence in Malawi) and to improve the temporal resolution of observation over
areas of particular interest (e.g. Kenyan volcanoes).

Results from the ISMER project have been published in a series of peer-
reviewed articles starting with the preliminary study of the Kenyan Rift from 1992
to 2008 [6], the 2009 Karonga earthquakes, Malawi [8] and a systematic study of
the Main Ethiopian Rift [7]. These are summarised briefly alongside new results
from the Western Branch and from a program of scheduled Envisat acquisitions on
the Kenyan Rift in 2009–2010.
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2 Seismic Activity

Earthquakes occur in response to stress changes in the Earth’s upper crust and
thus can be used to target observations. Tectonic earthquakes associated with slip
on major structural faults would be expected to have a single large magnitude
event followed by smaller aftershocks. In contrast, seismic activity associated
with magma movement (for example a dyke intrusion) usually consist of a
swarm of small earthquakes lasting for days to weeks. Large earthquakes
(M [ 4:5) can be detected using the Global Seismographic Network (GSN), but
swarms of smaller earthquakes may only be detected on temporary deployments
of local networks. In this section we discuss the Karonga earthquake sequence,
which was detected using the GSN, and a series of swarms reported by local
networks.

2.1 The 2009 Karonga Earthquake Sequence

The Karonga region on the western shore of Lake Malawi (Fig. 2a) suffered a
series of earthquakes in December 2009. The largest four events had magnitudes

Fig. 1 The East African
Rift—a divergent plate
boundary between the Nubian
and Somalian Plates. In the
Afar depression to the north,
spreading is accommodated
by magmatic processes while
the Malawi rift in the south is
a tectonically-controlled
basin
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greater than 5.5. According to United Nations reports, over 1000 houses collapsed,
a further 2900 were damaged, 300 people were wounded, and 4 were killed. As
part of the ISMER project, the European Space Agency (ESA) rapidly scheduled
the Envisat to acquire images on all relevant beam modes and tracks in the next
few weeks. In this region, archived images were available in several beam modes
including D2 and D5 (from May 2009), A4 in September and A3 in December.
Due to a swift response, an image was collected in beam mode A2 on December
17th allowing us to isolate the deformation from the 19th December earthquake
(Fig. 2d). The coastal plain lost interferometric coherence within a few months but
bedrock west of the Karonga fault maintained coherence.

Interferograms spanning all the earthquakes show a fringe pattern elongated
NNW-SSE (Fig. 2c). A central lobe shows up to 28 cm of line-of-sight range
increase with smaller amounts of range decrease in lobes to the east and west. The
boundary between central and eastern lobes is sharp suggesting a fault close to
the surface, but the boundary between the western and central lobes is smoother.
The interferogram covering the 19th December earthquake (Fig. 2d) shows a
simpler bulls eye pattern of 4 fringes, and displays the same sharp discontinuity as
obvserved in the longer interferograms.

Fig. 2 Interferograms and models for the December 2009 Karonga Earthquake Sequence,
Malawi a. b Location of the 4 largest earthquakes including their focal mechanisms (after [8]).
c Interferogram spanning the entire earthquake sequence and d Interferogram spanning the
December 19th Earthquake only
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The most coherent interferograms were used to produce a fault model based on
existing analytic solutions and inversion methods [17, 23]. The geology and
geomorphology suggest an east-dipping fault plane aligned with a prominent
scarp, but this cannot match the sharp discontinuity observed in the surface dis-
placement fields. However, a single W-dipping fault plane extending from the
surface discontinuity to a depth of 6 km was found to fit all interferograms well.

The Karonga sequence offers an insight into active rift processes in the East
African Rift System. Despite the swarm-like seismicity, we found no evidence for
the involvement of magmatic fluids. The deformation is consistent with the rupture
of a single west-dipping fault, which appears on geological maps but has little
geomorphological expression.

2.2 Seismic Swarms

Seismic swarms occur in a variety of different environments and might have a
diversity of origins. They occur frequently in areas of magmatic and volcanic
activity, but also associated with aseismic fault slip, particularly at releasing bends
on transform faults [13]. Since the intrusion of a shallow dike is typically asso-
ciated with surface displacements on the order of 0.1–1 m, InSAR is the ideal tool
to distinguish the cause. For example, surface deformation associated with the
2007 Lake Natron/Gelei Swarm linked it to the intrusion of a 2.4 m wide dike
[1, 3, 5, 9]. Using archived data from the background mission, can be used to
reassess past activity; the 2000 Ayelu-Amoissa swarm was recently attributed to
an intrusion of a 1.5 m wide dike [15].

Compared to other parts of the East African Rift System, the Kenyan branch of
the EAR has low seismic activity with no events M [ 5 recorded since 1928.
However, local networks frequently report high levels of microseismicity with
10M\3 events per day in the southernmost part of the rift [14]. This micro-
seismicity is often clustered in both space and time forming microseismic swarms.

We form interferograms spanning the 1998 Lake Magadi swarm [14] and the
Lake Manyara swarm [1, 16]. The Lake Manyara swarm appears to be continuously
active for at least 12 years as it was detected by local deployments in 1994–1995
[16] and in 2007 [1] with consistent locations, magnitudes and event rates. The Lake
Magadi region appears to have some background levels of micro-seismic activity,
but a jump from 10 to 300 events per day was detected in April 1998. The b-value of
0.75 suggests a tectonic origin rather than magmatic origin [14]. Both swarms are
elongated NE-SW sub-parallel to the trend of the rift axis.

Figure 3 shows interferograms spanning the 1998 Lake Magadi Swarm, with
seismicity from [14] and the Lake Manyara Seismic swarm with seismicity from
the 2007 temporary network [1]. The Lake Magadi interferogram show a strong
atmospheric influence, but neither show sufficient deformation to be attributed to a
dike intrusion. We conclude that these swarms were not driven by magmatic
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activity and must be attributed to either fault slip or the migration of aqueous
fluids.

3 Aseismic Deformation

While seismic activity may be a good indicator of activity, many processes that
produce surface deformation are essentially aseismic, or associated with seismicity
too small to be detected by the available networks. Examples include fault creep,
visco-elastic relaxation, magma chamber inflation, geothermal fluid flow and water
pumping. Here we follow the approach of Pritchard and Simons, 2004 [18] and
perform a systematic survey to detect aseismic deformation.

3.1 Kenyan Rift

A previous InSAR survey of the Kenyan rift discovered four volcanoes underwent
geodetic activity between 1997 and 2007 [6]. During the ISMER project, Envisat
acquisitions were scheduled from 2008 to monitor any further volcanic defor-
mation. Here we present a summary of deformation from 2008 to 2010 from
C-band Envisat and L-band ALOS (an ESA third party mission). Longer wave-
lengths interact with scatterers that are more stable in time. This causes vegetation
to have a greater decorrelating effect at C-band than at L-band.

Fig. 3 Interferograms spanning seismic swarms. a ERS1/2 interferogram from 23rd September
1997 to 13th September 2000 spanning the Lake Magadi Swarm, with seismicity from [12];
b Envisat interferogram of Lake Manyara from 5th March 2007 to 18th February 2008 with
seismicity from the 2007 temporary network [1]. The Lake Manyara interferogram was processed
at 16 looks and filtered three times in order to improve coherence
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Longonot volcano inflated by 9.2 cm between 2004 and 2006 [6] but sub-
sequent Envisat images up to 2008 were incoherent. During 2008–2010, Longonot
subsided by 0.72 cm at a constant rate of � � 2 mm per year (Fig. 4a). Paka
inflated by 21.3 cm over a 9 month period in 2006–2007 [6]. The ALOS dataset
captures the end of this inflation episode. The acquisitions are divided into two
time periods: a stack of 4 interferograms from January 2007 to July 2008 show
� 3 cm of uplift (Fig. 4c), while a stack of 6 interferograms after this date show
no deformation (Fig. 4d). Silali showed no deformation in the previous InSAR
survey but a stack of 11 ALOS interferograms from 2007 to 2010 show shallow
subsidence centered on the volcano caldera of up to 4 cm (Fig. 4b).

Suswa and Menengai volcanoes subsided by 4.6 and 3 cm respectively between
1997 and 2000; yet no deformation has been observed since. The Olkaria volcanic
complex hosts Kenya’s largest geothermal resources with four power plants cur-
rently in operation within the volcanic field. Both Alos and Envisat have contin-
uous coherence from 2006 and no ground deformation is observed.

3.2 Main Ethiopian Rift

The Main Ethiopian Rift (MER) contains 13 named volcanoes [19]. Despite
numerous strands of geophysical evidence which suggest that there is a plentiful
supply of magma in the mantle and crust [4], very few eruptions have been
recorded historically. We performed a systematic study using ERS and Envisat

Fig. 4 Summary of observations of the Kenyan Rift during 2007–2010 using 3rd Party JAXA
satellite ALOS. An earlier InSAR survey had detected pulses of deformation at Longonot, Suswa,
Paka and Menengai volcanoes from 1997 to 2000. a Subsidence at Longonot volcano at a rate of
� 2 mm/yr, b subsidence at Silali volcano at a rate of 9 mm/yr, c uplift of Paka volcano
consistent with the end of the previously detected inflation episode lasting until July 2008
d period following July 2008 showing no deformation
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data from 1997 to 2009 which found surface displacements at 4 locations within
the rift. Further details are given in Biggs et al. [7].

The volcano Alutu shows significant deformation in all Envisat interferograms
processed from December 2003 to March 2009. The deformation pattern is cir-
cular and centered on the volcano (Fig. 5a) Time series analysis shows two pulses
of rapid inflation (20 cm) in 2004 and 2008 separated by gentle subsidence at a
rate of 3–5 cm/yr. Alutu is the site of a geothermal field (the Alutu-Langano Field)
which is in the process of being exploited for power production. The combination
of subsidence and uplift suggests the complex interaction in a coupled magmatic-
geothermal system.

The intereferogram from 1997 to 2000 shows subsidence of at least 11 cm
centered on Corbetti volcano (Fig. 5b). Envisat interferograms from 2003 to 2009
show no deformation but uplift restarted in 2010. The deformation corresponds to
a period (1996–1998) of intense ground cracks in the nearby areas of Muleti, Lake
Shala and Adamitulu. Previous studies [2] found no link to active faulting or
distant earthquakes, considered the rates of groundwater withdrawal too low to
result in fissures of this kind. Ultimately they conclude that the fissures are created
by heavy rainfall, but the InSAR observations suggest that they may be related to
volcano deformation.

Deformation of 3–5 cm occurs � 10 km south of the volcano Hertali, in an area
with an unnamed volcanic edifice; recent-looking lava flows are visible in optical
imagery. We have named the volcanic edifice Haledebi following the name for the
area on Ethiopian topographic maps. The deformation pattern is sharply bounded
on the western side, suggesting that the deformation is fault-controlled, or involves
intrusion into a dipping structure.

Fig. 5 Volcanoes of Main
Ethiopian Rift (after [7]).
a Uplift at Alutu
(17 December 2003 to 18
August 2004), and
b subsidence at Corbetti (23
September 1997 to 13
September 2000). Volcanoes
from the Smithsonian
Database are denoted with
black triangles H, Hertali; D,
Dofen; F, Fentale; B, Beru;
K, Kone; B, Boset; S, Sodore;
G, Gedemsa; Bor, Bora
Berricio; TM, Tulla Moje;
EZ, East Ziway; A, Alutu; C,
Corbetti
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Together, these observations indicate a shallow (\10 km), frequently replen-
ished zone of magma storage associated with volcanic edifices and add to the
growing body of observations that indicate shallow magmatic processes operating
on a decadal timescale are ubiquitous throughout the East African Rift. In the
absence of detailed historical records of volcanic activity, satellite-based obser-
vations of monitoring parameters, such as deformation, could play an important
role in assessing volcanic hazard.

3.3 Western Branch

The western branch of the East African rift is both more seismically and more
volcanically active than the Kenyan branch. Previous InSAR studies have focussed
on the eruptions of Nyamuragira and Nyiragongo and earthquakes with M [ 5:5.
Here we perform a systematic InSAR survey of all volcanoes from Lake Kivu to
north of Lake Edward using Envisat data from 2005 to 2010. However, due to the
effect of dense vegetation on C-band radar, the majority of the region was inco-
herent. The only coherent regions are the Bunyaruguru, Katwe-Kikorongo and
Nyiragongo-Nyamuragira volcanic fields and the area near May-ya-moto volcano.

Short-term deformation was detected associated with the 2006 eruption of
Nyamuragira (Fig. 6b) as reported by [10] and the 2008 Bukavu earthquakes
(Fig. 6c) as reported by [11]. Subsidence was detected in an area to the north of
Nyamuragira at a constant rate of 3 cm/yr (Fig 6a). The area of subsidence cor-
responds with the lava flows from 1991 to 1993 [20] and can be attributed to the
cooling, contraction and repacking of the lava [21].

Fig. 6 Envisat Survey of the Western Branch. A Ongoing subsidence of the 1991–1993 lava
flows of Nyiragongo at 3 cm/yr. B Deformation associated with the 2006 Nyamuragira eruption,
C deformation associated with the 2008 Bukavu Earthquake. D Shows an area of coherence close
to the volcano May-ya-moto; E shows an area of coherence around the Bunyaruguru and Katwe-
Kikorongo volcanic fields. Neither show any deformation during the period of the survey
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4 Conclusions

The ISMER project has performed a systematic survey of tectonically- and
magmatically-driven surface deformation along the major sections of the East
African Rift. It has continued monitoring of the Kenyan Rift, allowing us to detect
slower deformation (mm/yr) such as at Longonot and Silali volcanoes; it has
performed new surveys of the Main Ethiopian Rift and the Western Branch of the
rift revealing 4 deforming areas, including cycles of uplift and subsidence at
the Alutu-Langano geothermal field, and a previously unnamed volcanic edifice.
The new acquisition strategy has enabled us to respond to seismic events, such
as the 2009 Karonga earthquake sequence in Malawi and the archived background
mission data has been used to look for surface deformation associated with pub-
lished seismic swarms.
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FEMM—Fire Effects Modelling
and Mapping: An Approach to Estimate
the Spatial Variability of Burning
Efficiency

Patricia Oliva

Abstract Burning efficiency, defined as the percentage of biomass consumed by
the fire, plays a key role in the estimation of the amount of gases released from the
biomass burning process. Traditionally this parameter was assigned to a vegetation
class as a constant value. However, different levels of damage, also called burn
severity, may occur within an area affected by fire. This affects the amount of
biomass consumed by burning. Consequently, the burning efficiency coefficients
should vary accordingly to the levels of damage presented in the burned area. The
approach described in this study estimates the burning efficiency values adjusting
the burning efficiency coefficients by vegetation type found in the literature to the
level of damage computed from MERIS images. This study focused in two big
fires occurred in Spain in 2009. The burning efficiency maps generated highlighted
the overestimation produced when the level of damage is not considered in the
burning efficiency estimation.

Keywords Burning efficiency � Level of damage � Forest fires � Emissions �
Biomass burning � Forest fires burn severity

1 Introduction

Forest fires seriously affect the ecosystem dynamics by consuming the vegetation
layer and modifying the soil structure [1]. Besides, the biomass burning process
releases greenhouse gases (GHG), trace gases and aerosols to the atmosphere [2]
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which play a decisive role in the climate change. Consequently, special attention
has been given by the scientific community to accurately estimate the amount of
gases released from biomass burning [3].

In this study we followed the equation proposed by Seiler and Crutzen [4],

Mi;j;k ¼ BLi;j;m � BEi;j;m � BSi;j � EFk � 10�15

where Mi,j,k is the amount of gas k released for a specific area (coordinates i, j) in
teragrams, BLi,j,m is the biomass load (dry matter) of an homogeneous fuel or
vegetation type m for the same area (g/m2), BEi,j,m is the burning efficiency of the
fuel or vegetation type m (0–1, dimensionless), BSi,j is the burned surface (m2), and
EF is the emission factor of the gas k (g/kg of dry matter).

These parameters have several sources of uncertainties which hinder their
accurate estimation [5]. Significant improvement has done in order to reduce these
uncertainties. However, it is necessary to study in detail the spatial distribution of
burning efficiency in order to improve the current estimations.

Burning efficiency (BE) is defined as the percentage of biomass consumed by
the fire. Traditionally, the emission estimates assign a BE value for each vegeta-
tion or fuel type, considering that the vegetation affected by the fire was com-
pletely burnt [5]. However, some studies concluded that BE might be considered
as a spatially dynamic parameter rather than constant, as the current BE factors led
to uncertainties ranging from 23 to 46 % [6, 7].

In this study we propose an approach to estimate the burning efficiency from
satellite images. In order to capture the variability of this parameter we consider
the level of damage produce by the fire by measuring the burn severity (BS). BS,
defined as the degree of damage on soil and plants after the fire is extinguished
[8, 9], offers an estimation of the biomass consumed by the fire. Therefore, we
used a BS map to adapt the BE coefficients found in the literature to the spatial-
variability of the actual BE.

2 Methodology

2.1 Study Area and Satellite Data

Two large fires occurred during the 2009 fire season in Spain were selected for this
study because they showed a wide range of severity levels within them. The first
one was declared on the 28th of July 2009 near Arenas de San Pedro (Avila)
(Fig. 1). A total surface of 3920 ha was burned, mainly composed by pine forest
and dense shrublands.

The second forest fire occurred in Aliaga (Teruel) burning almost 6315 ha of
pine forests, mixed forests, and shrublands. This fire started on the 22nd of July by
lightning and was completely extinguished after 4 days.
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The data used in this study were acquired by the Medium Resolution Imaging
Spectrometer (MERIS) sensor, one of the ten instruments on board the Envisat
(Environmental Satellite) of the European Space Agency. MERIS measures the
solar radiation reflected by the Earth at a ground spatial resolution of 300 m in 15
spectral bands between 390 and 900 nm [10].

A Full Resolution-Level 1b image dated on 25th September 2010 was used in
this study. This product offers top of atmosphere reflectance of the 15 spectral
bands. The image was atmospherically corrected applying the SCAPE-M
routine [11].

2.2 Burning Efficiency Estimation

2.2.1 Workflow

The burning efficiency estimation developed in this approach considered three
types of inputs: BE coefficients from previous studies, a land cover or vegetation
map, and a map of level of damage produced by the fire (Fig. 2). Therefore, the BE
coefficients were adjusted to the vegetation classes and level of damage.

Fig. 1 Location of the forest fires selected in the 2009 fire season. The forest fires are displayed
on the right side. Fire number 1 refers to Teruel’s fire and number two is Avila’s fire. A MERIS
image dated on the 25th of September is used as background (colour composite 13/8/5)
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2.2.2 Burning Efficiency Coefficients

After a thorough search of BE coefficients, we selected the coefficients which
matched the conditions of the Mediterranean forested areas (Table 1). Hereafter
these coefficients are referred to as BELit.

2.2.3 Vegetation Map

The vegetation categories used in previous studies are very diverse since they
adapted the categories to the ecosystem they were studying or to the land cover
map they could obtain. In our case, to define the vegetation categories which fit the
BELit coefficients we selected the Globcover map. This map complies with the
requirements of this study because of two reasons. First, the Globcover map was
derived from MERIS images. Second, the vegetation classes of this map were
described with more detail than other land cover maps. In order to match the
vegetation map with the BE coefficients, the vegetation categories were simplified
to grassland, shrubland, conifers (evergreen) and deciduous.

2.2.4 Burn Severity Estimation

Burn severity (BS) was estimated by means of the simulation model developed by
De Santis et al. [15]. These authors proposed the inversion of two linked Radi-
ative Transfer Models (RTMs), PROSPECT and GeoSail. The model was com-
posed by a Look-up-table of 30 spectra corresponding to GeoCBI (Geophysical
Composite Burn Index) values ranging from 0 to 3 [16]. These spectra were
organized as a spectral library which provided reference spectra to run a spectral
angle mapper supervised classification [17] of a single post-fire image. The result
was a burn severity map, in which a corresponding GeoCBI value was assigned to

Table 1 Burning efficiency
values from previous studies
by type of vegetation

Vegetation type BELit Reference

Grassland 0.98 [12]
Shrubland 0.95 [13]
Conifer 0.57 [14]
Deciduous 0.56 [14]

Vegetation mapLiterature BE 
values

Level of 
damage

Adjusted Burning efficiency 

Fig. 2 Workflow of the
burning efficiency estimation
developed in this project
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each pixel. This model was applied in Landsat-TM and MERIS data. Landsat-TM
data were validated with field measures and were used then to validate the MERIS
data [18].

The validation results of the MERIS burn severity estimation showed values of
the coefficient of determination higher than 0.92 with a slope of the regression line
higher than 0.9 [18]. Those results proved the potential ability of MERIS data to
estimate burn severity levels.

2.2.5 Adjusted Burning Efficiency

In this first approach to burning efficiency estimation we followed the method-
ology proposed by Kasischke et al. [19]. Therefore, the burn severity levels were
grouped into three categories which defined the level of damage produced by the
fire as low, medium and high. The BELit values were adapted to the levels of
damage taking into account the following assumptions:

• Low damage: BS values lower than 2.5 means low damage to the tree cover, the
shrubland is scorched and the ground is consumed.

• Medium damage: BS values between 2.5 and 2.8 are produced when ground and
Shrubland strata are completely consumed by the fire, and the lower braches of
the trees are burned but the higher branches remain unaffected.

• High damage: BS values higher than 2.8 means leaves and branches of the tree
cover are severely affected by the fire. Shrubland and ground are completely
consumed.

Minimum and maximum BELit values were assigned to the low and high
damage classes, respectively. The BE value for the medium damage class was
computed by interpolation from the previous values (Table 2).

3 Results

The BELit, the vegetation map and the map of level of damage were combined to
obtain the BE adjusted estimation (hereafter BEAdj) (Figs. 3 and 4).

Table 2 Burning efficiency values adjusted to level of damage

Vegetation type BE adjusted to level of damage

Low Medium High

Grassland 0.85 0.9 0.98
Shrubland 0.7 0.85 0.95
Needleleaved forest 0.25 0.42 0.57
Broadleaved forest 0.25 0.4 0.56
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Fig. 3 Teruel’s fire burning efficiency estimation adjusted to the vegetation type (top right) and
the level of damage (bottom right)

Fig. 4 Avila’s fire burning efficiency estimation adapted to the vegetation type (top right) and
the level of damage (bottom right)
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In Teruel the level of damage was high in most of the burned area so the
variability of BEAdj coefficients was induced mainly by the vegetation type
affected. On the other hand the variability of BEAdj coefficients found in Avila’s
fire was caused mainly by the level of damage as the vegetation map is dominated
by the conifer category.

4 Discussion

Biomass consumption within a burned area is affected by weather conditions, fuel
moisture content, vegetation type, and terrain characteristics [5]. Consequently, the
burning efficiency coefficient, which measures the amount of biomass consumed
by the fire, is influenced by the same factors. However, the spatial variability of the
BE coefficients within a vegetation type is not taken into consideration in most of
the GHG emission estimations.

The simple approach applied in this study obtained a BEAdj map which showed
the increased variability of the BE values when the level of damage is considered
in the BE estimation.

In order to quantify the actual differences derived from the use BEAdj values
instead of the BELit values, we computed the mean and the rate of change of the
BE coefficients by vegetation type in both study sites (Table 3). The rate of change
is computed as the difference between the BEAdj and the BELit divided by the
BELit. All the rates of change obtained were negative which indicated that the
BEAdj offered lower values than the BELit coefficients. In other words, the BELit

coefficients may be overestimating the burning efficiency by 10–28 %. This esti-
mation supported the results obtained in previous studies which attempted to
estimate the uncertainties related to the BE coefficient in the estimation of GHG
emissions released from the biomass burning process [6, 7, 20].

On the other hand, the higher rate of change is centred in the vegetation types
dominated by trees. Conifer and deciduous categories showed lower values of
level of damage which indicated that these vegetation types are less affected by fire
than the shrubland and grassland categories. This effect is caused by the size and
amount of the biomass type in each vegetation category. The leaves, thin branches

Table 3 Comparison between BE coefficients found in literature and BE coefficients adjusted to
the level of damage. The rate of change refers to the percentage of change that the mean of the
adjusted BE represents in relation with the BE Lit

Teruel Avila

BELit Mean BEAdj Rate of change (%) BELit Mean BEAdj Rate of change (%)

Conifer 0.57 0.51 -10 0.57 0.47 -17.5
Shrubland 0.95 0.90 -5.3 0.95 0.91 -4.2
Grassland 0.98 0.95 -3
Deciduous 0.56 0.40 -28.6
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(\30 cm) and litter are more sensitive to fire and normally present high values of
BE. Whereas trunks and bigger branches show low BE values [21, 22]. As a high
percentage of biomass in conifer and deciduous forest is formed by trunks and big
branches the BE values of these land covers are lower then shrubland and grass-
land. Besides, as Mediterranean fires are mainly ground fires the higher crowns are
not affected by the fire which reduces the BE value.

5 Conclusions

Traditionally, the emissions estimates assume an average value of BE for each
vegetation or fuel type, considering the vegetation affected as completely burnt.
However, the different burn severity levels within a fire make evident that the BE
should be a dynamic factor instead. The approach presented in this paper used the
burn severity values as an estimation of the level of damage produced by the fire to
adjust the burning efficiency coefficients found in the literature.

The BE map generated highlighted the spatial variability of this parameter
within a vegetation type. The rate of change between the BELit and the BEAdj was
higher in the conifer and deciduous categories. Therefore, the BELit of shrubland
and grassland might not need to be adjusted as the level of damage they suffer is
normally high. However, the BELit values of conifers and deciduous forest should
not be used without taking into consideration the level of damage because it may
lead to significant overestimations.
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