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IFIP – The International Federation for Information Processing 

 
IFIP was founded in 1960 under the auspices of UNESCO, following the First World 

Computer Congress held in Paris the previous year. An umbrella organization for 

societies working in information processing, IFIP's aim is two-fold: to support 

information processing within its member countries and to encourage technology transfer 

to developing nations. As its mission statement clearly states, 

 

IFIP's mission is to be the leading, truly international, apolitical 

organization which encourages and assists in the development, 

exploitation and application of information technology for the benefit 

of all people. 

 

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It operates 

through a number of technical committees, which organize events and publications. 

IFIP's events range from an international congress to local seminars, but the most 

important are: 

 

• The IFIP World Computer Congress, held every second year; 

• Open conferences; 

• Working conferences. 

 

The flagship event is the IFIP World Computer Congress, at which both invited and 

contributed papers are presented. Contributed papers are rigorously refereed and the 

rejection rate is high. 

 

As with the Congress, participation in the open conferences is open to all and papers may 

be invited or submitted. Again, submitted papers are stringently refereed. 

 

The working conferences are structured differently. They are usually run by a working 

group and attendance is small and by invitation only. Their purpose is to create an 

atmosphere conducive to innovation and development. Refereeing is less rigorous and 

papers are subjected to extensive group discussion. 

 

Publications arising from IFIP events vary. The papers presented at the IFIP World 

Computer Congress and at open conferences are published as conference proceedings, 

while the results of the working conferences are often published as collections of selected 

and edited papers. 

 

Any national society whose primary activity is in information may apply to become a full 

member of IFIP, although full membership is restricted to one society per country. Full 

members are entitled to vote at the annual General Assembly, National societies 

preferring a less committed involvement may apply for associate or corresponding 

membership. Associate members enjoy the same benefits as full members, but without 

voting rights. Corresponding members are not represented in IFIP bodies. Affiliated 

membership is open to non-national societies, and individual and honorary membership 

schemes are also offered. 
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Preface

The 2008 IFIP Conference on Wireless Sensors and Actor Networks (WSAN 08)
is the second in a series of annual conferences which are dedicated to the de-
velopment and application of Wireless and Actor Networks (WSAN). Initiated
by the IFIP Working Group 6.8 Mobile and Wireless Communications, it was
held last year at the Universidad de Castilla-La Mancha, Albacete, Spain. This
years conference was held at the School of Information Technology and Engi-
neering of the University of Ottawa, Ottawa, Canada. The School, located in
one of Canada’s largest high-technology centres, also includes a large number
of researchers, and many research laboratories specializing in related research
areas. The conference received submissions from 15 different countries. After a
rigorous evaluation process by the program committee members, assisted by ex-
ternal reviewers, a total of 23 papers were selected to be included in the program.
The program was organized into the following themes: Energy, Actors, Security,
MACs, and Protocols.

I am grateful to the program committee members and the external reviewers
for their hard work and expertise in selecting the program. I would like to thank
the Paper Award Committee members for their assistance in selecting the best
regular and student papers. I would also like to thank the organizing committee:
the Publicity Co-Chairs, Pedro M. Ruiz and Behzad Malek; the Local Arrange-
ment Chair, Ilker Onat; the Submission Chair, Xu Li; and the Publication Chair,
Terasan Niyomsataya.

I hope that WSAN 2008 has been a memorable conference and an enjoyable
experience for all of its participants.

Ali Miri
WSAN 2008 Chair
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Threat-Aware Clustering in Wireless Sensor Networks 

Ryan E. Blace1, Mohamed Eltoweissy2 and Wael Abd-Almageed3 

Abstract. Technological advances in miniaturization and wireless networking 
have enabled the utilization of distributed wireless sensor networks (WSN) in 
many applications.  WSNs often use clustering as a means of achieving scalable 
and efficient communications.  Cluster head nodes are of increased importance 
in these network topologies because they are both communication and 
coordination hubs.  Much of the research into maximizing WSN longevity and 
efficiency focuses on dynamically clustering the network according to the 
residual energy contained within each node.  This is a result of the commonly 
held assumption that battery depletion is the primary cause of node failure.  In 
this work, we consider that there are applications in which threats may 
significantly impact node survival.  In order to cope with these applications, we 
present a threat-aware clustering algorithm, extending the Hybrid Energy 
Efficient Distributed clustering algorithm (HEED) that minimizes the exposure 
of cluster heads to threats in the network environment.  Simulation results 
indicate that our extended threat-aware HEED, or t-HEED, improves both the 
longevity and energy efficiency of a WSN while incurring minimal additional 
overhead. Our research demonstrates and motivates the need for a general 
framework for adaptive context-aware clustering in WSNs. 

Keywords: context awareness, threat model, clustering, sensor networks 

1. Introduction 

Wireless sensor networks (WSN) are being employed in numerous environments and 
applications.  Often, WSN implementations utilize clustering techniques as a method of 
achieving self-organization and scalability in their communication model [1]. WSNs are 
energy and resource constrained and their effectiveness and longevity is subject to that of 
their participant nodes. 

Clustering techniques introduce heterogeneity to the service profile of the network, 
which has the side effect of creating nodes that can be considered ‘more critical’ than 
others.  This is due to the fact that cluster head node serve as central hubs or super-peers 
for node management functions such as communications, organization, and security.  In a 
clustered network, each sensor node forwards all communications toward the cluster head 
to which it is assigned.  This can occur in one step or many steps, depending on the 
clustering implementation. It is the cluster head’s job to route all received communications 
towards a destination or network sink.  As a result, cluster heads are of increased 
importance to the proper functioning of the WSN.  From this fact, it is apparent that the 

                                                             
[1] Ryan E. Blace, BBN Technologies LLC, Columbia, MD, reblace@bbn.com  
[2] Mohamed Eltoweissy, Electrical and Computer Eng., Virginia Tech, toweissy@vt.edu 
[3] Wael Abd-Almageed, UMIACS, University of Maryland, wamageed@umiacs.umd.edu  
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compromise or loss of a cluster head will have a greater impact on the overall 
effectiveness and longevity of the network. 

One of the primary design goals for clustering algorithms in WSNs is to maximize the 
lifespan of cluster heads [2-4].  By maximizing cluster head lifespan, one can minimize 
the need for the rearrangement of clusters, which is an expensive process involving, at a 
minimum, a number of communications between a cluster head and a sensor.  Most 
research into clustering algorithms makes the assumption that the primary factor 
influencing the longevity of sensors in a WSN is the residual energy of the node.[3].  In 
other words, the primary cause of node failure is a depleted battery. 

Increasingly, sensor networks are being used in environments where energy constraints 
are not the only threat to nodes.  For example, in battlefield contexts, enemies may be 
actively searching for and destroying sensors.  In the wilderness, firefighters may use air-
deployed sensor networks to track the movements of wildfires that may overwhelm and 
destroy some of the nodes.  In each of these contexts, it is likely that a node may be 
destroyed due to contextual factors other than energy levels. 

This work explores the potential for incorporating a contextual threat-based element 
into an existing clustering technique that emphasizes energy conservation.  Our hypothesis 
is that threat-aware clustering enhances network longevity and energy efficiency. As part 
of the work, we define a threat model and simulate the initial distribution and clustering of 
a sensor network using a clustering technique based on the Hybrid Energy Efficient 
Distributed clustering algorithm (HEED) [2], and our own proposed algorithm, t-HEED, 
which is an extension of HEED that uses contextual threat awareness to minimize the 
threat level of cluster heads.  The network is then attacked by adversaries who perform the 
attacks based on a pre-determined threat distribution.  We measured node count, residual 
energy, and other metrics after a number of epochs to assess the effectiveness of the 
contextual threat enhanced HEED implementation. 
The remainder of the paper is organized as follows. Section 2 summarizes related 
work. Section 3 presents an overview of HEED [6] and describes our threat-aware 
clustering approach. Section 4 presents our network and threat models. Section 5 
reports on our comparison between HEED and our extension, t-HEED. Finally section 
6 concludes the paper and highlights future work. 

2. Related Work 

      R.E. Blace et al.  2

Clustering has been demonstrated as an effective technique for achieving prolonged 
network lifetime and scalability in WSNs [5]. Parameters to include the node degree, 
transmission power, battery level, or processor load usually serve as metrics for 
choosing the optimal clustering structure. Recent initiatives address the problem of 
clustering and reclustering based on application specific attributes and network 
conditions. Bouhafs et al. [6] propose a semantic clustering algorithm for energy-
efficient routing in WSNs. Nodes join the clusters depending on whether they satisfy 
a particular query inserted in the network. The output of the algorithm is called a 
semantic tree, which allows for layered data aggregation Siegemund [7] proposes a 
communication platform for smart objects that adapts the networking structure 
depending on the context. A cluster head node decides which nodes can join the 



3. Threat-aware Clustering 

To investigate the effectiveness of contextual threat-aware clustering, we modified 
HEED’s clustering algorithm to consider a node’s context when electing cluster 
heads.  HEED is a distributed clustering algorithm that uses the residual energy of 
each node as a primary factor in deciding whether or not to become a cluster head.  
By introducing the threat weighting, our construction discourages nodes in high threat 
areas from becoming cluster heads.  The next two subsections describe the HEED 
clustering algorithm and the modifications that were required to add context 
awareness. 

3.1 HEED Clustering 

The HEED clustering algorithm can be divided into three major steps: 1) Tentative 
cluster head distribution 2) Iterative CH election and balancing, and 3) Finalization and 
membership establishment. The algorithm is entirely distributed.  All information must be 
transmitted between nodes, or known locally. 

In the first step, each node decides whether or not to become a tentative cluster head 
based on a weighted probability of some ClusterHeadProbability*(Residual Energy/Max 
Energy).  Essentially, each node has a fixed probability of becoming a cluster head, 
weighted by a dynamic measurement of the node’s current residual energy.  When a node 
elects to become a tentative cluster head, it broadcasts that information to all nodes within 
communication range. 

In the second step, each node goes through an iterative process of deciding whether or 
not to become a final cluster head based on the cost of the nodes within its communication 
range and its own cluster head probability.  Each node doubles its probability of becoming 
a cluster head after each successive iteration in which no decision is made.  If a node 
determines it is the optimal cluster head, it will elect to become a tentative cluster head.  
Once a node’s probability of becoming a cluster head has reached 1, it will assert itself as 
a final cluster head.  Each node that is not ‘covered’ will repeat this process.  A node 
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cluster, based on similar symbolic location. Strohbach and Gellersen [8] propose an 
algorithm for grouping smart objects based on physical relationships. They use 
associations of the type “objects on the table” for constructing the clusters. A master 
node has to be able to detect the relationships for adding/deleting the nodes to/from 
the cluster. Perianu et al [9] propose a clustering scheme where the network is 
dynamic, the context is permanently changing and every pair of nodes is capable of 
understanding the physical relationships and thus the common context. Younis et al 
[10] propose dynamic cluster head relocation based on a tradeoff between safety and 
performance. A cluster head moves closer to an event for enhanced performance 
while considering the threat level along the path between the cluster head and the 
monitored event. Up to our knowledge, our work in this paper is the first treatment of 
threat-aware clustering. 



becomes ‘covered’ when it is within communication range of either a final or tentative 
cluster head.  Any time a node changes state during this phase, the node broadcasts the 
state change to all neighbors within communication range. 
During the final phase of HEED clustering, each node decides to join the least cost 
cluster head.  HEED uses one of two cost functions for determining cluster head 
membership, least degree and most degree.  The goal of least degree is to balance load 
across all clusters.  The goal of most degree is to provide dense clusters. 

3.2 Threat-Aware HEED (t-HEED) 

At first glance, the contextual threat HEED implementation appears to make minor 
modifications to the underlying HEED algorithm.  While subtle, the changes significantly 
affect the clustering process. 

First, we altered the initialization phase to assert the initial node distribution 
according to both the residual energy ratio and the contextual threat level.  For our 
purposes, we assume that the local contextual threat level of each node can be 
objectively determined by each node.  The new formula for cluster head probability is 
expressed in Equation (1). Since we are adding a new weight to the initial cluster head 
probability function, it may be necessary to increase the baseline cluster head 
probability Cprob.  Eresidual and Emax refer to the current battery level and the maximum 
battery level of the node.  Threatprob is the context-based threat value that defines the 
distribution of potential attacks.  Pmin is a minimum value that is needed so that CHprob 
never becomes 0 

 (1) 

Second, we altered the cost function that is used in both the Repeat phase and the 
Finalize phase of the algorithm.  The cost function is used to rank the neighbors of a node 
according to their suitability as cluster heads.  HEED provides the guidance of using either 
‘node degree’ or ‘1/node degree’ depending on whether the goal is to create dense clusters 
or to distribute load. We replace this with a simple measurement of the threat level of a 
node. 

The final modification to HEED involves its determination of when a node should stop 
repeating the middle phase.  HEED specifies that a node should repeat until it is ‘covered’.  
A node is considered ‘covered’ if it is within communication range of a final or tentative 
cluster head.  A node will stop trying to process its local maximum cluster head candidate 
at this phase because the presence of a tentative or final cluster head implies that the 
maximum is already known.  This implies that the node can simply accept one of the 
already existing cluster head candidates as its cluster head. 

In order for t-HEED implementation to properly propagate contextual information and 
determine the optimal solution, we had to loosen the definition of ‘covered’ to include 
only those nodes that have a final cluster head within communication range.  Eliminating 
the tentative cluster heads from the list allows the algorithm to converge on a more 
optimal solution rather than be subject to the initial CH distribution which is based solely 
on local information. 

In summary, the contextual threat information is used during each phase in order to 
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modify the probability that a given node will become a cluster head based on its threat 
level.  This has the effect of moving cluster heads away from high threat areas. 

4 Network and Threat Models 

4.1 Network Model 

The simulated network model, Figure 1, is a simple, grid arranged, statically placed, 
sensor network.  The simulations were performed with a grid size of 30 by 30 units.  
Nodes are distributed throughout the grid based on a normal random distribution.  The 
simulations were performed with a node density of 0.35.  It is assumed that nodes have a 
fixed communication range, simulated as 5 units, and communicate reliably.  Each node 
contains a battery that is modeled as a float value initialized to 1.  Each communication 
incurs a battery cost on both sender and receiver, simulated as 0.005 of the max battery 
capacity. 

The network model simulates a clustered organization and communication scheme, as 
shown in Figure 2. During network operation, each node will be a cluster head or a sensor.  
Each sensor must be a member of exactly one cluster, attached to the cluster head by a 
maximum of one step.  After deployment and clustering, any sensor that cannot reach a 
cluster head and is not a cluster head itself must turn itself off.  Cluster heads should be 
placed such that they are uniformly distributed throughout the topology unless 
intentionally otherwise arranged. 
For this simulation, I assume that after the initial clustering process, there is no 
reclustering. I am not attempting to test the effectiveness of HEED, simply to 
investigate the effects of adding the contextual threat awareness.  In order to mitigate 
the potential problems associated with not supporting reclustering, the network model 
does provide node reassignment. 

 
Fig. 1. Network Topology - initial distribution of nodes and node interconnectivity 

The network model includes simulated traffic.  Traffic is generated at a fixed rate and 
submitted to a random node in the network.  If the source of the traffic is a cluster head, 
the traffic will incur a send cost on the CH.  If the source of the traffic is a sensor node, a 
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send cost is incurred on the sensor and a receive cost is incurred on the cluster head of the 
sensor.  To clarify this point, the model simulates traffic that is routed from sensors to 
cluster heads.  Cluster head to base station communication is ignored. 

 

 
Fig. 2. Clustered organization of sensor nodes 

When any node is killed either by a depleted battery or an adversary, it is turned off 
and effectively removed from the network.  Sensor nodes that are killed have no effect on 
the other nodes in the network.  Each cluster head that is killed has the effect of 
abandoning the nodes in its cluster.  Abandoned nodes will attempt to reattach to other 
clusters within communication range.  If no new cluster head is within range, the node will 
turn itself off. 

4.2 Threat Model 

The simulated threat model used against the network model can be characterized by a 
number of adversaries who travel fixed paths through the grid of nodes.  Adversaries 
travel straight and consistent longitudinal and latitudinal paths through the network.  
Adversaries are generated at a fixed rate in bursts.  At the start of the attack simulation, a 
number of adversaries are created and released.  The adversaries travel their paths through 
the network, taking discrete steps of 0.1 units, until they have traveled across the network 
and traveled out the network boundaries.  Once adversaries have left the network 
boundaries, the adversaries are destroyed.  The attack simulation consistently maintains 
the number of adversaries until a specified max number of entities have traveled through 
the network.  For the simulations performed in this work, adversaries were simulated at 
three different rates: 1 adversary at a time with a total of 10, 5 adversaries at a time with a 
total of 50, and 10 adversaries at a time with a total of 100. 

When an adversary comes within a certain distance (simulated as 0.5 units) of a node 
in the network model, it probabilistically decides whether or not to attack the node.  The 
probability is described in Equation (2). This probability ensures that an adversary is only 
going to attack a node once during its multi-step encounter with a node.  The equation 
assumes that adversaries will travel directly over each node; however, the equation is a 
satisfactory way of maintaining the mode important probability: the attack success.  The 
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attacks of adversaries will succeed with a random probability that is according to the 
contextual threat level of the position that the adversary and node occupy.  The probability 
is modeled in Equation (3). 

€ 

PAttack =
1

KillDistance*2
StepSize

+1
 

 
 

 

 
 

  (2) 

 

€ 

PSuccess = PAttack * ThreatPr ob    (3) 
When an adversary successfully attacks a node, whether it is a sensor or a cluster head, 

the node in question is immediately killed and cannot be revived.  Adversary attacks are 
modeled as independent events.  A successful attack does not alter the behavior of the 
adversary, it simply continues on its path. 

The contextual threat probability distribution is modeled as a matrix of threat 
values that is 2 units larger in both dimension than the network grid.  The distribution 
has two primary features: points and lines.  Initially, the distribution is uniform, with 
each element in the matrix having a threat level of 0.  First, a specified number of 
random point-based threats are established in the distribution, boosting the threat level 
of small, symmetric areas throughout the network model.  Second, a specified number 
of random lines are established along latitude and longitude lines of the distribution.  
This simulates shape-based contextual threat elements (i.e. Roads or buildings).  Two 
specific sets of parameter values were considered for simulation: a point-centric and a 
line-centric threat distributions.  Simulation tests indicated that the distributions 
produced consistent results.  As a result, the tests were performed against the line-
centric model. 

5 Simulation and Results 

The simulation is developed in C# using the .Net platform 3.0.  The simulation has a 
visual component and a date model component.  The visual component is used to 
observe the simulation. Future efforts will include an implementation in TinyOS. 

We ran extensive simulations using the network and threat models with the goal of 
gathering performance metrics from both the baseline HEED implementation and the 
extended threat-aware t-HEED implementation. The metrics are divided into two 
categories.  The first category of metrics attempt to illustrate any effects the HEED 
modifications have on the behavior of the algorithm.  These metrics include: 

• The initial cluster head count 
• The number of iterations required to converge on a clustering arrangement 
• The average cluster head threat level 

Ideally, the changes to HEED should not impact the initial cluster head count 
significantly.  A significant change to cluster head count may bias other metrics and 
simulation results.  The number of iterations required to converge on a cluster arrangement 
is important because it directly affects the time and energy required to perform clustering.  
Finally, the average cluster head threat level is an important metric that indicates how well 
the modifications are achieving their goal of minimizing cluster head threat exposure. 
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The second set of metrics capture the performance of the clustering technique by 
measuring the overall longevity and effectiveness of the WSN.  These metrics include 
the number of nodes and cluster heads alive in the network, and the average residual 
energy of the nodes and cluster heads in the network.  The number of nodes and 
cluster heads still alive in the network provide a simple indication of the remaining 
effectiveness of the network.  The average residual energies of nodes and cluster 
heads in the network indicate the energy efficiency of the network and its potential 
longevity. 

5.1 Clustering Metrics 

Initial Cluster Head Count 
Table 1 shows the initial cluster head count for two series of simulations.  In the 

first series, all parameters were left at their regular levels and the density of the 
network was adjusted.  In the second series, the transmission distance of each node in 
the network was adjusted.  The results show that x HEED implementation created 
slightly fewer cluster heads in every test.  The differences are marginal for the 
parameters that are closest to the defaults – Density 0.45 and transmission distance 6.  
An interesting observation to make is that the number of cluster heads increases with 
network density and decreases with transmission range. 

Table 1: Initial Cluster Head Counts 

t-HEED HEED  
10.76 12.84 Density - 0.05 
24.1 25.3 Density - 0.45 
26.02 26.86 Density - 0.85 
49.52 55.82 Trans – 3 

16.58 16.84 Trans – 6 

7.22 7.46 Trans – 10 

Number of Iterations to Converge 
Table 2 shows the number of iterations required to converge on a cluster arrangement 

for the same two series of simulations as for the initial cluster head count metric.  In this 
case, t-HEED implementation took approximately double the iterations to converge than 
the baseline HEED implementation.  Density does not appear to have significantly 
effected either implementation, and the transmission range seems to have an inverse 
relationship to convergence iterations. 

Table 2: No. of Iterations before Convergence 

t-HEED HEED  
11.84 6 Density - .05 
11.9 6 Density - .45 
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12 6 Density - .85 
12 6 Trans – 3 
11.6 6 Trans – 6 
8.78 6 Trans – 10 

Average Cluster Head Safety 
Table 3 shows the average threat level of each cluster head in the WSN after clustering.  

The metric was measured for the same set of simulations as the other metrics.  This is an 
important metric because it illustrates the effectiveness of the modified clustering 
algorithm at reducing the threat level of cluster heads.  The numbers in the table are 
measurements of cluster head safety.  The threat level is actually (1-x) where x is the value 
in the table.  The data shows that t-HEED implementation is effective at reducing the 
threat level of cluster heads in the network. 

Table 3: Average Threat Level for each Cluster 

t-HEED HEED  
0.6856 0.4555 Density - .05 
0.7082 0.4622 Density - .45 
0.7039 0.47 Density - .85 
0.6472 0.4591 Trans – 3 
0.7298 0.445 Trans – 6 
0.7832 0.46 Trans – 10 

Using the visualization tool, it is easy to see how the context extended 
implementation of HEED has performed (Figure 3) The cluster heads have moved 
into the low threat areas and are connected to sensor nodes that are in the high threat 
areas. 

5.2 WSN Performance Metrics 

Each implementation was subject to a series of simulations that measured the sensor 
and cluster head longevity and residual energy.  The simulations were performed with the 
default parameters, except for the adversary count, which was tested at 1 at a time for a 
total of 10, 5 at a time for a total of 50 and 10 at a time for a total of 100 (see the section 
on the threat model for details).  Each simulation was run 100 times and all values for all 
metrics are the average values over the course of the trials. 

Figure 4 shows the number of sensors that remain alive at a given epoch.  As the 
simulation runs, and adversaries attack the network, the number of live sensors decreases 
as expected.  Figure 5 shows the same metric, only for cluster head nodes.  The legends 
are the same for both diagrams.  As observed, the benefits that t-HEED introduces are 
greater as the number of adversaries increases. 
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Fig. 3. Comparison between HEED and threat-extended t-HEED clustering 

 
 

Figure 6 shows the residual energy for the same simulation.  The source of the shift in 

the graph is uncertain, although it indicates that HEED uses more energy during the initial 

clustering phase than the context enhanced approach. Figure 7 shows the average residual 

energy for cluster head nodes in the network.  The graph looks very similar to the alive 

node graph.  This is due to the fact that the two metrics are closely correlated. 

Additional simulations were performed with various adjusted parameters, including 

disabling node reattachment, disabling traffic generation, and tweaking node 

transmission range, network density, and initial cluster head probability.  All of the 

results were consistent with those that have been presented.  In every simulation, the 

context enhanced t-HEED implementation matched or outperformed the baseline 

HEED implementation. 

 

Fig.4. WSN Sensor Count 
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Fig. 5.WSN Cluster Head Count 

6. Conclusion 

We proposed threat-aware clustering to minimize the risk to cluster heads. The results 

show that using this approach increases the efficiency and longevity of a WSN without 

incurring an increased amount of overhead on the network. The primary conclusion is that 

context is a suitable parameter to be included in a clustering algorithm. Context need not 

be limited to a threat profile.  The context awareness can extend to include expected 

locations of traffic generating events, or performance affecting factors like interference. 

Future work will include extending our proposed framework to a general framework 

for adaptive clustering based on context changes. Also, implementation Tiny OS and 

TOSSIM is a necessary future step in developing this work. 
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Abstract. Prolonging network lifetime has become a real challenge in Mobile 
Wireless Sensor Networks (MWSNs) as sensors have limited energy. In this 
paper, we propose a Cluster-based Energy-efficient Scheme (CES) for electing 
a cluster-head to evenly distribute energy consumption in the overall network 
and therefore obtain a longer network lifetime. In CES, each sensor calculates 
its weight based on k-density, residual energy and mobility and then broadcasts 
it to its 2-hop neighborhood. The sensor node with the greatest weight in its 2-
hop neighborhood will become the cluster-head and its neighboring sensors will 
then join it. We performed simulations to illustrate the effects of sensor 
mobility on LEACH and LEACH-C's performance. Unfortunately, our findings 
showed that sensor mobility had a significant impact on both protocols' 
performance, but CES provided good results in terms of the amount of data 
packets received at the sink when compared with LEACH and LEACH-C. 

Keywords: Cluster-head, k-density, Network lifetime, Residual energy, MWSNs. 

1   Introduction 

MWSNs consist of a large number of tiny mobile sensors that are randomly deployed 
in an interest area to sense phenomena. These mobile sensors collaborate with each 
other to form a sensor network able to send sensed phenomenon to a data collection 
point called the sink or base station. MWSNs could become increasingly useful in a 
variety of potential civil and military applications, such as intrusion detection, habitat 
and other environmental monitoring, disaster recovery, hazard and structural 
monitoring, traffic control, inventory management in factory environments and health 
related applications, etc. [1,2]. However, the deployment of MWSNs still requires 
solutions to a number of technical challenges that stem primarily from the constraints 
imposed by simple sensor devices: small storage capacity, low processing power, 
limited battery lifetime and short radio ranges.  

Gathering information in MWSNs while minimizing the overall energy 
consumption and maximizing the amount of data received at the base station requires 
an efficient energy-saving scheme. Cluster-based architecture is considered an 
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efficient approach to achieving this. Hence, we should imply determining parameters
enabling to generate a reduced number of stable and balanced clusters.   

The above constraints imposed by sensors make the design of an efficient scheme 
for prolonging MWSNs' lifetime a real challenge. In response to this challenge, we 
propose a Cluster-based Energy-efficient Scheme (CES) for MWSNs, which consists 
of grouping sensors into a set of disjoint clusters. In CES, the sensor with the greatest 
weight in its 2-hop neighborhood becomes the cluster-head. The weight of each 
sensor is calculated according to the following parameters: 2-density, residual energy 
and mobility. Furthermore, the cluster size ranges between two thresholds, ThreshLower

and ThreshUpper, which respectively represent the minimal and maximal number of 
sensors in a cluster. These thresholds are chosen arbitrarily or depend on network 
topology. Inside a cluster, each sensor is, at most, two hops from its corresponding 
cluster-head contrary to LEACH [3] and its variant LEACH-C [4], which allow only 
single-hop clusters to be constructed.  

In the cluster-based heuristic methods proposed for WSNs, cluster members do not 
transmit their gathered data directly to the sink but to their respective cluster-head. 
Accordingly, cluster-heads are responsible for coordinating the cluster members, 
aggregating their sensed data, and transmitting the aggregated data to the remote sink, 
directly or via multi-hop transmission mode. Since cluster-heads receive many 
packets and consume a lot of power for long-range transmission, they are the ones 
whose energy is used up most quickly in the cluster if they are elected for a long time. 
Therefore, a cluster-based scheme should avoid a fixed cluster-head election scheme, 
because the latter has constrained energy and may rapidly drain its battery power due 
to heavy utilization.  That can cause bottleneck failures in its cluster and trigger the 
cluster-head election process again. For that, we foresaw in the CES scheme that the 
cluster-head election process would be periodically carried out after a period of time 
called "round" to evenly balance the energy load among the sensors during the 
network lifetime. 

In this paper we aim to minimize the energy consumption of the entire network and 
prolong the network lifetime. For this, we propose the CES scheme, which involves 
k-density and mobility factors in nodes’ weight computation in order to guarantee the 
stability of clusters, as well as the energy factor to ensure a long cluster-head lifetime. 

In our experiments, we conducted extensive simulations to evaluate the 
performance of both protocols: LEACH and LEACH-C with the same scenario 
presented in [3,4] but with mobile sensors. We also carried out simulations to evaluate 
CES's performance and compare the results obtained with LEACH and LEACH-C in 
terms of the amount of data packets received at the sink during the network lifetime. 

The rest of this paper is organized as follows: in Section 2, we provide the 
necessary preliminary information for describing our scheme; Section 3 reviews 
several cluster-based algorithms that have been previously proposed; in Section 4, we 
present our new weighted scheme; and Section 5 presents a performance analysis of 
the proposed scheme. Finally, we conclude our paper and discuss future research 
work in Section 6. 
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2   Notations and hypothesis 

Before heading into the technical details of our contribution, we shall start by giving 
some definitions and notations that will be used later in our paper.  

A wireless sensor network is abstracted as an undirected graph G=(V,E), called a 
connectivity graph, where V represents the set of wireless nodes and E⊆V2 is the set 
of edges that gives the available communications; an edge e=(u,v) belongs to E if and 
only if the node u is physically able to transmit messages to v and vice versa. Each 
sensor u∈V is assigned a unique value to be used as an identifier so that the identifier 
of u is denoted by NodeId(u). The neighborhood set N1(u) of a node u is in (1). The 
size of this set is known as the degree of u, denoted by δ1(u). The density of the 
network represents the average of the nodes’ degrees. 

The 2-hop neighborhood set of a node u, i.e. the nodes which are the neighbors of 
u's neighbors except those that are u’s neighbors, is represented by N2(u).  

The combined set of one-hop and two-hop neighbors of u is denoted by N12 (u).  

In a general manner, the k-hop neighborhood set of a node u is represented by 
Nk(u)  as shown in (4) and its closet set of k-hop neighbors is denoted by  Nk[u] as in 
(5). Here, d(u,v) represents the minimal distance in the number of hops from u to v. 
The size of Nk(u)  is known as the k-degree of u and denoted by δk(u). 

The k-density of a node u represents the ratio between the number of links in its k-
hop neighborhood (links between u and its neighbors and links between two k-hop 
neighbors of u) and the k-degree of u; formally, it is represented by the following 
formula: 
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N1(u) = {v ∈ V|v �= u ∧ (u, v) ∈ E}. (1)

N2(u) = {w ∈ V|(v, w) ∈ E where w �= u ∧ w �∈ N1(u) ∧ (u, v) ∈ E}. (2)

N12(u) = N1(u) ∪ N2(u). (3)

Nk(u) = {v ∈ V|v �= u ∧ d(u, v) ≤ k} (4)

Nk[u] = Nk(u) ∪ {u} (5)

k − density(u) =
∣
∣( , w) ∈ E : v, w ∈ Nk[u]

∣
∣

�k(u)
(6)

v



However, we are interested only in calculating the 2-density nodes so as not to 
weaken the CES scheme's performance as presented in (7). Table.1 illustrates the 2-
density calculation of the nodes composing the network presented in Fig.1. 

 
 

Fig. 1. Example of an abstracted wireless network 

Table 1. Calculation of the nodes’ 2-density. 

We propose to generate balanced clusters whose size ranges between two 
thresholds: ThreshUpper and ThreshLower. These thresholds are chosen arbitrarily or 
depend on network topology. If their values depend on network topology, they will be 
calculated as follows: 

- u: the node that has the maximum number of 2-hop neighbors,  

- v: the node that has the minimum number of 2-hop neighbors,  

- Avg: the average number of 2-hop neighbors of all nodes in the network, 

Node a    B    c    d    e    F  g    h    i    j   K    l   M   n 

1-density 1,60    1 1,66 1,33 1,33 1,33 1    1    1 1,25 1,66 1,66 1,33 1,75 

2-density 1,55 1,50 1,40 1,40 1,37 1,60 1 1,25 1,40 1,50 1,75 1,60 1,44 1,57 
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2 − density(u) =
∣
∣(v, w) ∈ E : v, w ∈ N12[u]

∣
∣

�2(u)
(7)

|N12(u)| = Max(|N12(ui)| : ui ∈ V) (8)

|N12(v)| = Min(|N12(vi)| : vi ∈ V) (9)

Avg =
∑n

i=1 N12(ui)

n
where n : number of nodes (10)

ThreshUpper = 1

2
(|N12(u)| + Avg) (11)



In this paper, we assume that all sensors are given in a two dimensional space and 
we measure the distance between the two nodes u and v in terms of the number of 
hops. Each sensor has an omni-directional antenna which means that a single 
transmission from a sensor can be received by all sensors within its vicinity, and we 
consider that the sensors are almost stable in a reasonable period of time during the 
clustering process.  We also assume that each sensor has a generic weight and that it 
is able to evaluate it. Weight represents the fitness of each node to be a cluster-head, 
and a greater weight means higher priority. 

3   Related Work 

Recently, many cluster-based techniques [3-12] have been proposed to deal with the 
main challenges in WSNs.  However, most of these contributions focus on lifetime 
maximization in WSNs with stationary sensors. To the best of our knowledge, this 
paper is the first to tackle lifetime extension in WSNs with mobile sensors. In this 
section, we will review some of the most relevant papers related to cluster-based 
network architecture, which have been carried out to prolong lifetime in WSNs.  

In [3], the authors propose LEACH, which is a distributed, single hop clustering 
algorithm for homogeneous WSNs. In LEACH, the cluster-head role is periodically 
rotated among the sensors to evenly distribute energy dissipation. After each round, 
each sensor elects itself as cluster-head with a probability which is equal to: 

where E(u) represents remaining energy of node u, ETotal is the total energy in the 
whole network and k is the optimal number of clusters. However, the evaluation of 
ETotal presents a certain difficulty since LEACH operates without other routing 
schemes and any central control.  

In [5], the authors compared homogeneous and heterogeneous networks in terms of 
energy dissipation in the whole network and analyzed both single-hop and multi-hop 
networks' performance. They chose LEACH as a representative of a homogeneous 
network and compared it with a heterogeneous single-hop network. The authors 
noticed that using single-hop communication between cluster members and their 
corresponding cluster-head may not be the best choice when the propagation loss 
index k (k>2) for intra-cluster communication is large, because LEACH might 
generate clusters whose size is important in dense networks and clusters whose size is 
limited in small networks. In both cases, cluster-heads could rapidly exhaust their 
battery power either when they coordinate among their cluster members or when they 
are placed away from the base station. Therefore, the authors proposed an improved 
version of LEACH called M-LEACH [5] (Muti-hop LEACH), in which cluster 
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ThreshLower = 1

2
(|N12(v)| + Avg) (12)

pCH = k
E(u)

ETotal
(13)



members can be more than one hop from their corresponding cluster-head and 
communicate with it in multi-hop mode. They also illustrate the cases where LEACH-
M outperforms LEACH protocol. However, this proposed version requires each 
sensor to be capable of aggregating data, which increases the overhead for all sensors. 
To improve the performance of this strategy, in [6], the authors focus on 
heterogeneous sensor networks, in which two types of sensors are deployed: super 
and basic sensors. Super sensors have more communication and processing 
capabilities and act as cluster-heads, while basic sensors are simple (with limited 
power) and are affiliated to a nearby cluster-head and communicate with it directly or 
via multi-hop mode. 

Furthermore, another variant of LEACH called LEACH-C [4] has been conceived 
to improve LEACH performance. This variant utilizes a centralized architecture to 
select cluster-heads while using a base station and location information from sensors. 
However, it increases network overhead since all sensors send their location 
information to the base station at the same time during every set-up phase. Several 
works have proven that a centralized architecture is particularly suitable for small 
networks, whereas it lacks scalability to handle the load when the network's size 
increases. 

Similarly to LEACH-C, BCDCP (Base-Station Controlled Dynamic Clustering 
Protocol) [7] uses energy information sent by all sensors to the base station to build 
balanced clusters during the set-up phase. In BCDCP, the base station randomly 
changes cluster-heads while guaranteeing a uniform distribution of their locations in 
the interest field and carries out an iterative cluster splitting algorithm to find the 
optimal number of clusters. After that, it constructs multiple cluster-to-cluster (CH-to-
CH) routing paths to use for data transfer, creates a schedule for each cluster and 
broadcasts it to the sensor network. In the second phase, which relates to data transfer, 
cluster-heads transmit collected data to the base station through the CH-to-CH routing 
paths [8]. However, BCDCP presents the same limitations as LEACH-C since it 
utilizes a centralized architecture to elect cluster-heads. 

4   Our Contribution 

In our proposed scheme, each sensor uses weight criteria to elect a cluster-head in its 
2-hop neighborhood. The CES scheme assumes that sensors have 2-hop knowledge 
and operate asynchronously without a centralized controller. In CES, each sensor 
calculates its weight based on its k-density, its residual energy, and its mobility and 
broadcasts it to its 2-hop neighborhood. The sensor with the greatest weight in its 2-
hop neighborhood is chosen as the cluster-head for the current round. 

4.1 Cluster formation 

The cluster formation process consists of grouping sensors into disjoint clusters, thus 
giving the network a hierarchical organization. Each cluster has a cluster-head which 
is chosen from its 2-hop neighborhood based on nodes’ weight. The weight of each 
sensor is a combination of k-density, residual energy and mobility as presented in 
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(14), wherein the coefficient of each parameter can be chosen depending on the 
application.  

Since the cluster head is responsible for carrying out several tasks - such as 
coordinating the cluster members, transmitting gathered data to the remote base 
station, and managing its own cluster - we propose to set up periodical cluster-head 
election processes after each round so that cluster-heads do not rapidly exhaust their 
battery power. We also propose that each cluster has a size ranging between two 
thresholds, ThreshLower and ThreshUpper, and that cluster members are, at most, 2-hops 
from their respective cluster-head.  

In the CES scheme, each sensor is identified by a state vector as follows:  (NodeId, 
NodeCH, Weight, Hop, Size, ThreshLower,ThreshUpper) where NodeId is the sensor 
identifier, NodeCH represents the identifier of its cluster-head, Hop indicates the 
number of hops separating it from its respective cluster-head, and Size represents the 
size of the cluster to which it belongs. Each sensor is responsible for maintaining a 
table called ‘TableCluster’, in which information from the local cluster members is 
stored. The format of this table is defined as TableCluster(NodeId, NodeCH, Weight). The 
sensors could coordinate and collaborate between each other to construct and update 
the above stated table by using Hello messages. We used Hello messages to achieve 
these operations in order to alleviate the broadcast overhead and not degrade the CES 
scheme's performance.  Moreover, each cluster-head has another table called 
‘TableCH’, in which information from cluster-heads is stored. The format of this table 
is defined as TableCH(NodeCH, Weight).  

Cluster formation is performed in two consecutive phases: set-up and re-affiliation. 

4.1.1 The set-up phase 

At the beginning of each round, each sensor calculates its weight and generates a 
‘Hello’ message with two extra fields in addition to other regular contents: Weight
and NodeCH, where NodeCH is set to zero. Then, it broadcasts it to its 2-hop
neighborhood and eavesdrops on its neighbors' ‘Hello’ messages.  The sensor with the 
greatest weight among its 2-hop neighborhood is chosen as the cluster-head (CH) for 
the current round. The latter updates its state vector by assigning the value of its 
identifier NodeId to NodeCH , and sets, respectively, Hop and Size to 0 and 1. Then, it 
broadcasts an advertisement message (ADV_CH) including its state vector to its 2-hop 
neighborhood requesting them to join it, as illustrated by Fig. 2. Each sensor in the 1-
hop neighborhood that receives the message and does not belong to any cluster and 
that has a lower weight than CH’s weight, transmits a REQ_JOIN message to CH to 
join it. The corresponding cluster-head checks and, if its own cluster size does not 
reach ThreshUpper, it will transmit an ACCEPT_CH message to this sensor; if not, it 
will simply drop the affiliation request message. Thereafter, CH increments its Size
value, and the affiliated sensor node sets Hop value to 1 and NodeCH with NodeCH as 
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Weight(u) = � ∗ 2 − density(u) + � ∗ Res − Energie(u) + � ∗ Mobility(u) (14)

where � + � + � = 1



its corresponding cluster-head. Then, the affiliated sensors whose Hop value is equal 
to 1, broadcast received message again with the same transmission power to its 
neighbors. Similarly, each sensor belonging to N2(NodeCH) that is not affiliated to any 
cluster and whose weight is lower than that of CH, transmits a REQ_JOIN message to 
the corresponding CH. In the same way, CH checks if its Size value remains under 
ThreshUpper, and if so transmits ACCEPT_CH and updates its state vector. If not, it 
will drop the message of affiliation request. In the end, each sensor will know which 
cluster it belongs to and which sensor is its cluster-head.  

Fig. 2.  Affiliation procedure of a node to a cluster 

4.1.2 The re-affiliation phase

During the set-up phase, it may not be possible for all clusters to reach the ThreshUpper 

threshold. Moreover, it is possible that clusters whose size is lower than ThreshLower 

may be created, since there is no constraint relating to the generation of these types of 
clusters. In this phase, we propose to re-affiliate the sensors belonging to clusters that 
have not attained the cluster size ThreshLower to those that did not reach ThreshUpper in 
order to reduce the number of clusters formed and obtain balanced clusters. 

The execution of this phase proceeds in the following way: cluster-heads that 
belong to clusters whose size is strictly lower than ThreshUpper and higher than 
ThreshLower broadcast a new message called RE-AFF_CH to re-affiliate nodes 
belonging to the smaller clusters.  Each sensor that receives this message and that 
belongs to a small cluster should be re-affiliated to the nearest cluster-head based on 
the received signal strength. Finally, each cluster-head creates a time schedule in 
which time slots are allocated for intra-cluster communication, data aggregation, 
inter-cluster communication and maintenance processes. This allows the sensors to 
remain in sleep state as long as possible and prevents intra-cluster collisions.  

4.2 Cluster maintenance 

In our contribution, the cluster maintenance process should be triggered in the event 
of a cluster losing its cluster-head either when the latter exhausts its battery power or 
migrates towards another cluster. Moreover, the cluster-head’s re-election process 
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only concerns clusters that have lost their cluster-head and the future cluster-head 
would be chosen among the members of the cluster. We adopted this solution so as 
not to weaken our scheme's performance and to avoid chain reactions which can occur 
during the launching of the clustering process. Furthermore, the cluster maintenance 
process is performed in a similar way to the set-up phase, where a random node 
among the members cluster initiates the clustering process. 

5   Evaluation and simulation results 

In our experiments, we conducted simulations to evaluate the CES scheme and 
compare it with LEACH and LEACH-C in terms of the number of nodes alive and the 
data packets received at the base station during the network lifetime. Simulations have 
been performed in NS-2 [13] using the MIT_uAMPS ns code extensions [14] to 
implement the CES scheme. We carried out these simulations with the same scenario 
presented in [3,4] but with mobile nodes. We considered a network topology with 100 
mobile sensors with a sensing range of 25 meters. Sensors are randomly placed in a 
100m×100m square area  by using a uniform distribution function, and the remote 
base station is located at position x = 50, y = 175. At the beginning of the simulation, 
all the sensors had an equal amount of energy, i.e. the sensors started with 2 Joules of 
energy. Simulations were carried out until all the sensors exhausted their battery 
power and the average values were calculated after each round (duration of 20 
seconds). After this time, the CES scheme triggered the cluster-head’s election 
process again. Moreover, we performed simulations using two distinct values for 
threshold ThreshUpper: 30, 50, i.e. CES_30 and CES_50, and a fixed value for 
threshold ThreshLower =15. These values were attributed arbitrarily. 

As mentioned above, we used the same energy parameters and radio model as 
discussed in [3,4], wherein energy consumption is mainly divided into two parts: 
receiving and transmitting messages. The transmission energy consumption requires 
additional energy to amplify the signal according to its distance from the destination. 
Thus, to transmit a k-bit message to a distance d, the radio expends energy as 
described by the formula (15), where εelec is the energy consumed for radio 
electronics, εfriss-amp and εtwo-ray-amp

 
for an amplifier.  The reception energy 

consumption is ERx=εelec× k. 
 

 
Simulated model parameters are set as shown in Table 2. The data size was 500 

bytes/message plus a header of 25 bytes. The message size to be transmitted was: 
k=(500 bytes + 25 bytes)×8= 4 200 bits. 
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ETx =
⎧

⎨

⎩

εelec ∗ k + εfriss−amp ∗ k ∗ d2 if d < dCrossover

εelec ∗ k + εtwo−ray−amp ∗ k ∗ d4 if d ≥ dCrossover

(15)



Table 2.  Parameters for simulation 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

Fig. 3. Number of nodes alive per amount of data received at the sink 
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Parameter Value 

Network Grid (0,0)  × (100,100) 

Base Station (50,125) 

εelec

 
50 nJ/bit 

εfriss-amp

 
10 pJ/bit/m2 

εtwo-ray-amp

 
0.0013 pJ/bit/m4 

dCrossover 87 m 

Data packet size 500 bytes 

Packet header size 25 bytes 

     Initial energy per node 2J 

Number of nodes (N) 100 

Round 20 seconds 

ThreshUpper 30, 50 

ThreshLower 15 
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Fig. 4. Amount of data received at the sink according to energy dissipation 

Fig.3 shows that CES_30 considerably outperforms LEACH and slightly 
outperforms LEACH-C in terms of the amount of data sent to the base station during 
network lifetime, whereas CES_50 largely outperforms them. Moreover, in Fig. 3, the 
shape of the curves of CES_30 and CES_50 shows that the number of nodes alive 
degrades rapidly at the end of simulation. That means that the time difference 
between the demise of the first and last sensor is too small compared to LEACH, 
where sensors gradually wear out during the network lifetime. On the other hand, 
Fig.4 illustrates that CES_30 and CES_50 outperform LEACH and LEACH-C in 
terms of the number of data packets received by the base station with the same total 
amount of energy.   

Our proposed scheme allows the even distribution of consumption among the 
sensors in the network. Therefore, it maximizes sensor lifetime and minimizes the 
time difference between the demise of the network's first and last sensor.  

6   Conclusion and future work 

In this paper, we have proposed a Cluster-based Energy-efficient Scheme (CES) for 
Mobile Wireless Sensor Networks (MWSNs) which relies on weighing  k-density, 
residual energy and mobility parameters for cluster-head election. The CES scheme 
carries out a periodical cluster-head election process after each round. Moreover, CES 
enables the creation of balanced 2-hop clusters whose size ranges between two 
thresholds: ThreshUpper and ThreshLower.  
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Simulation results demonstrate that the CES scheme provides better performance than 
LEACH and LEACH-C in terms of the amount of data received at the base station 
during the network lifetime, as well as considerably outperforming LEACH in terms 
of the amount of data sent to the base station with the same amount of energy 
dissipation.  

With these results obtained, the CES scheme can provide good performance for 
coverage and broadcasting in MWSNs. Therefore, its evaluation could be the subject 
of future work. 
 
Acknowledgments. The authors would like reviewers for their valuable feedback. 
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Abstract. A WSN (Wireless Sensor Networks) consists of a large number of 
sensor nodes. Each sensor node has limited battery, small storage, and short 
radio range. Many researchers have proposed various methods to reduce energy 
consumption in sensor nodes, since it is difficult to replace sensor node power 
sources. Generally, a sensor node consumes its energy during processing, 
receiving, transmitting and overhearing of messages that are directed to other 
nodes. Among those, overhearing is not necessary for correct operation of 
sensor networks. In this paper we propose a new synchronized wakeup scheme 
to reduce the overhearing energy consumption using different wakeup time 
scheduling for extending sensor network lifetime. The results of our simulation 
show that there is a trade-off between reducing overhearing energy and delay 
time. Therefore we propose Double Trees Structure, called DTS, having two 
routing trees, one based on Short Rings Topology and the other on Long Rings 
Topology. DTS has multi routing paths from base station to children nodes. If a 
node which is on the next routing path does not wakeup in time to receive the 
data, the sender node selects another path to connect to the destination. We can 
save the wait time until the next destination node wakes up. In the simulation 
result, our wakeup scheduling reduces overhearing energy consumption more 
than the S-MAC protocol. Using the double trees structure reduces the delay 
time.   

Keywords: Sensor Network, Wakeup Scheduling, Overhearing Energy. 

1   Introduction 

Wireless sensor networks are increasingly applied to various physical worlds for 
surveillance applications. Because large numbers of sensors are typically deployed, 
the trend has been to decrease the cost of each sensor node. As a result, a sensor node 
has smaller size than before. Therefore there are various capacity limitations such as 
the small amount of battery, limited storage, and short radio range [2][4]. Even if each 
sensor node has small capacity, the large number of sensors can cover a large area by 
cooperating with each other to form a multi-hop wireless network. Nevertheless low 
battery power is one of the most crucial problems because it is hard to replace or 
recharge the battery in each sensor [3]. The life time of a sensor network depends on 
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the energy in each senor node. To increase the life time of sensor networks, we need 
to reduce the energy consumption.  

Generally, a sensor node consumes its energy during processing, receiving, 
transmitting, and overhearing of parts of messages that are not directed to the node. 
Among those, the energy wasted by overhearing energy consumption is not necessary 
for correct working of the wireless sensor networks. A characteristic of wireless 
networks is that some nodes that are not a destination have to receive unnecessary 
messages because they are within the radio range. This is called overhearing. As node 
density increases and radio range grows, energy consumed by overhearing also will 
increase. In order to achieve the purpose of reducing the energy consumption, 
synchronized wakeup scheduling is used to make a node stay in sleep mode when 
messages are not directed to the node. We focus on reducing overhearing energy 
consumption with wakeup scheduling. 

For reducing overhearing energy consumption we propose a new wakeup scheme 
using different wakeup times between neighbor nodes. We call the new wakeup 
scheme Odd and Even Wakeup Scheduling (OEWS). We compare OEWS with the S-
MAC protocol which is one of the popular MAC protocols for sensor networks [1]. In 
simulation, OEWS shows good results to reduce overhearing energy. This method 
improves the energy efficiency and increases the sensor network lifetime. OEWS 
adjusts different wakeup times for sibling nodes. A node in sleep mode will turn off 
its radio and will not overhear messages. There is a trade-off between energy 
efficiency and delay time because the node which intends to send the data has to wait 
until its next destination node wakes up according to a pre-defined synchronized 
schedule. For reducing delay time, we propose another new tree structure called 
Double Trees Structure (DTS).  
For reducing the data delay time, there are many methods using various wakeup 
scheduling patterns [14]. However, even if those wakeup patterns are efficient to 
reduce data delay time, it is hard to adjust those wakeup patterns to OEWS because 
they didn’t consider overhearing energy consumption. Hence, we propose a new 
routing tree structure called DTS for reducing data delay time on OEWS. DTS has 
two tree structures called Short Rings Topology (SRT) and Long Rings Topology 
(LRT). SRT and LRT have the same number of hops from the base station to children 
nodes. There is no different delay time between SRT and LRT because they have the 
same number of hops. Therefore, by using multiple paths, we can save the waiting 
time for children nodes to wake up. 

The contribution of this paper is that we explore reducing both overhearing energy 
and latency together. We propose the OEWS to reduce overhearing energy and DTS 
for decreasing the latency. Overhearing energy is not necessary for operating the 
sensor network. Therefore it is important to reduce the overhearing energy for 
extending the lifetime of sensor networks. In the simulation, OEWS reduces the 
overhearing energy up to 43% compared to S-MAC protocol. Also, DTS helps OEWS 
reduce latency up to 30.4% than OEWS without DTS. 

The remainder of this paper is organized as follows. In section 2, we provide an 
overview of our network model. In section 3, we introduce the OEWS for reducing 
overhearing energy consumption and DTS for reducing delay time. We show the 
simulation results in section 4. Finally, section 5 presents concluding remarks 
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2   Network Model 

2.1   Radio Model. 

For measuring energy consumption in a sensor network, we need an energy model. A 
sensor node consumes energy by transmitting, receiving and overhearing. Etx is the 
energy used for transmitting and Erx is the energy used for receiving. We assume the 
energy model including overhearing energy based on [6]. This radio model calculates 
the energy spent for one bit to send over a distance ‘d’ as 

Etx = Etxelec + єd (1)2                                          

Erx = Erxelec                                (2) 

Etxelec, the energy consumption by transmitter electronics, dissipates 50nJ/bit. We 
assume that Etxelec is the same as Erxelec (receiving energy) based on [7]. We suppose 
that є, which is an amplifier characteristic constant, is 100pJ/bit. The model assumes 
the radio channel to be symmetric, which means the cost of transmitting a message 
from A to B is the same as the cost for transmitting from B to A [7]. Overhearing 
energy consumption is defined by Eoh as

Eoh = Erxelec                                (3) 

In S-MAC protocol [1], when sending data from one sensor node to others, 
RTS(ready to send), CTS(clear to send), and ACK packets are necessary. Therefore, 
based on (1), (2), and (3), total energy consumption from node i to node j is 
represented by the following: 

Eij = |RTS+DATA| × (єdi2+ Etxelec) + |CTS+ACK| × ( єdj2+ Etxelec) +   
RTS+CTS+DATA+ACK| × Erxelec + NRTS × |RTS|× Erxelec + NCTS × 
|CTS|×Erxelec                                          (4) 

Here, d  is the radio range of node i and d  is the radio range of node j. N  and N  
is the number of neighbors which overhear the RTS and CTS packets respectively. 
|RTS,CTS,  ACK, or DATA,| is the size of the packet in bits. 

i j RTS CTS

In OEWS, total energy consumption is different from S-MAC. OEWS has two kinds 
of energy models. One is for nodes which have an odd id number and the other is for 
nodes which have an even id number. Therefore, total energy consumption from node 
i to node j which both have odd id number (or even id number) is represented by the 
following: 

Eij = |RTS+DATA| ×  (єd +i
2  Etxelec) + |CTS+ACK| ×   ( єd +j

2  Etxelec) + 
|RTS+CTS+DATA+ACK| × Erxelec + N (or N ) × |RTS| ×odd_RTS even_RTS  Erxelec + 
N  (or N ) × | CTS| ×  odd_CTS even_CTS Erxelec                    (5) 

Here, N  (N ) is the number of odd (Even) id neighbors which overhear 
CTS and N (N ) is the number of odd (even) id neighbors which overhear 
RTS.

odd_CTS even_CTS  

odd_RTS even_RTS  

27Balancing Overhearing Energy and Latency in Wireless Sensor Networks 



Fig. 1 Example of wakeup model 

2.2   Wakeup Model 

In wireless sensor networks, we can divide data flow into two directions. In the down 
direction, data flows from the base station to children nodes. In the up direction, data 
flows from children nodes to the base station. Our goal is to reduce the overhearing 
energy consumption when the base station transmits queries or data to children nodes. 
Hence in our wakeup model, we consider only down directional data flow.  
Fig.1 shows our basic wakeup model based on [15]. In Fig.1 (a), the radio range of 
node 1 covers node 2, node 3 and node 4. Therefore if node 1 intends to send the data 
to node 2, node 3 and node 4, they could all receive the data from node 1. However, 
node 5, node 6, node 7 and node 8 could not receive the data from node 1 directly 
because they are not within its radio range. When node 1 intends to send data to nodes 
within its radio range, wakeup of nodes not in its radio range such as node 5, 6, 7 and 8 
is wasteful of energy, because idle listening consumes energy between 50% and 100% 
of receiving energy consumption [12]. In [8], Stemm and Katez show that the ratios of 
idle:receive:send are 1:1.05:1.4 respectively. Also the Digitan 2 Mbps Wireless LAN 
module specification illustrates idle:receive:send ratios is 1:2:2.5 [9]. Therefore, when 
node 1 tries to send the data to nodes 2, 3, and 4, the nodes which are not within its 
radio range such as node 5, 6, 7, and 8 should be synchronized to enter sleep mode for 
saving idle listening energy. In sleep mode, sensor nodes turn off their power. At the 
next step, after node 3 or node 4 receives data from node 1, when node 3 or node 4 
intend to send the data to nodes within the radio range of sender, the nodes in level 3 
wake up and they are ready to receive data from a node in level 2. Nodes in level 1 
such as node 1 go to sleep mode again after they send the data to nodes in level 2. All 
sensor nodes already know their level and their wakeup/sleep synchronized schedule 
through the setup of the initial tree structure. When the base station makes the initial 
tree structure, it sets the wakeup duration of each level in advance.  
For example, in Fig.1 (b), if the base station decides that nodes wake up for 1 second 
for data transmission and wakeup for 1 second for data receiving, the nodes in level 1 
wake up for 1 second for receiving data from the base station and also wakeup  
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Fig. 2 Odd and even wakeup scheduling example 

for another 1 second for transmission to the nodes of level 2. And then nodes of level 1 
go to sleep mode. The time interval for data transmission between levels is allocated  
sufficient time to complete the process, otherwise failure of data transmission will be 
increased [15]. 

3   OEWS and DTS 

In this section, first we describe the Odd and Even Wakeup Scheduling (OEWS) 
technique to reduce overhearing energy consumption and then, we describe the 
Double Tree Structure (DTS) for reducing the delay time caused by OEWS. 

3.1   Odd and Even Wakeup Scheduling 

We propose the new wakeup schedule named Odd and Even Wakeup Scheduling 
(OEWS) whose purpose is to reduce the overhearing energy consumption as half the 
sensor nodes at the same level wake up alternately. In this scheme, sensor nodes 
having even id number and those having odd id number in the same level have 
different wakeup time schedule. Sensor nodes having even id number wake up at even 
time points and sensor nodes having odd id number wake up at odd time. For example, 
in Fig.2 (a), at a specific even time, sensor node 1 in level 1 can send the data to node 
2 and 4 having even number id because node 3 having odd id number is in sleep mode 
at even time. But at a specific odd time, only node 3 can receive the data from node 1. 
If node 1 wants to send the data to node 8, node 1 sends the data at the specific even 
time for sending the data to node 4. Even if node 2 receives the data from node 1 at 
the same time with node 4, if the destination is not node 2, node 2 goes to the sleep 
mode. We still save the overhearing energy of node 3 and also we can reduce the 
wakeup time of node 2. In the next step as shown in Fig.2 (b), after node 4 receives 
data from node 1, nodes in level 1 fall in sleep mode again and nodes in level 3 wake 
up for receiving data from nodes in level 2 based on [15]. Nodes 5 and 6 in level 3, 
they go to sleep mode after they recognize that there is no data from node 3 directed 
to them. Node 7 and 8 which are children of node 4 wake up alternately in even time 
and odd time. If node 7 does not receive the data at odd time, node 7 also directly  
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Fig. 3 Odd and even wakeup time scheduling 

goes to the sleep mode. And then node 8 can receive the data from node 4 at even 
time. Hence we can save overhearing energy through the odd-even wakeup schedule. 
Also, we can decrease the duration of wakeup time for nodes which are not a 
destination, as they can go to sleep mode if no message is received. 

Fig.3 shows the Odd and Even wakeup Scheduling. We use a synchronous 
wakeup schedule. Level 1 and level 2 in Fig.3 correspond to node 1 and nodes 2, 3, 4 
from Fig.2 respectively. First when level 1 transmits data to level 2, the nodes in other 
levels are in sleep mode. Level 1 follows the schedule for a parent and level 2 follows 
the schedule for children. A parent node wakes up at every time slot but children 
nodes wake up alternately. After a node in level 2 receives the data from a node in 
level 1, the node in level 2 switches from children wakeup time schedule to parent 
wakeup time schedule. And then the nodes in level 1 are in sleep mode and the nodes 
in level 3 wakeup and follow the children wakeup time schedule. 

In Fig.4, we present the algorithm for a parent node. In lines 1 - 2, a parent node 
checks its wakeup schedule. If it still follows the children schedule, it changes to 
parent schedule. In lines 3 – 6, we store the children nodes of the current parent into 
array children[j]. We defined G as an undirected graph and V is a set of sensor nodes. 
In lines 7 – 11, if parent wakeup time matches with a wakeup time of the target child 
node, the parent node sends the data to the target child node. Otherwise the parent 
node waits until its wakeup time matches with the target child wakeup time. In lines 
12 – 13, if parent level has time out, parent goes into the sleep mode. 

In Fig.4, we also show the algorithm for children nodes. In lines 1 -2 they check 
their wakeup schedule. If children follow the parent schedule, it changes to children 
schedule. In line 3, each child tries to find the parent node. In lines 4 – 5, they wait for 
the data from the parent node. If a specific child node receives the data from the 
parent node, it becomes a new parent and other sibling nodes in same level go into 
sleep mode. 

3.2   Trade-off between Energy Saving and Delay Time 

When we try to send the data from a source to a destination in wireless sensor 
networks, there is a delay time. We assume the delay time based on [10]. Delay time 
is the time elapsed between the departure of a data packet from the source sensor and  
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Fig. 4 Algorithm for the parent and children node 

its arrival to destination [9]. Therefore we can denoted the delay by DT(s,d) = 
(qd+td+pd+wd)×Nd(s,d), where qd is queuing delay, td is transmission delay, pd is 
propagation delay and wd is waiting delay until the receiver node wakes up. Nd(s,d) 
denotes total number of data disseminators on the routing path between the source 
node ‘s’ and the destination node ‘d’.  

In OEWS, because we use the wakeup scheduling for the nodes to wake up 
alternately, it causes longer delay time. Therefore we suggest the Double Tree 
Structure called DTS to reduce the average delay time. 

3.3   Double Tree Structure 

For OEWS, we make two Rings topologies for the routing tree structure based on 
[11]. Two Rings topology consists of Short Rings topology called SRT and Long 
Rings topology called LRT.  Rings topology makes a tree structure based on the 
radio range. 
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Fig. 5 Short rings and long rings topology 

(1)  Short Rings Topology and Long Rings Topology 
 
Fig. 5 (a) shows Short Rings Topology (SRT). SRT starts from the base station. In the 
first step, all nodes within the radio range of the base station become children nodes 
of the base station. For example, in Fig. 5 (a), the only node within the radio range of 
the base station is node 1. Therefore node 1 becomes a child node of the base station. 
In the second step, all nodes within the radio range of node 1 become children nodes 
of node 1. There are nodes 2, 3, and 4. In the third step, nodes 5, 6 and 7 become 
children nodes of node 3 because these are within the radio range of node 3. And 
nodes 6, 7, and 8 become children node of node 4 because these are within the radio 
range of node 4. Notice that node 6 and node 7 are included as children of both node 3 
and node 4. In this case, we can divide them into two Rings topology with distance 
from parent node to children node. In the view of node 6, node 3 is the closest parent 
node. Therefore, if node 6 becomes a child of node 3, this topology is Short Rings 
topology. Otherwise, if node 6 is connected with node 4 which is the most far away 
from node 6 within the radio range, this topology is Long Rings topology. Fig. 5(b) 
shows Long Rings Topology. 

Our wakeup scheme uses both SRT and LRT in the wireless sensor network. 
Therefore, it is possible that there are several routing paths. For example, if the base 
station intends to send the data to node 6, in the first step, the base station sends data 
to node 1. In the second step, node 1 could send the data to node 3 or node 4. Node 4 
can connect to node 6 through the LRT, and node 3 can connect to node 6 through the 
SRT. Therefore it does not need to wait until odd nodes wake up or even nodes wake 
up. If there is only one routing path, node 1 has to wait for even nodes wake up or odd 
nodes wakeup. As a result, we can reduce the delay time. 

Even though SRT and LRT are decided by distance, energy consumption for 
transmitting, receiving and overhearing is the same whether we use SRT or LRT. 
Because all sensor nodes have the same fixed radio range, radio range of SRT and  
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Fig. 6 OEWS vs S-MAC. (a) Energy saving in total energy consumption. (b) Energy saving in 
overhearing. (c) Latency 

LRT is the same. Also, whether we use SRT or LRT, the number of hops from base 
station to destination is the same. Even if we change the routing path from SRT to 
LRT or from LRT to SRT, it does not change the number of hops or the radio 
transmission range. 

4   Simulation 

In this section, we present simulation results of OEWS and DTS. Our simulation 
results show that OEWS helps to reduce the overhearing energy consumption and 
DTS decreases the data delay time. Therefore, we evaluated the efficiency of energy 
consumption and latency comparing with S-MAC protocol [1]. In S-MAC one of the 
sources of wasted energy which they tried to reduce is the overhearing energy. 

In the experiments, we randomly spread the homogeneous sensors in a 300 × 
300m2 sensor field area. All sensor nodes have the same fixed radio range and same 
energy. We use the DTS with both Short Rings topology and Long Rings topology for 
the initial routing tree structure. For measuring the energy consumption for 
transmitting, receiving, and overhearing data, we used the energy model based on [6]. 

4.1   Efficiency to Reduce Overhearing Energy 

In one experiment, we measured the rate of energy saving comparing with S-
MAC protocol. Even though S-MAC protocol already reduced the overhearing energy, 
the experiment result shows that OEWS reduces overhearing energy more than S-
MAC. Fig.6 (a) and (b) show the energy saving results of OEWS comparing with S-
MAC. We then increased the number of sensor nodes from 300 to 600 and the radio 
range from 30m to 60m. In Fig.6 (a), we compare the energy saving rate in total 
energy consumption including transmitting, receiving and overhearing. This result 
shows that OEWS reduces up to 1.7% more energy than S-MAC protocol. With the 
high density of sensor nodes, OEWS produces more saving of overhearing energy 
consumption. Fig.6 (b) shows the result where only compare the overhearing energy  
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Fig. 7 (a) Delay time on S-MAC. (b) Delay time on DTS. (c) Delay time on OEWS 

with S-MAC protocol. We see that OEWS can save the overhearing energy up to 43% 
more than S-MAC protocol. In this result, the more density of sensor nodes, the larger 
the decrease in overhearing energy consumption. Therefore, OEWS is more suitable 
for high density sensor networks than low density sensor networks.  

4.2   Effect on Latency between OEWS and S-MAC 

 In this section, we analyze the data latency between OEWS and S-MAC protocol. 
In Fig.3, for example, when a node in level 1 detects some events happening between 
the T period which is the duration of sleep, the node in level 1 waits until its next 
wakeup time. The probability of occurring event between T periods is uniformly 
distributed. Therefore we represent the uniform distribution between A and B as 
X~U[A,B] based on [14]. X is random delay time. A and B are the smallest delay 
time and the largest delay time respectively. S-MAC has very similar performance to 
wakeup synchronized time where all the nodes in the sensor networks wake up and go 
to sleep mode at the same time with the same wakeup time. Hence delay time of S-
MAC is represented by the following: 

X ~U [ ( h -1 )T , hT ]                                  (6) 

Therefore, average delay time is : 

ThXE )()( 2
1−=                                    (7) 

In formulas (6) and (7), h means the number of hops.  
In OEWS, half of nodes of all sensor nodes wake up and then the other half wake 

up. Therefore a node in OEWS takes two times waiting time until the next wakeup 
time. Therefore, we can represent OEWS delay by the following: 

X ~U [ ( h -1 )T , 2hT ]                                 (8) 

The average delay time of OEWS is the following: 

ThXE )()( 2
1

2
3 −=                                   (9) 

Fig.6 (c) shows the result of a average latency in OEWS comparing with S-MAC. 
We simulated with number of nodes from 300 to 600 and radio range from 30 to 60m. 
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In this environment, latency of OEWS is 1.51 times latency of S-MAC protocol. 
Hence this simulation shows that there is a trade-off between overhearing energy 
consumption and latency. In the next section, we show that DTS which we proposed 
as a routing tree structure reduces the latency. 

4.3   Effect on DTS in OEWS 

We use the new routing tree structure called Double Tree Structures (DTS) to 
reduce the latency on OEWS. In this section, we compare latency between OEWS 
with DTS and OEWS without DTS. Fig. 7(b) shows the delay time of OEWS with 
DTS and Fig. 7(c) shows the delay time of OEWS without DTS. From these results, 
we know that DTS works to reduce the latency. DTS has Long Rings topology and 
Short Rings Topology. Therefore, there are two routing trees in the sensor network. If 
some nodes have alternative paths to the destination, we can reduce the waiting time. 
Hence average delay time of DTS with OEWS is represented by the following: 

E(X) = 
2

)()( 2
1

2
3

2
1 ThTh −+−

                       (10) 

where, h is number of hops and T is the time duration of sleep mode.  
Also, we compare latency between OEWS with DTS and S-MAC. When we 

compare S-MAC delay time on Fig. 7(a) with OEWS without DTS on Fig. 7(c), even 
though OEWS reduce overhearing energy, OEWS has more delay time by about 50%. 
But when we used DTS on OEWS, OEWS with DTS has more delay time over S-
MAC by about 13%. Therefore, we improved the trade-off between overhearing 
energy consumption and latency with proposed OEWS and DTS. 

5   Conclusion 

In this paper, we have proposed OEWS for reducing the overhearing energy 
consumption with different wakeup times and DTS for decreasing the latency of 
OEWS with double tree structure. Even if OEWS advantage is to reduce the 
overhearing energy consumption, there is a delay time because of a trade-of between 
energy saving and delay time. But DTS is useful to reduce the delay time. In DTS, 
Long Rings topology and Short Rings topology have the same number of hops from 
any node to the base station. Therefore using either Long Rings topology or Short 
Rings topology for routing path, the number of hop does not have effects on delay 
time.  

Our simulation results also show OEWS and DTS have good performance. OEWS 
and DTS are more suitable for high density sensor network. Overhearing energy 
consumption is high when nodes are having many neighborhood sensor nodes. 
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Abstract. We propose a method to manage transmission power in nodes
belonging to a wireless sensor network (WSN). The scenario contem-
plates uncoordinated communications using impulse radio ultra wide-
band (IR-UWB). Transmission power is controlled according to the sta-
tistical nature of the multiple access interference (MAI) produced by the
nodes in the close vicinity of the communicating nodes. The statistical
nature of the MAI is a function of the node population density within the
area of coverage of the WSN. We show that when the node population
density is high enough transmission power savings are possible.

Keywords: UWB, impulse radio, ad hoc networks, sensor networks.

1 Introduction

Wireless ad hoc networks (WAHN) are flexible networks for which there is no
need of a central coordinator and for which the numbers of nodes and the topol-
ogy of the network are not predetermined. A WSN is a type of WAHN composed
of nodes with sensing capability. There are important differences between WSN
and WAHN [1]. WSAN have a larger number of nodes and are deployed in close
proximity to the phenomena under study, the nodes mainly use a broadcast com-
munication paradigm and the topology of the network can change constantly due,
for example, to nodes prone to fail (usully nodes have limited power, computa-
tional capabilities and memory).

The UWB is an indoor communication technique currently under intense
research activity [2] due to many attributes,1 including its robustness against
multipath conditions, its high capacity in a multiple access environment, the
capability to achieve high transmission rates using a low amount of power, and,
for pulse based UWB, the possibility of operating using a carrier-less modulation.

1 According to [3] a signal is considered of UWB nature if the 10 dB bandwidth of the
signal is at least 20% of its center frequency, or if this 10 dB bandwidth is at least
500 MHz.
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In particular, IR UWB [4] uses communications signals composed of ultra
short pulses, and multiple access is achieved providing nodes with different
spreading codes. The IR-UWB has been proposed for WAHN [5]. The many
desirable characteristics of IR-UWB can be used in WAHN and WSN for simul-
taneous communication, ranging and positioning [6].

In this work we propose a method to manage the transmission power of a
transmitting node. Communication signals use binary pulse position modulated
(PPM) for data modulation and time hopping (TH) for code modulation. Spread
spectrum multiple access (SSMA) is achieved using different TH codes for differ-
ent users. We consider a WSN where the nodes know the spreading codes of their
close neighbors, and the nodes communicate with the other nodes broadcasting
messages. There can be some coordination between the nodes, e.g., they know
the spreading codes of their close neighbors, and they can estimate roughly how
many nodes are within their own neighborhood, but transmission are uncoordi-
nated, e.g. with asynchronous transmission times and no power control.

Multiple nodes broadcasting their messages will generate MAI to other nodes,
and this MAI will degrade the performance of the communication links. To pre-
serve battery life, transmission power is controlled according to the statistical
nature of the MAI produced by the nodes in the close vicinity of the communicat-
ing nodes. The statistical nature of the MAI is a function of the node population
density within the area of operation of the WSN. We show that when the node
population density is high enough transmission power savings are possible.

2 MAI statistical nature and its impact on performance

Consider a system with k = 1, 2, 3, . . . , Nu nodes, and that nodes 2, 3, . . . , Nu are
simultaneously broadcasting to other nodes. In particular, suppose that node 2
is attempting to transmit to node 1, while the others Nu − 2 nodes are broad-
casting in the vicinity of node 1. Lets denote the received signal power at node
1 as (Qk,1)2 Pk, k = 2, 4, . . . , Nu, where Pk is the transmitted power of node
k and (Qk,1)2 is a factor (that can be random) reflecting the attenuation from
transmitter k to receiver 1. If we ignore the effects of the noise, the signal-to-
interference-ratio (SIR) at the input of node one’s correlation receiver is

SIRin(Nu) =
(Q2,1)2 P2∑k=Nu

k=3 (Qk,1)2 Pk

. (1)

The statistical nature of the MAI at the output of the correlation receiver
depends on the numbers of nodes Nu − 2 producing it and also on the signal
structure. In our case we consider binary TH-PPM signals2

S(k)(t) =
Ns−1∑
m=0

p(t−mTf − c(k)
m Tc − Tdd

(k)
bm/Nsc), (2)

2 This signal set and its performance under different scenarios are studied in detail in
[7] [8].
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where Tf is the frame time, Tc is the code time shift, and Td is the data time
shift. The c

(k)
m is the pseudorandom time-hopping sequence for user k with a

range 0 ≤ c
(k)
m < Nh and with sequence period Np. The d

(k)
bm/Nsc is the data of

user k that can be 0 or 1 and changes every Ns hops (see fig. 1). Note that the
data symbol changes every Ns frames, therefore the symbol duration is NsTf

and the bit rate is R = 1
NsTf

.

Fig. 1. Relation of TH-PPM parameters.

We consider two forms of pulse shape, with pulse parameters shown in table
1. The first is the second derivative of a Gaussian pulse

p(t) =

[
1− 4π

[
t

tn

]2
]

exp

(
−2π

[
t

tn

]2
)

, (3)

for −Tw/2 ≤ t ≤ Tw/2, where tn = 0.2877 ns is a parameter that determine
the pulse duration Tw ' 0.7 ns. The second pulse shape is based on a gated sine
wave

p(t) = sin (2π
Q

Tw
t), (4)

for −Tw/2 ≤ t ≤ Tw/2, Tw = 2.0 ns, where Q = 10 is a positive integer, resulting
in a signal spectrum centered at Q

Tw
= 5 GHz.

For the signals in (2) the SIR at the output of the correlator can be written
[7] [8]

SIRout(Nu) =
(Q2,1)2 P2 A2,1∑k=Nu

k=3 (Qk,1)2 Pk Ck,1

. (5)

where A2,1 and Ck,1 are normalized autocorrelation and cross correlation factors.
The A2,1 is produced by the desired signal and the Ck,1 by the interference.

Given a pulse shape, the parameters mainly determining the MAI statistical
nature are the number of pulses per symbol Ns, and the frame time between
pulse transmissions Tf . It has been verified that under certain conditions (e.g.
if Ns is large enough), an increase of Nu will cause the statistical nature of the

time t

0  1  2  3 ... Nh-1

Tf

Tc

Td

NhTc + 2Td < Tf /2

0  1  2  3 ... Nh-1
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Table 1. Values for TH-PPM time parameters.

Parameters Gaussian Pulse Gated sine wave

Tw 0.7 ns 2.0 ns
Tf 70, 150, 250 ns 200 ns
Td 0.156 ns 0.0995 ns
Tc 0.9 ns 0.1 ns
Nh 8 200

MAI to tend to Gaussianity [9]. However, when those conditions are not met,
the MAI will have a probability density function that in general has thicker tails
than the Gaussian distribution [10], producing a higher bit error rate (BER)
than the Gaussian MAI, for the same SIR value.

Fig. 2 shows the difference in performance between a MAI that is not Gaus-
sian (proposal approximation (PA)) and a MAI that is Gaussian (Gaussian ap-
proximation (GA)). Notice that as Nu is increased the BER is degraded since
the SIR in (5) decreases. Also notice that as Nu is increased the PA tends to
behave like the GA [9] [11] due to the central limit theorem in probability [12].
Fig. 2 verifies that BER for PA is higher than for GA, and shows the SIR gap
between PA and GA.

Fig. 2. BER for Tf = 100 ns, Ns = 4, and 10 ≤ Nu ≤ 70 (elaborated in part with data
taken from [11]).
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3 Using the MAI statistical nature to control
transmission power

Each component of the MAI at the output of the correlation receiver is a random
variable (r.v.) that depends on other r.v.’s such as the transmissions delays, the
spreading codes, the users data, and the channel statistics. The MAI can be
written as [7] [8]

α =
Nu∑

k=3

α(k)

α(k) 4=
Nu∑

k=3

Ns−1∑
m=0

A(k)[R(λ(k)
m )−R(λ(k)

m − Td)], (6)

where λ
(k)
m = [c(k)

m−Φ − c
(1)
m ]Tc + d(k)Td + τk is a weighted sum of uniformly

distributed r.v.s c
(k)
j , d

(k)
bm/Nsc and τk, R(·) are cross correlation terms, τk are

random transmission delays, and Φ is a r.v. that depends on the transmission
delays. We notice that the r.v.’s [c(k)

m−Φ − c
(1)
m ] for distinct values of m are con-

ditionally independent, given the value of the time shift parameter Φ. We also
notice that the r.v.’s α(k) for distinct values of k are conditionally independent,
given the code {c(1)

m } of user one.
Given the signal structure in (2) and the channel conditions, the statistical

nature of the MAI in (6) is a function of the node population density within the
area of coverage of the WSN.

We now use the data in fig. 2 to illustrate how transmission power savings
are possible when the node population density is high enough. Let’s look at the
results for SIR=12.4 dB. If MAI satisfy the GA the BER is about 10−7, but if
MAI satisfy the PA then BER is about 10−3. Let’s say we have a target BER
of 10−3. If we are operating in the so called PA regime, a SIR=12.4 dB is just
enough, but if we are operating in the so called GA regime, a lower SIR would
be fine.

This means transmitter node 2 could reduce its power transmission and still
satisfy the target BER. Hence, if node 2 somehow knows that the GA regime
applies, it will proceed to reduce its transmission power. To determine if the GA
regime can be applied or not, it would need to know how many nodes are in
its own vicinity, i.e., it would need to know the node population density in its
neighborhood.

The GA regime is reasonable for SSMA systems with both low per-user data
rate and a large number of users. Since WSN transmit at low bit rate and are
usually densely populated, transmission power could be controlled according the
statistical nature of the MAI produced by the nodes in the close vicinity of the
target node.

We now proceed to investigate what would be the critical number of nodes
in the vicinity from which the GA regime can be applied.
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4 Determining the number of nodes to apply the GA
regime

To study how the domain of validity of the GA regime changes we consider
3 scenarios: An ideal propagation channel with perfect and imperfect power
control,3 as well as a multipath channel with ”perfect average” power control.
In our method we fix certain signal design parameters (e.g. pulse shape and
duration, pulse position and frame time Tf ), and find for which pairs (Ns,Nu) the
Gaussian assumption can be considered valid using an entropy test to determine
Gaussianity.

4.1 Gaussianity Test.

In this section we describe a procedure to determine the Gaussianity of a sample
α of MAI. More specifically, we collect a sample α in (6) and calculate an entropy
function which is then compared with the entropy of a Gaussian r.v.

Let’s consider the following hypothesis testing

H0 : α ∼ N(0, σ2)
H1 : α ∼ not N(0, σ2) , (7)

where α is assumed to have zero-mean and variance σ2, and N(·) is the normal
distribution. H1 say’s that the distribution of α is not Gaussian. By exploiting
the fundamental fact that a r.v. has maximum differential entropy if and only if
its Gaussian distributed [13], the following equivalent hypothesis testing problem
can be established:

H0 : entropy(α) = 1
2 ln (2πeσ2)

H1 : entropy(α) < 1
2 ln (2πeσ2)

, (8)

where e is the base of ln(·).
An elaboration of hypothesis testing in (8) by [14] gives

H0 : Knm → √
2πe = 4.1327 . . .

H1 : Knm <
√

2πe
. (9)

where

Knm =
n

2mσ

{
n∏

i=1

(
α(i+m) − α(i−m)

)
}1/n

(10)

is a normalized Gaussianity index, and where σ2 = 1
n

∑n
i=1 (αi − α)2 6= 0, is the

sample variance.

3 Results in fig. 2 are for ideal propagation conditions with perfect power control.
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To establish the Gaussianity test a critical value K∗ is proposed so that when
Knm ≥ K∗, with certain probability, we accept that α is a Gaussian r.v. For this
purpose we use K∗ = 3.35 that has a 95% confidence level for n = 50 and m = 5,
and was originally proposed in [14]. With these assumptions we can rewrite the
final hypothesis testing problem as

H0 : Knm ≥ K∗

H1 : Knm < K∗ . (11)

For a given p(t) and Tf , we can use this test to define the Gaussian regime as
the set of all pair of points (Ns, Nu) such that the normality index Kn,m ≥ K∗.

5 Simulation results.

5.1 scenarios

Fig. 3 depicts the power profiles for the three scenarios considered: 1) Ideal
propagation with perfect power control, where the power of each component
in the MAI is equal to a constant, 2) Ideal propagation with imperfect power
control, where the power of each component k = 3, 4, . . . , Nu in the MAI is a
r.v., and 3) A multipath channel with ”perfect average” power control, where
the power of each node k = 2, 3, 4, . . . , Nu is a r.v. For the random powers
we consider multipath channel models [15] [16] with two power profiles: line-of-
sight (LOS) and not-line-of-sight (NLOS). We use transmitter-receiver distances
D = 3, 6, 9 m for LOS and D = 1, 2, 3 m for NLOS. We produce 49 profiles for
each distance and average over the 3 distances in each case.

Fig. 3. Power profiles considered in this work.
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5.2 Calculation of normality index

Samples of the r.v. α were generated using Matlab. The α in (6) can be seen as
a double sum of i.i.d r.v.’s containing terms R(·).

Next we evaluate the normality index Kn,m to obtain the region where α is
considered a Gaussian r.v., i.e., K50,5 ≥ 3.35. The boundary of the Gaussianity
region is determined by those (Ns, Nu) where the entropy test is satisfied.

We simulate several cases considering a large amount of permutations of
(Ns, Nu). Since the entropy estimator is itself a r.v., the random boundary is ac-
tually a region determined by many random realizations. To study the boundary
with a fixed Tf value we generate 100 of such realizations. To study boundary
changes for different Tf we smooth the plots by averaging over 10 of such real-
izations.

Fig. 4. Boundaries of the Gaussianity region for different Tf with perfect power control
(Gaussianity region is on top and to the left of the boundary).

5.3 Ideal propagation with perfect power control

Fig. 4 shows how the boundary changes for different Tf using the Gaussian pulse
in (3). Comparing our results with previous works, we found a good match. For
example, fig. 2(a) in [11] shows that for Ns = 8 and Tf = 150ns about Nu = 50
users are needed to be in the Gaussian region, a number that agrees with results
in fig. 4. As another example, propositions 6 and 7 in [9] shows that for a fixed
Ns the larger Tf is the larger Nu should be to reach Gaussianity, a situation
that agrees with results in fig. 4.4 Intuitively, a shorter Tf results in more pulse

4 Notice that [9] uses a signal format and parameters in which Ns, Nh and Tf are
coupled, i.e., they define Tf = NhTc and a processing gain N = NsNh, hence
Tf = NTc/Ns. By keeping N fixed, a low value of Ns implies a large value of Tf .
Notice that in our case we consider PPM with Tf/2 > NhTc + 2Td, hence Nh and
Ns can be changed without necessarily affecting Tf (see fig. 1).
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collisions than a longer Tf , hence with a shorter Tf Gaussianity is achieved with
lower values of Ns and/or Nu.

Fig. 5. Boundaries of the Gaussianity region with imperfect power control. Top: LOS
power profile. Bottom: NLOS power profile.

5.4 Ideal propagation with imperfect power control

Fig. 5 shows the range of pairs (Ns, Nu) defining the random boundary using the
pulsed sinusoid. We notice that there is an asymmetry on the range of values for
Ns and Nu needed to reach Gaussianity. On one hand, it is observed that for low
Ns we need a large Nu to reach Gaussianity. This can be explained by recalling
that α(k) for k = 3, 4, . . . , Nu are dependant r.v.’s trough user one’s code {c(1)

m }.
On the other hand, it is observed that Nu reaches a sort of minimum floor as Ns

is increased. This can be explained recalling that λ
(k)
m for m = 0, 2, . . . , Ns − 1

are dependant r.v.’s trough Φ, and that τk, being uniformly distributed over[
−Tf

2 ,
Tf

2

]
, is the largest component in λ

(k)
m compared to [c(k)

m−Φ−c
(1)
m ]Tc+d(k)Td.

Results for this case also show that the boundary with imperfect power con-
trol have a higher spread of (Ns, Nu) values than the boundaries with perfect
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power control. This is expected since the weak components of the MAI are
masked by the strong ones, hence it takes more r.v. to get to the Gaussianity
region. We also notice that boundaries for NLOS have a higher spread than the
boundaries for LOS. This is explained observing that the NLOS power profile in
fig. 3 have a higher spread than the LOS power profile.

Fig. 6. Boundaries of the Gaussianity region in a multipath channel with average power
control. Top for LOS and bottom for NLOS.

5.5 Multipath channel with perfect average power control

Fig. 6 shows the random boundary using the pulsed sinusoid in (4). We notice
that in this case there is also an asymmetry on the range of values for Ns and Nu

needed to reach Gaussianity, i.e., the range of Nu needed to reach Gaussianity is
approximately constant for all values of Ns considered, and this range contains
just a few interferer users, hence, in a dense multipath Gaussianity can be reached
with few values of both Ns and Nu. These results are consistent with previous
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studies where a single-user UWB signal in multipath can be modeled as a non-
stationary Gaussian random process [17].5

6 Discussion and conclusions.

In this paper we propose a method to manage transmission power in nodes
belonging to an IR-UWB WSN.

Transmission power is controlled according to the statistical nature of the
MAI produced by interfering nodes in the close vicinity of the target node. The
statistical nature of the MAI is a function of the node population density within
the area of coverage of the WSN.

We established a statistical test to determine when the MAI at the output of a
correlator can be considered a r.v. with a Gaussian distribution. Using an entropy
point estimator we determine the minimum number of users Nu and number of
pulses per symbol Ns necessary to consider the MAI component as a Gaussian
r.v. We show that when the node population density is high enough MAI can be
considered as a Gaussian random variable and in that case transmission power
savings are possible. Our analysis assumes operation at low to medium SNR
values.

One issue (noted by a reviewer) is the mechanism that allows a node to
know the spreading code of the other nodes and to know the population density
in its vicinity. This power management technique can be used during periods
of stability in the network, e.g., once the topology and node population are
relatively stable, and after the network initial communication set up has been
completed. For the nodes to remain simple, some form of centralized control
and monitoring should be used, but further research is needed to find specific
protocols that can handle operation in relatively stable conditions as well as
during transitions. One potential advantage of our technique relatively to other
work in the literature [18] [19] is that we do not require to estimate the power
of the interference but just to register the number of the interferers.

Another issue (noted by a reviewer) is whether or not the use of the proposed
power-control technique could lead to ’oscillatory’ behavior in which the MAI
statistics switches back and for from the GA regime to the PA regime as nodes
increase and decrease the power levels. Results in fig. 5 for ideal propagation
with imperfect power control implicitly consider this situation,6 showing that
the GA regime is stable for Nu high enough (e.g. Nu ≥ 60 nodes in fig. 5).
However, this value of Nu can change with the statistics of the power profile.

5 Notice, however, that fig. 7 in [9] shows that a higher Nu is needed to reach Gaussian-
ity. But results in [9] are for a multipath channel with a limited number of discrete
paths, while in this work we are using a dense multipath channel with a continuous
impulse response.

6 In fig. 5 the received power from the different nodes fluctuates from low to high to
low again according to the power profile in fig. 3.
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Abstract. Power savings are nowadays crucial in embedded system con-

texts such as Wireless Sensor Networks (WSN) in order to increase the life-

time of sensor nodes. In this paper, we propose a new hardware structure 

called “Power-On Controller” (POC) for applying advanced control strate-

gies for the “idle to active” node state transition. The proposed POC allows 

an optimization of power control by using event accumulation and spatial 

selectivity mechanisms. These new features allow to reduce the dynamic 

power consumption of roughly 60% compared to state-of-the-art power 

management solutions for a typical WSN applicative context, without alter-

ing the quality of service. The POC structure can be easily integrated in 

any sensor node based on system-on-chip design. 

Introduction 

Nowadays, distributed wireless devices are deployed more and more for multiple high 

value-added applications [19] (e.g. metering, monitoring, surveillance or tracking) in 

different contexts (e.g. industrial, military or medical). This success is directly linked 

to their low cost (i.e. for multi-purpose hardware platform, for maintenance and for 

network deployment and placement). Indeed, wireless nodes are self-powered with 

self-organized communication capability and as a consequence, they do not require 

any fixed infrastructure, neither for power, nor for communication. 

Another specificity of wireless sensor networks is their applications which request 

low processing activity (“control-oriented applications”) with no background tasks or 

intensive calculation. 

Besides that, the lifetime of sensor networks nodes should be as high as possible 

under given design constraints (e.g. volume or weight) due to the environment of in-

terest. This assertion leads to the fact that these systems are highly constrained in 

terms of energy consumption. In order to enhance the system autonomy, much pro-

gress has been obtained in battery technology (i.e. over 400% gain in 20 years [5]), in 

physical integration [25] and in dynamic and static power optimizations. 
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Some works aim at reducing dynamic and static power consumptions. The dynamic 

power consumption can be addressed by different kinds of techniques such as DVS 

(Dynamic Voltage Scaling) [6,7], AVS (Adaptive Voltage Scaling) [26], clock gating 

[20], asynchronous design [10] which has the particular advantage to reduce the peak 

power consumption. While current dynamic power optimization solutions are relevant 

for embedded system with high activity rates, they may be less relevant for sensor 

network nodes, due to their particular activity profile made of a lot of idle phases. Due 

to this special activity profile, solutions that address the static power consumption are 

also important for enhancing the system’s lifetime. For that reason, static power re-

duction has been addressed by many works and more particularly in the sensor net-

work context [21]. Among the techniques for reducing the static power, the use of 

MTCMOS (Multi-Threshold Complementary Metal Oxide Semi-conductor) technol-

ogy [9] aims at reducing the leakage current with special transistors which act as 

power switches. Biasing solutions [22] are also proposed for saving static power. 

Different works addressed the problem of power mode management. Some publica-

tions addressed the problem of the transition from active to idle state for micro-

controller units [1,2]. Because this transition requires power consumption each time 

the system switches from an activity mode to another, it is necessary to change the 

power state only when necessary otherwise the gains observed by the use of a low-

power mode might be counterbalanced by the losses due to transitions. Some works 

aim at parsing some information from the system and/or the software in order to take 

the best possible decisions for transiting from an active mode to a standby mode 

[1,2,3]. 

In this paper, we propose a specific hardware structure dedicated to the optimiza-

tion of the transition from standby to active state. The most often used policy is to 

wake-up the whole system whenever a hardware event occurs. However, if this 

method allows the quickest possible reaction, it may be too much power consuming 

due to a multiplication of mode transitions, in case of unpredictable applications 

and/or bad transition choices from active to standby states. Actually, the “standby to 

active” transition requires some hardware and software applicative context knowl-

edge. The proposed solution is a specific hardware component composed of a stan-

dard power management structure and an event driven filter in order to manage the 

“standby to active” transition.  

The paper is organized as follows: in a first section, the architecture of interest is 

presented, so as the need for an adequate power control structure. A second section 

will be dedicated to the solution that is proposed for a new power control structure for 

sensor network applications. Then, the performance results are exposed and compared 

to a standard solution. 

Related work - wireless sensor node architecture 

Many sensor network platforms were proposed recently, some are commercial plat-

forms and some are academic versions. Most of the mote platforms are based on gen-
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eral purpose low power micro-controllers (e.g. Texas Instruments MSP430 [8,15,13], 

Atmel ATMega128 [12] or Microchip PIC18xx [14]). 

Then, some platforms appeared, based on a System-on-Chip (SoC) design. These 

architectures offer more flexibility in terms of multiple supply voltages and clock 

domains while simplifying the integration of analog parts. Some manufacturers al-

ready design SoC integrated platforms for sensor networks, such as Dust Networks 

SmartMesh-XD [16], Jennic JN513x [17], or Sensoria EnRoute500 [18]. 

Fig. 1. Architecture of a wireless sensor node 

The standard architecture considered in this paper belongs to the SoC family design 

and is illustrated on figure 1. In general, the digital part of the platform under study is 

composed of a processor core, an interrupt controller, a volatile memory block 

(RAM), a non volatile memory block (Flash), a General Purpose Input/Output 

(GPIO), several timers, a Universal Asynchronous Receiver Transmitter (UART), and 

an interconnect bus. The sensor part of the platform includes an Analog to Digital 

Converter (ADC), a Digital to Analog Converter (DAC), and the set of sensors. The 

communication part is constituted of a wireless communication component. Then, a 

power supply and clock supply block is used for powering components and driving 

the clocks of the platform. 

The component dedicated to power management has different functionalities de-

pending on the processor power state (i.e. “on” or “off”). During processor “on” state 

modes, the power manager component operates the Dynamic Power Management 

[24] (DPM) strategies selected by a software part by driving the supply voltage and 

the different clocks necessary for the system. We call this function the “driving 

mechanism”. During processor “off” state modes, the power manager component is in 

charge of the whole system wake-up, which is driven by hardware events (e.g. timer 

events or communication events) which play the role of the “trigger mechanism”. 

Most of the time, hardware events are interrupt requests (IRQ) and they are central-

ized by the interrupt controller which, in this case, plays the role of the trigger mecha-

nism. Indeed, the power manager component incorporates a “control mechanism” 

that operates the reactivation of the whole system, ensuring that the wake-up proce-

dures of components are respected. 

For basic power managers, the trigger and control mechanisms are not optimal for 

the “standby to active” transition. In this basic approach, when a hardware event oc-

curs, the power manager component strategy consists in activating the whole system. 

As it will be shown in this paper, this policy is not always optimal for decreasing the 

51 Power-On Controller for High Lifetime Wireless Sensor Nodes

 

Power
Management

IC CPU Flash

IRQ

Flag
IRQ

RAM
Sensors

Wireless
Com.

GPIO
Timer
A,B,C

UART
ADCDAC

 



power consumption in case of low activity sensor network applications. Therefore, it 

is necessary to propose a solution compatible with either SoC or off-the-shelf designs 

of wireless platforms. 

Proposed solution – Power-On Controller 

The proposed solution is called Power-on-Controller (POC). The main idea of this 

work consists in using additional relevant information to the power management 

component. This information will be used for improving the flexibility of the reactiva-

tion mechanism. This section aims at describing the Power-On Controller (POC) con-

structed for adequately using this additional information. For describing the POC, first 

a description of the conception philosophy will be done. Then, a second part will de-

scribe how the POC structure has been implemented. 

Inadequacy of the IC related information for power re-activation 

 The POC has been designed from the following observation. In previous state-of-

the-art structures, IRQs are used for actuating the interrupt mechanism, which is the 

primary function, but they are also used as wake-up events in case the platform is in a 

low-power state, which is an extended function. To our opinion, the Interrupt Control-

ler is no valuable structure for controlling the platform power management. Indeed, in 

platforms that use power control, the IRQs are above all dedicated and designed for 

interrupt processing purposes. So, a clearer identification of functions of interrupt 

processing and of power control is necessary in order to propose optimal hardware 

structure for power-on control, rather than using the structure initially dedicated to in-

terrupt management.  

So, on the one hand, the interrupt control aims at controlling the interrupt mecha-

nism of the processor, which consists in stopping the normal execution of the proces-

sor in order to run a specific routine called the handler. On the other hand, the power-

on structure aims at operating a total or partial platform reactivation consecutively to 

events observed on the platform. There are similarities between the two mechanisms, 

since they are both consecutive to the occurrence of an hardware event. For that rea-

son, they are often based on the same information, which is presented in the last col-

umn of the table 1. 

Table 1 presents the relevant information for applying adequate reaction for the in-

terrupt control mechanism on the one hand and for the power-on mechanism on the 

other hand. It appears that the interrupt control related information is only a second 

best for being used as power-on information. In general, the interrupt masking is used 

as-is and the priority information is ignored and some very simple hardware is used 

instead, which is based on OR gates. This simple hardware allows a basic strategy of 

reactivating the whole platform immediately when any unmasked IRQ is detected. 

The proposed POC component uses the most relevant information for processing 

the reactivation, which corresponds to the first column of table 1. As a consequence, 
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the POC takes IRQ as inputs, so as the usual interrupt controller, as illustrated on fig-

ure 2. The specific information is used by the POC for applying advanced power 

management policies such as event accumulation and domain selection at reactivation 

while being easy to integrate in any SoC node platform. It should be noticed that the 

POC can been seen as an IC extension as well, but for simplifying the presentation, it 

appeared to be clearer to give a specific name to this extension. Another reason why 

the POC can be understood like a component clearly separated from the IC is that it is 

generic and it can be used within any platform. However, this adaptation would re-

quire some effort. 

Table 1. Comparison of the relevant information for the interrupt mechanism and the 

power-on mechanism 

 Power-on control Interrupt control 

Events IRQ 

Masking Policy 
Enabling/disabling the reactivation transi-

tion 
Enabling/disabling the CPU interrupts 

Priority Policy 

Information of the urgency of the reaction 

(defines if an additional latency can be 

tolerated or not) 

Information of the priority level of the 

HW event (helps defining which IRQ 

will get the CPU resource first) 

Necessary 

HW 

Information about the platform parts to be 

reactivated for a given IRQ 
Unspecified 

 

Fig. 2. POC integration in a standard wireless node architecture 

Event accumulation principle: 

Every time a reactivation occurs, it is associated to an energetic cost. For that rea-

son, switching too often from a power mode to another is highly energy consuming. 

The additional knowledge of the urgency level of events, which is proposed with the 

POC, allows to apply a delayed wake-up in case the routine associated with the IRQ 

can tolerate any latency. This leads to event accumulation which is the fact of buffer-

ing the events which can be processed with additional delay without altering the qual-

ity of service. When an event is considered as non urgent, it is stored until an urgent 

one occurs, or until an internal time-out expires. Then, the system is powered-on and 

all pending IRQs are processed by the CPU. The energy related to the standby to ac-

tive transition is consumed only once. When an urgent event occurs, it immediately 

triggers the reactivation transition. 
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Of course, event accumulation adds delay for processing non urgent events, but 

when events are labelled as urgent, there is no additional latency. In that sense, the 

quality of service remains optimal for urgent events. The event urgency labelling is 

done by low-level software. 

Domain selection at reactivation 

Another additional knowledge handled by the POC is the information about the 

platform parts to be reactivated for a given IRQ, as indicated in table 1. This informa-

tion is used by the control part for triggering an adequate reaction when some hard-

ware events occur. The goal is to select in advance the power supply and clock do-

mains that will have to be reactivated when an actual reactivation event occurs. 

This allows a finer control than a total reactivation, which is the only possibility on 

any solutions based on interrupt control information only. By doing this way, the parts 

that are reactivated for the event processing are in accordance with a specific event. 

More details about this mechanism will be given in the results section. 

Flexible integration 

Since the POC component does not rely on interrupt related information such as in-

terrupt masking or priority, the component can be integrated in any standard architec-

ture with a processor core associated to an interrupt controller (as is the case for al-

most all sensor network platforms). 

However, it should be noticed that the event buffering capability of the interrupt 

controller might need to be enhanced. The enhancement could focus on the increase 

of event buffers sizes or on the implementation of a “buffer full” flag from the inter-

rupt controller to the POC which would give the order to reactivate the platform.  

Implementation of the POC at system level 

In this section, the integration of the POC at system level is described in order to 

enhance the power control for peripherals and for the processor core.  

Power control of peripherals 

The power management of peripherals is done as follows and is summed up in ta-

ble 2. During processor “off” states, the POC takes full control on the peripherals’ 

power modes. During processor “on” states, the power management of peripherals is 

managed by low level software (which can be called DPM, for Dynamic Power Man-

agement) running on the processor and the POC only applies the orders of the DPM 

software part. 

Table 2. Mechanisms involved for the power control of peripherals and processor core 

 Trigger Control Driving 

Processor “On” state SW SW 

Processor “Off” state POC POC 
POC 
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Power control of the processor 

For the processor case, the driving mechanism is operated by the POC. The control 

mechanism for power-on feature is done by a special FSM (Finite State Machine) that 

runs in the POC. This control task cannot be ensured by the processor itself because 

the processor may be unavailable (when “off”). Then, the trigger mechanism is en-

sured either by the interrupt controller or the POC. This organization is summed up on 

table 2. 

Implementation of the POC at component level 

The system view of the POC has been presented in the previous section. The cur-

rent section presents the hardware structures that will apply the new policies of event 

accumulation and spatial selectivity for wake-up (which have been previously pre-

sented). 

 

Fig. 3. Hardware structure representation of the POC 

The schematic of the POC is presented on figure 3. The subcomponents are as fol-

lows. 

• The first subcomponent is the driving mechanism part, which consists in the PWM 

(Pulse Width Modulation) signal for the supply voltage generation by the adequate 

analog structures such as “Buck” DC/DC converters (Direct Current/Direct Cur-

rent) [11]. The generation of the different clock outputs is realized with a root 

PLL-based oscillator structure. Then clocks and supply voltages are routed to the 

whole platform. 

• The second subcomponent of the POC is the trigger mechanism part. First, this part 

determines whether a platform reactivation is necessary or not, with or without any 

tolerance on the reactivation delay. Second, the trigger part defines the partial sys-

tem reactivation policies to use according to the received events. The inputs of this 
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block are the IRQ lines driven by the peripherals. In our implementation, these 

IRQ lines are the same as those used for standard interrupt control. 

• Third, the configuration mechanism interface is connected to the system bus for 

the configuration phases. This configuration interface is located between the com-

ponent and the processor. In our implementation, the configuration interface is 

Wishbone [4] compliant. This interface is accessed with dedicated low-level soft-

ware for adequately configuring the system. 

• The last part of the POC is the control part which manages the power mode of the 

processor core and peripherals. The module controls the driving part of the periph-

erals and of the processor core according to the external events, to the processor 

power control signals and to the configuration interface. It has been implemented 

using a Finite State Machine (FSM). 

Experimental results 

For evaluating the structures proposed by the POC, a realistic applicative context has 

been considered. According to this scenario, two approaches are compared. The first 

approach is a prior state-of-the-art solution such as what can be found in most of com-

mercial or academic sensor network platforms. The results exposed here are com-

pared to a platform that would use the Texas Instrument MSP430 microcontroller 

wake-up structure. It operates an immediate and total reactivation of the chip each 

time an unmasked event is detected. The second approach uses the POC enhance-

ments for lowering power consumption. 

The chosen scenario takes place in a sanatorium. Some patients are equipped with a 

bracelet which monitors their heart rate activity (this application is called “Heart 

monitoring”) and sends alerts when a problem occurs and allows them to call for 

some help when needed (“Help button”). Also, the bracelets are supposed to send 

global running information about embedded sensors at regular intervals of 10 minutes 

(“Execution report”). Beside all this, a battery test is done hourly for ensuring that the 

bracelet never runs out of power at a bad time (“Battery test”). Table 3 shows four 

applications running on a given sensor node of the network and specifies the fre-

quency of hardware events and the urgency level of this event. Table 3 also shows 

which hardware component is in charge of generating the event. 

Table 3. Mechanisms involved for the power control of peripherals and processor for the 

sanatorium scenario 

Application Triggering Hardware Event frequency Event urgency level 
Heart monitoring Sensor part Punctual (rare) Urgent 

Execution report Timer 1 event / 10 min Non urgent 

Help button GPIO Punctual (once a day) Urgent 

Battery test Timer 1 event / 1 hour Non urgent 
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Results for event accumulation 

Figure 4a shows the action of event accumulation. One can see that the number of 

events processed at the occurrence of a reactivation phase is superior or equal to one, 

while this number is one for a classic method. The curve is floored at 1 for lower val-

ues of the accumulation period that defines the maximum waiting period in case that 

no urgent event occurs for emptying the event queue. When the accumulation timer 

period is set above a particular value which depends on the application, the average 

number of events accumulated becomes strictly superior to one. For our application 

this number grows linearly for time interval configurations superior to 5 minutes. 

 

Fig. 4a and 4b. Average number of events processed for one reactivation phase and aver-

age latency 

The average delay between the reception time of an event and its processing time is 

shown on figure 4b. Logically, the average delay for processing events grows ap-

proximately linearly with the accumulation timer period. The irregularities that appear 

on the curve are due to the applicative scenario where events are generated periodi-

cally. When the applicative process meets particularly well the accumulation timer it 

has for consequence to reduce the average delays. From this observation, we see that 

a good knowledge of the application can lead to keeping the average latency at rea-

sonable levels while significantly reducing power consumption, and without impact-

ing the delay at all for urgent signals since the average delay for processing urgent 

events remains approximately the same for both solutions. 

Figure 5 and table 4 present the average power consumption due to events process-

ing for the basic solution on the one hand and with the use of the POC component on 

the other hand. Here, significant dynamic power savings can be highlighted up to 58% 

for 20 minutes of timer period accumulation. To our opinion, these results show that 

the gains compensate the POC’s consumption overhead. 

Table 4. Dynamic power reduction results 

Accumulation timer period (min) 5 10 15 20 
Dynamic power reduction (%) 1.96 17.65 44.12 58.82 
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Fig. 5. Average power consumption due events handling 

Results for spatial selectivity 

In this second typical use case, the platform considered has distinct physical do-

mains (i.e. clock and power supply domains) that can be handled separately. The dif-

ferent components of the platforms are assigned to physical domains as follows. 

• Domain – Power and power control. It includes the POC component and the bat-

teries. This domain is always active and allows the operation of the other domains.  

• Domain – Monitoring. The components in this domain are able to initiate events 

that lead to reactivation. In order to enhance the control granularity this domains is 

split into 3 sub-domains: 

− Sub-domain – Timer Monitoring 

− Sub-domain – ADC/Sensor Monitoring 

− Sub-domain – Wireless Communication Monitoring 

• Domain – Processing. This domain includes the minimum blocks needed for  

processing ; that is the processor core, the interrupt controller, the volatile memory, 

and the interconnect bus. 

• Domain – Internal Communication. It includes blocks such as a Universal Syn-

chronous and Asynchronous Receiver Transceiver module (USART), a Serial Pe-

ripheral Interface controller (SPI) or an Inter Integrated Circuit bus (I²C). This do-

main is activated for allowing a communication with additional peripherals.  

• Domain – External Communication. This domain includes the modules used for 

communicating with other network entities. In our applicative context, it is com-

posed of the wireless communication hardware. 

• Domain – Storage. This domain is activated when access to storage structures is 

needed. Typically, non volatile memory elements such as flash memory elements 

are parts of this domain. 

We define a mode as a combination of domain states. We consider seven modes us-

ing the domains defined above: 

− "Timer monitoring" – One or several timers are activated for monitoring purpose 

− "Sensor Monitoring" – ADC/Sensor is activated for monitoring purpose 
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− "Wireless Monitoring" – A part of the wireless communication is activated for 

monitoring purpose. 

− "Recording" – Storing information from the processor core to the non volatile 

memory. 

− "Active Processing" – The processor core is active, while no peripheral is active. 

− "Active Se" – The sensor and processing domains are active. 

− "Active Wi" – Wireless communication is active. 

− "Active Wi + Se" – Wireless communication and Sensor domains are active 

Table 5. Platform modes and domains 

 Power and 

Power 

Control 

Timer 

Monitoring 

ADC / 

Sensor 

Monitoring 

Wireless 

Communication 

Monitoring 

Processing 
Internal 

Com. 

External 

Com. 
Storage 

Timer monitoring on on off off off off off off 

Sensor Monitoring on off on off off off off off 

Wireless Monitoring on off off on off off off off 

Recording on off off off on off off on 

Active Processing on off off off on off off off 

Active Se on off on off on on off off 

Active Wi on off off on on on on off 

Active Wi+Se on off on on on on on off 

Table 5 presents the organization of the platform modes according to the structural 

domains. This organization is compatible with SoC based approaches. In the applica-

tive context defined above, different monitoring modes can be activated simultane-

ously in order to trigger events from the ADC/sensor, wireless communication, timer 

monitoring or GPIO. In previous solutions, when an event occurs all the systems is 

activated. With the POC, partial activation strategies can be defined. For example 

when a wireless event is raised; the POC can select the “Active Wi” mode in order to 

process the communication information corresponding to the event. 

The overhead of the structure varies as a function of two parameters: the number of 

domains (Ndom) and the number of IRQ (Nirq). The impact of these parameters on 

the POC area has been evaluated for each POC sub component. The area of the con-

trol part is approximately constant with a variation of Nirq or Ndom. The area of the 

driving part is approximately proportional to Ndom and does not depend on Nirq. The 

trigger part divides into two parts. One grows proportionally to Nirq, and does not de-

pend on Ndom. The other part of the trigger is proportional to the product of Ndom 

and Nirq. Then, the configuration component is constituted of: one constant area part, 

one that grows proportionally to the product of Nirq and Ndom, one that grows pro-

portionally to Nirq, and a last one that grows proportionally to Ndom. 

To sum up, the area occupation of the POC grows linearly with the two main pa-

rameters Nirq and Ndom. This area overhead has been evaluated for an instance of the 

POC with Nirq=16 and Ndom=4 and the corresponding results are presented on table 

6. The evaluation was performed with Synopsys Design Compiler tools [27] with a 90 

nm CMOS standard cells library technology. 
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Table 6. Overhead due to the POC for 16 IRQ and 4 clock/voltage domains 

 Trigger Control Driving Configuration Total 

Number of equivalent gates 477 732 268 312 1789 

Silicon Area (µm²) 2860 4393 1607 1869 10729 

Conclusion 

The proposed component addresses the problem of the lifetime of autonomous 

nodes in WSN applicative context. WSN applications are generally less restrictive in 

terms of quality of service and present a low activity rate. The Power-On Controller 

(POC) takes advantage of these properties in order to save dynamic power consump-

tion. The proposed solution interacts with IRQs and system core components for ap-

plying adequate event accumulation and spatial selection mechanisms. 

The event accumulation mechanism proposes to limit the energy cost due to the 

system on chip reactivations. Indeed, system reactivation is an important power-

consuming source. Event accumulation mechanism succeeds to save dynamic power 

consumption up to 58% on the proposed WSN application. Moreover, the POC pro-

poses a spatial selectivity mechanism in order to wake-up hardware parts that are 

relevant for a given IRQ. Indeed, previous state-of-the-art solutions generally wake-

up the whole system without considering the source of IRQ. The POC integration has 

an area overhead of 10729 µm² for the 90nm CMOS technology and its gate usage is 

1789 gates. 

It has been focused in section IV that the periodicity that may be observed on typi-

cal sensor network applicative context, such as the one described in table 3, could be 

exploited to properly configure the accumulation period of the POC in order to keep 

the average latency at reasonable levels even for non urgent events. Future work will 

be realized on low-level software for properly tuning the accumulation period pa-

rameter with an adaptive methodology and/or advanced applicative knowledge. 
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Abstract. A Wireless Sensor and Actor Network (WSAN) is composed of 
sensor and actor nodes distributed in a geographic area of interest; the sensors 
are involved in monitoring the physical environment, while the actors can 
execute a designated task in accordance to the data collected and reported by 
the sensors during an event. To achieve a balanced performance, a WSAN 
architecture must implement an efficient cooperative communication strategy to 
allow the nodes to collaborate in the optimal assignment of resources and to 
execute tasks with the lowest possible delay. Such collaboration must take place 
by exchanging information and generating negotiated decisions while trying to 
extend the WSAN lifetime. The main contribution of this work is the proposal 
of a coordination mechanism taxonomy for WSANs; this taxonomy provides a 
framework for the classification of coordination mechanisms designed for 
WSAN environments. Based on this taxonomy, a comparative analysis is 
presented to study some of the most representative coordination mechanisms 
proposed in the area of WSANs up to this date. 

Keywords: Coordination mechanism, Wireless sensor and actor networks, 
WSN, WSAN, Taxonomy. 

1   Introduction 

Recent advances in microelectronics and wireless technology have enabled the 
development of small size devices, which are low cost, power limited and equipped 
with wireless communication capabilities. This has led to the development of 
Wireless Sensor Networks (WSN), which are composed of hundreds of sensor nodes 
used to monitor multiple physical variables, such as temperature, humidity, sound, 
pressure, movement, vibrations, etc. [1]. A WSN can be deployed to support a large 
number of applications which include environmental monitoring, inventory tracking, 
prediction of natural disasters (e.g. earthquakes, forest fires), home automation, traffic 
control and military supervision in the battlefield [1]. However, there are some 
complex scenarios that require the cooperation between sensors and higher capability 
devices, such as actor nodes, to support the proper execution of specific tasks; 
wireless sensor and actor networks (WSAN) have been proposed as an important 
extension of WSN [2]. A WSAN can be deployed for a great variety of applications, 
such as microclimate control in a building or a greenhouse, detection of biological, 
chemical or nuclear attacks, automation of industrial processes, control of ventilation 
systems and heating [3]. 
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A WSAN is composed of a large amount of sensor nodes and a few actors connected 
by wireless means; these devices cooperate among themselves to provide distributed 
sensing and to execute specific tasks [4]. Sensor and actor nodes can be spread in the 
field, while a sink node can be used to monitor the network and may be used to 
communicate with a task manager, as illustrated in Figure 1. In a WSAN the sensor 
nodes behave as passive elements, collecting information from the physical world, 
whereas the actors are active elements that make independent decisions and are 
capable of executing appropriate actions in accordance to the information collected; 
all these capabilities allow the user to monitor and to act when located in a remote 
location [5]. In a WSN scenario, it is usually assumed that sensor nodes cannot be 
locally configured or recharged while deployed in the field, therefore this type of 
devices are required to be autonomous and energy efficient. The energy constraint of 
the sensor nodes impose limitations on the size of the device, similarly, there is a 
reduction of resources like memory, processing speed, computing power and 
bandwidth [1]; all of this with the purpose of extending the lifetime of the sensor 
node. On the other hand, in a WSAN, the actor nodes are equipped with greater 
resources, such as increased computing capacity, powerful transmitters and increased 
battery lifetime by means of rechargeable or replaceable power sources [5].  

 
Fig. 1 Physical architecture of a WSAN [5] 

 
The main objective of this work is to provide a common framework for the study and 
analysis of cooperative mechanisms in a WSAN environment. The remainder of this 
paper is organized as follows. Section 2 presents a description of the WSAN network 
architecture. Section 3 outlines a novel taxonomy for the study and the analysis of 
coordination mechanisms in a WSAN environment. Section 4 provides a 
classification and a comparative analysis of the WSAN coordination mechanisms by 
employing the taxonomy introduced in section 3. Finally section 5 states the 
conclusions of this work. 

2 WSAN Architecture  

A WSAN is a distributed system that can adapt and react to the environmental 
conditions which are reported by the collaborative effort of all the sensors and actors 
[6, 7]. Two different types of architectures can be defined according to the way data is 
collected by the sensor nodes and is reported back to the actor nodes; these are 
defined as the Automated and Semi-automated architectures, illustrated in Figure 2. In 
the Automated architecture, data is collected by the sensor nodes and it is transmitted 
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directly to the actors, which will efficiently coordinate to execute a specific task 
without collaboration from the sink. As a result, automated WSAN architectures are 
recommended for time sensitive applications where a fast reaction by the actors is a 
critical requirement. In the Semi-automated architecture, the sensor data is transmitted 
to a central controller (e.g. the sink) which will process the collected data and will 
determine which actors must take action to execute a specific task; this is 
accomplished by transmitting a set of commands to the corresponding actors.  

Fig. 2 a) Automated and b) Semi-automated Architecture [5] 
 
The communication process, in a WSN environment, mainly takes place from the 
sensor nodes to the sink; on the contrary, the communication process in a WSAN 
environment can take place between the sensor and the actor nodes. Thus, a WSAN 
architecture requires the implementation of multiple coordination levels; these 
coordination levels are defined as: Sensor-Sensor (SS), Sensor-Actor (SA) and Actor-
Actor (AA). The SS coordination is employed to gather information from the physical 
world in an effective and energy efficient way. The SA coordination is employed to 
report new events and to transmit the characteristics of the event from the sensors to 
the actors [7]; in addition, the SA coordination may also be used over the downlink 
(i.e. from the actor toward the sensor) to inform the sensors to proceed with specific 
sensing tasks. The AA coordination is required to execute a specific task while 
coordinating which actor nodes should respond within a certain area. The objective of 
these mechanisms is to coordinate the actions between the sensor and the actor nodes, 
while making an optimum use of the available resources and at the same time 
executing the required tasks within the time bound required by the application [8]. 

The following section presents a coordination mechanism taxonomy. This 
taxonomy is proposed to provide a framework for the analysis and evaluation of 
coordination mechanisms used in WSAN architectures. 

3 A Taxonomy for WSAN Coordination Mechanism 

To the best of our knowledge, there is no specific coordination mechanism taxonomy 
for WSAN networks. There is some related work, like Farinelli's [9], which presents a 
taxonomy for the coordination of multi-robot systems and is based in four levels: 
cooperation, knowledge, coordination and organization. However, this taxonomy only 
considers cooperative systems consisting of robots and a coordination protocol-
based/protocol-free decision making process, but it does not include data and context 
sharing. Another related work by Salkhman et al. [10] presents a taxonomy for 
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context aware collaborative systems based on the commonalities of different context-
aware systems that emphasize collaboration, however this taxonomy is too broad, as it 
can be applied to a great variety of systems, from small augmented artifacts to large 
scale and highly distributed sensor/(actor) networks; as a result, the proposed 
structure does not provide the proper elements for the fine classification required in a 
WSAN coordination mechanism. The structure proposed by Salkhman is supported in 
three axis: Goal, Approaches and Means. A third work by Sameer et al. [11] develops 
a range of middleware services such as synchronization, localization, aggregation and 
tracking to facilitate the coordination through self-organizing networked sensor. 

A new taxonomy for WSAN coordination mechanisms is proposed in this section; 
this proposal is inspired from the work presented by Salkhman [10] and Sameer [11]. 
The proposed taxonomy is divided in four sections as shows in Figure 3.  

 
Fig. 3 Coordination Mechanism Taxonomy for WSANs 

 
WSAN Framework. It represents the structure of a WSAN and includes:   
• Network architecture. It is related to the way information is sensed and reported 

to the actors, which may be automated or semi-automated. 
• Coordination Levels. It refers to the coordination levels employed by the 

coordination mechanism. 
• Node mobility. It is used to specify if the nodes in a WSAN (i.e. sensors, actors 

or the sink) are mobile or fixed. 
• Network density. It defines the ratio between the number of nodes spread 

throughout the field and the field dimensions.  
Collaborative Procedures. It refers to those collaborative procedures between the 
elements of a WSAN, used to support the exchange of information by the 
coordination mechanism; these services include:  
• Routing Mechanism. It is related to the procedure implemented for selecting a 

route to transmit packets to a destination.  
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• Synchronization. It refers to the implementation of energy-efficient techniques 
required to associate time and location information with the sensed data. 

• Aggregation. It has the objective of reducing the energy consumption and the 
control overhead associated with the transmission of information to a common 
destination. To achieve this goal, a single packet is created as a result of the 
fusion of data which is generated by multiple sources. 

• Localization. It is implemented to provide information regarding the 
geographical location of the sensor and actor nodes.  

• Clustering. It provides a hierarchy among nodes; the substructures that are 
collapsed in higher levels are called cluster and there is at least one node in each 
cluster which is denoted as the cluster-head.  

• Power Control. It is related to the possibility of varying the transmission power; 
as a result, the radio signal coverage of a node can be modified. 

• Quality of Service (QoS). It is related to the mechanisms employed to provide 
guaranteed services in a WSAN architecture. In a WSAN scenario, it is possible 
to define two different functionalities to provide QoS support. One functionality 
is based on providing the required resource reservations to the nodes involved in 
reporting an event at the SA coordination level; in this way, it will be possible to 
provide differentiated services to the data being transmitted in the WSAN. A 
different functionality is to prioritize the execution of tasks by the actors in 
response to events in the WSAN. Thus, the actors should be able to respond in 
accordance to the priority of the events reported by the sensor nodes. 

• Data Cipher and/or Encryption. It is related to the implementation of any 
cipher/encryption mechanism used to protect the integrity of data in the WSAN. 

Performance Criteria. It is related to those criteria elements used to estimate the 
performance of the coordination mechanism; such as: 
• Optimization parameters. This criteria denotes those metrics in which the 

mechanism is based to reach the proposed objectives. 
• Complexity Order. It provides a measurement of the computational complexity 

of the proposed algorithms. 
• Reliability. It provides a measure of the level of security and robustness of a 

WSAN coordination mechanism. To classify a coordination mechanism as 
secure, it must implement additional functionalities to guarantee data integrity 
and to avoid access to the WSAN by intruders. On the other hand, robustness is 
related to the capability of the coordination mechanism to handle faults, while 
assuring data delivery from the sensors to the actors by means of 
acknowledgement or retransmission procedures. 

Application Requirements. The coordination mechanism must take into 
consideration the application requirements, such as:  
• Real-Time constraints. It is related to the amount of time required by the 

coordination mechanism to report events and execute a task.  
• Event Frequency. It is related to the periodicity of events at which the system is 

capable of providing a proper response. 
• Concurrent Event Support. It is related to the capability of the coordination 

mechanism to support multiple simultaneous events in a WSAN. 
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4 Comparative Analysis 

This section presents a comparison of the most relevant coordination mechanisms 
published up to this date in the literature. This comparison is based on the 
coordination mechanism taxonomy introduced in section 3; this taxonomy is divided 
in four sections and Tables 1- 4 show a summary of the comparative analysis for each 
of these. The coordination mechanism proposals are referenced using the following 
notation: the work presented by Melodia et al. in [12, 13] is referenced as A; the 
framework proposed by Ngai et al. [14] is referenced as B; the coordination 
mechanism provided by Yuan et al. [15] is referenced as C; the proposal presented by 
Shah et al. [16] is referenced as D; and the architecture developed by Melodia et al. 
[17] is referenced as E. 

WSAN Framework. It represents the structure of a WSAN. The Table 1 shows the 
comparative analysis for the WSAN Framework.  

Table 1 WSAN Framework comparison 

 
WSAN Architecture. From Table 1, it can be seen that all of the coordination 

mechanisms support the automated architecture given its low latency; due to the 
direct communication between sensors and actors. In proposal D, the authors present 
a coordination mechanism and evaluate it using both the automated and semi-
automated architectures.  

Supported Coordination Levels The coordination levels supported by each of the 
proposed mechanisms differ. In A, the SS coordination functions do not take place, as 
the sensors proceed to associate with an actor immediately after the detection of an 
event; in this way the sensor nodes will form a cluster with the actor as the cluster-
head. In B the architecture implements clustering and data aggregation techniques 
between sensors, and the data corresponding to each cluster is reported to the closest 
actor; this is defined as SS and SA event notification, which evidently imply SS and 
SA coordination functions. In C, the proposed coordination mechanism supports the 

 Coordination Mechanism Approach 
WSAN Framework A [12, 13] B [14] C [15] D [16] E [17] 
Networks Architecture       

Automated  Yes Yes Yes Yes Yes 
Semi-Automated  No No No Yes No 

Coordination Level       
Sensor-Sensor  No Yes Yes Yes No 
Sensor-Actor  Yes Yes Yes Yes Yes 
Actor-Actor  Yes Yes Yes No Yes 

Node Mobility       
Sensor  Fixed Fixed Fixed Fixed Fixed 
Actor  Fixed Mobile Mobile Mobile Mobile 
Sink     Fixed  

Network Density  Dense Dense Dense Dense Dense 
  Sparse     
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implementation of the SS, SA, and AA coordination levels. In D, the sensors are 
grouped into clusters and the average packet delay is estimated via the DAWC 
protocol, all these tasks are related with the SS coordination. In relation to proposal E, 
the coordination mechanism operates at the SS and AA coordination levels; it should 
be noticed that proposal E considers mobile actors and was developed as an extension 
of proposal A. 

Node Mobility. The proposals summarized in Table 1, assume that the sensor 
nodes are fixed, while most of the proposals assume the actors to be mobile, with the 
exception of A which assumes the actors to be fixed. By considering mobile actors it 
is possible to consider a broader range of applications of a WSAN architecture; all 
this at the expense of increased complexity, as the actor mobility requires an efficient 
coordination. 

Network Density. In relation to the network density all the proposals are capable of 
operating in a high density topology; however, some of the proposals do not explicitly 
specify this capability, as in B. Nonetheless it is assumed that B is scalable as it relies 
on cluster formation and data aggregation during the reporting of an event. Regarding 
proposal D, the authors explicitly describe that it can manage dense, as well as, sparse 
deployment of nodes. 
Collaborative Procedures. Table 2 summarizes the collaborative procedures 
implemented in proposals A through E. 

Table 2 Collaborative Procedures 

Coordination Mechanism Approach Collaborative 
Procedures A [12, 13] B [14] C [15] D [16] E [17] 

Routing Protocol  Geographical Geographical GAF (SS) C-DEAR Geographical 
   Ad-hoc (AA) D-DEAR  
Synchronization  Yes  Yes Yes Probably 
Localization  Yes Yes Yes Yes Yes 
Aggregation  Yes Yes Yes NS NS 
Clustering  Event-driven Event-driven Hierarchical Dynamic  
   Geographical Weighted  
Power Control  Yes No No No Yes 
Cipher/Encryption  No No No No No 
QoS       
  Event reporting  Yes No No No Yes 
  Task execution  No No Yes No Yes 
 

Routing Support. Most of the proposed coordination mechanisms make use of 
geographical routing protocols, given their scalability and the fact that they can easily 
adapt to the location changes of the actor nodes [13, 18, 19]; in addition, it is possible 
to exploit the localization information of the nodes to route packets to the intended 
nodes in accordance with their localization within an event area. In A, B and E the SA 
coordination is based on a geographical routing paradigm, while the proposal 
presented in C makes use of the GAF [20] (Geographical Adaptive Fidelity) routing 
protocol at the first coordination level; in this way the sensor nodes can use the 
geographical localization information to transmit the data to the cluster-head, which 
will in turn forward the data to the closest actor. In addition, C proposes the use of 
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conventional Ad Hoc routing protocol at the last level (i.e. AA coordination level), 
given the reduced number of actor nodes and their higher performance capabilities. 
On the other hand, D proposes the implementation of Delay and Energy Aware 
Routing protocols, such as the DEAR protocol, to transmit the data to the sink or to 
the actors. In the semi-automated scenario, D proposes the implementation of a 
centralized DEAR (C-DEAR) protocol, while for automated architectures it 
implements a distributed DEAR (D-DEAR) protocol; these two implementations of 
the DEAR protocol are designed to comply with the end-to-end delay requirements 
for real-time applications. In proposal E, the authors derive a simple yet optimal 
forwarding rule based on geographic position in presence of Rayleigh fading 
channels.  

Synchronization. The synchronization technique is only implemented in proposals 
A, C and D; proposals B and E do not make any reference to the requirement of a time 
synchronization mechanism. In A, it is assumed that the network is synchronized by 
means of the implementation of an existing synchronization protocol. In C the actors 
will periodically transmit their geographical coordinates along with a timestamp; this 
information allows the cluster-head to synchronize with the actors. In D, a time 
synchronization mechanism is assumed to be implemented, as packet delay 
measurements are made by the receiver which implies that packets are tagged with 
timestamp information. With respect to proposal E, it does not explicitly make a 
reference to the requirement of a synchronization technique; however it is assumed 
that a time synchronization service is required, as the location estimation of the actors 
is made during specific time intervals. 

Node Localization. The localization service is considered to be implemented by all 
the proposals compared. It is assumed that all the nodes are capable of knowing or 
determining their geographical localization; this can be implemented by means of a  
Global Positioning System (GPS) receiver, through trilateration techniques or any 
other similar approach. In proposal E, the authors make reference to a hybrid location 
management scheme to handle the mobility of actors with minimal energy 
expenditure, based on update messages sent by mobile actors to sensors.  

Aggregation. The data fusion service is implemented in A, B and C, while D and E 
does not specify it. In A, data fusion is only implemented at the SA coordination level 
whenever a sensor receives information from at least two other sensors; the data is 
then relayed toward the actor node. In B the data fusion is implemented at the SS 
coordination level and further divided into different layers according to their 
importance; the aggregated data is then transmitted to the closet actor in the order of 
significance. In C data fusion is implemented at the three coordination levels, that is, 
the cluster-head will perform data fusion on the data received from the member nodes 
(i.e. fusion at the first level); at the SA coordination level all the cluster-heads  
associated to the same actor will construct a data-aggregation tree toward the actor; 
and finally at the AA coordination level, all the actors activated by a common event 
will construct a third data-aggregation tree toward the actor located at the center of 
the event area. 
Clustering. The cluster formation approach is implemented in proposals A, B, C and 
D; on the contrary, proposal E does not rely on a cluster formation mechanism. In 
relation to proposals A and B, they both implement the event-driven clustering 
paradigm. In the event-driven clustering, the cluster formation process is triggered by 
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an event and the clusters are created on-the-fly. Proposal C is based on a hierarchical 
geographical clustering paradigm, where the cluster formation is done by splitting the 
action area in smaller sections to create virtual grids; this strategy reduces the traffic 
load within each grid and makes an efficient use of resources. Finally, D proposes a 
Dynamic Weighted Clustering Algorithm (DAWC) which adapts to the dynamic 
topology of the networks; the procedure of cluster formation is not periodic and it is 
based on a weighting equation which sets weights to different parameters according to 
the application needs. 

Power control. A power control mechanism is implemented in proposals A and E. 
Proposal A, employs a power control mechanism in the actors, which can select their 
power among L different levels. A higher power corresponds to a lower action 
completion time. On the other hand, proposal E employs a power control mechanism 
at the SA coordination level, where the sensors can increase the forwarding range in 
order to adjust the end-to end delay.  

Data Cipher and/or Encryption. None of the coordination mechanisms compared 
make use of a security mechanism, such as ciphering or encryption, to protect the 
integrity of data. As a result, there is an open opportunity area for the development of 
coordination mechanisms which may incorporate ciphering and or encryption 
techniques. 

Quality of Service (QoS). In relation to Data Transfer Priorities the proposal A, D 
and E implement a data transfer priority scheme. Proposal A introduces a novel notion 
of “reliability”, which is defined as the minimum latency required by the application. 
To provide the required reliability, with minimum energy expenditure, A proposes a 
Distributed Event-driven Partitioning and Routing (DEPR) protocol, as explain in 
[12]. Proposal D relies on a clustering algorithm DAWC which estimates the delay 
budget for forwarding a packet from the cluster-heads; this algorithm guarantees the 
packet delivery delay to be within the given delay bound. Proposal E, similarly to A, 
uses the concept of “reliability”, but in this case the application “reliability” 
requirement is achieved by adjusting the end-to-end delay by means of a power 
control mechanism when the traffic generated in the event area is low, and by means 
of a actor-driven congestion control scheme in case of congestion. Proposals C, and B 
are concerned with reducing the latency during the event reporting stage, during the 
transmission of event related information from the sensors toward the actors, but do 
not implement a priority scheme to support different application requirements. 
Regarding the Task Assignment Priorities, proposals C and E make use of a task 
priority assignment technique. In proposal C, according to the characteristic of the 
event, one or more actors can be triggered to perform one or more task. In proposal E, 
the task assignment process is achieved by means of a Mixed Integer Non-Linear 
Program [21] (MINLP), where the event is characterized by a tuple that describes the 
event characteristics, in addition it includes an event preemption policy for multi-
actor task allocation for cases where resources are insufficient to accomplish a high 
priority task. 
Performance Criteria. Table 3 shows a summary of the comparative analysis for the 
performance criteria. 

Optimization Criteria. All of the proposals make use of the energy and latency as 
optimization metrics; in A the maximum allowed latency is defined as reliability. In 
addition to these parameters, proposals A and E measure the packet loss rate.  
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Scalability. Proposals A, B, C and E make use of a geographical routing protocol 
which is becoming the most promising scalable solutions for critically energy-
constrained sensor networks [18, 19]. On the other hand, proposals A, B, C and D 
make use of clustering schemes which promote scalability and an efficient use of 
energy in the network. 

Table 3 Performance Criteria comparison 

Coordination Mechanism Approach Performance 
Criteria A [12, 13] B [14] C [15] D [16] E [17] 

Energy Energy Energy Energy Energy 
Latency Latency Latency Latency Latency Optimization 

criteria Loss packet    Lost packet 
Scalability  Yes Yes Yes Yes Yes 
Complexity Order  - - - - - 
Reliability       

Security  No No No No No 
Robustness  No No No No No 

 
Complexity Order. None of the proposals provide a clear analysis regarding the 

memory and the computational resources required to support the proposed 
coordination mechanism. In relation to D and E, they provide a measure of the order 
of complexity for some aspects of the coordination mechanism. However, none of the 
proposals provide a complete analysis to help determine the complete order of 
complexity of the coordination mechanism as a whole.  

Reliability. It is related to the security and the robustness of the coordination 
mechanism. With respect to security, none of the proposals make use of a procedure 
to guarantee data integrity, or avoid network access to intruders. Regarding 
robustness, none of the proposals implement, or propose, a procedure to guarantee 
fault tolerance. Some proposals only measure the packet loss rate and show how the 
algorithms, implemented to reduce latency, also help to reduce the packet loss; 
however, no procedure is proposed to guarantee packet delivery through the use of 
acknowledgement messages or the retransmission of information. 
Application Requirements. The coordination mechanism must take into 
consideration the application requirements. Table 4 shows a summary of the 
comparative analysis of the application requirements. 

 Table 4 Application Requirements comparison  

Coordination Mechanism Approach Application 
Requirements A [12, 13] B [14] C [15] D [16] E [17] 

Real time constraint  Low Latency Low Latency Yes Yes Low Latency 
Event Frequency  Low   Low High High High 
Concurrent events  No  No Yes Yes Yes 

 
Real-Time constraints. In general, the proposed coordination mechanisms support 

real-time applications, as they promote latency reduction during the event reporting 
process and the execution of tasks. In relation to proposals A, B and E, they introduce 
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a network configuration delay due to the event-based clustering approach they 
implement; nonetheless, these proposals try to reduce the event reporting latency. As 
a result, these proposals may not be suitable for real-time applications. 

Frequency of Events and Concurrent event support. With respect to the frequency 
of events that can be handled by the coordination mechanism, proposals A and B are 
not capable of providing an efficient operation under high frequency event scenarios, 
this is also true for scenarios involving multiple events; this is related to the 
limitations imposed by the event-driven clustering paradigm. In relation to proposals 
C, D and E, they are able to operate in frequent-event scenarios, as well as, scenarios 
involving multiple simultaneous events. 

5. Conclusions 

This work analyzes the different cooperation strategies implemented at the nodes of a 
WSAN, which are used to achieve distributed sensing and the execution of tasks in 
accordance to the sensed data. One of the main contributions of this work is the 
proposal of coordination mechanism taxonomy for WSAN architectures; the 
taxonomy provides a framework suited to the specific requirements of a coordination 
mechanism designed for a WSAN environment. The proposed taxonomy is divided in 
four sections: WSAN Framework, Collaborative Procedures, Performance Criteria 
and Application Requirements. 

In addition to the taxonomy, a comparative analysis of the most representative 
coordination mechanism, published in the literature up to this date, has been provided. 
In general, the proposed mechanisms proceed to split the event area and perform a 
hierarchical coordination by employing localization information; this is done with the 
objective of selecting the proper nodes (i.e. sensors and actors) that will react in 
response to a specific event with the smallest possible response time. The proposed 
applications for each of the coordination mechanisms differ with respect to the 
frequency of the events. In general, the proposed coordination mechanisms try to 
comply with the support of real-time response requirement along with an efficient use 
of energy in the WSAN. On a final note, none of the coordination mechanisms 
analyzed implement a mechanism that guarantee the security of the data and system 
robustness. 
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Abstract 
 

Wireless sensor actor networks (WSANs) consist of a large number of resource-

constrained nodes (sensors) and a small number of powerful resource rich nodes 

(actors). This paper investigates the case where sensors are organized into clusters and 

mobile actors are used for maintaining an energy efficient topology by periodically 

manipulating their geographical position. We present an elegant technique that allows 

actor nodes to find an optimal geographical location with respect to their associated 

cluster heads such that the overall energy consumption is minimized. The simulation 

results demonstrate that the technique proposed in this paper significantly minimizes 

energy consumption and extends the network lifetime compared with traditional 

cluster-based WSN deployments. 

 

Keywords: wireless sensor actor networks, mobile actors, energy conservation, 

clustering, network lifetime. 

1. Introduction 

Wireless Sensor Actor Networks (WSANs) have emerged as the-state-of-the-art 

technology in data gathering from remote locations by interacting with physical 

phenomena and relying on collaborative efforts by few resource rich and a large 

number of low cost devices [1]. In WSANs sensors are low cost resource constrained 

devices that have limited energy, communication and computation capabilities. Once 

deployed, sensor nodes collect the information of interest from their on board sensors, 

perform local processing of these data including quantization and compression, and 

forward the data to a base station (BS) through a cluster head or gateway node. 

Actors, on the other hand are resource rich nodes that are equipped with better 

possessing power, higher transmission powers, more energy resources and may 

contain additional capabilities such as mobility.  

Despite the tremendous technological advancements in the field of wireless sensor 

network (WSNs), energy conservation is still one of the fundamental challenges in 

WSN system design. In a sensor node, energy is consumed in sensing, computation 

and processing, however the wireless transceiver consumes a significant amount of 

energy as compared to all other sources. Most of the WSN deployments are based on 

 
 
Please use the following format when citing this chapter: 

Aslam, N., et al., 2008, in IFIP International Federation for Information Processing, Volume 264; Wireless Sensor and Actor Networks II; 
Ali Miri; (Boston: Springer), pp. 74–84. 



an application specific data gathering i.e. a large number of sensor nodes send their 

data to the BS. Clustering is employed as a standard approach for achieving energy 

efficiency and scalable performance in WSNs [2]. Sensor nodes can be organized 

hierarchically by grouping them into clusters, where the data is collected and 

processed locally at the cluster head. Single hop clustering protocols follow two-tier 

architecture, consisting of sensor nodes and cluster heads. In tier one communication, 

each sensor node sends it data to its local cluster head. In tier two the cluster heads 

send the processed data to the BS. In protocols where the cluster head selection is 

performed randomly, the distribution of cluster heads is not well controlled. Most 

protocols based on the two-tier architecture use direct communication for sending 

cluster head data to the BS. If a cluster head is located far away from the sink, its 

energy consumption would be greater than the one located closer to the sink for 

similar traffic patterns from cluster members. Intuitively, deployment of resource rich 

actor nodes could off set some of the higher transmission costs incurred by cluster 

heads in data transmission to the BS. In such a case, each elected cluster head will 

associate with an actor node which will forward cluster head’s data to the BS. Since 

random clustering involves election of new cluster heads in each round therefore 

deployment of static actor nodes will not be energy efficient. Such inefficiency may 

result from variations in distances between the actor node and its associated cluster 

heads and their respective residual energy levels. The concept of mobility solves this 

dilemma by effective location management of actor nodes thus providing the ability 

for enhanced energy savings. Figure 1 illustrates a scenario where mobile actors are 

used for relaying cluster head’s data to the BS. This paper proposes a methodology 

where mobile actor nodes relocate to a new location in each round such that the 

energy consumed by associated cluster heads is minimized. A weighted cost based 

function that accounts for the residual energy levels of associated cluster heads is used 

to find the new of location the actor nodes. 
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Figure 1: Example of Sensor Field with Cluster Heads and Mobile Actors  



The concept of mobile nodes in WSN is relatively new and has been proposed in 

various contexts. One of the earliest proposed researches was concept of data mules 

[3]. Data mules are referred as mobile entities that collect data from sensors as they 

pass by the sensor nodes buffer the collected data and drop the data off to the wired 

access point. Data mules were primarily aimed at collection of non real-time data. 

Authors in [4] used mobile nodes for data collection in sparsely connected network. 

First nodes are partitioned into several groups with respect to their data generation 

rates and location. Then the schedule for each group is created using the traveling 

salesman problem such that there is no data loss or overflow. Message Ferrying is 

introduced in [5, 6] where a set mobile nodes (message ferries) provide 

communication service for nodes in sparse connected networks. In the message ferry 

approach, each node communicates only with the message ferries, therefore all 

communication cost is reduced to a short distance single hop communication at the 

expense of increased message delay. This paper adopts a rather simple approach by 

exploiting the actor mobility to achieve balanced energy dissipation by cluster heads. 

The rest of the paper is organized as follows. Section 2 presents system model and 

assumptions. Section 3 presents details of our proposed technique for location 

management of mobile actors. Simulation results are discussed in Section 4. Finally, 

our main conclusions and future research directions are highlighted in Section 5. 

2. System Model and Assumptions 

We make the following assumption for our sensor network: 

1. The network consists of a large number of resource constrained nodes 

(referred as sensing nodes) and small number of resource rich nodes 

(referred as actor nodes) with enhanced communication capacity, ability to 

recharge their energy source and mobility.  

2. We assume that all nodes have means to find out their geographical position.  

3. The nodes are dispersed in a 2-dimensional space following a uniform 

distribution.  

4. The base station is located outside the deployment region and has no energy 

constraints. 

5. Once deployed the sensor nodes remain stationary and continue to operate 

until they completely exhaust their batteries. 

6. We use the energy model presented in [7]. In this model the energy required 

to run the transmitter or receiver electronic circuitry 
elect

E is 50 pJ/bit and εamp 

the energy to run transmitter amplifier is 100 pJ/bit/m
2. The energy expended 

by a node in transmitting an l-bit message a distance of d is given by, 

  
2

Tx elect amp
E lE l dε= +                    (1) 

The energy expended in receiving an l-bit message is given by, 

   Rx elect
E lE=                                        (2) 
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3. Location Management of Mobile Actors 

In this section we present our rationale and algorithm for location management of 

mobile actors. The presented technique is based on the motivation that all cluster 

heads should have a balanced energy dissipation rate. This objective is achieved by 

introducing a cost function that allows the actor nodes to adjust their geographical 

location in such a manner that the overall energy of associated cluster heads is 

minimized. To further elaborate, let’s consider an example illustrated in Figure 2. 

Four cluster head A, B, C and D are associated with an actor node. The location of 

each node is shown below in 'x' and 'y' coordinates. Figure 2a shows the initial 

location of actor node and its associated cluster heads. Since distance from each 

cluster clusters head to the actor node is different, it is impossible have comparable 

energy consumption for all cluster heads. Intuitively, finding a centroid as illustrated 

in Figure 2b with respect all cluster head locations would provide a position where 

actor node is at the minimum distance from each cluster head. However, finding a 

centroid would still leads to uneven energy consumption rate if the residual energy 

levels of all associated cluster heads are different. To account for the residual energy 

levels we introduce a weighted cost based functions that allows actors node to fine 

tune its location based on the residual energy level. Figure 2b also shows the actor 

node’s updated location where it moves closer to the node A that has minimum 

residual energy. Now we describe calculation of cost factor. Table 1 outlines the 

notation used in the following sections. 

 

 

 

Figure 2: Example illustrating location management of actor node using weighted 

cost function 
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 Table 1: Notations Used 

Set of actor nodes A 

k
th

 node in A ak 

Target location coordinates of ak ( , )
k k

X Y  

Set of cluster heads CH 

i
th

 node in CH chi 

Location of i
th

 cluster head  (xi , yi) 

Residual energy of i
th

  cluster head ei 

Cost factor for i
th

  cluster head 
iε  

 
We assume that cluster heads are elected using any generic single hop clustering 

protocol such as [2, 8, 9]. Once elected, each cluster head will listen for the Actor 

Advertisement Messages (sent by actor nodes). Each cluster head then finds a least 

cost actor node and sends an Association Message to the selected actor node 

indicating its location coordinates and residual energy level. Upon receiving the 

Association Message the actor node knows that it will forward cluster heads data to 

the BS. Once the actor node receives Association Message from all it calculates the 

cost factor for each cluster head i as follows,  

 
2 2

max min

2 2

max min

( )

( )

i
i

i

e e e

e e e
ε − +=

− +
              (3) 

Where, 

   
max

min

max( )    for 

min( )    for 

k

i

k

i

e e i CH

e e i CH

= ∈

= ∈
 

 

The calculated cost factors are used to find the new location coordinates 
k

X  and 

k
Y from equation (4) and (5) respectively. 

 

  
2

( ) 0
i i

i

x x
d

dx
ε − =∑                        (4) 

 

2
( ) 0

i i

i

y y
d

dy
ε − =∑                     (5) 

 

Based on the discussion related to Figure 2 above, each mobile actor node utilizes the 

cost function to optimally adjust its coordinates. This is done so by taking into 

account the residual energy levels of its associated cluster heads and their 
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communication cost to the actor node. The pseudo code of the steps used for location 

management in cluster based environments is outlined in Algorithm-I. 

 

Algorithm-I:  

Begin 

 ∀ ich CH∈     

1. Receive Actor Advertisement Messages 

2. Find least cost Actor Node 

3. Send Association Message 

∀ ka A∈      

4. Send Actor Advertisement Message 

5. While Timer ‘T’ is valid 

6. Receive Association Messages from cluster heads 

7. end While 

8. Calculate weighted energy cost 
iε for all associated cluster heads 

9. Calculate new Xk and Yk 

10. Move to new position (Xk , Yk) 

End 

4. Simulation Results 

This section presents the performance analysis of our proposed technique. We assume 

ideal conditions at the physical level such that the probability of wireless interference 

is negligible. The network simulation model was built using MATLAB. We used the 

clustering algorithm presented in [8]. We also assume that the network consists of a 

small number of actor nodes (ranges from 1% to 3.5% of the network size). The 

simulation proceeds in data collection rounds. Since each data collection round 

consists of cluster set up and actor node selection phase. In each round, each non 

cluster head node sends one data packet to its cluster head. The cluster head performs 

in-network processing by aggregating the data received from its member nodes and 

forwards this data to the actor node. Finally, the actor node forwards data received 

from its associated cluster head to the BS. We also assume that the actor nodes do not 

transmit any data while they are moving from one location to another. Mobility 

feature is only used to optimize the energy conservation. Two performance metrics 

are used. The first one is denoted by network lifetime as used in [2, 8, 9]. This metric 

represents network lifetime in data collection rounds from the instant the network is 

deployed to the moment when the first node runs out of energy. The second 

performance metric is the average cluster head energy consumed per round. Table 2 

summarizes the important simulation parameters used.  

It can be observed from Figure 3 and 4 that by using mobile actors the network 

lifetime is increased in more than 100% as compared to the direct transmission case. 

It is also worth noticing the sharp slope for mobile actor’s case which is a result of 

balanced energy dissipation in the sensor nodes. 
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      Table 2: Simulation Parameters 

Sensor Deployment Area 100 x 100 m 

BS Location (50,175) m 

Number of Nodes (N) 200 , 400 

Data Packet Size 4000 bits 

Control Packet Size 25 bytes 

Initial Energy of Actors 20 J 

Initial Energy of Sensors 0.5 J 

Number of Actor Nodes 1 % to 3.5 % of N 

electE  50 n J/bit 

mpε  100 pJ/bit/m
2 

Figure 3: Network life (200 Nodes Network) 
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Figure 4: Network life (400 Nodes Network) 

 

 

We also investigated the optimal number of actor nodes for the two network sizes of 

200 and 400 nodes. Figure 5 and 6 show how network life is effected as a result of 

varying the number of actor nodes. The x-axis denotes the number of mobile actors in 

the system and the y-axis denotes the number of rounds when the first node runs out 

of its energy. The number of mobile actors is varied from 1% of network size to 3.5% 

of the network size. It can be observed from both Figure 5 and 6 that a value of 2% (4 

in 200 nodes network and 8 in 400 nodes network) provides the best results. When the 

number of mobile actors is 1% of the network size the number of associated cluster 

heads per actor node is large. Hence it may lead to situations where the resultant 

topology cannot be further optimized. Therefore adding a small number of actor 

nodes further increases energy savings resulting in enhanced network lifetime. 

Conversely, a relatively large number of actor nodes will results in more overhead 

messages. Hence it is desirable to have a minimum number of actor nodes that 

provide optimal coverage per cluster head.  From the simulations we conclude that the 

best value for network life time is given by when the number of mobile actors is 2% 

of the network size.  
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Figure 5: No. of actors vs. network life in first node death (200 Nodes Networks) 

 

 
Figure 6: No. of actors vs. network life in first node death (400 Nodes Networks) 

 

 

Figure 7 illustrates the mean cluster head energy consumed per round for mobile 

actors and direct communication scenario. The statistics are collected using 100 

independent runs. It is clearly observed that the cluster heads in former case consume 

far less energy (almost 50%) because of shorter distance transmission to the mobile 
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actors as compare to the direct communication case. Hence the overall effect in 

network life time gain is quite significant.  

 

Figure 7: Histogram for average cluster head energy consumed per round (J). (a) 400 

Nodes Direct communication case (b) 400 Nodes with mobile actors (c) 200 nodes 

with direct communication case (d) 200 Nodes with mobile actors. 

5.  Conclusions and Future Work 

In this paper we have presented a simple and elegant technique to use mobile 

actor nodes for extending the network life time. We have shown that by 

deploying a small number of resource rich mobile nodes the network life time 

can enhance in excess of 100% as compared to single hop clustering. We 

presented a weighted cost based function that allows mobile actors to fine tune 

their location by considering the residual energy levels of associated cluster 

heads. We intend to investigate effects of different mobility models in our future 

research. 
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Abstract. Enhancing sensor network lifetime is an important research topic for 
wireless sensor networks. In this paper, we introduce a solution for prolonging 
the lifetime of sensor networks that is based on a deployment strategy .  In our 
proposal, data traffic is directed away from the network center toward the 
network peripheral where sinks would be initially deployed. Sinks stay 
stationary while collecting the data reports that travel over the network 
perimeter toward them. Eventually perimeter nodes would be exposed to a 
peeling phenomenon which results in partitioning one or more sinks from their 
one-hop neighbors. The partitioned sinks move discrete steps following the 
direction of the progressive peeling. The mechanism maintains the network 
connectivity and delays the occurrence of partition. The  performance of the 
proposed protocol is evaluated using intensive simulations. The results show 
the efficiency (in terms of both reliability and connectivity) of our deployment 
strategy with the associated data collection protocol.  Keywords: Sensor 
networks, Data collection, Mobile sinks, Deployment. 

1   Introduction 

    Maximizing the lifetime of sensor network would convert the theoretical 
achievements in sensor network research to successful real world deployed networks. 

One of the reasons that threaten the lifetime of sensor networks is the energy 
depletion of nodes located around the data collector nodes (usually called sinks). Such 
energy depletion forms what is called an energy hole around the data collector [1]. 
Energy hole is most likely unavoidable in networks depend on stationary-based sinks. 
This is definitely true for networks with uniform node distribution and uniform data 
reporting. Since data travels to the collector using multi-hop communication model, 
nodes located near the collectors are exposed to heavier load. Such nodes lose their 
energy resources faster than others and an early sink-network partition occurs. 

Maximizing sensor network lifetime is considered as an optimization problem in 
linear programming. It has been proved to be NP-hard [2]. Approximation algorithms 
are developed to provide efficient solutions under certain settings. The dynamicity 
and the frequent updates in the network topology are usually unpredictable which 
reduces the efficiency of such solutions in many cases. Many other practical solutions 
have been considered within the literature to minimize the tendency of the nodes 
located near sinks to form an early partition. Examples of these solutions are (1) 
replacing the stationary sinks with mobile ones, (2) considering the dynamic 
clustering of the network, (3) intentionally performing non-uniform (controlled) node 
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distribution over the coverage area. Although effective solutions, they have some 
limitations and constraints in real world d

Using different clustering techniques to enhance the network performance has been 
known for long time in the area of ad- hoc networks as well as sensor networks. 
However, clustering algorithms are expensive in terms of their communication cost. 
They require extensive overhead that could contribute to drain the resources of sensor 
networks [3, 4]. 

Exploiting sink mobility to enhance sensor network lifetime raises many new 
problems related to the mobility. Examples are: what is the best mobility pattern that 
would be implied and how to lessen the interference of the mobility trajectories (in 
case of multiple mobile sinks) [5]. In addition to the latency problem that results from 
the difference between the speed of moving the sink to collect the data versus the 
multi-hop transmissions of the data. Some techniques imply infrequent mobility [6]. 
Mobile sinks infrequently move to balance the load among nodes and a multi-hop 
wireless transmission is used as the main regime of data transportation.  

On the other hand, intentionally performing non-uniform node distribution [7] is 
problematic and difficult to be achieved in real world deployments. This is due to the 
expected large number of sensor nodes that usually should be randomly deployed 
within the coverage area [8].  

In this paper we introduce a solution that maximizes the sensor network lifetime. 
The proposed solution combines the benefits of using multiple-mobile sinks and the 
non-uniform node distribution (without performing non-uniform node distribution). 
Our proposed protocol reduces the problems associated with the above mechanisms. 
In our proposal, data traffic is directed away from the network center toward the 
network peripheral where sinks would be initially deployed. Sinks stay stationary 
while collecting
Eventually perimeter nodes at the network peripheral would be exposed to a peeling 

phenomenon (have their energy depleted exposing other inner nodes to be perimeter) 
which results in partitioning one or more sinks from their one-hop neighbors. The 
partitioned sinks move discrete steps following the direction of the progressive 
peeling and the connectivity is re-established. The protocol is totally dynamic. The 
overhead of exchanging topology updates messages associated with the mobility is 
not required. We
through the network.  The balance of both load and energy consumption leads to an 
exp performance of the protocol is shown by 
intensive simulations that consider realistic conditions of the underlying network 
settings. The results show the efficiency of the protocol in expanding the network 
lifetime, minimizing overhead associated with sink-mobility, and achieving high 
degree of reliability.  

The rest of this paper is organized as following Section 2 discusses current related 
work. Section 3 explains our assumptions about the unde
Section 4 describes the design details of the proposed boundary -peeling data 
collection protocol. Section 5 summarizes the performance of the approach. 
Discussions are given in section 6. Section 7 provides a brief conclusion.

2   Related work 

Extensive work has  been proposed into the literature to enhance the sensor network 
lifetime using different conceptual approaches. Due to the limited space we only list 
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those we believe they are the most related to our work. Routing mechanisms that aim 
at balancing energy consumption and load through the network have been taken a 
considerable attention. Some of these protocols consider mobile sinks. Their main 
concern is how to route toward the mobile sink rather than how to exploit the mobility 
of sinks to enhance the lifetime of the network. A good survey of such mechanisms is 
[9]. The guidelines study of energy balancing that lead to enhancing the lifetime in 
sensor networks which consider static sinks is given in [10]. Authors conclude that 
the optimal energy balancing is impossible under some conditions. They also suggest 
a solution based on training the network into coronas with equal widths. The widths 
of such coronas should be determined based on the energy loss factor.

Many approximation algorithms have been developed for maximizing the lifetime 
of the network. Most of these algorithms are interested in the behavior of sensor node 
rather the than sink node. One of the proposals that consider the behavior of the sink 
node is found in [11]. Authors determine the location of the base station node (the 
data collector) that could result in maximizing the lifetime. The algorithm  considers 
the routing strategy that would be used but no mobility is considered. 

Exploiting mobility to extend network lifetime has been introduced recently into 
wireless sensor networks. More and more work has been devoted to address the effect 
of sink mobility on enhancing the performance of the network. In some proposals [12-
14] mobile sinks would be used as transportation units where they move to collect the 
data from the stationary nodes. Such approaches result in significant energy saving 
but the latency problem is the main concern. Other approaches consider mobility of 
the base station as an assisted facility to improve the network performance [5, 6, 15]. 
In such assisted mobility protocols, the main regime of data transfer is the wireless 
multi-hop transmissions; mobility helps reducing hot spots and increases the load 
balancing through the nodes. So these approaches 
collection mechanisms that maximize the benefits of the mobile sinks.   

Our work belongs to the assisted mobility protocols. The most relevant work to our 
work is that in [15]. The authors analytically prove that the optimal mobility 
trajectory in case of circular networks is where the mobile sink moves around the 
network peripheral. Our work in this paper complements such analytical foundations 
and inspired by our previous work in the area of data dissemination [16]. Authors in 
[15] suggest that the mobile sink constructs a global routing tree based on the shortest 
path while moving. The peripheral nodes forward their data using trajectory 
forwarding routing follows the mobility trajectory (in that case a circle). The scheme 
tends to be less adaptable to the topology irregularities. Both shortest path tree and 
trajectory forwarding are proactive mechanisms which require extra communication 
overhead to keep their performance high.  

Joint mobility strategy is also suggested in [6] where a routing scheme is proposed 
to route the data to a single mobile sink. The sink moves around the network 
peripheral. Authors propose that each data collection round is preceded by a sampling 
round. In a sampling round, the sink stops at certain and determines 
the optimal visiting time by sampling the global power consumption. The visiting 
time is then applied to control the movement of the sink while in the data collection 
round. Both [15] and [6] consider a single mobile sink. Multiple-mobile sinks raise 
the fact that coordination is required to keep the “positive effect” of the mobility 
trajectories interference on the network performance. Authors in [5] provide multiple 
algorithms to solve such problem. 

Our work differentiates  by considering multi-mobile sinks with mobility 
pattern that inherently simple and non- interfereable. The protocol efficiently adapts 
to the topological changes. It doesn’t require any global knowledge that should be 
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collected in a centralized manner. It also works for any network topology whether 
regular or irregular.  

3 Network  Model 

Network infrastructure : We assume a two-dimensional terrain area. The 
distribution of the nodes within the terrain area is uniformly random. Sensor nodes 
have the same capabilities in communication, computation and storage . Each sensor 
node knows the coordinates of its location using either GPS or any existing localized 
techniques [17] . Two nodes are considered to be neighbors if each of them is located 
in the transmission range of the other.  Sinks or data collectors are special nodes with 
no restriction in their energy resources or their communications capabilities. We 
assume multiple of such special nodes are initially placed arbitrary at the network 
peripheral. Data the data collection process 
or they could further forward the collected data to other remote site over long wireless 
radio.  

Energy and traffic models: We assume that all sensors have the same initial  
energy  rate e. Although sensors use their energy while they are transmitting, receiving 
and sensing, we assume that the transmission process is the dominant factor of the 
energy depletion [17]. We use the uniform data reporting model where each sensor i 
generates data with fixed rate μi. Each node consumes  a unit of energy to transmit one 
unit of data. So the number of transmissions performed by each node is a good 
indicator of its energy consumption rate. No data aggregation is considered. Each 
node transmits its own data and any data units that it receives to forward on behalf of 
other nodes. Sensor nodes complete their task when they forward their data to any of 
the data collector nodes.  

Mobility Model: we assume that each sink has a controlled mobility facility [18]. 
Sinks travel using a discrete mobility pattern M where the movement is performed in 
steps and only under some conditions (as we will explain in next section).  

3.1 Balancing the energy expenditure  

In this section we show that our protocol that we describe in next subsections leads 
to a sub-optimal energy balancing through the network as defined in [7]. Authors in 
[7] consider a circular network model where the network area A is partitioned into 
coronas with equal widths (fig. 1). They prove that, if the sink is located at the center 
of the network c and the nodes are distributed non-uniformly according to the 
following rule:  Ni/ Ni+1 =Ni+1/ N i+2 =…=q (where q >1 and Ni is the number of nodes 
in area Ai known as corona i), a suboptimal energy balancing could be achieved. In 
other words if the number of nodes in corona i which is nearer to the sink is larger 
than the adjacent corona i+1 by a factor q a suboptimal energy balancing is achieved. 
The authors define the suboptimal energy balancing as the ability to balance the 
energy among all the inner parts of the network except the outmost one.  
  Distributing a large number of nodes within the coverage area using the above rule 
could be difficult in real world deployment. We prove that without the need for such 
controlled distribution, we could achieve a similar sub-optimality. This could be 
achieved by considering deploying the data collector nodes at the network peripheral. 
In addition to such exterior deployment, a data dissemination strategy  that allows the 
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direction of traffic to be reversed  (from inner parts with smaller number of nodes to 
the outer parts with larger number of nodes) should be implied.   

Fig. 1. Area –Dissemination direction relationship. The network is partitioned into number of 
coronas. Paths A, B represent two directions of traffic. C represents the network center.

In fig. 1 path A represents one possible data traffic paths from outer corona to inner 
one where the sink is assumed to be located at the network center. Non-uniform node 
distribution is represented by darken the corona (i.e. the darker the corona the 
increased number of nodes) so the number of nodes should be increased with 
geometric prop

In our deployment model no controlled node distribution is performed. Instead; the 
direction of the traffic is reversed. Considering the same network model in fig 1, path 
B represents a possible traffic path. Assuming uniform node density D= N/A where 

D1=D2=,,,=Dn=Ni/Ai         , ni1 ≤≤  (1) 

Intuitively A1 < A2 <…< Ai  so N1  < N2 <…< Ni (2) 

Ni+1/ Ni=  Ni/ Ni-1=...=q  and  q > 1 (3) 

This means that with uniform node distribution, corona i+1 has number of nodes 
larger than the adjacent corona i (which is nearer to the network center). This is 
intuitively enforced by the underlying area to be covered by node distribution. So if 
the traffic is reversed toward the outer corona where data collector nodes would be 
deployed we could get the same benefit without intentionally perform a controlled 
non-uniform node distribution. 

3.2 Data dissemination strategy 

Reversing the direction of the data traffic from inner parts to outer parts and 
deploying the data collector nodes at the network peripheral are not enough to get the 
benefit of the sub-optimal balancing of the energy. Without a data dissemination 
strategy that could take advantage of the previous consideration, the external sink 
deployment imposes higher communication costs than the centric-sink model. 
Implicitly communication paths would be longer in terms of hops count .  Nodes 
around the data collector have to carry the data from relatively larger number of far 
nodes. These nodes are exposed to drain their energy resources and die faster than 
others forming an early partition. So a data dissemination strategy is required to take 
advantages of the sub-optimal energy balance that could be obtained by  reversing the 
direction of the traffic. In the following subsection we describe our boundary-peeling 
data collection protocol that works for both regular (circular, grid) and irregular 
network topologies. So the network model in fig 1 is relaxed to the general network 
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model described in section 3. The protocol aims to prolong the network lifetime 
defined as the time until a network partition occurs [2]. Partition could be either a 
sink -network partition or internal partition where group of nodes form an isolated 
island.   

4   Boundary-Peeling Data Collection Protocol 

The proposed data collection protocol consists of three phases: initial, continuous 
and conditional one. Fig 2, shows the conceptual steps of the data collection protocol. 

 

 
Fig. 2. The boundary-peeling data collection process. (a) The network boundary is 

recognized and data is directed to the boundary where it travels to the sink. (b) Sink-network 
partition. (c) Sink movement toward the network center.  

4.1 Phase I: Topology recognition 

This phase is performed once at the setup time. It consists of three steps. The 
boundary of the network is recognized at the first step . T his step allows each 
boundary node to know that it is indeed a boundary node. The second step is the 
computation of the virtual centroid (v-center ) of the network. This is done offline at 
one sink (if multiple exist) elected to perform the computation. At the third step the v-
center is broadcasted to all nodes. Each node uses the v-center to learn its allowable 

forwarding directions  (to be used in phase II). If the center of the network is known in 
advance as in the case of the circular network model, it could be used directly (so we 
use the terms v-center  and network center interchangeably). In reality, networks are 
neither circular nor regular. Networks with irregular topologies are important class of 
sensor networks . 

We use the BoundHole algorithm [19] to define the boundary of the network and 
allow perimeter nodes to know that they are located at the network boundary. The 
algorithm was developed to detect  the holes  within the sensor field. It inherently 
identifies the outer boundary of the network.  Peripheral sinks cooperatively 
implement the Boundhole at the initial phase. Assuming a total of m  sinks  S0, S1,.., 

Sm-1,  we divide the boundary into m boundary segments associated with the m  sinks. 
Each segment starts at one sink and ends at the next sink in a counterclockwise 
direction. So the outer boundary is represented by the following sequence: S0, p1, p2..., 

pi, S1, pi+1, p i+2... , pk, S2, pk+1… Sm-1… pj , S0 . where p’s are the sink-to-sink nodes 
located at the outer boundary. Each perimeter node p keeps information about its 
upstream and downstream p’s nodes  in addition to counters (registering its hop -count) 
to each end-sink.  A node also creates a pointer to its parent (upstream) node toward 
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the closest end sink. Perimeter nodes would exhibit the heavier load amongst the 
network nodes. Frequently such nodes would lose their energy and die exposing other 
interior nodes to be perimeter. The algorithm is supported by a local maintenance 
process (at level of one-hop neighbors) that allows the replacement of the dead 
perimeter nodes by fresh ones.  Such local maintenance process allows dynamic 
coping with topological changes affecting the outer boundary and capturing the 
continuous updates.  

Computation of virtual  centriod 

To compute the v-center  c, we consider the network as a closed polygon in which a 
finite set of perimeter nodes makes up a set of virtual vertices, or v-points. The v-

center  is defined as the median of this set. The concept of the v-center provides only 
an approximate solution as the network is not really a polygon with known vertices.  
The v-points  can be selected using a threshold distance value (h number of hops) as 
following: once the network perimeter is marked, perimeter nodes that satisfy kh 

distance (where k =1, 2, 3,.., etc.) to the sink that is elected to perform the 
computation, report their coordinates. The sink collects the positions of the v-points 
and determines the coordinates (xc , yc ) of c as in (4) where A is the virtual network 
area using the selected v-points [20]. The v-points could also be selected as the ends 
and middle of each boundary segment. We note that the smaller the value of h, the 
more precise the v-center . 
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Forwarding directions  

The v-center  c computed at the previous step acts as a center of a disperse force 
that directs the data away from it toward the network peripheral. Each node learns its 
allowable forwarding directions (out of four basic directions Up, Down, Left, Right) 
according to its location with respect to c. For each node, the four basic directions are 
represented by four abstract reference points on its communication circumference (the 
circle with the node as the center and the communication radius as the radius). The 
allowable directions are those that direct the data away-from the v-center. For 
example, if the location of the v-center  c with respect to node n1 is at up-right corner 
of an imaginary rectangle, n1 excludes both Up and Right directions. n1 considers the 
remaining directions (Left and Down) as its allowable forwarding directions. The 
node alternatively  selects its current forwarding direction (the direction where it 
should transmit its data) out of them.   

4.2 Phase II: Data Forwarding 

The data forwarding phase is a continuous phase. Interior (non-perimeter) nodes 
forward their data toward the network perimeter. The node selects the current 
direction of data forwarding and transmits the data to the next forwarder in that 
direction. The next forwarder is the neighbor closest to the reference point of the 
chosen direction among those closer to that point than the node itself. The process 
continues until the data arrives at any perimeter node. Data arrived at the perimeter 
region travels the perimeter toward the closest sink.  
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4.3 Phase III: Sink Mobility 

The mobility phase is a conditional phase: sinks stay stationary at their initial 
deployment locations until one of the movement conditions is satisfied. Sinks 
continuously validate the conditions and make the movement decision when required. 
A condition could be (a) a sink is exposed to a full partition at its current location, (b) 
the current number of its one-hop neighbors is less than a threshold value and (c) The 
rate of receiving data at the current location is less than an expected threshold value. 
The movement pattern is such that the sink moves  discrete steps toward the network 
v-center. So the v-center acts as a center of a pulling force that attracts the moving 
sinks (in contrast to the “ away -from-centroid” dissemination strategy that is assumed 
for internal data propagation).  The moving sink checks the validity of the moving 
condition in each step and moves to regain its initial situation. In each step, the sink 
moves a progressive distance equal to its transmission range in the direction of the 
line joining the current location of the sink to the network center. Once the movement 
action is completed, the sink informs its current one-hop neighbors of its presence in 
their transmission region. It sends them an explore message and collects their replies. 
The sink reassigns the role of perimeter neighbors among them and sends a glue-

boundary message. The perimeter nodes locally glue the boundary within their 
segment and adjust their  hop-count toward the sink. They also modify their pointers 
to the upstream neighbors toward the closest sink if required. This mechanism 
maintains the connectivity of sinks to the network boundary.   

5   Performance Evaluation 

We evaluated our protocol using the wireless sensor network simulator (WSNS) 
described in [21]. Two  categories of experiments are performed to test the behavior of 
the protocol in both dense and sparse networks. We used network terrain dimensions 
of 400 m × 400 m with sensor densities ranging from 200 to 400 nodes  (randomly 
distributed). Different radio ranges T x (ranging from 60m to 90m) are used to 
maintain the connectivity of the network with the changed densities. Experiments are 
conducted with different number of sinks deployed dynamically at the network 
peripheral. In all experiments, the initial energy of sensor nodes is set to 100 units. 
We assume that each data transmission would consume one unit of energy. For 
simplicity, the third mobility condition mentioned in the pervious section is not 
simulated and we stop the simulation when a partition occurs.  

A third category of experiments is conducted with centric-sink network model and 
the performance is compared to our model. In centric-sink model, a single sink is 
located at  the center of the network and the shortest path routing SPR is applied as the 
underlying routing protocol (this model is considered as an ideal model in [6, 7, 10, 
15]). Since nodes are stationary and no underlying MAC protocol  is considered, 
Routing tables of the SPR are determined at the initial phase. We then allow a control 
packets  transmission session every simulation round (to update the routing 
information and cope with routing failures due to the increase in the number of dead 
nodes). We assume that each node consumes 0.5 unit of energy to transmit one 
control message. Results from the simulation are collected at different rounds. Each 
round is equivalent to 2 data transmission sessions and one control transmission 
session. To ensure consistency, all the plotted results are the average of 5 runs of each 
experiment. 
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Fig. 3.  Simulation snapshots at different simulation time, (a) the initial topology, 4 sinks are 
deployed at the network peripheral (nodes with double circles), perimeter nodes are recognized 
and each node is marked with small dark rectangular, (b) The network partition (some nodes 
form an isolated island- the simulation stops at this point). 

 
Fig 3, shows snapshots of simulation runs at different simulation rounds. It shows 

the updates of the network boundary (that we call the peeling phenomenon) in a dense 
network scenario. It also illustrates the movement of sinks toward the network center 
(sinks are not necessary moving simultaneously).  

For each configuration scenario, the level of each node with respect to the network 
center is determined. Level 1 nodes are those located at distance less than Tx with 
respect to the network center c.  Level 2 nodes are those located at distance larger 
than Tx and smaller than 2 T x with respect to c and so on.  

 
Fig. 4. Relative node distribution 

Fig 4 shows relative node densities of different  network layers for both dense and 
sparse network configurations. Layer one is the nearest one to the network center. In 
dense networks, the nodes are separated over three layers. In sparse networks, nodes 
are separated over 5 layers. The relative densities are shown in fig 4. 

To show how our deployment model with the associated data collection protocol 
results in load balancing through the network, the average load at each network level 
is measured and depicted in fig 5. The figure shows that our protocol definitely 
balances the average load at each network layer except the outmost one (network 
level 5 in sparse settings and 3 in dense settings). The figure also shows that 
increasing the number of peripheral sinks results in decreasing the average load at the 
outmost layer. The inner layers would approximately  exhibit the same average load.  
In the case of centric-sink model with shortest path routing, the innermost layer (level 
1) is exhibiting the higher load amongst others. The gradual increase in the average 
load from outmost layer to innermost layer is higher than that exhibited by our model 
for both sparse and dense networks. 
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Fig. 5. Comparison of average load at each network level in case of sparse network (Left) and 
dense network (right). 

The number of dead nodes  is measured at each simulation round and the average 
rate of dead nodes is depicted in fig 6.  

  
Fig. 6. The rate of dead nodes at different simulation rounds. (Left) Small squares explain the 
points of movement of one or more sink s and the solid black circle explains the point of 
partition. (Right) Dotted segments explain the network partition.  

The figure shows that our protocol exhibits a higher rate of dead nodes than that 
exhibited in the case of centric-sink model. Most of these nodes are separated  over the 
network boundary which reduces the negative effect of their early death. Fig. 6 also 
illustrates the simulation rounds at which the partition occurs. The results are the 
average results obtained for different network settings where 10 simulation rounds are 
allowed per each setting. In sparse settings, our model maintains the network 
connectivity twice the time exhibited using the centric-model. In dense settings, the 
partition is more delayed than in the case of sparse networks for both models. The 
partition occurs around the seventh simulation round in case of centric-model while 
no partition appeared using our model over the 10 simulation rounds.  

Fig. 7.  Normalized network lifetime and the average success rate 

The normalized network  lifetime is shown in fig. (7-a). The figure shows the 
relative increase in the network lifetime achieved by our protocol. It also shows the 
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effect of increasing the number of peripheral sinks. We also measure the success rate 
of both models in the two network categories. The success rate measures the 
capability of the live nodes to send their data successfully to the sink. Fig. ( 7-b) shows 
the average results obtained for both dense and sparse configurations. Both models 
demonstrate 100% success rate at the early simulation rounds. Our deployment model 
with the associated data collection protocol keeps the success rate high during the 
whole simulation (in both network configurations). The figure shows that at the time a 
partition occurs the decrease in the success rate is very small. Most of the live nodes 
are able to send their data successfully to the sink. Fig (3-b) shows an example where 
only a small the live nodes forms an isolated island. 

The success rate in case of Centric-sink model heavily depends on the transmission 
rate of the control messages. Such messages provide freshness of the routing tables. 
Increasing the rate of control messages increases the success rate yet decreases the 
network lifetime. This is due to increasing the energy  consumption rate at each node 
which in turn fastens the network partition. When the sink is partitioned from the 
network the success rate drops to zero even thought a large number of nodes could be 
alive.   

6   Discussions   

The proposed deployment model with the associated data collection protocol 
reduces the negative effect of the peeling phenomenon. The direction of the peeling is 
from outmost layers to inner ones (external peeling). Since the proposed mobility 
strategy allows the movement of sinks to fol low the direction of the progressive 
peeling (toward the network center i.e. from outmost to innermost), sinks are allowed 
to be approximately always connected. Even at the time partition occurs as in fig (3-b) 
a large part of the network is still connected to one or more sinks and the network is 
still operable. This raises a question about the coverage percentage that could be 
tolerated by the application. This feature of our protocol increases the utilization of 
the network resources. In the case of centric-sink the peeling phenomenon also occurs 
yet the direction of such peeling is toward the outmost layers. Such internal peeling 
results in early partition of the sink. The outmost layers could be thought of as guard 

layers that protect the inner layers. If the deployment is planned such that the outer 
layers are assumed to be additional layers to the core network layers, exposing such 
layers to a peeling would not affect the interested coverage area. The network lifetime 
would be increasing proportional to the number of nodes in the outer layers. The 
coverage would be maintained according to the application requirements.  

7   Conclusion and Future work  

In this paper, we described the boundary-peeling data collection protocol and the 
associated sink-deployment model. The contributions of our solution includes the 
following: (i) it combines the benefits of using multiple and mobile sinks without 
introducing the problems associated with the sink mobility, (ii) It adapts to the 
topological changes in an efficient and dynamic manner with no overhead to 
exchange topological updates messages, and (iii) it balances the load among the nodes 
dynamically. The protocol with the associated deployment model is highly reliable. It 
is able to maintain the network connectivity as long as the coverage percentage is 
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tolerated by the application.  Further investigations of guard regions and the adaptive 
mobility are left for future work. Our sights are set initially on the development of 
policy-based sink mobility that adapts to the underlying sensing field conditions. 
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Abstract.   Overlay networks are becoming widely used for delivering content, 
since they provide effective and reliable services that are not otherwise available. 
However, overlay management systems face the challenges of increased com-
plexity and heterogeneity due to the numerous entities that are involved in realiz-
ing overlay services. We believe that autonomic management is a key solution for 
dealing with the complexity of overlay management. In this paper, a management 
architecture for service specific overlay networks is proposed. Overlays are 
viewed as a dynamic organization for self-management in which self-interested 
nodes can join or leave according to their goals. The objective of this architecture 
is to create autonomic overlays that are driven by different levels of policies.  Pol-
icies are generated at different levels of the autonomic management hierarchy and 
enforced on the fly. The proposed autonomic management dynamically adapts the 
behavior of the overlay network to the preferences of the user, network, and ser-
vice providers. A description of our novel architecture that addresses these chal-
lenges is presented. 

Keywords— Autonomic Computing, Adaptive SSONs, Network Management, 
Overlay Networks, Policies. 

1 INTRODUCTION 

Overlay networks are a virtual topology on top of a physical topology, and they 
are becoming more popular due to their flexibility and their ability to offer new 
services. Recent research in this area has focused on designing specific overlay 
networks to deliver media in heterogeneous environment. For example, SMART 
[1] was developed in the context of the Ambient Network project [2] in order to 
optimize media delivery services by moving control and resource allocation to the 
network itself, since it has more knowledge about topology and network proper-
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ties. SMART creates a Service Specific Overlay Network (SSON) for each media 
delivery service or group of services. SSON construction uses network side func-
tions, called MediaPorts (MPs). MPs, thereby, provide the flexibility to modify the 
content and the services, such as caching, adaptation and synchronization [3].  

A service delivered to a customer by a SP is usually formed from a composi-
tion of different services. Some services are basic in the sense that they cannot be 
broken down further into component services, and usually act on the underlying 
resources. Other services are composed of several basic services. Every service 
consists of an allocation of resource amounts to perform a function. However, 
with the increasing demands for QoS, service delivery should be efficient, dynam-
ic, and robust. Current manual approaches to service management are costly and 
consume resources and IT professionals’ time, which leads to increased customer 
dissatisfaction. With the advent of new devices and services the complexity is fur-
ther increased.  

Given the multiple sources of the heterogeneity of networks, users, and applica-
tions, constructing SSONs in large distributed networks is challenging. Media 
content usually requires adaptation before it is consumed by media clients. For ex-
ample, video frames must be dropped to meet QoS constraints. Other examples are 
when a client with a PDA requires a scale down for a video, or when content must 
be cached to be viewed by a mobile user.  In addition to adaptation, new users 
may request to join or leave the overlay, a network node may fail, or a bottleneck 
may degrade the SSON’s performance. Consequently, the overlay must be adapted 
to overcome these limitations and to satisfy the new requests.  It is obvious that 
with a large number of overlays, the management task becomes harder to achieve 
using traditional methods. Therefore new solutions are needed to allow SPs to 
support the required services and to focus on enhancing these services rather than 
their management. 

The concept of autonomic computing (AC) [4] is proposed by IBM to enable 
systems to manage themselves through the use of self-configuring, self-healing, 
self-optimizing, and self-protecting solutions. It is a holistic approach to computer 
systems design and management with the goal to shift the burden of support tasks, 
such as configuration and maintenance, from IT professionals to technology. 
Therefore, AC is a key solution for SSON management in heterogeneous and dy-
namic environments. 

Establishing a SSON involves 1) Resource discovery to discover network-side 
nodes that support the required media processing capabilities. 2) An optimization 
criterion to decide which nodes should be included in the overlay network. 3) 
Configuring the selected overlay nodes, and 4) Adapting the overlay to the chang-
ing network context, user, or service requirements, and joining and leaving nodes.  
In AC, each step must be redesigned to support autonomic functions. In other 
words, in Autonomic Overlays (AO), each step imposes a set of minimum re-
quirements. For example, the resource discovery scheme should be distributed and 
not rely on a central entity, dynamic to cope with changing network conditions, ef-
ficient in terms of response time and message overhead, and accurate in terms of 
its success rate. The optimization step is mapped into a self-optimization that se-
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lects resources based on an optimization criterion (such as delay, bandwidth, etc.) 
and should yield the cheapest overlay, and/or an overlay with the least number of 
hops, and/or an overlay that is load-balanced, and/or a low latency overlay net-
work, and/or a high bandwidth overlay network. The configuration of the selected 
overlay nodes in a given SSON is mapped into a self-configuration and self-
adaptation. Self-configuring SSONs dynamically configure themselves on the fly. 
Thus they can adapt their overlay nodes immediately to the joining and leaving 
nodes and to the changes in the network environment. Self-adapting SSONs self-
tune their constituent resources dynamically to provide uninterrupted service. Our 
goals are to automate overlay management in a dynamic manner that preserves the 
flexibility and benefits that overlays provide, to extend overlay nodes to become 
autonomic, to define the inter-node autonomic behavior between overlay nodes, 
and to define the global autonomic behavior between SSONs. 

This paper proposes a novel management architecture for overlay networks. 
Our contributions are twofold. First we introduce the concept of Autonomic Over-
lays (AO), in which SSONs and their constituent overlay nodes are made auto-
nomic and thus become able to self-manage. Second, autonomic entities are driven 
by policies that are generated dynamically from the context information of the us-
er, network, and service providers. This ensures that the creation, optimization, 
adaptation, and termination of overlays are controlled by policies, and thus the be-
haviors of the overlays are tailored to their specific needs.  

The paper is organized as follows. Section 2 discusses the related work. Section 
3 introduces the proposed autonomic overlay architecture. Section 4 discusses the 
experimental evaluation. Finally, in Section 5, we draw our conclusion and sug-
gest future work. 

2 RELATED WORK 

The proposed autonomic overlays draw upon IBM’s vision and blueprint [7]. The 
work presented in this paper is concerned with all possible phases of the service 
delivery in SSONs – from the instant of requesting a service to the instant of ter-
minating it. Thus we present an integral approach to SPs wishing to deliver servic-
es over their infrastructure. 

IBM identified the complexity of current computing systems as a major barrier 
to its growth [5]. The solution to this problem lies in more intelligent systems 
called autonomic computing (AC). AC simplifies and automates many system 
management tasks traditionally carried out manually. Systems that manage them-
selves are able to adapt to changes in their environment in accordance with busi-
ness objectives. The result is a great savings in management costs and IT profes-
sionals’ time. This will free the latter to focus on improving their offered service 
rather than managing them manually. Some of the main scientific and engineering 
challenges that collectively make up the grand challenge of autonomic computing 
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were outlined in [6]. Also, a set of characteristics required by AC were identified 
and explained in [7].  

According to the IBM vision [4], an AC system is a system that knows itself 
and its environment, configures and reconfigures itself under varying and unpre-
dictable conditions, heals itself, provides self-protection, and keeps its complexity 
hidden. Although the IBM vision is a holistic approach to designing computer sys-
tems, much of the research in this field focuses on a few specific aspects of this 
vision.  

Autonomic communications were proposed in [8]. It has a similar concept to 
IBM’s autonomic computing. The difference is that, in the former, the focus is on 
individual elements of the network, how their behavior is learned and altered, and 
how they interact with other elements. Our work focuses on service specific over-
lay networks; thus, the interaction between the network and computing entities is 
based on a service request/offer concept in which each entity is responsible for its 
internal state and resources. An entity may offer a service to other entities. The of-
fering entity responds to a request based on its willingness to provide a service in 
its current state. A generic architecture for autonomic service delivery was pro-
posed in [9]. It defines a resource management model based on virtualization. 
However, it is service-independent, and is unlikely to achieve the specific QoS re-
quirements for each service dynamically without human intervention. A model for 
dynamic fault tolerance technique selection for grid work flow, that allows the 
system to configure its fault tolerance mechanism, was developed in [10]. 

Policy-based management for computer systems has also been studied. Pattern 
classification and clustering techniques that support online decision making and 
incremental learning in autonomic systems were proposed in [11]. The use of pol-
icies to configure autonomic elements to enforce the required behavior in an 
Apache web server was presented in [12]. A set of UML-based models were de-
veloped and used in [13] to specify autonomic properties and to deploy policies as 
an executing system based on composition and model modification. A policy-
driven model based on multi-agent systems was also proposed in [14]. In their 
model, Web services are represented as agents and agent behavior is controlled us-
ing high level policies. A mapping of biological systems to PBMS was introduced 
in [15]. Their system is hierarchical and relies on mechanisms for organism regu-
lation, which supports self-management at different levels of the hierarchy. Hu-
mans in an organization thus specify policy at a level of abstraction that reflects 
their specific needs. The difference between our work and all these approaches is 
that the above approaches consider a particular service to which their design is ap-
propriate. In addition, policy generation is not a fully automatic process and hu-
man intervention is still needed.  

Projects such as Service Clouds [16], Autonomia [17], GridKit [18], Auto-Mate 
[19], and Unity [20] are using the autonomic concept in different ways. Service 
Clouds provides an infrastructure for composing autonomic communication ser-
vices. It combines adaptive middleware functionality with an overlay network to 
support dynamic service reconfiguration. Autonomia provides dynamically pro-
grammable control and management to support the development and deployment 
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of smart applications; primarily, it achieves the self-healing property for failed 
entities. GridKit proposes a middleware that offers a consistent programming 
model across different communication types. AutoMate enables the development 
of autonomic Grid applications by investigating programming models, frame-
works, and middleware services that support autonomic elements. Finally, Unity 
designs both the behavior of individual autonomic elements and the relationships 
that are formed among them in order to create computing systems that manage 
themselves. A detailed survey on autonomic computing is available in [21]. 

3 AUTONOMIC OVERLAYS 

To tackle the complexity of overlay management, each SSON is managed by an 
SSON Autonomic Manager (SSON-AM) that dictates the service performance pa-
rameters. This ensures the self.* functions of the service. In addition to this, over-
lay nodes are made autonomic to self-manage their internal behavior and their in-
teractions with other overlay nodes. In order to ensure system wide performance, 
System Autonomic Managers (SAM) manages the different SSON managers by 
providing them with high level directives and goals. The following sections detail 
the different aspects of our architecture. 

Fig. 1. Autonomic overlays architecture 

3.1 Architecture Overview 

The set of components that makes up our architecture is shown in Fig. 1. The low-
est layer contains the system resources that are needed for multimedia delivery 
sessions. In particular, the Overlay Support Layer (OSL) receives packets from the 
network, sends them to the network, and forwards them on to the overlay. Overlay 
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nodes implement a sink (MediaClient, or MC), a source (MediaServer, or MS), or 
a MediaPort (MP) in any combination. MPs are special network side components 
that provide valuable functions to media sessions; these functions include, but are 
not limited to, special routing capabilities, caching, and adaptation. These ma-
naged resources can be hardware or software and may have their own self-
managing attributes.  

The next layer contains the overlay nodes. Overlay nodes are physical Ambient 
Network nodes that have the necessary capabilities to become part of the SSON. 
They consist of a control plan and a user plan. The control plan is responsible for 
the creation, routing, adaptation, and termination of SSONs, while the user plan 
contains a set of managed resources. The self-management functions of overlay 
nodes are located in the control plan. The Ambient manageability interfaces are 
used by the self-managing functions to access and control the managed resources. 
The rest of the layers automate the overlays’ management in the system using 
their autonomic managers.  SSON-AMs and SAMs may have one or more auto-
nomic managers, e.g. for self-configuring and self-optimizing. Each SSON is ma-
naged by an SSON-AM that is responsible for delivering the self-management 
functions to the SSON. The SAMs are responsible for delivering system wide 
management functions; thus, they directly manage the SSON-AMs. The manage-
ment interactions are expressed through policies at different levels. All of these 
components are backed up with a distributed knowledge. The following sections 
describe each component in detail. 

Fig. 2. The set of components that makes up the intelligent control loop 

3.2 Autonomic Elements 

1) Overlay Nodes Autonomic Manager(ONAM): Each overlay node contains a 
control loop similar to the IBM control loop [5] as shown in Fig. 2. The 
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Autonomic Manager (AM) collects the details it needs from its managed 
resources, analyzes those details to decide what actions need to change, generates 
the policies that reflects the required change, and enforces these policies at the 
correct resources. As shown in the figure, the ONAM consist of the following: 

• Monitoring Agents (MAs): collects information from the overlay node re-
sources, such as packet loss, delay jitter, and throughput. It also correlates the 
collected data according to the installed policies and reports any violation to the 
Analyze/Learning Agent (ALA). For example, an MA for a caching MP col-
lects information about the MP’s available capacity, and whenever the available 
capacity reaches 10% it reports to the ALA. Another example is the MA for a 
routing MP that relays data packets between overlay nodes: its MA collects in-
formation about the throughput and reports to the ALA whenever the through-
put reaches a high value. These collected data will be used to decide the correct 
actions that must be taken to keep the overlay node performance within its de-
fined goals. The MAs interact with the Resource Interface Agents (RIAs) to 
monitor the overlay node resources availability and to collect data about the de-
sired metrics. They also receive policies regarding the metrics that they should 
monitor as well as the frequency in which they report to the ALA. 

• Analyze/Learning Agent (ALA): observes the data received from the MAs and 
checks to see whether a certain policy with which its overlay node is abided is 
not being met. It correlates the observed metrics with respect to the contexts, 
and performs analysis based on the statistical information. In the case that one 
of policies is violated, it sends a change request to the Policy Generator (PG).  
This component is an objective of future work. 

• Policy Generator (PG): The difference between this control loop and the IBMs’ 
control loop lies in the use of a PG instead of a Plan component.  The Plan 
function –according to IBM [5] – is to select or create a procedure that reflects 
the desired change based on the received change request from the Analyze 
Agent. This is not sufficient in our case, where each overlay node receives high 
level policies and it is up to the overlay node to decide how to enforce these 
policies based on its available resources. Therefore, we envisioned a PG in-
stead. The PG reacts to the change request in the same way as in the Plan com-
ponent, although it also generates different types of policies in response to the 
received high level policies. For example, based on the goal policies received 
by the overlay node, the policy generator generates the tuning polices and 
passes them to the MAs (more about this in Section 3.4). Upon generating new 
policies, the policy generator consults a Conflict Resolution Agent (CRA) that 
ensures the consistency of the new generated policies with those that already 
exist. Generally, we divide conflicts into two types: static conflicts and dynam-
ic conflicts. In our model, a static conflict is a conflict that can be detected at 
the time of generating a new policy, while a dynamic conflict is one that occurs 
at run time. 

• Policy Enforcement Agent (PEA): The PG generates suitable policies to correct 
the situation in response to a change request, and passes these policies to the 
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PEA. The PEA then uses the suitable RIA to enforce them. This includes map-
ping the actions into executable elements by forwarding them to the suitable 
RIA responsible for performing the actual adjustments of resources and para-
meters. The enforced policies are then stored in the Knowledge Base (KB). 

• Resource Interface Agents (RIAs): These implement the desired interfaces to 
the overlay node resources. The MAs interacts with them to monitor the availa-
bility of overlay node resources and the desired metrics in its surrounding envi-
ronment. Each resource type has its own RIA that translates the policy actions 
into an adjustment of configuration parameters that implements the policy ac-
tion.  

• Each overlay node has a set of interfaces to receive and export events and poli-
cies to other overlay nodes. These interfaces are essential to enable multiple 
overlay nodes to cooperate to achieve their goals. In particular, these interfaces 
are used by the SSON-AM to interact with the overlay nodes that agreed to par-
ticipate in the SSON. The SSON-AM sends the system policies to the overlay 
nodes through these interfaces, through which it also receives reports on their 
current status. 

2) SSON Autonomic Managers (SSON-AM): SSON-AMs implement the 
intelligent control loop in much the same way as ONAMs.  They automate the 
task of creating, adapting, configuring, and terminating SSONs. They work 
directly with the ONAM through their management interfaces. They perform 
different self-management functions, such as self-configuring, self-optimizing, 
and self-adapting. Therefore, they have different control loops. Typically, they 
perform the following tasks: 

• Self-configuration: SSON-AMs generate configuration policies in response to 
the received system policies. They use these policies to configure overlay nodes 
that are participating in a given SSON.  

• Self-optimization: during SSON construction, SSON-AMs discover the overlay 
nodes required to set up a routing path for the multimedia session. Therefore, 
they are responsible for optimizing the service path to meet the required QoS 
metrics induced from high level policies as well as the context of the service. 

• Self-Adaptation: SSON-AMs monitor the QoS metrics for the multimedia ses-
sion and keep adapting the service path to the changing conditions of the net-
work, service, and user preferences. They also monitor the participating overlay 
nodes and find alternatives in case one of the overlay nodes is not abiding to the 
required performance metrics. 

 
SSON-AMs receive goal policies from the SAMs to decide the types of actions 

that should be taken for their managed resources. A SSON-AM can manage one or 
more overlay nodes directly to achieve its goals. Therefore, the overlay nodes of a 
given SSON are viewed as its managed resources. In addition, they expose mana-
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geability interfaces to other autonomic managers, thus allowing SAMs to interact 
with them in much the same way that they interact with the ONAMs. See Fig. 3. 

Fig. 3. The lower part represents an SSON that consists of a Source (S), a Destination 
(D), and a MediaPort (MP). The SSON is managed by a SSON-AM. It has its own Know-
ledge Base (KB).  The upper part represents a SAM and its components. 

3) System Autonomic Managers (SAM): A single SSON-AM alone is only able 
to achieve self-management functions for the SSON that it manages. If a large 
number of SSONs in a given network with their autonomic managers is 
considered, it is observable that these SSONs are not really isolated. On the one 
hand, each overlay node can be part of many SSONs if it offers more than one 
service or if it has enough resources to serve more than one session. On the other 
hand, the SSONs’ service paths may overlap, resulting in two or more SSONs 
sharing the same physical or logical link. For example, consider two SSONs 
sharing the same routing MP with the same goal to maximize throughput. This 
will lead to a competition between autonomic managers that are expected to 
provide the best achievable performance. Therefore, and in order to achieve a 
system wide autonomic behavior, the SSON-AMs need to coordinate their self-
managing functions. Typically this is achieved using SAMs.  

SAMs can manage one or more SSON-AMs. They pass the system high level 
policies, such as load balancing policies, to the SSON-AMs. Moreover, whenever 
they find shared goals between two different SSON-AMs, they inform them to 
avoid conflicting actions. The involved autonomic managers then contact each 
other and create a Virtual Management Overlay (VMO) among themselves as illu-
strated in Fig. 4. They use this VMO to coordinate their management actions be-
fore they are passed to their overlay nodes.  
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Sharing goals is not the only reason to create VMOs; SSONs sharing common 
links as well as SSONs that belong to the same policy domain (same service class, 
ISP, etc.) may also create VMOs among themselves to coordinate their actions.  
Moreover, SSONs that share common nodes/links affect each other’s perfor-
mance, as they compete for the shared resources. This might result in a degraded 
performance as the competition will cause the control loop to be invoked frequent-
ly in an attempt to reach the desired performance goals.  Also, all the SSONs in a 
given domain (ISP) are expected to achieve the domain wide policies together. 
VMOs allow these policies to be dispatched and adapted to each SSON in a way 
that achieves the desired goals. Moreover, VMOs also allow the sharing of control 
and information between different SSONs. A set of SSONs that are co-located in 
given vicinity (such as an area, domain, AS, etc.) usually has independent rout de-
cisions based on its observations of its environment. Sharing this information will 
result in a reduced overhead for each overlay to compute this information, and al-
lows for adapting and generating policies to achieve better performance. 

Fig. 4. Virtual Management Overlay (VMO) hierarchy 

3.3 Distributed Knowledge 

Each autonomic manager obtains and generates information. This information is 
stored in a shared Knowledge Base (KB) (see Fig. 3). The shared knowledge con-
tains data such as SSON topology, media type descriptions, the set of policies that 
are active, and the goal policies received from higher level autonomic managers. 
The shared knowledge also contains the monitored metrics and their respective 
values. When VMOs are created, each autonomic manager can obtain two types of 
information from its VMO peers. The first is related to the coordination actions 
and the second is related to the common metrics in which each autonomic manag-
er is interested. Therefore, knowledge evolves over time; the autonomic manager’s 
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functions add new knowledge as a result of executing their actions, obsolete 
knowledge is deleted or stored in log files, and autonomic managers in VMOs ex-
change and share knowledge. Also, goal policies are passed from high level auto-
nomic managers to their managed autonomic managers. The context information 
of the network, users, and services is also used primarily to aid in generating suit-
able policies at each level of autonomic managers.  

Fig. 5. Policy Levels 

3.4 Policies 

The use of policies offers an appropriately flexible, portable and customizable 
management solution that allows network entities to be configured on the fly.  
Usually, network administrators define a set of rules to control the behavior of 
network entities. These rules can be translated into component-specific policies 
that are stored in a policy repository and can be retrieved and enforced as needed. 
Policies represent a suitable and efficient means of managing overlays. However, 
the proposed architecture leverages the management task to the overlays and their 
logical elements, thus providing the directives on which an autonomic system can 
rely to meet its requirements. Policies in our autonomic architecture are generated 
dynamically, thereby achieving an automation level that requires no human inte-
raction. In the following we will highlight the different types of policies specific to 
autonomic overlays. These policy types are being generated at different levels of 
the system.  
Configuration policies: are policies which can be used to specify the configura-
tion of a component or a set of components. The SSON-AMs generate the confi-
guration polices for the service path that meets the SSON’s QoS requirements. 
The ONAMs generate the specific resource configuration policies that, when en-
forced all together, achieve the SSON QoS metrics. The user, service, and network 
context are used by these autonomic managers to generate configuration policies.   
Adaptation policies: are policies that can be used to adapt the SSON to changing 
conditions. They are generated in response to a trigger fired by a change in the us-
er, service, or network context. SSON-AMs receive these triggers either from the 
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SAMs or from the ONAMs, while the ONAMs receive these triggers either from 
the SSON-AMs or from their internal resources. Whenever a change that violates 
the installed policies occurs, an adaptation trigger is fired. The autonomic manager 
that first detects this change tries to solve the problem by generating the suitable 
adaptation policies; if it does not succeed, it informs the higher level autonomic 
manager. 
 Coordination policies: are policies which can be used to coordinate the actions 
of two or more SSON-AMs. They are generated by the SAMs to govern the beha-
vior of SSON managers that have conflicting goals to avoid race conditions.  
 Regulation policies: are generated by the overlay nodes themselves to control the 
MAs’ behavior with respect to their goals. For example, a MA that measures 
throughput has a policy to report throughput < 70%. Another regulation policy can 
be installed to replace this policy and report throughput < 90%.  The second regu-
lation policy can be generated in response to an adaptation policy that requires 
throughput to be at least 90%. The MAs therefore are made more active to contri-
bute to achieving the required tasks. 

 
Figure 5 shows how these policies are related to our autonomic architecture. At 

the highest level the SAMs define the set of system polices. These policies 
represent the system wide goals and do not describe either the particular devices 
that will be used to achieve the system goals or the specific configurations for 
these devices. SAMs pass these policies to the SSON-AMs. SSON-AMs refine the 
system policies and generate service specific policies. They do so by adding fur-
ther details to the system policies. These details are induced from the system poli-
cies as well as from the context information of the users, the network, and the ser-
vice. At this level, the goals of the SSON under discussion, such as the permitted 
QoS metrics, are defined. These goals are still device independent policies.  The 
set of service polices is then passed to the ONAMs. These autonomic managers 
further refine the received policies and generate the overlay node polices and their 
respective resource specific policies. Overlay node policies represent the goals 
that this overlay node is expected to achieve, while resource specific policies 
represents the actual actions that the resources of the overlay node has to do to 
achieve the overlay node goals. This separation of policies allows each autonomic 
element to focus on its goals and how to achieve them using its current resources 
while contributing at the same time to the overall system performance. By de-
coupling the functionality of adapting overlay node resources policies from the 
task of mapping system objectives and abstract users’ requirements, the policy se-
paration offers users and IT professionals the freedom to specify and dynamically 
change their requirements. The hierarchical policy model is used to facilitate the 
mapping of higher level system policies into overlay node objectives. Given sets 
of user, service and network context and constraints, as well as sets of possible ac-
tions to be taken, decisions for policy customizations are taken at run time based 
on values obtained from MAs to best utilize the available overlay node resources. 

In addition to generating policies from high level goals, the policy generator lo-
cated in each autonomic manager serves as a Policy Decision Point (PDP) for the 
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low level autonomic manager. For example, the SSON-AM serves as a PDP for 
the ONAM. Whenever an ONAM detects that one of the configuration policies 
has been violated, it tries to solve the problem locally. If it is unable to do so, it 
consults the SSON-AM to which the overly node is providing a service. The 
SSON-AM then tries to solve the problem by either relaxing the goals of the ser-
vices or by finding an alternative overlay node that is able to achieve the SSON’s 
goals. The SSON-AM then informs the ONAM of its decision, and may also con-
sult its designated SAM to acquire decisions on situations that it cannot handle lo-
cally. The autonomic manager acting as a PDP decides which policies, if any con-
figuration or adaptation policies have been violated, were most important and 
what actions to take. It uses information about the installed policies and the cur-
rent context of the user, network, and service. 

Fig. 6. Overhead due to search messages. 

4 EXPERIMENTAL EVALUATION 

We used a discrete event simulator to evaluate the performance of the architecture. 
The measurements of search overhead, and success rate were tested in a large-
scale network.  

Our first concern was to compare the performance of the architecture in build-
ing SSONs with limited-flooding and limited-scope approaches. Limited-flooding 
has been predominantly used to discover services in environments such as ad hoc 
and pervasive networks. In a limited-flooding protocol, a service request is broad-
cast to all direct neighbors of the requesting node. Close neighbors send it on to 
their neighbors; the propagation is controlled by a TTL value that indicates how 
far the query should be sent from the requesting node. In a limited-scope ap-
proach, the service request is sent to nodes that bring it progressively closer to the 
destination and located within a scope angle.  
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The topology used had 2000 nodes in a 1000 X 1000 node two-dimensional 
overlay space.  The bandwidth assigned to each node was randomly selected be-
tween 128 and 512 kbits/s. The links propagation delay was fixed at 1 ms. To fol-
low a flash crowd characteristic, all nodes issued their queries at a random point 
during the first 30 seconds, with the simulation lasting for another 1000 seconds. 
We ran the simulation a number of times with different search scope values (rela-
tive value, similar to TTL except it measures how far the query travels in the net-
work in terms of network distance which is a relatively stable characteristic).  

4.1  Network Load 

This quantifies the cost of each approach. That is the total number of messages 
used to construct an SSON.  Fig. 6 shows that limited-flooding has the worst per-
formance: it produces a greater number of search messages, except in searches 
with small scope values. But as the search scope increases, the number of messag-
es in limited-flooding and limited-scope is at least two times higher than the num-
ber of messages in our approach. 

Fig. 7.  Success rate. 

4.2  Success Rate 

Success rate measures the accuracy of each approach.  Success rate is defined as 
the number of requests that receive positive responses, divided by the total number 
of requests. Fig. 7 shows that our approach results in a higher success rate. Li-
mited-flooding reach the 100% success rate after a 4000 search scope value. 
While limited-scope approach attains it after a 6500 search scope value. However, 
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our approach reaches the 100% success rate earlier. We believe that this is due to 
the huge network load generated by limited-flooding. For large search scope val-
ues, limited-flooding generates a large number of messages and receives a large 
number of reply messages. As a consequence, messages are dropped or lost due to 
collisions. 

5 CONCLUSION AND FUTURE WORK 

This work-in-progress provides a complete integrated architecture for autonomic 
SSONs management. It shows how it can be useful to avoid the complexity of ex-
isting service management systems. The road towards fully autonomic system ar-
chitecture is still long; however, this paper presents an autonomic overlay archi-
tecture that represents the basic building blocks needed by autonomic systems. 
The creation, provision, management and termination of SSONs are automated 
dynamically based on the context information available from the user, service, and 
the network provider. The required knowledge capability, reasoning capability, 
and the different autonomic manager components capabilities are being studied. 
The PG and the CRA components are being investigated in terms of their re-
quirements and implementation to generate different types of policies. The dual 
goals of these policies are to drive the autonomic system and dynamically manage 
SSONs. 
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Abstract. In this paper, we present an security protocol for Wireless Sensor 

Networks (WSNs). It is based on the forward and backward property of RC4 states 

and achieves data confidentiality, data authentication, data integrity, and data 

freshness with low overhead and simple operation. Furthermore, an RC4-based hash 

function for the generation of Message Authentication Code (MAC) is presented. 

The proposed protocol is an ideal solution for wireless sensor networks and other 

resource-constrained devices where the communication nodes have limited power 

resources and computational capabilities, and can be widely used in the applications 

of one-to-one communications as well as broadcasting and multicasting. 

Keywords: RC4, Security Protocol, Hash Function, Backward Property of RC4 

States, Wireless Sensor Networks, Resource-constrained Communications 

1   Introduction 

Wireless sensor networks (WSNs), radio frequency identification devices (RFIDs), and 

some of other resource-constrained applications are being deployed today and will soon 

become an important part of our infrastructure. Security is a critical factor of these 

applications due to their impact on privacy, trust and control [1]. 

Size and cost constraints on resource-constrained devices result in corresponding 

constraints on resources such as processor capacity, memory, power, and bandwidth. For 

example, current wireless sensor devices use simple, battery powered 4-bit or 8-bit 

processors and small amount of memory to perform a few bit-wise and simple arithmetic 

operations. However, traditional cryptographic algorithms are too complex and power 

hungry. In order to provide secure communications to resource-constrained devices, 

lightweight should be the first concern. 

A. Perrig et al presented a set of security protocols named SPINS [2] for wireless 

sensor networks. SPINS has two security building blocks: SNEP provides data 

 

Please use the following format when citing this chapter: 

Zhang, C.N., et al., 2008, in IFIP International Federation for Information Processing, Volume 264; Wireless Sensor and Actor Networks II; Ali Miri; 
(Boston: Springer), pp. 113–124. 



confidentiality, two-party data authentication, as well as data freshness, and µTESLA 

provides broadcast authentication. SPINS is a typical security protocol for wireless sensor 

networks, especially it avoids asymmetric cryptography to achieve broadcast 

authentication. SPINS provides data confidentiality by using RC5 block cipher. According 

to the analysis, stream ciphers are almost always faster and use far less code than do block 

ciphers, and the operations provided by most ultra-low devices are limited to bit-wise 

logic operations and simple arithmetic operations [3, 4]. Hence block cipher is too heavy 

and stream cipher should be considered.  

State Based Key Hop (SBKH) protocol [5] is an RC4-based one-to-one security 

protocol in which two communication nodes share the common knowledge of the RC4 

states. SBKH introduces offset to avoid RC4 weak key issue and continually updates and 

reuses RC4 state for the whole communication process. But SBKH suffers from fake 

acknowledgement attacks and does not support multicasting and broadcasting due to the 

strong resynchronization requirement. 

In this paper, we present an RC4-based security protocol for communications on 

wireless sensor networks. Firstly, we indicate that the RC4 state has the forward and 

backward property. Secondly, we present a data transmission scheme based on RC4 and 

its backward property, and claim that it greatly reduces the computation overhead and 

eliminates the strong resynchronization requirement. Thirdly, an RC4-based hash function 

is presented to generate MAC for data authentication and data integrity. Our simulation 

and analysis shows that the proposed protocol does not reduce the security strength 

provided by original RC4 and it works lightly with less implementation complexity and 

cost. By using offset, the security performance is improved. 

2   RC4 and its Backward Property 

Stream ciphers and block ciphers are two classes of encryption algorithms. Stream ciphers 

encrypt individual byte or bit of plaintext one at a time, using a simple time-dependent 

encryption transformation. Block ciphers simultaneously encrypt groups of characters of a 

plaintext message using a fixed encryption transformation [3]. Stream ciphers and block 

ciphers have their respective characteristics, but the stream ciphers are almost always 

faster and use far less code than do block ciphers [3, 4]. RC4 is probably the most widely 

used stream cipher nowadays due to its simplicity and high efficiency. RC4 is a variable 

key-size stream cipher based on a 256-byte secret internal state and two one-byte indexes. 

The data are encrypted by XORing data with the key stream which is generated by RC4 

from a base key. RC4 consists of two parts which are key-scheduling algorithm (KSA) 

and pseudo-random generation algorithm (PRGA). For a given base key, KSA generates 

an initial permutation state denoted by S0. PRGA is a repeated loop procedure and each 

loop generates a one-byte pseudo-random output as the stream key. That is: at each loop, a 

one-byte stream key is generated and it is XORed with one-byte of the plaintext, in the 

meantime a new 256-byte permutation state S as well as two one-byte indices i and j are 
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updated, which defined by (Sk+1, ik+1, jk+1) = PRGA(Sk, ik, jk) where ik+1and jk+1 are the 

indices and Sk+1 is the state updated from ik, jk, and Sk by applying one loop of PRGA. 

On the issue of the security strength of the RC4, a number of papers have been 

published to analyze the possible methods of attacking RC4, but none is practical with a 

reasonable key length, such as 128 bits [4]. WEP is an algorithm to secure IEEE 802.11 

wireless network and it requires the use of RC4. Beginning in 2001, several serious 

weakness (including [6, 7]) were reported and they demonstrate that WEP protocol is 

vulnerable in a number of areas. In essence, the problem is not with RC4 itself but the 

way in which keys are generated for use as input to RC4. 

In this paper, we present an RC4-based security protocol which maintains the 

simplicity and efficiency of the RC4, and eliminates its limitations (e.g. it allows delayed 

data packet). It is based on the following property of RC4 states. 

 

Theorem 1: If (S
*
, i

*
, j

*
) = PRGA

k
(S, i, j), then it has (S, i, j) = IPRGA

K
(S

*
, i

*
, j

*
) where 

PRGA
k
 denotes applying PRGA by k loops (same for IPRGA

k
) and IPRGA is the reverse 

algorithm of PRGA (without generating a stream key).  

 

Theorem 1 indicates that any former RC4 state can be recovered from later RC4 state by 

applying IPRGA corresponding loops. The operation codes of PRGA and IPRGA are 

depicted in Figure 1 and the proof of the Theorem 1 is provided in Appendix. Thereby, we 

can conclude that any RC4 state can be forward to a new RC4 state by PRGA and 

backward to a previous RC4 state by IPRGA. For example, it is easy to generate a 

previous RC4 state from current RC4 state. 

 

       

 
Figure 1: The operation codes of PRGA and IPRGA 

3   RC4-based Security Protocol 

In this section, an RC4-based security protocol for wireless sensor networks (WSNs) is 

proposed. 
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3.1   Terminologies and Notations 

The terminologies and notations used in this section are described below: 

 

RC4 State: An RC4 state is a permutation state with 256 state elements and 2 indices (i 

and j) denoted by (S, i, j). Each state element and each index is of 8 bits in length, making 

the overall RC4 state to be of 258 bytes in total. 

Corresponding RC4 State (CRS): A certain RC4 state generates a certain stream key by 

RC4, so the same RC4 state should be used for both in encryption and decryption for a 

given message. In the proposed protocol, each communication node keeps an RC4 state 

called corresponding RC4 state (CRS). The CRS is to be updated after the encryption or 

decryption of each fixed length data packet. 

Offset (O): Offset is an integer which indicates the number of loops to applying PRGA. 

The offset loops of PRGA takes place after obtaining the initial permutation state S0 from 

KSA, but before encrypting or decrypting message. It carries out only after the base key 

change takes place. We also use offset to name the process of applying the offset loops of 

PRGA. The purpose of using offset is to discard the offset number of bytes from the 

beginning of the stream to avoid major statistical bias in the distribution of the initial 

bytes of RC4 streams [5], in order to strengthen RC4. 

The sequence counter stores a single natural number (initially 

zero) and increases by one each interval. The sender and each receiver have their own 

sequence counter (SC) in their memories. 

For the sender, the SC number is increased by one for each new fixed-length data 

packet. For an encrypted fixed-length data packet, the data segment and MAC checksum 

are encrypted, but the SC number is not.  

For each receiver, by checking the SC number of a new incoming fixed-length data 

packet, operations are performed as follows: if the incoming SC number is more than one 

integer value greater than the stored SC number, then the receiver updates its SC number 

to match the new value and decrypts the data segment by its CRS directly; otherwise, the 

receiver needs to compute the correct RC4 state by applying PRGA or IPRGA to its CRS 

a number of loops, and then to decrypt. The receiver has to update its SC number to match 

the new value which it received. 
 

 
Figure 2: The (encrypted) fixed-length data packet 

 

Fixed-length Data Packet: The proposed protocol requires that the length of the data 

packets which transmit between sender and each receiver is fixed. A fixed-length data 

packet includes a SC value, a data segment, and a MAC value. Note that if there are not 

enough data in the data segment of the last fixed-length data packet, the sender fills in a 

terminating symbol in the last packet, and adds random numbers to pad the empty place at 

the end of the data segment of the last fixed-length data packet. 
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3.2   Secure Data Transmission 

This section presents the secure data transmission in the proposed protocol. During the 

handshaking phase (e.g. before the initial transmission, or the base key change), the 

sender and each receiver share the new RC4 base key, the MAC key, and the offset value 

O. Section 3.5 depicts MAC generation. 

Note that, whereas WEP and WPA 1.0 reinitialize the RC4 state for every packet and 

generate the cipher stream from the initialized RC4 state, the proposed protocol does not 

reinitialize RC4 states frequently. Instead, the proposed protocol maintains the same RC4 

base key for a duration known to each communicating node. This requires the 

initialization of the RC4 state (running KSA) to be carried out only when the base key 

changes. Furthermore, it is not necessary to update the offset value O frequently. 

After acquiring the information during the handshaking phase, both sides apply KSA to 

generate an initial permutation of the RC4 state S0, and then apply offset (O) loops of 

PRGA to S0 to generate a new RC4 state as the CRS for key stream generation. At the 

same time, both sides set their sequence counters to zero (SC=0).  

 

Figure 3 depicts the three-step operations which are executed by the sender. After these 

three steps, the encrypted fixed-length data packets are produced from the input plaintext 

message. The detailed descriptions of each step are presented below: 

(1) The sender produces unencrypted fixed-length data packets. The sender divides the 

input plaintext message into contiguous fixed-length data segments and assigns the 

Sequence Counters (SC) to each of them. If there are not enough data in the data segment 

of the last fixed-length data packet, terminating symbol and random number (TR) as 

padding are added at the end of the data segment of the last fixed-length data packet for 

data encryption.  

(2) The sender calculates the MAC checksum by inputting SC, data segments and the 

MAC key, and then fills the MAC checksum into the MAC segment. If there are not 

enough data in the data segment of the last fixed-length data packet, 0 are added at the 

empty place of the last fixed-length data packet for MAC generation. Section 3.5 depicts 

the MAC generation. 

(3) The sender produces the encrypted fixed-length data packets. For each byte of the 

data which needs to be encrypted (here, it is the data segment and MAC segment), the 

sender XORs each byte with the correct stream key which is produced by the PRGA at the 

correct RC4 state. Following these operations for the bytes of the data which need to be 

encrypted, the encryption of the fixed-length data packet is completed and the packet is 

ready for transmission. The sender then increases its SC by one and updates its CRS.
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Figure 3: The sender’s operations for data transmission in the proposed protocol 

 

 
Figure 4: The receiver’s operations for data transmission in the proposed protocol
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Figure 4 depicts the three-step operations which are executed by the receiver. After the 

three steps, the input plaintext message is recovered from the corresponding fixed-length 

data packets. The details of each step are presented below:  

(1) The receiver decrypts the encrypted fixed-length data packets. By reading the SC 

value of the coming fixed-length data packet, the receiver can find the right RC4 state 

based on the forward and backward property of RC4 states. Each receiver then calculates 

the correct key stream to decrypt the data which has been encrypted (here, it is the data 

segment and MAC segment) through XORing the corresponding key stream with the 

encrypted bytes. 

(2) The receiver verifies the MAC checksum. The receiver verifies this fixed-length 

data packet by re-computing the MAC checksum. If the recomputed MAC checksum is 

the same as it was received, the MAC checksum is verified. Note that, 0 are added at the 

empty place of the last fixed-length data packet for MAC generation if there are not 

enough data in the data segment of the last fixed-length data packet. 

(3) The receiver recovers the corresponding input plaintext message. After all the 

fixed-length data packets, which correspond to an input plaintext message, have been 

decrypted and their MAC checksum are verified, the receiver can restore them into the 

corresponding input plaintext message. The receiver then sets its SC as the SC value 

received, and updates its CRS. 

3.3 Delayed or Lost Packets 

In many network-based applications, it cannot be guaranteed that packets are received in 

the right order or there is no lost packet. Therefore, the application of a protocol which is 

based on the strong synchronization requirement is limited. Due to the backward and 

forward property of RC4 states, the proposed protocol allows that packets be received in 

an arbitrary order, or resending a lost packet. 

3.4 Data Authentication 

In our research, we assume that all communication nodes are trusted parties. Therefore, 

data authentication can be achieved through a purely symmetric mechanism, in which the 

sender and receiver share a secret key to compute a message authentication code (MAC) 

for all communicated data. When a message with a correct MAC arrives, the receiver 

knows that it was sent by the sender. If the receivers do not have strong trust assumptions, 

it needs an asymmetric mechanism. The asymmetric mechanism is a whole topic unto 

itself and is not covered in this paper. 

No matter the receiver is trusted party or not, an MAC generation scheme is required 

for data authentication. MAC (message authentication code) is an authentication tag 

which is stored in the communication packet to verify the data authentication and data 

integrity during data transmission. Most popular method to compute MAC is to employ a 
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secure hash function. Hash function-based MACs (often called HMACs) use a key or keys 

in conjunction with a hash function to produce a checksum that is appended to the 

message. There are a number of well known secure hash functions including SHA (SHA-

512), MD5, Whirlpool and Ripemd-160. Some of them have been widely used and 

become key components of security protocols. However none of them is suitable for 

resource-constraint applications. For example, SHA-512 requires each block (1024 bits) to 

be processed by 80 rounds. Each round needs a large number of 64-bit applications [4]. In 

this paper, we present an RC4-based hash function in section 3.5 for MAC generation. 

 3.5. RC4-based Hash Function 

In this section, we present an RC4-based hash function which can be used to generate 

MAC. Compared with the hash functions which are mentioned in section 3.4, the 

proposed hash function significantly reduces the computation overhead and achieves the 

requirements of a secure hash functions. Its security is based on the randomness of RC4 

states. In the proposed RC4-based hash function, we use the notations of KSA* and 

PRGA*, each of which is a part of KSA or PRGA procedures that are listed below: 
 

 
Figure 5: The operation codes of KSA

*
 and PRGA

*
 and their graphic representations 

 

The input of KSA* is an RC4 state (e.g. an RC4 state which is generated by PRGA*) and 

a 64-byte key (K[0], K[1], ---, K[63]); the output is a new RC4 state. The input of PRGA* 

is an RC4 state and an integer to indicate how many loops the PRGA* applies; the output 

is another new RC4 state. Essentially KSA* is the same as KSA but it does not initiate the 

RC4 state at the beginning, and PRGA* is the same as PRGA but it does not generate the 

key stream. 

The input of the proposed hash function is a message with a maximum length of less 

than 2
64

 bits and the output is a 258-byte message digest. The process of the proposed 

hash function can be described by the following two steps: 
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Step 1: Divide input message into 512-bit blocks.  
 

The input message is divided into 512-bit blocks. The message is padded so that its length 

is congruent to 448 modulo 512 (length448 mod 512). The padding bit is 0 and the 

number of padding bits is in the range of 0 to 512. Figure 6 depicts padding the input 

message. The output of this step is N pieces of 512-bit blocks notated by m1, m2, ---, mN. 

Note that when the proposed hash function is not used in the proposed protocol and the 

receiver does not have the length information of the input message, a segment for length 

information is required. 
 

 
Figure 6: Padding the message 

 

Step 2: Process message blocks.  
 

The first 512-bit message block m1 is processed by KSA and PRGA* in sequence. The 

input of the KSA is m1 as the secure key and the output is an RC4 state named Statem1. 

The input of the PRGA* is Statem1 (as the initial state for PRGA*) and the output is an 

RC4 state named State1 which is generated by applying (m1 mod 2
5
) loops of PRGA*. The 

output RC4 state (Statex) will be the initial RC4 state of KSA* to process next message 

block. The second 512-bit message block is processed by KSA* and PRGA* in sequence. 

The input of KSA* are the State2 as the initial RC4 state and m2 as the secure key and the 

output is Statem2. The same, Statem2 will be used as the input for the corresponding (m2 

mod 2
5
) loops of PRGA* operation to generate State2. The rest of blocks do the same 

process as the second block with corresponding input. StateN is the 258-byte output of this 

RC4-based hash function. The process of this step is depicted in Figure 7 below.  

 

 
Figure 7: The procedure of the proposed RC4-based hash function 
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4   Analysis and Implementation 

The proposed protocol is based on the RC4 algorithm with improvements and 

modifications. The improvements and modifications include using offset and the forward 

and backward property of RC4 states. 

The forward and backward property of RC4 states is an intrinsic property of the RC4 

algorithm. Any previous RC4 state can be recovered from the current or later RC4 state by 

simple addition and subtraction operations, as well as by swap operations. Since the 

proposed protocol simply uses this property and makes no changes to the original RC4, 

the proposed protocol does not reduce the security strength of RC4 by using the forward 

and backward property. 

Offset is used in the proposed protocol to discard the first few bytes of the key stream, 

and data encryption or decryption begins at some later position. The purpose of using 

offset is to avoid the weaknesses of the initial RC4 states [3]. While the inclusion of offset 

is not a fundamental change to RC4, the security performance is improved. Thus, the 

proposed protocol does not reduce the security strength of RC4 by using offset. 

For proposed RC4-based hash function, we have implemented a simulation to analysis 

the randomness of the RC4 state generation for KSA* and PRGA*. Simulation results 

show that the generation of the new RC4 state for KSA* and PRGA* maintains the same 

randomness as the KSA and PRGA. 

Based on the analysis above, we believe that the proposed protocol uses RC4 in a way 

which makes effective use of RC4’s strengths and reduces its weaknesses. The proposed 

protocol has achieved four main security properties required for designing a general 

secure communication scheme as below. Furthermore, the proposed protocol achieves 

semantic security and defends against lots of popular attack effectively, such as replay 

attacks and modified packet attacks. 

 Data Confidentiality: The proposed protocol achieves data confidentiality through 

encrypting the data through the RC4 stream cipher. 

 Data Authentication: The proposed protocol achieves data authentication through the 

MAC check. 

 Data Integrity: The proposed protocol achieves data integrity through data 

authentication, which is a stronger way to check data integrity. 

 Data Freshness: The proposed protocol achieves data freshness through the 

monotonically increasing value of the sequence counter for each data packet. 

In the respect of the performance, the proposed protocol runs simply and efficiently 

because of the benefits of RC4 and some new features.  

Using forward and backward property of RC4 states is one of the new features. By 

using it, the proposed protocol does not require key initialization frequently. This 

translates directly to some simplification and likely power saving, as well as improved 

performance over other original RC4 based protocols. For example, if the length of the 

data segment of the packet is 256 bytes, since KSA is unnecessary to be applied for every 
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new packet, the encryption/decryption process of the proposed security protocol requires 

about half time than the time required by WEP. 

Furthermore, all operations in the proposed protocol are simple swap, XOR, and 

addition and subtraction operations. Due to the simple implementation complexity, the 

proposed protocol is less expensive in terms of power and CPU resources. Considering the 

likely hardware support for RC4, it should be easy to selectively generate RC4 states from 

a base key or a pre-generated RC4 state. Hence, the proposed protocol should be 

compatible with existing hardware. 

The proposed RC4-based security protocol has been implemented. It consists of two 

major parts. One is on sender side, and another is on receiver side. Our tests show that the 

proposed protocol works well to deal with the delayed or lost packet. Compared with the 

ordinary RC4 based security protocol, the proposed one are almost twice faster than the 

original one. Our tests also show that the proposed protocol is secure and has the ability to 

against a number of possible attacks including acknowledge attack, replay attack, and 

modified packet attack. We have applied the proposed protocol to multicasting 

environment where the numbers are dynamically changed. The experiment works 

correctly and smoothly. In the next step, we are going to implement the proposed protocol 

on a wireless sensor network which consists of a base station and a number of wireless 

sensor nodes. The results will be reported when the experiment is completed. 

5   Conclusion 

Wireless sensor networks and some of other resource-constrained applications are 

being deployed today and become more and more important. Security is a critical factor of 

these applications so a simple, efficient, and robust security protocol for secure data 

transmission on those devices is in large and urgent demand. This paper focuses on the 

designs of a lightweight security protocol for communications on wireless sensor 

networks which is based on the simple structure of the RC4 stream cipher and its forward 

and backward property.  

Due to its simplicity, efficiency and high security, the proposed protocol is comparable 

with well-known security protocols. It is very simple to implement and efficient in both 

hardware and software, and is compatible with different levels of security. It can be 

widely used in many network applications. Furthermore, the proposed RC4-based hash 

function is a relatively independent part and can be served as one of the key components 

for other security applications. 
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Appendix  

Theorem 1: For any r, n ≥ r ≥ 0, we have: 

IPRGA
r
 (Sn, in, jn) = (Sn-r, in-r, jn-r) 

Proof. The proof is conducted by induction on integer r 

Base Case:  

It is true when r=0: IPRGA
0
 (Sn,in,jn) = (Sn,in,jn) 

Inductive Step: 

Assume that for any r ≤ k we have: IPRGA
k
 (Sn, in, jn) = (Sn-k, in-k, jn-k) 

Consider case of r = k+1 

IPRGA
k+1

 (Sn, in, jn) = IPRGA (IPRGA
k
 (Sn, in, jn)) = IPRGA (Sn-k, in-k, jn-k) 

Let IPRGA (Sn-k, in-k, jn-k) = (S
*
, i

*
, j

*
) 

According to PRGA and our notation, we have 

PRGA (Sn-k-1, in-k-1, jn-k-1)= (Sn-k, in-k, jn-k) where in-k= in-k-1+1 and jn-k= jn-k-1 + Sn-k-1[in-k-1+1] 

Sn-k [m] = Sn-k-1[m] where m ≠ in-k-1 and m ≠ jn-k-1 + Sn-k-1 [in-k-1 +1] 

Sn-k [in-k-1 + 1] = Sn-k-1 [jn-k-1 + Sn-k-1 [in-k-1 + 1]] 

Sn-k [jn-k-1 + Sn-k-1 [in-k-1 +1]] = Sn-k-1 [in-k-1 + 1] 

According to IPRGA (Sn-k, in-k, jn-k) = (S
*
, i

*
, j

*
),  

we have S
*
[m] = Sn-k [m] = Sn-k-1[m] where m ≠ in-k-1 and m ≠ jn-k-1 + Sn-k-1 [in-k-1 +1]  

and S
* 
[in-k-1+1]= Sn-k [jn-k-1+ Sn-k-1[in-k-1 +1]] = Sn-k-1 [in-k-1 + 1] 

S
* 
[jn-k-1 + Sn-k-1 [in-k-1 +1]] = Sn-k [in-k-1 +1] = Sn-k-1 [jn-k-1 + Sn-k-1 [in-k-1 +1] 

Thus S
*
=Sn-k-1, j

*
=jn-k–S

*
[in-k]=jn-k-1+Sn-k-1[in-k-1+1]–Sn-k-1[in-k-1+1]=jn-k-1,  i

*
=in-k-1=in-k-1 

Therefore, we have (S
*
, i

*
, j

*
) = (Sn-k-1, in-k-1, jn-k-1) 

That is, for any n ≥ r ≥ 0, we have: IPRGA
r 
(Sn,in,jn) = (Sn-r,in-r,jn-r)                □ 
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Abstract. Early researches focused on the security of homogenous sensor net-
works. However, recent works have demonstrated that the presence of heteroge-
neous sensor nodes gives better performance than homogenous ones in terms of
energy consumptions, storage overhead, and network connectivity. In this paper,
we propose a hierarchical key management scheme named HERO which is based
on random key pre-distribution. HERO aims to construct a secure tree instead of
complete connected graph as in existing schemes. Thanks to this realistic assump-
tion, our key management scheme reduces considerably the number of pre-loaded
keys assigned to each node while maintaining high security level at the same time.
The preliminary simulation results using TOSSIM demonstrates that our scheme
outperforms existing ones with respect to storage overhead.

1 Introduction

Recent advances in Wireless Sensor Networks (WSN) technology make them ideal can-
didates to various applications [5, 7] such as environment monitoring, military surveil-
lance, forest fire monitoring, agriculture monitoring, etc. Security in WSN is a critical
challenge especially for uncontrolled and hostile environments. Indeed, security vul-
nerabilities in WSN stem from their characteristics [8] that make them attractive: the
wireless nature of radio channels exposes transmitted data in WSN to eavesdropping
and manipulation, the resources limitations of motes prevent using heavy cryptographic
techniques, and the deployment of sensors, generally, in unattended areas exposes them
to intentional and accidental physical destruction. However, recent researches show that
the performance and the lifetime of WSN can be improved by using heterogeneous sen-
sor nodes instead of homogenous ones without significantly increasing the cost [9]. In
Heterogeneous Sensor Networks (HSN) there is a few powerful and expensive nodes,
and a large number of inexpensive and simple sensor nodes. A few key management
schemes [11, 3, 4] have been proposed for (HSN). All these schemes try to exploit the
heterogeneity features, in order to reduce the number of stored keys per node, and to
guarantee a good level of security at the same time.
In this paper, we present an effective key management scheme based on probabilis-
tic key pre-distribution; HERO(Hierarchical kEy management pRotocol for heterOge-
neous wireless sensor networks). HERO provides a key management solution to secure
a HSN relying on the construction of a secure tree. Moreover, it reduces the number of
loaded keys because it needs only to store the keys which are necessary to build the se-
cure tree, not to secure all possible links in the network as in all existing schemes[2, 11,
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3, 4]. The rest of the paper is organized as follows. In section II, we report on the related
works presented in the literature. In section III, we detail our scheme. We evaluate the
performances of HERO in section IV. In section V, we present some simulation results.
Finally, we conclude the paper in section VI.

2 Related Works

Most of previous key management solutions have been proposed for homogeneous
WSN, while a few works have been recently proposed for heterogeneous ones [11,
3]. The majority of these solutions are based on probabilistic key-distribution proposed
by Eschenauer and Gilgor in [2]. This scheme is based on probabilistic key sharing
among the sensor nodes. Prior to sensor network deployment, a large pool of P keys
and their identifiers are generated. Each sensor node is pre-loaded with a key ring of
k keys and their associated key identifiers which are selected randomly from the key
pool without replacement. After sensor network deployment, each two neighbor sensor
nodes compare their list of key identifiers in order to discover their shared key which
will be used to secure the link between them. Due to the random distribution of keys to
each sensor node, a shared key may be not available between two nodes. In this case,
it is necessary to find a secure path composed of secure links using the shared keys of
intermediary nodes. The probability of secure path existence using this scheme depends
on the number of pre-loaded keys in each sensor. Unfortunately, to reach high proba-
bilities this scheme may induce high storage overhead not supported by many types of
sensor nodes. New key management schemes have been proposed for (HSN). These
schemes are based on the basic scheme of probabilistic key pre-distribution [2]. Du et
al. [11] proposed the Asymmetric Pre-distribution (AP) key management scheme. Its
main idea is to pre-load a relatively large number of keys in each one of a small number
of powerful nodes (H-sensor), while only a small number of keys are stored in each
one of nodes (L-sensor) which have very limited space of storage and capacity of com-
munication. Due to the usage of these two types of nodes, two different types of key
rings have been used to achieve a high probability that each two nodes share at least one
shared key. Indeed, AP scheme is more scalable than the basic scheme and it reduces
the number of pre-loaded keys compared to the basic scheme, but it is still sometimes
unsuitable for some types of sensors due to memory constraints. Also, in order to reduce
the storage requirements and to maintain the same security strength of the basic scheme
and AP scheme [2, 11], Hussain et al. [3] proposed a key generation process to reduce
the key storage requirement. Brown et al. in [4], proposed a public-key-based scheme.
In order to establish a secure communication topology in the network, each H-sensor
needs to store (4+DH) keys where DH corresponds to the degree of this H-sensor. This
means that each H-sensor stores enough keys to communicate with each node within its
cluster, and the number 4 refers to four types of keys which are its public key, its private
key, its group key, and the public key of the base station. For L-sensors, each node u
must store (3+2Du) where Du corresponds to the group keys for all its neighbors, and
the number 3 refers to three types of keys: its public key, its private key, and the public
key of the base station. Although, this scheme may not need too large storage compared
to other schemes, it is based on public key cryptography which is too heavy for tiny
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sensors. Recently, Traynor et al. [12] presented a protocol named LIGER. This protocol
is based on the presence of a key distribution center(KDC), which stores the mapping
of pre-loaded keys to nodes. This protocol consists of two components: the first is a
protocol for a network in an infrastructure-less ( i.e. without KDC). This component
is defined as a protocol to instantiate probabilistic keying, and is referred to as LION.
While, the second component is relied to the availability of KDC ( i.e. network with
KDC). It exploits the knowledge of the pre-loaded keys to perform the probabilistic au-
thentication with a high degree of confidence. In addition, session keys are established
with enforcement of the least privilege. This component is referred to as TIGER

All the schemes presented above assume the requirement to find a shared key be-
tween any two nodes in the network. We believe that this assumption is too strong. In
fact, the primary goal in most WSN applications is to collect sensed information from
the observed area, and not to have a complete connected graph. This can be achieved
through a many-to-one communication scheme. Thus, we propose in our scheme HERO
to elevate this assumption while achieving this primary goal. In HERO we replace the
construction of a completely connected secure graph with a secure tree. As we can see
in the performance evaluation sections, this allows to considerably reduce the required
number of preloaded keys.

3 HERO(Hierarchical kEy management pRotocol for
heterOgeneous wireless sensor networks) description

HERO is a new key management scheme that allows to create a secure tree rooted at
the sink. Limiting the key sharing requirement to the child-parent relationship allows to
reduce the key storage overhead to few keys per mote, as we can see in the performance
evaluation section.
In HERO, we adopt a heterogeneous sensor network (HSN) consisting of a powerful
base station (the Sink), and two types of sensor nodes: a small number of powerful
sensor nodes with a large radio range (r), which are referred as Super nodes (Sn), and a
large number of simple nodes with a small radio range (µ), which are referred as Normal
nodes (Nn). Since sensor type influences the tree construction, each mote embeds to its
sent messages an indicator (ind) that specifies the mote category (Sn or Nn). In the
following paragraphs, we describe our scheme in details.

3.1 HERO Details

HERO scheme includes essentially two phases: Key pre-distribution and child-parent
shared key discovery. In addition, we discuss two important operations in WSN: estab-
lishing keys for newly deployed sensors and the revocation of compromised keys.

Key Pre-distribution A large key pool (P) of P keys and the corresponding key Ids are
generated off-line. Then, each Sn node is pre-loaded with K keys and their correspond-
ing key Ids. These keys are randomly selected from the large key pool without replace-
ment. We refer to this set of keys as KP (Key Pool), such that KPA∩KPB 6= φ where A
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and B are two Sn nodes. Then each Nn node is pre-loaded with m (m ¿ K) keys and
their corresponding key Ids. These keys are randomly selected from P without replace-
ment. We refer to this set of keys as PKP (Parcel Key Pool), such that PKPi∩PKPj 6= φ ,
and PKPi∩KPX 6= φ where i and j are two Nn nodes and X is a Sn node.

Fig. 1. Construction of a secure tree

Child-parent Shared Key Discovery The goal of HERO is to construct a secure tree
(see figure 1). Therefore, HERO aims to construct a secure path between each node and
the Sink, contrary to other schemes [11, 3] that aim to build a secure complete graph.
After pre-loading each node with its key ring as described above, the Sink broadcasts a
tree construction request. Since the Sink stores the key pool P, it is sure that all sensor
nodes have at least one shared key with the Sink. When a sensor node ( Sn or Nn) re-
ceives this request from the Sink, it considers the Sink as its parent, and selects one key
of its key ring as its shared key with the Sink. These nodes are now attached to the tree
rooted at the sink. Each newly attached node forwards the ” tree construction request ”
downstream as follows:
Each attached node i (Sn or Nn) authenticates the request through computing one Mes-
sage Authentication Code (MAC), over its identifier, using each key of its key ring. For
instance, the ”tree construction request” forwarded by node i will be:
{idi,MAC(K1, idi), MAC(K2, idi),. . ., MAC(Kk, idi), indi}, where k is the size of node’s
key ring and indi refers to the type of node i. Then, node i broadcasts the request. When
a node receives this message, it checks the type of the node. Thus, there are two different
cases:

1. Receiving node is an Sn node:
Suppose that A is the receiving node and B is the sending node. Then, A checks the
type of node B. So:

– If B is an Sn node. Then A checks the request message in order to discover if
it has a shared key with B or not. This is done by verifying the corresponding

Sink

Sn

Nn

(a) Heterogeneous sensor network (b) Child-parent shared key discovery phase

B A

Checking of
 indB

{ id i, MAC( K 1, id i), ….,MAC( K k, id i), indB} 

Request

B is an Sn
node

B is an Nn
node

B is a parent
 of A

Doing nothing

Doing nothing

Finding a shared key by
re-computing the MAC

Yes

Yes

No

A is an Nn

A is an Sn
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MAC. Here, if A finds a shared key with B, it notes node B as its parent and
notes their shared key in its table of routing. Otherwise, A does nothing and it
waits receiving a request from another node.

– If B is an Nn node. Then A waits wishing receiving a request from an Sn node.
2. Receiving node is an Nn node: If A finds a shared key with B, it notes B as its

parent in its routing table and their shared key. Otherwise, it waits receiving another
request.

Establishing keys for newly deployed sensors The deployment of new nodes in WSN
may be required for several reasons such as: Solving the problem of the miss of cover-
age in the tested area, enhancing the accuracy of the sensed phenomena, and prolonging
the lifetime of the deployed network.
To attach a new node A to the secure tree, the new node must search for a parent, already
attached to the secure tree, with whom it shares a key. Thus, A is firstly pre-loaded with
its key ring of k keys which are selected randomly from the key pool. Then, it broad-
casts a request message as follows:
{IdA,MAC(K1, idA),MAC(K2, idA),. . .,MAC(Kk, idA), indA}.
When a deployed sensor node B, which is already an attached node, receives this mes-
sage, it broadcasts the following message:
{IdB,MAC(K1, idB),MAC(K2, idB),. . .,MAC(Kk, idB),indB}.
When A receives this message, it checks if it has a shared key with B. If A and B have
a shared key, A notes B as its parent. Otherwise A waits receiving a message from an-
other node. Furthermore, due to one of the reasons which are cited above, a deployed
node C may be still unattached to the secure tree. So, upon receiving the request of the
new node A, C attempts to profit from this new node to attach to the secure tree. Thus,
it checks if there is a shared key with A, if a shared key is found, C considers A as its
parent.

Fig. 2. Frequency of key usage with different key pool sizes

Key Revocation Whenever a sensor node is compromised, it is necessary to revoke all
its keys. First, the sink generates a signature key that it sends securely to each sensor
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except the compromised one. One method to distribute this signature key securely to
the sensors [2], is to encrypt it with a list ok keys selected from the key rings of not
compromised sensors, so that all sensors could decrypt the signature key except the
compromised one. Then the sink broadcasts a message containing the identifiers of the
compromised keys authenticated with the signature key. Upon receiving this revocation
message, each sensor node verifiers the signature using the signature key. Then, it re-
moves the corresponding keys from its key ring. However, due to the revocation of the
compromised keys, some links may disappear. So, in order to reconfigure these links;
the affected nodes restart a new child-parent shared key discovery phase.
Figure 2 shows that, out of P=1000 keys, only 60% of the keys are used to secure links,
only 17.30% are used to secure one link, 7.70% are used to secure two links, and only
6.30% are used to secure three links. This means that compromising one key leads to the
compromise of another link with probability 0.17, of two other links with probability
0.07 and so on. Moreover, the compromise of one Nn node of key ring size m=5 leads
to reconfigure only 4 links in average. So, a very small number of nodes are affected
due to the compromise an Nn. Therefore, only a small number of messages are required
to reconfigure the affected links.

4 Evaluation of HERO

In order to construct a secure tree with a minimum key storage overhead, we must find
the minimum size of an Nn’s key ring such that the probability of that Nn attaches to
the secure tree be high. An Nn node attaches to the secure tree as a child of an Sn node
except when this Nn node has not any shared key with at least one Sn node within
its neighborhood. In this case, as we have explained in previous section, the Nn node
attaches to the secure tree as a child of another Nn node within its neighborhood with
which it has a common key. Therefore, the probability that an Nn node attaches to the
secure tree (Pa) is the probability that an Nn node shares at least one key with at least
one Sn within its neighborhood (PSn) or that it does not share any key with any Sn node
within its neighborhood (1−PSn) and it shares at least one key with at least one Nn
within its neighborhood (PNn). Thus, we can write this as:

Pa = PSn +(1−PSn)×PNn (1)

Where, PSn is the probability that an Nn node shares at least one key with at least one
Sn of its neighborhood, then PSn = 1- the probability that no key in common between
an Nn node and any one of Sn node within its neighborhood. Then,

PSn = 1−




(
P

K +m

)(
K +m

m

)

(
P
m

)(
P
K

)




NSn

(2)

where NSn is the number of Sn nodes within a Nn node’s neighborhood.
Similarly, since PNn is the probability that an Nn node shares at least one key with
at least one Nn within its neighborhood, then, PNn =1- the probability that no key in
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common between an Nn node and any one of Nn node within its neighborhood. Then,

PNn = 1−




(
P

2×q

)(
2×q
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)

(
P
m

)2




NNn

(3)

where NNn is the number of Nn nodes within a Nn node’s neighborhood. Thus, from 1,
2 and 3, and by using Stirling approximation n!'√2πn.( n

e )n, we obtain:

Pa ' HNSn +V NSn ×UNNn (4)

where:
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1− 2m

P
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Let us assume that N = n1 + n2 (n1 and n2 being the numbers of Sn and Nn nodes
respectively, where n1 << n2) are uniformly distributed within a square area having a
surface Z=L×L m2. Thus, the density of deployed Sn and Nn nodes are DSn = n1

Z and
DNn = n2

Z respectively. Then, the possible number of Sn node within a zone which is

covered by an Nn node is NSn = DSn×ZNn = n1×π×µ2

Z , where µ is the radius of Nn
node. Also, the possible number of Nn nodes within a zone which is covered by an Nn
node is NNn = DNn×ZNn = n2×π×µ2

Z .
Hereafter, we present an example of a network consisting of 10 IRIS motes as Sn nodes
with radio range r=350m, and 1000 MicaZ motes as Nn nodes with radio range µ=90m.
These sensor nodes are deployed uniformly within a square-grid of 500× 500m2 with
density D = N

Z = 40.4×10−4 node/m2. Then, the possible number of Sn and Nn nodes
within an Nn node’s neighborhood are: NSn=1 node and NNn= 102 nodes respectively.
By using the equation 4, where P=3000, m=5 and K=100, we obtain Pa=0.6397. Thus,
we notice that an Nn node needs only to be pre-loaded with a very small number of
keys to be attached to the secure tree with a relatively high probability.
Figure 3 shows the probability of attachment Pa as function of m and K i.e. Pa=f(m,K)
where m={1,2,3,4,5} and K={100,150,200,250,300}.
Figure 3.a illustrates Pa=f(m,K) for P=1000, while figure 3.b illustrates Pa=f(m,k)
for P=3000. However, by comparing these two figures, we can clearly notice that Pa
decreases when P increases when m and K are fixe. For instance, with K=100 and
m=3 we obtain Pa= 0.7097 for P=1000 and 0.335 for P=3000. Moreover, Pa increases
when K increases when m and P are fixe. For example, with P=1000 and m=1, there
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Fig. 3. Pa=f(m,K) where K={100,150,200,250,300}, m={1,2,3,4,5}, NSn = 1, NNn=102

is an increment of 24% in Pa when K increases from 100 to 150. We notice also that
Pa increases when m increases when K and P are fixe. For instance, for P=1000 and
K=100, there is an increment of 54% in Pa when m increases from 2 to 3. Thus, we
can conclude that with a very small size of m, HERO can give a high probability of
attachment, and hence a high probability of constructing a secure tree. HERO can also
be considered as an efficient protocol since it provides a high security level (compared
to existing protocols) with a very small key storage overhead.

5 Simulation and analysis

We have implemented a prototype of HERO using TinyOS [6] environment. TinyOS
is an event-driven operating system commonly used on WSN motes. The programs are
written in nesC which is a C-like language [10, 14]. Basically, we have defined a new
interface KeyManager, and developed a module implementing this interface KeyMan-
agerM. It contains all commands and events which are necessary to manage the keys in a
network. We have also developed the component TreebuilderM that uses KeyMangerM
to build the secure tree.
In what relates to the network topology, we considered a square-grid of 500× 500m2.
Super nodes have a 350m radio range (like IRIS motes), and Normal nodes have a 90m
radio range (like MicaZ motes) [13]. The positions of the nodes are distributed uni-
formly over the square grid. We assumed also that 1% of the nodes are Super nodes. We
carried out intensive simulations of our prototype using TOSSIM [1] which emulates
the execution of the developed code over a personal computer. We were mainly inter-
ested in evaluating the secure coverage ratio with respect to the network size, and the
key ring size at Super Nodes and Normal Nodes for different key pool sizes. We mean
by the secure coverage ratio the number of motes that succeed to establish a secure path
to the Sink, over the total number of motes in the network.
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Fig. 4. The components and the interfaces of TinyOS used to implement HERO

5.1 Secure coverage ratio vs. key ring sizes

In this simulation scenario, we considered a 1000 motes network. Mote 0 being the
Sink, and 10 motes are considered as Super nodes. We considered different key ring
sizes for two cases: a pool of 1000 keys and a pool of 2000 keys. Figure 5 illustrates
the evolution of the secure coverage of the network for a 1000 and 2000 key pool
respectively. We notice that in both cases the secure coverage of the network increases
when increasing the key ring sizes. What is interesting to notice is the fact that with
small key rings we can reach very high secure coverage of the network. Namely for a
1000 key pool, we can reach more than 90% of secure coverage with only 7 keys at Nn
nodes and 50 keys at Sn. Depending on the resources available at Super nodes, we can
reach the same coverage ratio while further decreasing Nn ring size: we can use 6 keys
in Nn ring while using 100 keys in Sn ring, or 5 keys in Nn ring while using 150 keys
in Sn ring, or only 4 keys in Nn ring while using 200 keys in Sn ring. We also notice
that the smaller is the key pool, the greater is the coverage ratio. However, the rekeying
overhead is smaller when the key pool is greater. Indeed, with a large key pool only
few nodes share the same keys of a compromised node (cf. 3.1). Table 5.1 compares
HERO to some solutions of the literature with respect to the probability of key sharing.
We notice that HERO induces the smallest key ring storage overhead while achieving
the highest key sharing probability.
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Fig. 5. Evolution of secure coverage ratio with respect to key rings sizes

Table 1. Comparison of some key pre-distribution solutions with respect to key sharing probabil-
ity for Key pool size P=1000

WSN type Protocol Parcel
key pool
size(K)

Key ring
size(m)

Probability
of sharing a
key

Homogeneous Eschenauer and Gligor’s basic
scheme

100 100 0.5

Heterogeneous Asymmetric key pre-
distribution scheme (AP)

500 20 0.5

Brown et al. public-key based
scheme

104 43 0.5

HeterogeneousHERO 100 3 0.7

5.2 Secure coverage ratio vs. network size

In this simulation scenario, we considered a key pool size of 1000 keys. Each Super
Node is initiated with a ring of 100 keys, and each Normal Node is initiated with a
ring of 5 keys. The key rings are randomly chosen from the 1000 key pool. Then we
varied the network size from 100 nodes to 1000 nodes. For each point, we run our
simulation 10 times and we calculated the average secure coverage ratio of the network.
Figure 6 illustrates the evolution of secure coverage ratio when we increase the network
size. We notice that the secure coverage ratio depends on the density of the network:
the greater is the network density, the higher is the secure coverage ratio. Moreover,
for network size in [100− 300] nodes the secure coverage ratio increases with almost
100%. With only 550 motes, HERO allows to reach more than 90% of secure coverage
of the network. This means that with only 1 mote per 450m2 we reach more than 90%
of secure coverage using HERO.

(a) P=1000   ( b ) P=2000   
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Fig. 6. Evolution of secure coverage ratio with respect to network size

6 Conclusions

In this paper, we have studied random key pre-distribution for wireless sensor networks.
This category of key management schemes aims to secure links between sensors of a
WSN. Many studies and applications demonstrate that communications in WSN follow
mostly many-to-one paradigm. Also, the new works confirm that, the usage of het-
erogeneous nodes gives better performance than homogenous ones in terms of energy
consumptions, storage overhead, and network connectivity. Therefore, we exploited the
heterogeneity features, in this paper, to propose a new key management scheme that
secures this communication paradigm through constructing a secure tree rooted at the
Sink. Our solution (HERO) is designed for heterogeneous sensor networks and relied on
random key pre-distribution. HERO secures child-parent links through pairwise shared
keys. Preliminary simulation results using TinyOS show that our solution reduces the
key storage overhead compared to existing schemes.
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Abstract. In wireless ad hoc networks, nodes are both routers and terminals, 
and they have to cooperate to communicate. Cooperation at the network layer 
means routing (finding a path for a packet), and forwarding (relaying packets 
for others). However, because wireless nodes are usually constrained by limited 
power and computational resources, a selfish node may be unwilling to spend 
its resources in forwarding packets that are not of its direct interest, even though 
it expects other nodes to forward its packets to the destination. In this paper, we 
propose a game-theoretic model to facilitate the study of the non-cooperative 
behaviors in wireless ad hoc networks and analyze incentive schemes to 
motivate cooperation among wireless ad hoc network nodes to achieve a 
mutually beneficial networking result. 

1   Introduction 

In a wireless ad hoc network, intermediate nodes on a communication path are 
expected to forward packets of other nodes so that nodes can communicate beyond 
their wireless transmission range. Typical examples of the wireless ad hoc networks 
include military communication or emergency response scenarios, where all 
participating nodes belong to the same authority, share a common goal, and are 
therefore motivated to act cooperatively to provide network services [1]. However, 
since wireless ad hoc networks are increasingly deployed in daily life scenarios such 
as inter-vehicle communication [2] and Internet access for remote areas [3], the 
participating nodes most unlikely belong to a single authority and no longer share a 
common goal any more. Cooperation in such networks cannot be assumed since it has 
been commonly accepted that network nodes in the above scenarios have the freedom 
to make decisions in their own best interests. 

Since wireless nodes are usually constrained by limited power and computational 
resources, a selfish node may be unwilling to spend its resources in forwarding 
packets which are not of its direct interest, even though it expects other nodes to 
forward its packets to the destination. This is particularly true in typical wireless 
sensor network nodes [4], where battery-power is a scarce resource and forwarding is 
an energy-consuming network activity that will shorten a node’s lifetime. Even in an 
ideal case in which nodes have no power and computational constraints, forwarding 
packets consumes a portion of bandwidth and processing time available to the 

 
 

Please use the following format when citing this chapter: 

Yan, L. and Hailes, S., 2008, in IFIP International Federation for Information Processing, Volume 264; Wireless Sensor and Actor Networks II; 
Ali Miri; (Boston: Springer), pp. 137–148. 



 

forwarding nodes. Thus, the forwarding cost is not zero; a reasonable move for a node 
which does not belong to a central authority is to drop the packets belonging to any 
other node but itself, i.e., to act selfishly. In the worst case, assuming every node is 
selfish, this behavior will have a collective effect to bring down the communication 
mechanism of the whole ad hoc network, and result to a tragedy-of-the-commons [5]. 

In this paper, we propose a game-theoretic model to facilitate the study of the 
selfish behaviors in wireless ad hoc networks and analyze incentive schemes to 
motivate cooperation among wireless ad hoc network nodes to achieve a mutually 
beneficial networking result. The rest of this paper is organized as follows. Section II 
reviews the literature. In Section III we study two classical strategies under the game 
theoretic framework. We present a novel incentive strategy for wireless nodes in 
Section IV and then conclude the paper in Section V.   

2   Related work 

Non-cooperative issues in ad hoc networks have drawn considerable attention over 
the past few years, and it has been shown that the presence of selfish nodes degrades 
the overall performance of a non-cooperative ad hoc network [6].  

Ideally, a right amount of incentives should be provided to motivate cooperation 
among wireless ad hoc network nodes to achieve a mutually beneficial networking 
result. Briefly, participating nodes should be rewarded for cooperative behaviors and 
be punished for non-cooperative behaviors. The incentive schemes for packet 
forwarding in the literature basically fall into two categories, namely, trust-based 
schemes and price-based schemes. 

Trust-based schemes use trustworthiness and reputation information in routing to 
enforce the cooperation among nodes. In [6], participating nodes are designed to 
perform monitoring to overhear the packet retransmission and avoid transmission to 
misbehaving nodes. CONFIDANT [7] distributes trustworthy information among 
those participating nodes, and every node is supposed to keep a reputation list of all 
its previous interacted nodes. A subjective logic trust model is proposed in [8] for the 
mapping between the evidence space and the trust space, and further applied to the 
trusted protocol for wireless ad hoc networks. This design is similar in [9], but with 
more technical details and data results. More recent approaches such as [10] and [11] 
evaluate trust level of a node by aggregating feedback information from its neighbors 
to reduce the communication overhead. STRUDEL [12] is a distributed framework 
that tackles the problem of free-riders in Coalition Peering Domains by using a 
Bayesian trust model to dynamically select and isolate malicious peers. 

Price-based schemes introduce services charges to the packet transmission process 
and usually use micro-payment to compensate the resource consumption incurred 
from the transmission. A virtual currency NUGLET [13] is introduced by L. Buttyan 
and J.-P. Hubaux as an economic incentive proposal. Each intermediate node buys a 
packet for some nuglets, and sells it to the next one for more nuglets. Therefore a 
node increases its nuglet amount during packet forwarding. SPRITE [14] applied the 
same idea, but with a credit based system and a central clearing banking service, to 
alleviate the need to carry the real currency. A priced priority forwarding scheme was 
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studied in [15], where as pricing mechanism allows the nodes to arbitrarily set the 
cost of priority forwarding of a packet. APE [16] is a virtual economy scheme to 
encourage the intermediate nodes to reveal the cost of packet forwarding, and thus to 
choose a cost-efficiency route. A general discussion about micro-payment schemes is 
available [17], but not specific to the wireless ad hoc networks. 

Since a node’s behaviors in wireless ad hoc networks mirror the real world 
decision making process, game theory models and designs have been applied in the 
wireless ad hoc networks literature. In [18], V. Srinivasan et al. proposed a game 
playing strategy to achieve Nash equilibrium which converges to the rational and 
Pareto optimal. The fairness issue was studied in [19] for bandwidth allocation in ad 
hoc networks and a game theory model for intrusion detection in wireless ad hoc 
networks was discussed in [20]. A survey on applying game theory to wireless ad hoc 
networks is available [21]. Some of the basic analysis of forwarding in single-stage 
and repeated-game scenarios can be founded on [28, 29]. However, the existing works 
are either not explicit or too general. In this paper, we propose a formal action model 
of wireless ad hoc network nodes based on game theory. Since all nodes have to 
periodically choose an action (e.g. forwarding or dropping), this is a repeated game 
for all the participants. Because of the complexity of the problem, we restrict our 
analysis to a static network scenario in this paper. 

3   Game theoretic model 

Let us first consider the simplest forwarding scenario which consists of two nodes i 
and j, where i wants j to forward a packet to other nodes. The denotations used in the 
following discussions are summarized in Table 1. 

Table 1. Denotation list 

r Reward 
s Resource 
b Benefit 
t Time 
d Discount rate 
f Forward probability 
-i Node’s opponent 
h Tolerance threshold 

3.1   The single-stage game 

We assume that j has freedom to decide whether to forward or drop the packet. We 
also assume there is a reward mechanism such that for each successful forwarding, i 
will get its reward of value r for enforcing j to forward packets; and meanwhile, j will 
consume its resource of value s to complete the forwarding.  

Further, we define the interaction model between nodes as bi-directional, i.e., while 
j tranmits i’s packet, i shall transmit j’s packet simultaneously. Since bi-directional 
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wireless communication is never physcially simultaneous, this setting has implication 
on the physical layer in which the two transmissions in one interaction should be 
independent, i.e., nodes should make decisions on forwarding or dropping at the same 
time.  

We can see the above setting is a single stage prisoner’s dilemma [22], where the 
motivation for a node to participate in this game playing is to maximize its benefit and 
the action it can take is to decide whether to forward or drop. For this game, the 
benefits accrued by each node for every strategy profile are tabulated in Table 2. 

Table 2. Benefit vs. strategy 

  Forward Drop 
Forward r-s, r-s -s, r 
Drop r, -s 0, 0 

 
In this typical single stage prisoner’s dilemma, the best strategy for a participating 

node is to drop the packet, since this action will maximize its benefit. We can further 
prove that mutual dropping will lead to Nash equilibrium: since the benefit function 
of each node is monotonically increasing with dropping actions and the maximized 
benefit of a node is r, dropping is a dominating strategy in this case. In other words, 
no node can gain more profit by cooperation with others. Putting into the wireless ad 
hoc networking context, it implies that selfish actions are actually encouraged but this 
will lead to zero throughput of the whole network. 

3.2   The repeated game 

If the packet forwarding game is played only once, there is no way we can achieve 
cooperation among these participating nodes; but in a real world setting, all nodes 
have to periodically choose an action (e.g. forwarding or dropping), and it becomes a 
repeated game for all the participating nodes. Similarly to the single stage game 
above, it achieves a non-optimum equilibrium when played repeatedly; however, sub-
optimum equilibriums are achievable, provided that players do not know a priori how 
many repetitions of the game there will be.  

Since a repeated game is path-dependent, a node has to take consideration of the 
present action’s impact on its future consequence [23]. We extend our previous model 
to reflect the impact of past event on future actions: assume that time t is discrete and 
divided in frames like t1, t2 .. tn. A node i will make a decision at each stage tn of the 
game, but its benefit gained at each stage will be discounted by a rate at d to reflect a 
past action’s impact factor over time [24]. 

A participating node in this game takes actions by adjusting its attitude towards 
forwarding. Explicitly, we denote a node’s probability to forward a packet as f, where 
in this case f=0 means dropping all the requested packets and f=1 mean forwarding 
all the requested packets. Let i denote the playing node’s id and –i denote its 
opponent, the benefit of a node for playing this game at a time frame tn is 

n n nt t t
i i ib f r f s−= − . The final benefit of a node finishing the game is 

140 L. Yan, S. Hailes 



 

0
( )n nt tn

i i i
n

B d f r f s
∞

−
=

= −∑ , where d is the discount rate. We study two classical 

strategies [23] and their sub-optimum equilibrium conditions. 

3.2.1   Tit For Tat 
TFT (Tit For Tat) is a highly effective strategy in game theory for the iterated 
prisoner’s dilemma [23]. A player using this strategy will initially cooperate, and then 
respond in kind to an opponent's previous action. If the opponent previously was 
cooperative, the player is cooperative. If not, the player is not. We model the TFT 
strategy as follows: 

1

1,  0
,  0

n

n

t
i t

i

n
f

f n−
−

=⎧
= ⎨ >⎩

 
(1) 

TFT provides incentives to cooperate since one player’s present move will have 
impact on its future consequence. Let’s study the node dynamics in this strategy. 

Assume all participating nodes are adopting TFT at the bootstrapping stage. It is 
obvious that this cooperation will continue as the forwarding probability will remain 1 
and thus all packets will be forwarded. If at some point a node i unilaterally changes 
its forwarding probability to 0t

if p=  (e.g. due to a physical transmission failure), its 

opponent will copy its behavior and set its forwarding probability to 1t
if p− = ; but 

the node i itself follows its opponent’s previous behavior, thus its own forwarding 

probability will be set back to 1 1t
if = . The above process will continue repeatedly 

and in the end we will see an alternate changing sequence as follows: 
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We can calculate the final benefit of node i for playing this game: 
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 A node will adopt this strategy if and only if it will gain profit from it, i.e. 
0iB ≥ . We solve Equation 3 and derive the boundary condition as:  
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3.2.2   Grim Trigger 
Grim Trigger (GT) is a trigger strategy in game theory for a repeated game [23]. 
Initially, a player using GT will cooperate, but as soon as the opponent defects (thus 
satisfying the trigger condition), the player using GT will defect for the remainder of 
the iterated game.  

Since a single defect by the opponent triggers defection forever, GT is the most 
strictly unforgiving of strategies in an iterated game. The implication in the network 
design is that once a node is misbehaved, it will be isolated permanently. We model 
GT as follows: 
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where h is introduced as the tolerance threshold and the trigger condition is f h< . 
We will then discuss the sub-optimum equilibrium condition for GT. Suppose all 

nodes are adopting GT at the bootstrapping stage, and the cooperation continues until 
some point when a node i unilaterally changes its forwarding probability to 0t

if p= . 
Depending on the degree of deviation, its opponent will respond with GT: (1) a slight 
degree of deviation, i.e. p h≥ , will be tolerated; and it will still forwards all packets 
(2) a bigger deviation, i.e. p h<  will trigger the punishment, and it will from now 
on drop all the packets forever. If we consider the worst case p h< , the forwarding 
probability sequence will be 
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Let us calculate the final benefit of node i for playing this game: 
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Using the condition 0iB ≥ , we get the boundary condition for a node to apply 
this strategy: 
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4    Proposed incentive strategy 

Any breach of cooperation in TFT or GT results in either all packets being dropped or 
some fraction of packets being dropped. In other words, fully cooperative is never the 
Nash equilibrium point with TFT or GT. Meanwhile, the boundary conditions from 
Section III imply that cooperation can be achieved in a network of selfish nodes, 
given network parameters (e.g., earning-cost ratio) carefully designed. Besides, in a 
real world communication process, network fluctuations and measurement errors may 
trigger unjust punishments, and those punishments may have irrevocable future 
effects in some strategies; in designing a practical strategy for real world networking, 
recovery mechanism shall be taken into serious considerations. 

From the above analysis, we can see that a strategy without recovery mechanism is 
not stable in practice. We aim to design a new strategy that reciprocates both 
cooperation and defection, but shall still be able to rebuild cooperation after a node’s 
unintentional misbehaviors. 

It is our hypothesis that an optimal strategy should bear at least the following 
merits:  

  --It is good (it starts by cooperating) 
  --It is retaliating (it returns the opponent’s defection) 
  --It is generous (it forgets the past if the defecting opponent cooperates again) 
  --It is not memoryless (it utilizes the history information). 
Our goal is to propose a strategy that is more adaptive to fluctuations and able to 

re-achieve full cooperation after a node’s misbehaviors. For the case of wireless ad 
hoc networks we design the Gradual strategy based on the idea of adaptiveness [25]: a 
player uses cooperation on the initial move and then continues to do so as long as its 
opponent cooperates. Then after the first defection of the opponent, it defects one time 
and cooperates two times; after the second defection of the opponent, it defects two 
times and cooperates two times, ... after the Nth defection it reacts with N consecutive 
defections and then calms down its opponent with two cooperations: 

0 1t
if = ; N = 0; n = 1; // start with forward 

while(n++) { // time-series 

    if( 1nt
if h−

− < ) { // opponent drop 

        N++; M = n + N; 

            while(n < M + 1) // respond with N drops 
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                { 0nt
if = ; n++;} 

            1nt
if = ; n++; 1nt

if = ; // two forwards 

         } 

    else 1nt
if = ; // otherwise forward 

} 

Using the same assumptions and settings in analyzing the previous strategies, we 
can derive a forwarding sequence after a node’s misbehavior as follows: 

{ ,  1, 0, 1, 1, }

{1,  0, 1, 1, 1, }
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We shall admit this is the simplest case with Gradual, and Equation 9 may become 
very complex when a node/opponent misbehaves again. Though we can still use the 
previous mathematics analysis method to find out the sub-optimum equilibrium for 
Gradual, the boundary condition itself shall take a complex form whose implication is 
no longer intuitive. Thus it is our hypothesis that simulation is a better way to 
understand the dynamics in this strategy. 

In a real world networking environment, nodes may take divergent strategies. For 
instance, (1) a group of nodes may employ TFT, and the other may use GT; (2) a node 
may take TFT in the bootstrapping stage, but it may switch to GT in a later stage. In 
other words, we need to study the mixed-strategy situations. However, such situations 
are complex in nature and simulation may be a better way to understand the 
cooperation behavior over time, which is generally believed to be evolutionary [26]. 

Complex strategies in the iterated prisoner’s dilemma have been studied by 
Axelrod [26] and a computer simulated tournament was proposed to evaluate different 
strategies when they compete against each other [27]. Typically, game theorists use a 
round robin tournament to study the behavior of strategies. Each strategy meets all 
other strategies in this tournament, and its score (i.e., benefit) is recorded for each 
confrontation. Its final score is the un-discounted sum of all scores, and the strategy’s 
goodness is measured by its final score completing the tournament. 

However, the above simulation design only provides the final result and does not 
reveal any dynamic aspects of strategy behaviors throughout the simulation process. 
We adopt the idea of ecological evolution and revise the round robin tournament as 
follows: we model the mixed strategy scenario as an ecological evolution process; at 
the beginning there is a fixed population of the same quantity of each strategy; a 
round robin tournament is made and then the population of bad strategies is decreased 
while good strategies obtain new elements. The simulation is repeated until the 
population has been stabilized. In this simulation scenario, a good strategy is then the 
strategy which stays alive in the population for the longest possible time, and in the 
biggest possible proportion [30].  
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Suppose that, initially, the total population is composed of M strategies iS  where 

1, ,i M= … . At the generation n, each strategy is represented by a certain number of 

players as ( )n
iW S ; Let ( | )i jV S S denote the score (i.e. benefit) when strategy iS  
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where all divisions shall be rounded to the nearest lower integer, due to the physical 
meaning of ( )n

iW S . 

 
Fig. 1.  Simulation result 

The simulation consists of 500 random nodes with an even distribution of 5 
strategies: all_c (always cooperate), all_d (always defect), 
random, tit_for_tat, gradual, i.e., initially each strategy is represented 
by 100 players. We run the simulation algorithm described in section 4.4.1, and plot 
the population changes over time in Fig. 1. It is possible to observe from Figure 1, 
after 12 generations the all_d and random strategies disappear; gradual has the 
biggest portion of population, followed by tit_for_tat. This implies that Gradual 
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strategy outperforms TFT and proves to be the winning strategy in a mixed strategy 
environment.  

We have then repeated the simulation with more strategy sets and all results show 
that Gradual is relatively strong, compared to other strategies; and the most significant 
point is that Gradual has never, or not often, bad scores. Therefore it is our conjecture 
that Gradual is a good strategy for wireless nodes. 

The reason why Gradual outperforms others can be explained as follows: different 
from all previous memory-less strategies, Gradual keeps a long-term memory about 
nodes’ behaviors and adaptively punishes misbehaviors with history information. 
Meanwhile it is positive towards rebuilding cooperation with two consecutive 
cooperations after the punishment.  

Actually we can find a number of real life metaphors of this strategy in our daily 
life, e.g. credit agency vs. debtors, government vs. taxpayers. A node’s standing in 
this strategy can therefore be interpreted in two ways: 
− Offensive: a node wants to force its opponent to cooperate, and thus clearly shows 

that it will be more and more aggressive so that the best choice for its opponent is 
to cooperate. 

− Defensive: a node does not want to be exploited, and thus gets less and less for 
cooperation. However as it needs services from others, it retries sometimes to 
reinstall cooperation. 

5   Concluding remarks 

In this paper, we have proposed a game theoretic model to investigate the conditions 
for cooperation in wireless ad hoc networks. Because of the complexity of the 
problem, we have restricted ourselves to a static network scenario. The main finding 
is that a cooperative state in a network of selfish nodes without a central authority is 
theoretically achievable, given network parameters (e.g. cost-earning ratio, discount 
rate, tolerance threshold, etc) carefully designed [31].  

We have then studied different node strategies within this model, and derived 
boundary conditions of cooperation for those strategies. As one of the results, we have 
proposed a refined strategy which is adaptive to fluctuations and able to achieve a full 
cooperation after a node’s unintentional misbehaviors. Due to the memory effect of 
this strategy, we conducted a simulation study instead of mathematical analysis. 
Another significant finding in this paper lies in the evaluation of mixed strategy 
scenarios, where different nodes adopt different cooperation strategies [32].  

Throughout the paper we have taken the assumption that packet transmission is 
unicast. However, recently there has been a plethora of work on using multicast 
routing protocols in wireless ad hoc networks [33]; we also intend to investigate the 
packet dynamics in a multicast network and extend the model for it. 
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Abstract: Wireless Sensor Networks are prone to many security attacks. The 
most complex among them is the node compromise attack. Networks enhanced 
with services like aggregation and security require a different intrusion 
detection mechanism than the generally used solutions and there is a possibility 
of a compromised node producing false intrusion detection alarms. Therefore 
we need suitable mechanisms to detect intrusion and to securely confirm the 
same. We propose two major schemes: 1) a post-deployment key distribution 
based permanent key establishment scheme 2) two on-the-fly key establishment 
schemes. The simulation results and analysis show that on-the-fly schemes are 
better suited for intrusion confirmation in energy constrained sensor networks. 
A simple and practical intrusion defense scheme also is suggested.

Keywords: Sensor networks, intrusion detection, secure confirmation of 
intrusion, key management.

1 Introduction

Wireless sensor networks (WSN) are vulnerable to different types of attacks [9] and 
many of these attacks survive only in sensor networks because the deployment of the 
network might be in inaccessible terrain and providing costly tamper resistant hardware 
is not an expected feature. In a node compromise attack [1], an attacker seizes a node 
from the sensor network, connects this node to his laptop, extracts the stored data, puts 
new data/behavior and has control on that node. The node compromise attack can 
generate many other security attacks [9][10] and the effect of all these attacks finally 
leads to either unavailability of the network functionality or short network life. 

In this paper we consider a network that is divided into many clusters. The cluster 
head in each cluster manages the cluster memberships, the distribution of the security 
key to members and aggregation of the collected data from the members as described in 
paper [7]. The data is encrypted at the cluster member by using a pair-wise key or 
cluster-wide key and decrypted at the cluster head. The cluster head performs 
aggregation on the collected data, encrypts the data using a different key belonging to 
the next hop or its parent cluster and the encrypted data is sent to the next node. 
Detection of attacks in these networks requires a specialized Intrusion Detection 
Scheme (IDS). Further, even after using the special IDS, a compromised node can 
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always send false intrusion detection alarms about legitimate nodes in the network. 
Hence proper key management protocols are required to confirm intrusion after 
detection. 

In this paper we propose an intrusion detection scheme as well as a scheme to 
securely confirm the detection. This is done in Section 3. Section 2 brings out rather 
limited attempts in this direction in the literature. The intrusion confirmation scheme 
requires establishment of pair-wise keys between the intrusion detector and the nodes on 
the data aggregation tree path. In Section 4 we bring out the unsuitability of key pre-
distribution method for pair-wise key establishment [3][4][5] in malice prone sensor 
networks. We have modified and enhanced the grid-based polynomial pre-distribution 
scheme of [3] to design a new scheme that we have called post-deployment permanent 
key establishment scheme suitable for secure confirmation of intrusion. We conduct 
detailed evaluation to bring out deficiencies of such schemes, in general. We therefore 
propose two on-the-fly schemes which make use of our original work in [7] for the 
establishment of pair-wise keys. A comparison of all the three schemes is made to bring 
out the superiority of on-the-fly schemes in general and on-the-fly scheme using the 
Base Station in particular. In Section 5, a suitable   intrusion defense scheme is 
suggested. 

In this paper emphasis is placed on the key management protocols required to 
confirm intrusion and therefore on their implementation and simulation results. An 
analysis of the secured data thus collected needs to be made to determine whether the 
intrusion has really taken place or it is a case of a false alarm and for identifying the 
intruder in the case of intrusion. However such a confirmation analysis is not within the 
scope of this paper. Further, the intrusion detection as well as the defense mechanisms 
are only proposed. Their implementation and evaluation are left for future work.  

2 Literature Survey

Even though a few watchdog mechanisms [1][2] are available in the literature, they are 
not suitable for the networks that support aggregation and security.  A secure 
aggregation scheme is suggested in [6], where the data forging attack at a specific 
aggregator can be detected. Each node A has a pair-wise key KAS shared with the Base 
Station S, stored as a pre-deployment knowledge. In the ith data transmission phase, a 
leaf node A computes a temporary key Ki-AS = EKAS (i), sends its data reading RA, node 
ID, IDA and Message Authentication Code, MAC (RA, Ki-AS) to its parent. Here EKAS (i) 
denotes the encryption of i using the secret key KAS. The parent node B calculates the 
aggregation Aggr of its children nodes’ readings and sends Aggr, IDB and MAC (Aggr, 
Ki-BS) to its parent. When the final aggregation result reaches the Base Station, the 
Base Station verifies the final aggregate and during data validation phase it broadcasts 
the temporary keys (Ki-AS, Ki-BS,...) to the network.  Using the temporary keys received, 
an intermediate aggregator verifies the intermediate aggregation results. Even though 
the scheme achieves low data communication through aggregation, it is vulnerable 
because the intermediate aggregation can be easily tampered if a parent and a child 
node in their hierarchy are compromised. Also data validation step consumes lots of 
battery power by broadcasting the temporary keys and re-computing the MAC.
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It is observed that schemes available in the literature for intrusion detection and its 
secure confirmation for sensor networks offering aggregation and security services are 
very limited and are inadequate. The newly proposed schemes of this paper detect 
intrusion posed by a single compromised node as well as intrusion from a set of 
cooperative nodes and avoid chances of any false intrusion detection alarms.   

3 Detection and Confirmation of Misbehavior in Sensor Networks 
Offering Aggregation and Security Services

Some of the major misbehaviors that are resulted from a compromised node are 
explained first. In Spoofing attack, a node supplies falsified sensed data. In a 
Masquerade attack, a compromised node supplies false data as if the data gets 
originated at a non-compromised node. In Falsified Aggregate attack, a compromised 
cluster head computes the aggregate of the data supplied by its members and instead of 
relaying the actual aggregate results, it will transmit an altered aggregate to its parent. 
Many pair-wise key establishment protocol steps include message traversal between one 
or more intermediate nodes and there is a possibility of many of the intermediate 
compromised nodes breaching the protocol steps by playing man-in-the-middle attack. 

We propose a new intrusion detection mechanism that avoids unnecessary buffering 
of bulk data received from many nodes. Usually multiple sensors trigger event detection 
in a sensor network and all the sensors may report the same detection data to the Base 
Station. Assume that every cluster is numbered and each data message includes the 
cluster number of the data origin, data source ID and the aggregated data value. When a 
data originated from a cluster reaches at a cluster head on the data traversal path at the 
first time, the cluster head CHk at level k inserts a record including cluster number and 
the aggregate value into a Cache. Since there is not much possibility of wide deviation 
in values sensed by neighbor nodes for a specific event detection, when the data arrives 
from the same cluster at later times, if CHk finds wide deviation in the stored aggregate 
value with the latest received aggregate, then it suspects the possibility of alteration 
attack at CHk+1, the next lower level. 

After perceiving deviation, the cluster head that has detected intrusion intimates the 
Base Station and as part of the intrusion defense mechanism, the Base Station may 
instruct all the other nodes in the network to reduce communication towards the 
suspected node.  But here comes possibility of another attack like a compromised cluster 
head sending false intrusion detection alarm about a legitimate neighbor cluster head to 
the Base Station. As a result of the defense mechanism, all the data communications 
towards the legitimate cluster head may get diverted to the compromised cluster head 
and this compromised cluster head may start misbehaving on the data. Hence it is 
always better to confirm the intrusion by directly contacting all the nodes on the data 
traversal path of the deviated aggregate value. This leads to designing an Intrusion-
Confirm protocol.

The Intrusion-Confirm protocol consists of a request message and a reply message. 
Let the data originator be the source node Si.  To verify and confirm the occurrence of 
an attack, CHk prepares an Intrusion-Confirm request message demanding to provide the 
value of the actual data supplied by cluster of Si. This request message is sent to all the 
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nodes on the aggregation tree path starting from CHk+1 to Si. After collecting Intrusion-
Confirm reply messages from all nodes, CHk analyzes and confirms whether CHk+1 is a 
compromised node or not. 

There can be a possibility of a sudden actual shift in the sensed data. In this situation 
the immediate cluster head at first notices the change. If any other cluster head other 
than the immediate cluster head perceive the value shift then that may be a case of an 
intrusion. Even if two cluster heads make a collaborative attack, since the aggregation 
corresponds to the data from the source cluster, attack can be detected at the higher 
level. The possibility of a compromised cluster head/member masquerading a legitimate 
cluster head/member by supplying false data can also be detected. The scheme requires 
data buffer to store the Intrusion-Confirm reply messages and data messages from many 
neighbour nodes only after the detection to confirm the intrusion. 

The Intrusion-Confirm request and reply messages are to be secured because 
otherwise the malicious node in between can alter the request and reply messages by 
playing man-in-the-middle attack. Therefore there is a requirement of pair-wise key 
establishment from CHk to all the nodes in the aggregation tree path from CHk+1 to Si 
which is the main concentration of this paper. 

4 Pair-wise Keys Establishment for Intrusion Confirmation

Schemes for pair-wise key establishment can be categorized into centralized and 
decentralized. In centralized schemes, the Base Station acts as a Key Distribution Centre 
to establish pair-wise keys after verifying the authenticity of each node, assuming that 
Base Station is physically guarded and can never get compromised. Decentralized 
schemes based on key pre-distribution [3][4][5], claim to be the most suitable for sensor 
networks. The nodes in the network co-operate among each other and establish the pair-
wise keys. But in a malice prone network, any sensor node may get compromised at any 
time or fresh malicious nodes may also get added to the network at any time. All the key 
pre-distribution schemes actually permit any node to establish keys with other nodes 
without verifying the authenticity, if they have the appropriate pre-distribution material. 

The grid-based polynomial pre-distribution scheme presented in [3] claims that the 
scheme has high probability to establish pair-wise keys, is tolerant to key capture and 
has low communication overhead. So we decided to try the possibility of using this 
scheme to establish the required pair-wise keys to confirm intrusion.  The scheme 

utilizes t-degree bi-variate polynomials f(x, y) = 


t

ji
jyixija

0,
over a finite field Fq, 

where q is a large prime number and satisfies the property that f(x, y) = f(y, x). The 

scheme uses a 2-dimensional grid of size m X m, where m = | 2 N | and N is the number 
of nodes in the network. Each row i of the grid is associated with a row-polynomial fi, r
(x, y) and each column i is associated with a column-polynomial fi, c (x, y). Each node 
has to be assigned a grid ID (i, j) that is a row and column intersection point in the grid 
so that the node stores the polynomial shares of ith row and jth column. A pair-wise key 
is established either as a Direct-Key or as an Indirect-Key. Two nodes can establish a 
Direct-Key if both of them share the same row or column polynomial. Otherwise, nodes 
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need to find a key path such that any two adjacent nodes in the path can establish a 
Direct-Key and by utilizing the nodes on the key path an Indirect-Key is established.

The proposed protocol to confirm intrusion requires usage of pair-wise keys to 
securely contact the nodes on the data traversal path. If the polynomial based pre-
distribution scheme is used after intrusion detection, there is possibility of man-in-the-
middle attack posed by one of the compromised nodes included in the key path if an 
Indirect-Key has to be established. So the required pair-wise keys cannot be established 
on-the-fly, but they are to be established permanently in the initial phase of the network 
formation assuming that it not possible to compromise any node at the initial phase of 
network formation. Hence we have proposed a post-deployment permanent key 
establishment scheme.

4.1 Post-deployment Permanent Key Establishment scheme

The grid-based scheme in [3] is modified and enhanced as follows to design a post-
deployment permanent key establishment algorithm: 
 The basic work assumes that each node in the network is in communication range 
with all other nodes in the network. If a node cannot have Direct-Key with a second 
node, that node itself can decide the key path required to establish Indirect-Key. But this 
is not the situation in real time deployment of sensor networks, where not all nodes are 
in communication range with each other and they use multi-hop communication 
protocol to communicate each other. Sensor nodes may not be having enough resources 
to store the details about all the other nodes in the network and the key path discovery 
process has to be very similar to a route discovery used to establish a route between two 
nodes that may introduce substantial communication overhead. Hence the basic scheme 
is enhanced with the Base Station storing the details about all the nodes existing in the 
network. Whenever any node requests for a key path to another node, the Base Station 
returns it if a successful path is available.
 The basic work provides a method to convert node address to Grid-ID, which is 
called as row-wise assignment. It assigns consecutive addresses to the Grid-ID starting 
from the first row and the first column, row-wise. i.e. in the order of (0,0), (0,1), . . .,(0, 
m-1), (1, 0), . . ., (1, m-1) and so on up to (m-1, m-1) where m is the dimension of the 
grid. But if the network is designed for a larger value of m but lesser number of nodes is 
used in the actual deployment, not all row polynomials get well utilized in the scheme.
An improved Grid-ID assignment called Diagonal-wise assignment is proposed, in 
which consecutive addresses are assigned in a diagonal way so that all the polynomials 
are equally well distributed. 
 As there are chances of physical capture of nodes from the deployment location to 
extract the polynomial shares stored at the node, it is preferred to distribute the 
polynomial share after network deployment, as part of node authentication to the Base 
Station. The Base Station generates 2m number of polynomials immediately after its 
initialization. As soon as a node self-organizes and joins the network, it will register to 
the Base Station. The Base Station stores the details about each registering node in a 
Register and the details include a list of registered nodes with which this currently 
registering node can establish a Direct-Key. The Base Station returns the row and 
column polynomials to that node, if the registration is successful.
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When a node gets connected to the network and recognizes its parent node, it
establishes pair-wise keys with its parent and all the grandparent nodes on the 
aggregation hierarchical tree using the enhanced Grid-based scheme. The key 
establishment steps are given in Table1.

Table 1. Permanent Key establishment algorithm
Step Description
1 Register the node ID to the Base Station and obtain the polynomial shares
2 If Direct-Key is feasible to its parent

 From the matched row or column polynomial, derive the key. 
 Send a Direct-Key confirmation message to the parent.
 Parent verifies the Direct-Key and returns the node ID of its parent, if the parent 

is not the Base Station.
3 If Indirect-Key is feasible to its parent

 Request the Base Station for key path to the parent.
 When the key path is obtained, generate a random pair-wise key.
 Using the nodes on the key path, the encrypted pair-wise key is intimated to the 

parent.
 The parent verifies the pair-wise key and returns the node ID of its parent, if the 

parent is not the Base Station.
4 If Direct-Key is feasible to the next grand parent

 From the matched row or column polynomial, derive the pair-wise key. 
 Send a Direct-Key confirmation message to the grand parent.
 The grand parent verifies the Direct-Key and returns the node ID of its parent, if 

the parent is not the Base Station.
5 If Indirect-Key is feasible to the next grand parent

 Request the Base Station for key path to the grand parent.
 When the key path is obtained, generate a random pair-wise key. 
 Using the nodes on the key path, encrypted pair-wise key is intimated to the 

grand parent.
 The grand parent verifies the key and returns the node ID of its parent, if the 

parent is not the Base Station.
6 Repeat the steps 4 and 5 until no more grandparents exist for this node.  

4.1.1 Protocol Evaluation 

The protocol is implemented for TinyOS [11] using NesC language. RC5 algorithm is 
used for encryption/decryption operations. The simulations are done in TOSSIM [8] for 
various sized networks and results are taken. While the protocol certainly achieves the 
main purpose of secure confirmation of intrusion detection, it is beset with several 
drawbacks. Therefore, a very detailed evaluation is done to bring out the deficiencies of 
the scheme in real time implementation. The following observations are made:
 The maximum eligible payload size of any TinyOS message is 29 Bytes. The 
structure of the Indirect-Key establishment message used in the implementation, its field 
interpretations and memory requirement for each field are given in Table 2. It is clear 
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that a maximum of 5 nodes can only be included in the key path to frame an eligible 
TinyOS message. During simulation of the proposed protocol, it is observed that the 
length of the key path formed was 2, 3 and 4 for a maximum of 250 nodes in the 
network. So if the Grid-based scheme is used for pair-wise key establishment with more 
than 250 nodes then there is a possibility of key establishment failure because it may not 
be possible to find a key path with a maximum of 5 nodes.

Table 2. Structure of Indirect Key Establishment Message
Message-field Interpretation Size (Byte)
Message-type Key establishment with parent or grand parent 1
Key-path [5] List of nodes on the key path 10
Key [16] Encrypted pair-wise key, which has to be established 16
Path-length Length of the key path 1
Current-node Node in the key path where currently processing is done 1
 As the length of key path increases, the overhead towards computation and 
communication also increases. If the key path length is four, the Indirect-Key is 
established with the help of three intermediate nodes, requiring four times hop-to-hop 
transmissions, four times encryptions and four times decryptions. The energy expense 
towards pair-wise key establishment with the parent nodes and with the grand parent 
have been evaluated. The energy expense is directly proportional to the number of keys 
established and more energy is spent if the number of Indirect-Keys is more than the 
number of Direct-Keys.  The evaluations are taken for both Row-wise and Diagonal-
wise Grid-ID assignments. It is observed that when the networks size is less than 100, 
the number Direct-Keys are more in Row-wise assignment compared to Diagonal-wise
assignment. But for larger size networks, Diagonal-wise scheme has more number of 
Direct-Keys. The percentage of Direct-Keys formed with parents the grand parents, 
compared to the total number of keys formed in the network is shown in Figure 1 and 
Figure 2 respectively. It is observed that for larger networks, the percentage of Direct-
Keys is drastically reduced as the number of nodes in the network increases.

Fig. 2. Percentage of Direct-Keys formed with Grand parents
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 The hierarchical trees formed during the simulations are with unequal degree for 
different sub trees. The maximum degree of these trees is between 6 and 8. As the 
number of nodes in the network increases, the number of levels in the trees is also 
increasing. The number of levels in the trees in the simulations with the Diagonal-wise
assignment is given in Figure 3. The number of keys to be stored at the Base Station is 
same as total number of nodes in the network. But the number of keys to be stored in 
many nodes in the next few levels down the Base Station is also very near to number of 
keys stored at the Base Station.  The Base Station can be a high-end node, but all the 
other nodes in the network are normal resource constrained sensor nodes. The number 
of keys being stored at the nodes in level 0, level 1 and level 2 in the hierarchical trees 
of various sizes are shown in Figure 4. As the number of keys needs to be stored at the 
nodes is high, the memory overhead of the protocol is very high.

 When a node requests for an Indirect-Key path, The Base Station finds out a key 
path from the details of list of registered nodes. Many times the Base Station could not 
find a successful key path because Grid-IDs are assigned either row-wise or diagonal-
wise in increasing order of address of the nodes and node registration is done in a 
random order. So at a particular time, there is a possibility of unavailability of a 
common node to establish the key path, consequences to a failure in finding a key path 
and the requesting node is required to repeat the key path request until it could get one. 
The number of times the key path request has failed for the entire network is also 
evaluated and the details are given in Figure 5. As the number of nodes increases, the 
number of failures also increases.

The above protocol evaluation has brought out the deficiencies of permanent key 
establishment protocols, in general. But it has been observed that as the network size 
increases, the memory required for key storage increases and also the communication 
overhead is more due to massive Indirect-Key formation as it is clear from Figure 1 and 
Figure 2. Sensor networks are very much resource constrained and therefore the 
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memory required for key storage has to be reduced. Further there is no likelihood that 
all the nodes in the network surely get compromised. Therefore most of the keys 
established through the permanent scheme do not get utilized as the network gets 
compromised sparingly in its lifetime. Hence it is preferred to build temporary on-the-
fly secure sessions in order to confirm intrusion whenever it is detected.

4.2 On-the-fly Secure Session Establishment schemes

Two simple on-the-fly schemes which are resistant to man-in-the-middle attack are 
proposed in this paper. The first scheme takes the help from the Base Station assuming 
nobody can compromise the Base Station. The second scheme uses multi-path 
communication. Since the keys generated for secure communication are used for only 
one session, their permanent storage in the memory is avoided. 

4.2.1 Intrusion Confirmation protocol utilizing Base Station

The proposed scheme is a simple, energy efficient, low memory requirement scheme 
utilizing the Base Station and the pair-wise keys already established in the sensor 
networks between any node and the Base Station. These pair-wise keys are established 
using the protocol presented in our earlier work [7] in which a sensor node authenticates 
to the Base Station and establishes efficiently two pair-wise keys, one with Base Station 
and another with its cluster head. 

The cluster head CHk randomly generates a key KCHk-Si and encrypts the key using the 
pair-wise key between CHk and the Base Station.  The Intrusion-Confirm request 
message is prepared including the request type, encrypted KCHk-Si and digital signature 
and the message is sent to the Base Station. The Base Station decrypts the pair-wise key, 
re-encrypts it with the pair-wise key shared with Si and forwards the request message to 
Si. Once the request message reaches Si, it decrypts the pair-wise key and prepares the 
Intrusion-Confirm reply message. The reply includes the actual value supplied by the 
node and its parent ID. The reply is encrypted using KCHk-Si and directly sent to CHk, 
which decrypts the reply and stores the reply for further analysis. The Intrusion-Confirm
request/reply protocol will continue with the parent of Si until the replies are obtained 
from all the nodes in the aggregation tree path from Si to CHk+1. The protocol is given in 
Table 3. The digital signature generation and verification are included to preserve 
integrity and origin authentication. They use Elliptic curved based algorithm and the 
public keys which would have already been distributed as in our earlier work [12].
ECDSAG and ECDSAV denote the generation and verification of digital signature.
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Table 3. Intrusion Confirmation through the Base Station
1 Cluster head CHk when suspecting intrusion by CHk+1 on the data supplied from 

Si, prepares Intrusion-Confirm request message.
 KCHk-Si = Genkey (); (r, s) = ECDSAG (Request-type || Si || KCHk-Si, PrCHk)
 CHk  BS : Request-type || Si || EKCHk-BS (KCHk-Si) || (r, s)

2 When BS receives the Intrusion-Confirm request from CHk

 Verifies digital signature by ECDSAV (Request-type || Si|| KCHk-Si, r, s, PuCHk)
 (r, s) = ECDSAG (Request-type || CHk || KCHk-Si, PrBS)
 BS  Si : Request-type || CHk || EKBS-Si(KCHk-Si) || (r, s)

3 When Si receives the Intrusion-Confirm request from BS, prepares Intrusion-
Confirm reply message.
 Verifies digital signature by ECDSAV (Request-type ||CHk || KCHk-Si, r, s, PuBS)
 Si  CHk : Reply-type, EKCHk-Si (Data || Cluster_ Head (Si))

4. When Cluster head CHk receives the Intrusion-Confirm reply from Si

 Decrypts the reply and stores (Data, Si) for further analysis.
 Continue steps 1, 2 and 3 for Cluster_Head (Si) until (Cluster_ Head (Si)  CHk)

4.2.2 Intrusion Confirmation protocol using Multi-path

In multi-path communication based scheme, CHk finds out all possible routes between 
CHk and Si. The scheme utilizes the pair-wise keys already established in the sensor 
network between any cluster member and its cluster head by using the protocol 
presented in [7]. CHk randomly generates a session key and prepares an Intrusion-
Confirm request message to include the type of request and the encrypted session key. 
The request message is forwarded through multi-paths to Si in a secure way by utilizing 
the pair-wise keys. Using the session key the source node encrypts the Intrusion-
Confirm reply and returns the replies back to cluster head CHk by using multi-paths.

For example let one such path be: CH1 - CH2 - CH3 - S4. CH4 randomly generates the 
session key KCH1-S4 to be established, encrypts it with the pair-wise key between CH1 -
CH2 and forwards the request message to CH2. It decrypts the session key and re-
encrypts it with the pair-wise key between CH2 - CH3. Finally the request will be 
reaching S4. It decrypts the session key, prepares the reply by encrypting with KCH1-S4.  
Once all the Intrusion-Confirm request messages from different routes arrive at S4, it 
sends a common reply message to CH1 through separate paths using multi-path 
communication. When CH1 receives the reply, decrypts it and stores the reply. A 
compromised node in one of the routes may try to influence the reply. Therefore that 
reply may be different from all the other replies forwarded through other routes. By 
proper analysis, the requested cluster head can conclude the occurrence of intrusion.

4.2.3 Comparison of Key Establishment Protocols

The basic characteristics of the three protocols used for key establishment towards 
intrusion confirmation proposed in this paper lead us to provide a comparison of the 
protocols as given in Table 4. It brings out the superiority of the on-the-fly schemes in 
general and the on-the-fly scheme using the Base Station, in particular. 

158 J. Abraham, K.S. Ramanatha 



Paradoxically itself there are possibilities of a compromised cluster head executing 
the intrusion confirmation protocol many times to drain the battery power in the sensor 
nodes in the aggregation tree path. Only a scheme that involves the Base Station can 
detect this attack since the highly resourced Base Station can store the relevant 
Intrusion-Confirm request messages and can make an analysis to determine the event 
and establish the culprit. This attack is hard to detect in the permanent key scheme and 
in the multi-path based scheme and requires further study.

Table 4. Comparison of Key Establishment Protocols
On-the-fly scheme using Parameter Post-deployment 

Permanent key 
scheme Base Station Multi-path

Key Establishment Initial phase On-the-fly On-the-fly
Security against man-in-the-middle 
attack

  

Security against multiple times 
execution of intrusion confirmation

X  X

Intervention of Base Station X  X
Communication overhead for key 
establishment

High Low Depends on 
number of paths

Communication overhead for 
Intrusion Confirmation

Very low Low Medium

Memory for additional key storage High Nil Nil
Speed of response after attack Immediate Slight Delay Moderate Delay
Probability of failure in key 
establishment

>0 = 0 = 0

Energy expense High Low Low

5. Intrusion Defense Scheme

We suggest a simple and practical intrusion defense scheme. The cluster head analyzes 
the Intrusion-Confirm Replies and if intrusion is confirmed, it sends an alarm message 
called Intrusion-Alert to the Base Station. The structure of the message is as shown in 
Table 5. When the Base Station receives the alert message, it increments the alert 
counter for this suspected node. When the alert counter value reaches a threshold, it 
verifies the validity of the intrusion directly with the suspected node because a group of 
compromised nodes can also supply false intrusion detection alerts about a legitimate 
node. As a second line of defense to verify the claim, the Base Station sends an 
encrypted request to the suspected node to return the latest aggregated value supplied 
from the cluster of Si. If intrusion is confirmed, it decides to lower the level of trust to 
the compromised node and intimates the new trust level to all the neighbors of the 
compromised node. When a neighbor node receives the trust level message, it reduces 
the communication towards the compromised node.

Table 5. Structure of Intrusion-Alert Message
CHk CHk+1 Data supplied by CHk+1 Si Data supplied by Si
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6. Conclusion and Future Work

A new watchdog mechanism to detect node compromise attacks is proposed for a 
network that provides aggregation and security services. Also to detect false alarming, 
we require an intrusion confirmation protocol, which directly contacts all the nodes in 
the required aggregation tree path in a secure way and collects the details. We have 
proposed mainly two schemes. The first scheme is a post-deployment permanent key 
scheme, which uses polynomial distribution method to establish the required pair-wise 
keys. But this requires huge memory for key storage and high communication overhead. 
So we have proposed two simpler and energy efficient on the fly schemes: one by 
involving the Base Station and another by using multi-path communication.  We have 
also suggested a feasible intrusion defense mechanism. The future work includes 
implementation and evaluation of the intrusion detection, confirmation analysis and 
defense schemes. 
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Abstract. Recently, wireless sensor networks (WSNs) have attracted attentions
of many researchers since they can be used for wide range of applications such
as environmental monitoring, security, disaster prevention, environmental con-
trol in office buildings, and precision agriculture. Control mechanisms for WSNs
should adapt to a variety of communication patterns which reflect application
requirements and the situation. In this paper, we propose ARCP (Ant-based ren-
dezvous communication protocol), a novel communication protocol for WSNs.
ARCP is designed to be adaptive to a variety of communication patterns by tak-
ing the rendezvous-based approach, where sensor data are collected and delivered
through nodes marked as rendezvous points. At the same time, ARCP acquires
robustness to failures and scalability with respect to network size by adopting
AntHocNet, which is an ad-hoc routing protocol inspired by foraging behavior of
ants. Through simulation experiments, we show that ARCP outperforms existing
communication protocols in adaptability, robustness, and scalability.

Keywords: Wireless Sensor Network, Data-centric Communication, Rendezvous-based
Approach, Ant Routing

1 Introduction

Recently, wireless sensor networks (WSNs) have attracted attentions of many researchers
[2, 1]. WSNs consist of a number of small sensing devices (nodes) with wireless com-
municating component and a base station as a sink of sensor data. WSNs can be used
for a wide range of applications including environmental monitoring, environmental
control in office buildings, precision agriculture, and so on [3].

A variety of communication patterns emerges in WSNs reflecting application re-
quirements and the situation. For example, consider a WSN for habitat monitoring. A
number of nodes are distributed over the monitored area. They collect environmental
data, such as temperature, humidity, and wind direction. Then, they send the collected
sensor data to a base station periodically. Once an animal is detected, some of nodes
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begin to collect and send more detailed sensor data more frequently to track the behav-
ior of the animal. Following the movement of the animal, nodes for detailed sensing
change. In this way, the location and number of nodes involved in communication and
their frequency dynamically change in accordance with the situation. Therefore, con-
trol mechanisms for WSNs must be adaptive to a variety of communication patterns and
changes of the situation. Failures of nodes and links also occur for fragility of low-cost
device and unstable and unreliable radio communication environment. For example, a
node halts due to energy exhaustion or physical damages. Some obstacles cause ra-
dio interference, which prevents a node from exchanging messages with a physically
neighboring node. Therefore, control mechanisms for WSNs must be robust to failures
of nodes and links.

To accomplish robust, scalable, and energy-efficient communication in WSNs, sev-
eral protocols has been proposed [15, 17, 16]. Directed diffusion is a data-centric com-
munication paradigm [15, 10, 12], where messages are sent with the description of in-
terested data, e.g. “send wind direction and speed when the temperature is higher than
25◦C” or “notify if a fire has been detected”, rather than the address of the destination
node, e.g. “send sensor data to the node with address d”. Directed diffusion has three
variations of communication protocols: two-phase pull (TPP), one-phase pull (OPP),
and push. In TPP or OPP, nodes which are intended to gather sensor data (called data
gathering nodes) send the description of interested sensor data to the entire network
using flooding and then nodes that can provide requested sensor data (called data provi-
sion nodes) respond. In TPP, data gathering nodes receive responses via multiple routes
and choose the minimum delay route among them. In OPP, on the other hand, data gath-
ering nodes receive all responses via the minimum delay route. In push, data provision
nodes send samples of sensor data to the entire network using flooding and then data
gathering nodes respond. Because of their mechanisms, TPP and OPP are appropriate
when data provision nodes are more than data gathering nodes and push is appropriate
when data gathering nodes are more than data provision nodes [9]. Therefore, in di-
rected diffusion, an appropriate protocol must be selected a priori taking into account
expected communication patterns or must be selected dynamically reflecting the sit-
uation by introducing some switching mechanism. In [17], a tree-based multicasting
scheme for communication between a data provision node and multiple mobile data
gathering nodes is proposed. In [16], a Steiner tree is constructed between data provi-
sion nodes and a data gathering node by using an ant colony algorithm for data-centric
routing. Although they also enable robust, scalable, and energy-efficient communica-
tion, they can be applied only to one-to-many or many-to-one type of communication.

The rendezvous-based approach [13], which is a hybrid of pull and push, delivers
sensor data indirectly via nodes marked as rendezvous points (RPs). Both data provision
nodes and data gathering nodes notify RPs of the description of sensor data they can
provide or they are interested in (See Fig. 1). Data provision nodes deliver sensor data
to RPs. Data gathering nodes retrieve sensor data from RPs. In the rendezvous-based
approach, numbers, locations, and communication frequency of data provision nodes
and data gathering nodes do not much affect the performance of communication. Loca-
tions of RPs, on the other hand, do affect the performance and thus RPs must be located
appropriately according to the communication pattern and the situation. For example,
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Fig. 1. Rendezvous-based approach

when there are more data provision nodes than data gathering nodes, an RP should
be located closer to data provision nodes in order not to introduce much overhead in
transmitting sensor data from data provision nodes to the RP. However, a mechanism to
locate RPs has not been studied yet.

In this paper, we propose ARCP (Ant-based rendezvous communication protocol),
a novel communication protocol for WSNs. Taking the rendezvous-based approach,
ARCP is designed to be adaptive to a variety of communication patterns. ARCP ap-
points a node where delivery and retrieval of sensor data are expected to be frequent as
an RP, promotes the usage of good RPs, and removes unused RPs. At the same time,
ARCP acquires robustness to failures and scalability with respect to network size, by
adopting AntHocNet [7], an ad-hoc routing protocol inspired by foraging behavior of
ants. It is known that ants establish the shortest paths between the nest and food sources
without centralized control by depositing volatile chemical substance called pheromone
[8, 6, 5, 4].

This paper is organized as follows: Section 2 describes details of ARCP. Section 3
evaluates the adaptability, robustness, and scalability of ARCP through simulation ex-
periments. Finally, Sect. 4 summarizes this paper and describes future works.

2 A Rendezvous-based Adaptive Communication Protocol for
Large-scale Wireless Sensor Networks

In ARCP, nodes maintain neighborhood relation by periodically exchanging hello mes-
sages. Nodes send control messages called routing ants when they are ready to send or
intend to receive sensor data. When routing ants from data provision nodes and those
from data gathering nodes frequently encounter at a node, it is marked as an RP. Sensor
data are transmitted by another kind of control messages called carrier ants. Carrier ants
play similar role to data packets in AntHocNet. A data provision carrier ant generated
by a data provision node carries sensor data from the data provision node to an RP. A
data gathering carrier ant generated by a data gathering node carries sensor data from
an RP to the data gathering node. Sensor data expires when a certain duration specified
by the application passed from its generation. RPs discard expired sensor data. To im-
prove delivery ratio of sensor data, carrier ants are guided to RPs with many arrivals of
carrier ants, while unmarking RPs with few arrivals. All ants have the same TTL. When
an ant travels more than nT T L > 0 hops from its generation, it is discarded at the node.
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Details of the behavior of ants in establishment and management of RPs and routes to
them will be described in the following sections.

2.1 Behavior of routing ants

In ARCP, routes from data gathering nodes and data provision nodes to RPs are es-
tablished and maintained by AntHocNet. In AntHocNet, routing information called
route pheromone are maintained using three kinds of routing ants: reactive forward
ants, proactive forward ants, and backward ants. Since ARCP is a data-centric com-
munication protocol, a destination node is specified by the description of sensor data,
rather than the address of the node.

Upon an application’s request for delivery or retrieval of sensor data, a data pro-
vision node or a data gathering node s checks whether it has the pheromone for the
description d. If the pheromone exists, the node s generates carrier ant and sends it at
the regular intervals specified by the application. The carrier ant travels toward an RP
choosing the next hop node according to pheromone values on each intermediate node.
If no pheromone exists, the node s generates a routing ant. If the node s is a data provi-
sion node, the routing ant is a data provision routing ant. Otherwise, the routing ant is
a data gathering routing ant. A routing ant generated at the node s behaves in the same
way as a reactive forward ant in AntHocNet, which is sent to the next hop node chosen
according to the pheromone for the description d or broadcast when there is no such
pheromone. A node where data provision routing ants and data gathering routing ants
frequently visit becomes an RP. When a routing ant marks a node as an RP or arrives
at an RP, the routing ant becomes a backward ant in AntHocNet to return to the node s
by traversing the same route it took to the RP. On the way to the node s, the routing ant
updates pheromone values at the nodes along the route. Once the routing ant arrives at
the node s, i.e. a route to the RP has been established, the node s begins to generate and
send carrier ants.

In addition, as in AntHocNet, a data provision node and a data gathering node gen-
erate and send a data provision routing ant and a data gathering routing ant per nr carrier
ants, respectively, in order to maintain and improve routes. These routing ants behave
as proactive forward ants of AntHocNet and they are sent to the next hop node chosen
according to the pheromone.

2.2 Marking and Unmarking of RPs

Appropriate location of RPs depends on the number and position of data provision
nodes and data gathering nodes. As mentioned in Sect. 2.1, nodes where data provision
routing ants and data gathering routing ants frequently encounter are marked as RPs.
It implies that a node is marked as an RP if it has many data provision nodes and data
gathering nodes around it and has relayed many sensor data. By locating RPs closer to
many data provision nodes and data gathering nodes, overhead in transmitting sensor
data from data provision nodes to RPs and from RPs to data gathering nodes can be
reduced. In this context, the term encounter means that a data gathering routing ant and
a data provision routing ant pass the same node within a certain period of time.
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Upon the arrival of a data provision routing ant at the node i, the timer X i
p is set

to the initial value Xp > 0. Likewise, upon the arrival of a data gathering routing ant
at the node i, the timer X i

g is set to the initial value Xg > 0. When the other timer is
greater than zero on setting a timer, i.e. a certain period has not passed from the arrival
of a routing ant from a node of the other type, the encounter counter Ci is increased
by one. If the other timer is zero, the encounter counter Ci is decreased by one. If
the encounter counter Ci of the node i reaches the value nRP > 0, then the node i is
marked as an RP. Since this marking is performed autonomously at each node, there
is the possibility that multiple nodes are marked as an RP. Multiple RPs enable load
distribution, where carrier ants are distributed among RPs. Consequently, the energy
consumption at an RP and its neighbor will be suppressed and network congestion will
be avoided. Robustness against RP failures will also be improved. However, because it
is necessary to visit multiple RPs, not necessarily all though, to collect all sensor data,
the gathering or delivery ratio of sensor data could decrease. The number of RPs can be
reduced by, for example, using larger threshold nRP. With larger nRP, however, it takes
long time for the first RP to appear. If the encounter counter Ci of the node i decreased
to less than nRP, i.e. few ants arrive at the node i, then the node i is unmarked. The
unmarked node broadcasts a link failure notification message of AntHocNet in order to
remove routes to itself.

2.3 Goodness of RPs

RPs are not equal in the frequency of arrival of carrier ants and the number of stored
sensor data. The RP r is considered good when both data provision carrier ants and
data gathering carrier ants arrive at r frequently and many sensor data are relayed at
r. Guiding many ants to good RPs improves the delivery ratio of sensor data. For this
purpose, in addition to the route pheromone, we introduce another kind of pheromone
called rendezvous pheromone which reflects the goodness of the RP.

Since the route pheromone value T i
nd in AntHocNet reflects only the latency of

the route, ants prefer shorter routes rather than longer ones. In the rendezvous-based
approach, however, the distance to an RP does not necessarily indicate the goodness of
the RP. For example, consider the following case (See Fig. 2). There are two RPs r1 and
r2 between data provision nodes and a data gathering node. The RP r1 is near the data
provision nodes, but it is far from the data gathering node. On the other hand, the RP r2
is near the data gathering node, but it is far from the data provision nodes. In this case,
while data provision carrier ants frequently visit the RP r1, no data gathering carrier
ant comes to the RP r1, for choosing closer RP r2. As a result, no sensor data can be
delivered to the data gathering node via the RPs.

Now, we introduce rendezvous pheromone to tackle this problem. Ants choose the
next hop node according to both the rendezvous pheromone value U i

nd and the route
pheromone value T i

nd . On the way to the originating node, an ant at the node i updates
the rendezvous pheromone value U i

nd as well as the route pheromone value T i
nd by the

following equations:
T i

nd = γT T i
nd +(1− γT )τ i

d (1)

U i
nd = γU U i

nd +(1− γU )ndata (2)
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Fig. 2. RPs unshared by data provision node and data gathering node

Fig. 3. An example of network topology

where n is the node from which the node i received the ant, γT ∈ [0,1] and γU ∈ [0,1]
are smoothing parameters, τ i

d is the estimated time for a carrier ant to travel towards the
RP (See [7] for details), and ndata is the number of sensor data stored at the RP when
the ant left. The rendezvous pheromone value U i

nd to an RP which has many sensor
data becomes large by (2). An ant at the node i chooses the next hop node n for the
description d with the probability Pnd given by the following equation:

Pnd =
(T i

nd)
βT (U i

nd)
βU

∑ j∈Ni
d
(T i

jd)
βT (U i

jd)
βU

(3)

where Ni
d is the set of neighbors of the node i and βT ,βU > 0 are parameters representing

the weights of route pheromone and rendezvous pheromone respectively.

2.4 Transmission of Sensor Data

Data provision nodes deliver sensor data to RPs using data provision carrier ants. Data
gathering nodes retrieve sensor data from RPs using data gathering carrier ants. Sen-
sor data are associated with lifetime specified by an application. A data provision node
holds its sensor data during their lifetime. An RP holds received sensor data during their
lifetime, but it discards duplicated sensor data immediately. In addition, an RP aggre-
gates sensor data [14], if an application requires. A data provision carrier ant carries all
the sensor data stored at the data provision node to an RP. A data gathering carrier ant
carries all the sensor data stored at an RP to the data gathering node. The sending rate
of carrier ants at a data provision node and a data gathering node is determined accord-
ing to an application requirement. A carrier ant travels toward an RP by choosing the
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Table 1. Control parameter setting in simulation

βT ,βU Weight of pheromone 1 (routing ants) or 3 (carrier ants)
γT ,γU Smoothing parameter for pheromone 0.7

nr Number of carrier ant per data provision routing ant 30
nRP Threshold for encounter counter 10
thello Hello message interval 30 s

Xp,Xg Initial timer value for routing ants 240 s

next hop node with the probability given by (3) at each node and then returns to the
originating node by traversing the same route it took to the RP. Note that carrier ants
tend to choose better route than routing ants, because parameters βT and βU in (3) are
set larger for carrier ants.

3 Simulation and Evaluation

In this section, we evaluate adaptability, robustness, and scalability of ARCP through
simulation experiments.

3.1 Simulation Environment

We consider a WSN consisting of randomly placed immobile sensor nodes. A bidirec-
tional link is established between any two nodes whose distance is less than 12 m. The
link propagation delay is assumed to be 3 ms. It is assumed that no message is lost in
the MAC layer due to e.g. collisions. Data provision nodes and data gathering nodes
are chosen to form clusters [13]. First, one node is randomly chosen as a data provision
node. Then, n− 1 nodes closest to the node are appointed as a data provision node. n
data gathering nodes are chosen in the same way from the remaining nodes. Data provi-
sion nodes and data gathering nodes do not change during a simulation run. An example
of network topology is shown in Fig. 3.

A data provision node generates sensor data every 2 s. For each of sensor data,
the data provision node generates a data provision carrier ant. A data gathering node
generates a data gathering carrier ant every 2 s. The size of single sensor data is set
at 10 bytes. The size of an ant is set at 63 bytes except that a carrier ant amounts to
63 + 10k bytes where k is the number of sensor data it carries. The size of a hello
message and a link failure notification message are set at 3 and 7 bytes respectively.
The lifetime of sensor data is set at 40 s. Sensor data are not aggregated at RPs. Table 1
summarizes parameter setting in ARCP. Parameter setting for directed diffusion (TPP,
OPP, and push) is based on [9].

As performance metrics, we use the delivery ratio of sensor data and the energy
consumption. The delivery ratio for the whole network is defined as the average of the
delivery ratio for all data gathering nodes. The delivery ratio for a data gathering node is
defined as the ratio of the number of sensor data received by data gathering node to the
number of sensor data generated by all data provision nodes. The energy consumption
of the whole network is defined as the sum of the amount of energy consumed by
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Fig. 4. Adaptability to the number of data provision/gathering nodes

all nodes in sending and receiving messages. The energy consumption in sending and
receiving a message is calculated according to [11]. Each simulation runs for 10,000 s
in simulation time. We show the average and 95% confidence interval of results of five
runs.

3.2 Evaluation of Adaptability

In order to evaluate the adaptability to communication patterns, we performed simula-
tion experiments while changing the number of data provision nodes and data gathering
nodes. 60 nodes are randomly placed in the 50×50 m2 monitored area and the TTL of
ants, nT T L is set at 10.

Results are shown in Fig. 4. The number of data provision nodes which is equal to
the number of data gathering nodes is changed from 1 to 10.

As shown in Fig. 4(a), the delivery ratio is always 1 in directed diffusion and is
almost 1 in ARCP. That is, sensor data are successfully delivered to data gathering
nodes regardless of the numbers of data provision nodes and data gathering nodes in
any protocol. The reason for the slightly low delivery ratio of ARCP is that an ant
chooses a next hop node in a probabilistic way for robustness against node failure. As
such, an ant would take a long way and spend its TTL before reaching an RP. The
delivery ratio can be improved by using larger nT T L. However, it leads to larger energy
consumption for allowing a longer route.

As shown in Fig. 4(b), ARCP is the most energy efficient protocol among the four
under the many-to-many communication scenario. In ARCP, the increase of the number
of data provision nodes and data gathering nodes only results in the increase of traffic
between RPs and data provision nodes and between RPs and data gathering nodes. On
the other hand, in directed diffusion, the increase of the number of data provision nodes
and data gathering nodes results in the increase of the number of message flooding,
which consumes the considerable amount of energy for involving all sensor nodes. Note
that TPP costs the largest amount of energy, because data provision nodes first flood
messages and then data gathering nodes send responses using all possible routes. In
conclusion, ARCP is adaptive and scalable to the number of data provision nodes and
data gathering nodes.
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Fig. 5. Temporal variation of delivery ratio in a network with node failures

3.3 Evaluation of Robustness

In simulation experiments, 500 nodes are randomly arranged in the 140×140 m2 moni-
tored area and nT T L is set at 20. The numbers of data provision nodes and data gathering
nodes are both set at 10. In order to evaluate robustness against node failures, we ran-
domly choose 50 nodes among nodes which are not either of data provision nodes or
data gathering nodes and stop them at 3,000 s. Failed nodes cannot send or receive
any messages. All messages sent to failed nodes are lost. Any routing information and
sensor data in failed nodes are removed. After 30 s, the failed nodes go back to nor-
mal operation and next 50 nodes are randomly chosen to halt. The same procedure is
repeated until 3,500 s. For the comparison, we also consider OPP for its low energy
consumption shown in Fig. 4(b).

Although not shown in figure, the average delivery ratio during the 500 s period
is 77.5% in OPP and 80.5% in ARCP, respectively. In general, the rendezvous-based
approach is vulnerable to failure of RP. If an RP fails and no other RP remains, the
delivery ratio considerably degrades until a new RP is established. On the contrary to
this conjecture, the delivery ratio of ARCP is higher than that of OPP.

To understand this result, we show an instance of temporal variation of average
delivery ratio in Fig. 5. Circles on the horizontal axis in the figure indicate instances
when node failures occurred. As can be seen, in OPP, the delivery ratio often drops
to zero when node failure occurs. Although the delivery ratio is recovered soon by
frequent message flooding, a large amount of sensor data is lost in this period. On the
contrary, node failure does not affect the delivery ratio of ARCP in most cases, since ant-
based routing allows ants to detour failed nodes by the probabilistic next hop selection.
However, the delivery ratio of ARCP decreases to zero at about 3,430 s. At this time, an
RP halted and there was no other RP. Due to autonomous and self-organizing behavior
in establishing RPs and routes, it takes time to recover the delivery ratio once the only
RP fails. However, the typical number of RPs was 2 in the simulation experiments and
thus the probability that all RPs fail is low in the random failure scenario. Therefore, it
can be concluded that ARCP is similarly to or slightly more robust than flooding-based
deterministic protocol, i.e. OPP.
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3.4 Evaluation of Scalability

In order to evaluate scalability with respect to the number of nodes, we conducted sim-
ulation experiments for 60, 500, 5,000, and 10,000 nodes. In the case of 60 nodes, they
are distributed in the 50×50 m2 monitored area. We keep the density of nodes the same
among the node population by changing the area. nT T L is set in accordance with the di-
ameter of a network as 10, 20, 70, and 100, respectively. The numbers of data provision
nodes and data gathering nodes are both set as 10.

As shown in Fig. 6(a), the delivery ratio is kept 1 in OPP and push, since both use
flooding to establish routes among data provision nodes and data gathering nodes. The
delivery ratio of ARCP is also almost 1 for all of the node population, but we see the
slight tendency of decrease as the number of nodes increases. As the population be-
comes large, ARCP takes more time to establish RPs and routes. Therefore, the amount
of sensor data which expire at a data provision node before RP establishment increases.
In addition, the length of routes also increases. Consequently, the probability that a car-
rier ant spends up its TTL becomes large, for taking a longer route by choosing a next
hop node with small amount of pheromone. However, the delivery ratio is kept as high
as 96%.

As shown in Fig. 6(b), the energy consumption increases in order of O(N) in OPP
and push and O(

√
N ) in ARCP where N is the number of nodes, respectively. That

is, ARCP is more scalable than others. Messages in OPP and push are classified into
two categories: flooding and non-flooding. Since the number of flooding messages in-
creases in proportional to the number of nodes, energy consumption increases in order
of O(N) for flooding messages. A non-flooding message is transmitted via the shortest
route between a data provision node and a data gathering node. Since nodes are ran-
domly located in the square monitored area, the length of the shortest route between
two arbitrary nodes is in order of O(

√
N ). Then, the amount of energy consumed by

non-flooding messages is in order of O(
√

N ). Since flooding is periodically performed,
the energy consumption of OPP and push as a whole becomes in order of O(N). On
the other hand, in ARCP, it is difficult to estimate the energy consumption accurately,
since ants sometimes broadcast themselves or choose a longer route. However, now, we
approximate the energy consumption as follows. Most of ants are expected to choose
the shortest route and their energy consumption is in order of O(

√
N ). Some ants be-

have like a flooding message and their energy consumption is in order of O(N). How-
ever, flooding behavior basically occurs to find an RP and establish a route, i.e. only at
the initial stage. Therefore, we can approximate the energy consumption of ARCP as
O(
√

N ).

4 Conclusion

In this paper, we propose ARCP, a novel data-centric communication protocol for WSNs.
ARCP combines the rendezvous-based approach and the ant-based routing protocol to
be adaptive to communication patterns, robust to failures of nodes and links, and scal-
able with respect to network size. Through simulation experiments, we show that ARCP
is more adaptive and scalable than existing communication protocols while keeping as
high robustness as existing communication protocols.
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Fig. 6. Scalability with respect to the number of nodes

We are considering further improvement on the adaptability of ARCP to dynamic
changes in communication patterns. For this purpose, we need to develop a mechanism
to dynamically move RPs to locations more appropriate for new condition.
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Abstract. A wireless sensor network for automatic meter reading needs to sat-
isfy two contradicting requirements, i.e., long lifetime and prompt detection and
notification of emergency. We propose a sensor network protocol for this pur-
pose, in which sensor nodes operate on a low duty cycle while the latency of
transmission is guaranteed to be less than a certain bound. In this protocol, each
node is assigned a time slot in which it receives messages from other nodes. To
accomplish slot assignment where nodes further from a BS are assigned earlier
time slots for a packet to be transmitted to the BS in one cycle, we propose a slot
assignment function with which a node can determine its own slot in a distributed
way. We explore several slot assignment functions to find one which gives low
and homogeneous contention over a grid network. The simulation results show
that our protocol performs well close to the optimal case.

1 Introduction

Wireless sensor network (WSN) is a key technology to realize our safe, secure, and
comfortable future life. Among its wide variety of applications, we focus our attention
on automatic meter reading (AMR) in a large-scale apartment building which consists
of hundreds of apartments. In such a building, meters are attached to pipes and cables
in each apartment to monitor consumption of water, gas, electricity, and so on. A water,
gas, or electricity company hires and sends personnel to collect meter readings once a
month in most cases. In these days, those companies consider to adopt a WSN for meter
reading, since it is costly to hire many personnel to cover all houses and buildings of
customers and it becomes difficult for outsiders to enter modern apartment buildings
for security reasons.

Such a WSN for AMR consists of meters equipped with a radio transceiver operated
on battery power supply and a gateway server, i.e., base station (BS), connected to a
monitoring station of a company through a regional wired or wireless network. Since
a meter is usually stored in a meter box or pipe shaft, radio signal is heavily disturbed
and the range of transmission is relatively small. Therefore, a WSN is sparse, where the
average number of neighboring nodes, i.e., nodes in the range of radio signals, is a few.
Monthly meter reading does not put too strict restriction on the delay requirement as
far as meter reading is collected from all meters in a building. On the contrary, urgent
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information such as detection of gas leakage must be transmitted to the BS immediately,
e.g., within 10 seconds, once it happens.

In this paper, we consider a network protocol for AMR, which can collect meter
reading from all meters at a predetermined interval, e.g., once a month, and transmit
urgent information from a meter to a BS within the specified delay bound. We assume
that a contention-based MAC is adopted and that timers of nodes are synchronized
by a certain synchronization protocol, such as proposed in [5, 6, 11]. In addition, a
WSN is maintained by a certain topology control protocol, together with a health check
mechanism conducted once a day, for example. Under these assumptions, we consider
sleep scheduling for energy-efficient operation of a WSN.

The trade-off between latency and energy-efficiency has been discussed in some
literatures [2–4, 9]. Sleep scheduling to reduce latency is also proposed in [1, 8, 10].
However, they do not consider reliability of data transmission. Both loss for unreli-
able wireless communication and latency caused by sleeping nodes are considered in
the dynamic switch-based forwarding [7], which optimizes the expected delivery ratio,
expected communication delay, or expected energy consumption. However, this for-
warding method does not provide any guarantee on end-to-end delay. We aim to satisfy
both requirements on bounded end-to-end delay and low duty cycle by waking up nodes
from the edge of a WSN to the BS adopting a distributed and self-organizing slot as-
signment mechanism.

The rest of this paper is organized as follows. First we describe the details of our
protocol in Sect. 2. In Sect. 3, we define the contention degree, which represents the
intensity of contention at each node, and expected contention degree in a grid network
is presented. Next we evaluate four slot assignment functions in Sect. 4 and the best one
is further tuned for a grid network in Sect. 5. We conclude this paper in Sect. 6.

2 Sensor Network Protocol for AMR

To save energy consumption, making nodes sleep is one of the primary techniques. To
detect an event and notify a BS of it, a node has to wake up at least once per the delay
bound, denoted as dmax hereafter. Then, all nodes on the path from the detecting node
to the BS must wake up at appropriate timing so that the urgent information is relayed
to the BS immediately.

Now consider the case that the duration of one operation cycle, dmax, is divided into
time slots of duration ts. In most of TDMA-based scheduling, a slot is assigned to each
node for packet transmission. A node can occupy the wireless channel during the as-
signed slot and send a packet without being disturbed by other nodes. This scheduling
enables efficient usage of the wireless channel, but it is inefficient from an energy point
of view. Since a node does not know which node has a packet to relay, it must listen to
the wireless channel in all of slots assigned to its neighbors. In a WSN, such idle listen-
ing is the major drain of energy, especially when packets are generated intermittently
as for AMR.

Our approach to shorten this idle listening is to assign time slots not for sending but
for receiving to lower the duty clcle of nodes. With this slot assignment, each node has
to be awake during only one slot per cycle even if it has two or more child nodes. In
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our sensor network protocol for automatic meter reading, called Sleep Scheduling by
Distributed Slot Assignment (SSDSA), every node keeps awake for ts at an interval of
dmax for possible packet reception. The total number N of slots is given by N = dmax/ts.
We define slotID 0≤ k≤N−1 where a smaller slotID corresponds to an earlier slot in a
cycle of dmax. The duration ts is determined to be long enough for MAC layer to deliver
a packet to a next-hop node, including carrier sense, MAC level acknowledgement, and
retransmissions. For example, its typical value would be between 100 ms and 200 ms
for IEEE 802.15.4 and smaller for IEEE 802.11. If ts = 100 ms and dmax = 10 seconds,
the duty cycle is 1/100. Even lower duty cycle can be achieved by employing an energy-
aware low duty MAC protocol such as [12]. In SSDSA, a node further from a BS obtains
an earlier slot with a smaller slotID. As far as every node has a next-hop node which
has a slot of a larger slotID, a packet originating at any node can reach the BS within
dmax.

The details of SSDSA are as follows:

1. New node i first tries to discover neighbor nodes by a neighbor discovery protocol
employed. Neighbor discovery is out of scope of this paper.

2. When node i discovers neighbor j, node j notifies node i of its ID, level l j, which
corresponds to the hop distance from the BS, and slotID k j. We assume that the BS
has a power supply and does not sleep. The BS declares slotID N and the level 0.
Node i stores the received information in a neighbor table. Neighbors are listed in
ascending order of the level as the first key and the slotID as the second key (see
Fig. 1). A time synchronization process could be conducted in this stage. In the rest
of this paper, we refer a parent or child node as a direct neighbor of a node which
is one hop closer or further to the BS than the node itself, respectively. A next-hop
node is one of parent nodes to which a node sends a packet and a preceding node is
one of child nodes from which a packet is received.

3. After completing the neighbor discovery process, node i determines its own level
li and slotID ki as li = l1

i + 1 and ki = f (k1
i ), where l1

i and k1
i are the level and

slotID of the node at the top of the neighbor table, respectively. f (k) is called the
slot assignment function (SAF), which gives a smaller value than k following the
slot assignment probability distribution function (SAPDF), which will be discussed
later. Level li + 1 nodes and level li nodes with slotID equal or smaller than the
maximum among level li−1 nodes are removed from the neighbor table. In Fig. 1,
node B does not have node C in its neighbor table for this reason. Then, node i
sends these information to its neighbor nodes of the same level at their slots. A
neighbor node which receives this notification adds node i to its neighbor table, if
slotID ki is greater than the maximum slotID of its parent nodes.

4. Once node i determines its time slot ki, node i wakes up at the slot, keeps active for
ts, and goes back to sleep.

5. With the slot assignment stated above, a node can have two or more next-hop candi-
dates for improving reliability of transmission [7]. If node i receives a packet during
its time slot or it has a packet to send, it wakes up again at the next-hop node’s time
slot, i.e, k1

i , and sends the packet. If node i fails in transmitting a packet to the first
next-hop node, it tries the second next-hop node in the neighbor table at slot k2

i (see
node C in Fig. 2). If the transmission fails again, it tries third one. It repeats this
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Fig. 1. An example of level and slotID
assignment in SSDSA. Fig. 2. Scheduled packet transmission.

procedure until the transmission succeeds or fails at the last next-hop node in the
neighbor table.

Possible congestion around the BS could be avoided, for example, by giving level 1
nodes even slotIDs and having them transmit a packet at the following time slot of an
odd slotID. Note that, in SSDSA, sleep scheduling of nodes and routing are integrated
in the time slot assignment. Slot assignment is done in a fully-distributed and self-
organizing manner by using neighbor information.

3 Contention Degree

3.1 Definition

In SSDSA, it is possible that two or more nodes transmit packets at the same time,
since time slots are assigned not for transmission but for reception. Moreover, since
each node determines its own slotID in a distributed manner, two or more nodes could
have the same slotID. These could degrade the reliability of transmission and lead to
extra energy consumption in the MAC layer. Therefore, we need to balance the degree
of contention among nodes.

We define the contention degree C of a node as the number of neighbors which can
transmit a packet at the time slot given to the node. For example, in Fig. 3, the contention
degree of node A is three, where neighboring nodes B, C, and D compete for slot 80.
Although we consider only the first next-hop node to compute the contention degree in
the following discussion, it is straightforward to extend this idea to involve the second
and more next-hop nodes by weighing contribution to the contention degree, 1.0 for the
first next-hop node and 0.1 for the second next-hop node for example.

3.2 Contention Degree in a Grid Network

First, we calculate the expected contention degree in a grid network, considering the
arrangement of apartments in a building. In a grid network shown in Fig. 4, each circle
represents a node and a number inside denotes its level. Each line corresponds to a
bidirectional link among nodes. The contention degree CB of node B having two child
nodes X and Y is 0, 1, or 2, depending on slotIDs of nodes A, B, and C. For example,
for kA > kB > kC, CB = 1, since node X chooses node B and node Y chooses node C as
their first next-hop node.
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Fig. 3. An example of the contention degree.

Fig. 4. A grid network.

Now let q the probability that two nodes of level l have the same slotID. The
probability that two level l nodes have different slotIDs becomes (1− q)/2. Then,
P(kA > kB > kC) = {(1−q)/2}2. Calculating the probability of all nine combinations
of kA, kB, and kC, the expected contention degree of node B is given as E(CB) = 1+q.
Next we consider nodes represented by a gray circle in Fig. 4. They have three child
nodes and one parent node. For example, node D has child nodes A, B, and E. We can
apply similar discussion as above for nodes B and E. On the other hand, node A al-
ways chooses node D as its next-hop node. Therefore, the expected contention degree
of node D is given as E(CD) = 2 + q. We refer a gray node as “m-node” (main stream
node) and an open-circle node as “b-node” (branch stream node), and we define the
expected contention degree of m-nodes, E(Cm), and of b-nodes, E(Cb), as

E(Cm) = 2+q, E(Cb) = 1+q. (1)

4 Slot Assignment Probability Distribution Functions

4.1 Evaluation Metrics

In the rest of this paper, we explore SAFs which lead to lower and more homogeneous
contention degree. We employ following four evaluation metrics.

– El(C). The average contention degree of level l nodes.
– Vl(C). The variance of the contention degree of level l nodes.
– pempty. The ratio of unassigned time slots.
– qisolated. When all of parent nodes are assigned the time slot 0, a node cannot obtain

its time slot and it is isolated. qisolated is the ratio of isolated nodes.

4.2 Examples of SAPDF

In this subsection, we consider SAPDF gk(x) which determines SAF f (k). gk(x) gives
the probability that slotID x is assigned to a node when the slotID of its first next-hop
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node is k. Letting Fl(x) denote the probability distribution of nodes (PDN) that a node
of level l is assigned slotID x, we have

Fl(x) =
1
nl

∑
i∈S ?

l

gki(x), (2)

where nl and S ?
l are the number of level l nodes and a set of their first next-hop nodes,

respectively. Assuming the distribution of slotIDs of nodes in S ?
l is identical to that of

all level l−1 nodes, Fl−1(x), (2) can be rewritten as

Fl(x) =
N−1

∑
k=0

gk(x)Fl−1(k). (3)

The duplication probability q in (1) can be derived as

q =
N−1

∑
x=0
{gk(x)}2. (4)

We consider the following four typical examples of SAPDFs.

K-1 If the slotID of the first next-hop node is k, slotID k−1 is assigned.

gk(x) =
{

1 (x = k−1)
0 (0≤ x≤ k−2, k ≤ x≤ N−1). (5)

According to K-1, all level l nodes have the identical slotID N− l. Therefore, K-1
leads to the worst case scenario.

L-BOUND The lower bound Ll of slotID for level l nodes is predetermined. A slotID
is randomly chosen between Ll and k−1.

gk(x) =
{ 1

k−Ll
(Ll ≤ x≤ k−1)

0 (0≤ x≤ Ll −1, k ≤ x≤ N−1).
(6)

LINEAR A slotID is randomly chosen between 0 and k−1 according to linear distri-
bution as shown in Fig. 5(a).

gk(x) =
{ 2

k(k+1) (x+1) (0≤ x≤ k−1)
0 (k ≤ x≤ N−1).

(7)

PDN Fl(k) of LINEAR for level 1 through 3 calculated by (3) and (7) is shown in
Fig. 5(b).

EXPONENTIAL A slotID is randomly chosen between 0 and k− 1 following the
exponential distribution as shown in Fig. 6.

gk(x) =
{

e−λk{k−(x+1)}− e−λk(k−x) (k 6= 1,0≤ x≤ k−1)
0 (k 6= 1,k ≤ x≤ N−1).

(8)

SlotID 0 is assigned for k = 1.

Now consider the probability q for k = 100. In K-1, all nodes of the same level have
the same slotID, thus q = 1. In L-BOUND, q heavily depends on Ll and is given as
1/(100−Ll). In LINEAR, q becomes 0.013. For EXPONENTIAL, when we set λk to
11.5/(k− 1) to have the ratio of isolated nodes at level 10 less than 0.01 % following
the discussion in Sect. 4.3, q becomes 0.058.
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Fig. 5. (a) SAPDF and (b) PDN of LINEAR.
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Fig. 6. (a) SAPDF and (b) PDN of EXPONENTIAL (λk = 5/(k−1)).

4.3 Parameter Determination of EXPONENTIAL SAPDF

In EXPONENTIAL, parameter λk determines the distribution of slotIDs. With small
λk, slotIDs are widely distributed, with which probability q becomes small and the con-
tention degree becomes low. However, as an adverse effect, it generates many isolated
nodes by assigning a small slotID to a low level node. Therefore, we need to find appro-
priate λk which guarantees the maximum ratio of isolated nodes of level l at the desired
value 1−P?. We define Pl as the probability that slotID k = [1,N−1] is assigned to a
level l node, namely,

Pl =
N−1

∑
i=1

Fl(i) = 1−Fl(0). (9)

Among level 2 nodes, those who have a level 1 node with slotID k = 0 as their next-hop
node cannot obtain a valid slotID and they are isolated. For simplicity, ignoring a case
that a level 2 node has two or more parent nodes, 1−P1 of level 2 nodes are isolated.
Among the rest, P2 get slotID k = [1,N − 1] and 1−P2 get slotID k = 0. Therefore,
among all level 2 nodes, the probability of getting slotID k = [1,N− 1] and k = 0 are
P1P2 and P1(1−P2) respectively. Assuming P = P1 = P2 = · · · = Pl for simplicity, the
ratio of level l nodes with a valid slotID is Pl−1. Since this must be larger than P?, we
have

P >
l−1√P?. (10)
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Fig. 7. The contention degree.

From (3) and (9), we get

P =
N−1

∑
i=1

Fl(i) =
N−1

∑
i=1

(
N−1

∑
k=0

gk(i)Fl−1(k)

)
=

N−1

∑
k=0

(
Fl−1(k)

N−1

∑
i=1

gk(i)

)
. (11)

If
N−1

∑
i=1

gk(i) >
l−1√P? (12)

holds,

P =
N−1

∑
k=0

(
Fl−1(k)

N−1

∑
i=1

gk(i)

)
>

l−1√P?
N−1

∑
k=0

Fl−1(k) = l−1√P?. (13)

Therefore, (12) is a sufficient condition for (10). For EXPONENTIAL, from (8),

N−1

∑
i=1

gk(i) = 1− e−λk(k−1). (14)

Substituting (14) into (12), we finally get

λk >− log(1− l−1
√

P?)
k−1

. (15)

4.4 Simulation Experiments

We compare the four SAPDFs by simulation experiments. 220 nodes up to level 10 are
arranged in a grid network centered at a BS. The number of time slots N is set to 100.
For L-BOUND, the lower bound Ll is determined according to the number of nodes
belonging to level l, (Ll−1−Ll)/(Ll−Ll+1) = l/(l +1) where L0 = N and L10 = 0. For
EXPONENTIAL, λk = 11.5/(k− 1). Shown results are averaged over 500 simulation
runs.

In the optimal case, the contention degree of all level l nodes should be equal to the
average number of level l +1 nodes per node, thus

Eopt
l (C) = (l +1)/l, V opt

l (C) = 0. (16)
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Table 1. Evaluation metrics for four SAPDFs.

K-1 L-BOUND LINEAR EXPONENTIAL
r = 2.0 3.0 4.0

pempty (%) 90.0 11.8 65.9 29.4 31.9 33.7 35.1
qisolated (%) 0 0 41.0 0.008 0.006 0 0

The results are shown in Fig. 7 and Table 1. As shown in Fig. 7(a), K-1 gives the
largest contention degree, whereas there is no isolated node as shown in Table 1. L-
BOUND can efficiently assign slots, but the contention degree and its variance are not
sufficiently small. LINEAR accomplishes the smallest contention degree at high level
nodes. However, it is due to isolated nodes. In Fig. 5(b), the peak of PDN for level 3 is at
k = 12, which means that higher level nodes have little choice of slotIDs. Consequently,
41 % of nodes are isolated and do not contend for the wireless channel. We can see that
the graph of EXPONENTIAL is very close to that of the optimal and the best among
four SAPDFs.

The variance Vl(C) of L-BOUND is higher than that of LINEAR or EXPONEN-
TIAL as shown in Fig 7(b). Basically, an m-node has larger contention degree than a
b-node as indicated by (1) if they are equally chosen as a next-hop node. However, at
higher levels in LINEAR or EXPONENTIAL, a b-node has a smaller slotID than an
m-node for having more parent nodes and it is chosen as a next-hop node more often.
Then, the difference of the contention degree between m-nodes and b-nodes becomes
smaller. On the contrary, in L-BOUND, a node randomly selects a slotID within a pre-
determined range of time slots. EXPONENTIAL gives the smallest variance among the
four SAPDFs.

5 Optimization of Exponential Distribution

As shown in the previous section, EXPONENTIAL gives the near-optimal performance.
However, m-nodes have higher contention degree than b-nodes for having more child
nodes especially at lower levels. We consider to make the contention degree same or
similar among m-nodes and b-nodes by using different parameters.

5.1 Stochastic Analysis

The basic idea is to make a node which has both m-nodes and b-nodes as its parents
choose a b-node as its next-hop node with a higher probability. For this purpose, we
employ a larger coefficient of the exponential distribution for m-nodes to get a larger
slotID than those of b-nodes.

In a grid network shown in Fig. 4, introducing probability p that an m-node has
a larger slotID than that of a b-node of the same level, probability q1 that an m-node
has an equal slotID to that of a b-node, and probability q2 that two b-nodes have the
identical slotID, we obtain the expected contention degree E(CA), E(CB), and E(CC) of
m-node A, b-node B which has an m-node of the same level as its two-hop neighbor, and
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Fig. 8. The contention degree with the parameter tuning.

b-node C which does not have any m-nodes of the same level as its two-hop neighbors,
respectively. After similar calculation as in Sect. 3.2, we get

E(CA) = 3−2p, E(CB) = p+q1 +
1+q2

2
, E(CC) = 1+q2. (17)

For E(CA) = E(CB) = E(CC), erasing q2, we obtain

2p+q1 =
3
2
. (18)

This is a necessary condition for the identical contention degree among nodes of the
same level. Now, let us assume that an m-node and a b-node have their next-hop node
with slot k and their slotIDs are assigned by SAPDFs gk

m and gk
b respectively. The prob-

abilities p and q1 can be calculated as

p =
N−1

∑
x=1

(
gk

m(x)
x−1

∑
i=0

gk
b(i)

)
, q1 =

N−1

∑
x=0

gk
m(x)gk

b(x). (19)

In order to assign a larger slotID to an m-node, we employ a larger coefficient for
gk

m than gk
b by introducing a parameter r ≥ 1 as,

gk
m(x) =

{
e−rλk{k−(x+1)}− e−rλk(k−x) (0≤ x≤ k−1)

0 (k ≤ x≤ N−1)
(20)

while gk
b(x) is the same as (8). Using (19) and (20), we can derive the optimal r to have

(18), although results are not shown for space limitation.

5.2 Simulation Experiments

The mean El(C) and variance Vl(C) of the contention degree at level l are plotted in
Fig. 8 by changing r. El(C) slightly increases with r, because q1 in (17) increases. V2(C)
dramatically decreases by changing r compared to the case without the parameter tuning
(r = 1.0). It means that the contention degree is well equalized among m-nodes and b-
nodes. At level 3 or above, r = 2.0 gives better results than r = 3.0 does. As mentioned
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in Sect. 4.4, even in the case without the parameter tuning, slotIDs of b-nodes tend to be
smaller than those of m-nodes as the level increases. Increasing r enhances this effect
even further, thus p becomes too large to satisfy (18) with r ≥ 3.0 at higher levels.
Table 1 shows pempty and qisolated for each of four r values. As r increases, pempty also
increases, since m-nodes are distributed within a narrower range of time slots, in other
words, more packed.

6 Conclusion

In this paper, a WSN protocol for AMR in a large-scale apartment building was pro-
posed. For accomplishing both a low duty cycle and delay-bounded transmission, the
operation interval is set at the delay bound and divided into time slots. A node deter-
mines its time slot for packet reception in a distributed and stochastic manner, so that
every node has a next-hop node with a larger slotID. It was shown that EXPONEN-
TIAL SAPDF enabled less and more identical contention degree at all level nodes in
a grid network and the results were near-optimal. Our future work includes evaluation
of energy efficiency of our protocol in practical experiments, including comparison to
a TDMA-type protocol, which we will report in near future.
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Abstract. This paper presents and evaluates a protocol for Linear Structure wire-
less sensor networks which uses a hierarchical addressing scheme designed for
this type of networking environment. This kind of linear structure exists in many
sensor applications such as monitoring of international borders, roads, rivers, as
well as oil, gas, and water pipeline infrastructures. The networking framework
and associated protocols are optimized to take advantage of the linear nature
of the network to decrease installation, maintenance cost, and energy require-
ments, in addition to increasing reliability and improving communication effi-
ciency. In addition, this paper identifies some special issues and characteristics
that are specifically related to this kinds of networks. Simulation experiments us-
ing the proposed model, addressing scheme and routing protocol were conducted
to test and evaluate the network performance under various network conditions.

Keywords: Ad hoc and sensor networks, routing, addressing schemes, wireless
networks.

1 Introduction

The advent of technology in computing and electronics is pioneering an emerging field
of tiny wireless sensors, offering an unprecedented opportunity for a wide array of real
time applications. In recent years, wireless sensor networks are emerging as a suitable
new tool for a spectrum of new applications [1]. These tiny sensor nodes are low cost,
low power, easily deployed, and self-organizing. They are usually capable of local pro-
cessing. Each sensor node is capable of only a limited amount of processing, but when
coordinated with the information from a large number of other nodes, they have the
ability to measure a given physical environment in great detail.

Research in the field of Wireless Sensor Networks is relatively active and involves
a number of issues that are being investigated. These issues are efficient routing pro-
tocols for ad hoc and wireless sensor networks [8], QoS support [7][9], security [2],
and middleware [4]. Most of these issues are investigated under the assumption that the
network used for sensors does not have a predetermined infrastructure [3][5][10][11].
Fortunately, the wireless sensor network needed for monitoring linear infrastructures
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will be a structured network in which all sensor nodes will be distributed in a line. This
characteristic can be utilized for enhancing the communication quality and reliability in
this kind of networks.

This paper addresses the issues and challenges of using wireless sensor networks
that are aligned in a linear formation for monitoring and protection of critical infrastruc-
tures and geographic areas. Also, it presents a routing protocol and addressing scheme
for this special kind of sensor networks. As mentioned earlier, this kind of alignment
of sensors can arise in many applications such as the monitoring and surveillance of in-
ternational boundaries for illegal crossing, or smuggling activities, monitoring of roads,
or long pipelines carrying oil, gas and water resources, river environmental monitor-
ing, as well as many other such uses. The presented architecture utilizes the special
linear structure of the networks to solve some of communication reliability and secu-
rity problems. The objective of the design is to reduce installation and maintenance
costs, increase network reliability and fault tolerance, increase battery life for wireless
sensors, reduce end-to-end communication delay for quality of service (QoS) sensi-
tive data, and increase network lifetime by utilizing the special linear structure of the
network. This paper extends the model and architecture discussed in [6]. More details
on the background, motivation, advantages, and applications for using linear structure
wireless sensor networks can be found in that paper.

There are many advantages for using wireless sensor network technology to provide
protection and monitoring of linear infrastructures such as oil, water, and gas pipelines,
international borders, roads and rivers. Some of these advantages are: (1) Faster and
less costly network deployment. (2) Additional savings in network maintenance and
necessary personnel expertise. (3) Increased reliability and security due to the ability to
disseminate collected information at designated wireless access points, and the ability
to introduce flexible multihop routing which can overcome intermediate node failures.

The rest of the paper is organized as follows. Section II presents the networking
model overview and hierarchy. Section III presents the node addressing scheme and
routing protocols. Section IV presents the simulation and analysis of results. Section V
presents additional optimizations that can be used to further improve the performance
of the network. The conclusions and future research are presented in the last section.

2 Networking Model Overview and Hierarchy

In this section, the architectural model of the sensor network is presented.

2.1 Node hierarchy

In the hierarchical model used, three types of nodes are defined:

– Basic Sensor Nodes (BSN): These are the most common nodes in the network.
Their function is to perform the sensing function and communicate this information
to the data relay nodes.

– Data Relay Nodes (DRN): These nodes serve as information collection nodes for
the data gathered by the sensor nodes in their one-hop neighborhood. The distance
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Fig. 1. Illustration of the addressing scheme used to assign DDN, DRN, and BSN address field
values.

Fig. 2. A hierarchical representation of the linear structure sensor network, showing the par-
ent/child relationship of the various types of nodes.

between these nodes is determined by the communication range of the networking
MAC protocol used.

– Data Discharge Nodes (DDN): These nodes perform the function of discharging
the collected data to the Network Control Center (NCC). The technology used
to communication the data from these nodes to the NCC center can vary. Satellite
cellular technology can be used for example. This implies that each of the DDN
nodes would have this communication capability.

The DDN nodes provide the network with increased reliability since the collected
sensor data would not have to travel all the way along the length of the pipeline from
the sensing source to the DRN center. This distance is usually very long and can be
hundreds of kilometers. This would make it vulnerable to a large number of possible
failures, unacceptable delay, higher probability of error, and security attacks. The DDN
nodes allow the network to discharge its sensor data simultaneously in a parallel fash-
ion. Additionally, the distance between the DDN nodes is important and affects the
reliability of the network. A small distance between the DDN nodes would increase
the equipment cost of the network, as well as deployment and maintenance costs. On
the other hand a distance that is too large would decrease the reliability, security, and
performance of the network. Figure 1 shows a graphic representation of the different
types of nodes and their geographic layout. Figure 2 shows the hierarchical relation-
ship between the various types of nodes in the sensor network. As shown in the figure,
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multiple BSN nodes transmit their data to one DRN node. In turn, several DRN nodes
transmit their data to a DDN node. Finally, all DDN nodes transmit their data to the
network control center.

3 Node Addressing Scheme and Routing Protocols

In order to facility routing, a multi-layer addressing scheme is used. The following
section describes the address assignment process.

3.1 Multi-layer addressing

The logical address of each node consists of three fields. Hexadecimal or dotted decimal
notation can be used for these fields. The order of the fields is: DDN.DRN.BSN.

– DDN address field: If this is a BSN or a DRN node, then this field holds the address
of its parent DDN node. Otherwise, if this is a DDN node this holds its own address.

– DRN address field: If this is a BSN node, then this node holds the address of its
parent DRN node. If this is a DRN node, then this field holds its own address. If
this is a DDN node then this field is empty (i.e. holds a code representing the empty
symbol, φ).

– BSN address field: If this is a BSN node, then this node holds its own address. If
this is a DRN or DDN node then this field is empty.

A typical full address for a BSN node would be: 23.45.19. This means that its own
BSN ID is 19, its parent DRN node ID is 45 and its parent DDN node ID is 23. A
typical full address for a DRN node is: 23.45.φ. The empty symbol in the BSN field
alone indicates that this is a DRN node. Finally, a typical full address for a DDN node
is: 23.φ.φ. The two empty symbols in both the BSN and DRN fields indicate that this is
a DDN node.

3.2 Address assignment

In this section, the process of assigning values to the different fields of the address of
each node is described. Figure 1 shows an example linear alignment of DDN, DRN,
and BSN nodes with the corresponding addresses for each node. The addresses in each
field are assigned in the following manner:

– DDN address field assignment: The DDN nodes have a DDN address field starting
at 0, 1, and so on up to (NUM OF DDN -1).

– DRN address field assignment: Each DRN node has as its parent the closest DDN
node. This means that the DRN nodes belonging to a particular DDN node are
located around it with the DDN node being at their center. The address fields of
the DRN nodes on the left of the DDN node are assigned starting from 0, at the
farthest left node, to (NUM DRN PER DDN/2-1), where NUM DRN PER DDN
is the number of DRN nodes per DDN node. The address fields of the DRN nodes
on the right start from (NUM DRN PER DDN/2) to (NUM DRN PER DDN -
1).
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– BSN address field assignment: The BSN addressing field assignment is similar to
that of the DRNs with the DRN node being that parent in this case. Each BSN node
has as its parent the closest DRN node. This means that the BSN nodes belong-
ing to a particular DRN node are located around it with the DRN node being at
their center. The address fields of the BSN nodes on the left of the DRN node are
assigned starting from 0, at the farthest left node, to (NUM BSN PER DRN/2-1),
where NUM BSN PER DRN is the number of BSN nodes per DRN node. The ad-
dress fields of the BSN nodes on the right start from (NUM BSN PER DRN/2) to
(NUM BSN PER DRN - 1).

3.3 Communication between different types of nodes

– Communication from BSN to DRN nodes: As mentioned earlier each BSN node is
within range of at least one DRN node. The BSN node will sign up with the closest
DRN node. Subsequently, the BSN nodes transmit their information to the DRN
node periodically. They also can be polled by the DRN node when the correspond-
ing command is issued from the command center.

– Communication from DRN to DDN Nodes: Communication between the DRN and
DDN nodes is done using a multi-hop routing algorithm which functions on top of
a MAC protocol such as Zigbee. In this paper three different routing protocols for
multihop communication among the DRN nodes are presented. These protocol are
discussed later in this paper.

– Information discharge at DDN nodes: Collected data at the DDN nodes can be
transmitted to the NCC center using different communication technologies. This
implies that different DDN nodes would have different communication capabilities
to transmit their collected information to the NCC center, depending on their lo-
cation. For example nodes that are located within cities can send their information
via available cellular GSM, or GPRS networks. On the other hand, nodes which are
located in remote locations far from larger metropolitan areas might not be able to
use standard cellular communications and would have to rely on the more expensive
satellite cellular communication for transmission of their data. Another alternative
would be to deploy WiMax or other long range wireless network access points at
each 30 Km of the designated area along the pipeline.

3.4 The routing algorithms at the source and intermediate DRN nodes

As mentioned earlier each BSN node is within range of at least one DRN node. The
BSN node will sign up with the closest DRN node. Subsequently, the BSN nodes trans-
mit their information to the DRN node periodically. They also can be polled by the
DRN node when the corresponding command is issued from the command center.

As mentioned earlier, when the DRN node is ready to send the data collected from
its child-BSN nodes, it uses a multi-hop approach through its neighbor DRN node to
reach its parent DDN node. The multihop algorithm uses the addressing scheme pre-
sented earlier in order to route the DRN packet correctly. Each DRN node keeps track
of its connectivity to its neighbors through the periodic broadcast of hello messages
among the DRN nodes. In order to increase network reliability, if the connection with
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the next hop is not available then the DRN node can execute one of three algorithms to
overcome this problem.

Jump Always Algorithm (JA):
In order to still be able to transmit its DRN data successfully despite the lack of

connectivity to its immediate neighbor, the DRN node can increase its transmission
power and double its range in order to reach the DRN node that follows the current
one. If multiple consecutive links are lost, then the DRN node can increase its transmis-
sion range appropriately in order to bypass the broken links. This process can happen
until the transmission power is maximal. If even with maximal transmission power
the broken links cannot be bypassed, then the message is dropped. In the protocol,
this maximal DRN transmission power is represented by a network variable named
MAX JUMP FACTOR which holds the maximum number of broken links or “disabled
nodes” that a DRN transmission can bypass.

Redirect Always Algorithm (RA):
In this variation of the routing protocol, the DRN source node sends its DRN data

message to its parent DDN node. While the message is being forwarded through the
intermediate DRN nodes, if it reaches a broken link then the following steps are taken.
The DRN node determines if this data message has already been redirected. This is
determined by checking the redirected flag that resides in the message. If the redirected
flag is already set then the message is dropped and a negative acknowledgement is
be sent back to the source. Otherwise, the source can be informed of the redirection
process by sending a short redirection message with the redirected message ID back
to the source. The source will then re-send the data message in the opposite direction
and update its database with the fact that this direction to reach the DDN node is not
functional. Furthermore, in order to make the protocol more efficient the entire data
message is not sent back to the source since the source already has a copy of the data
message. Only a short redirection message with the redirected message ID is sufficient
to be sent back to the source. Additionally, the redirection message also informs the
other nodes on that side that there is a “dead end” in this direction and data needs
to be transmitted in the other direction even if the number of hops to reach the other
nearest DRN node is larger. In that case, each DRN node that receives this message will
check the redirected flag, and if it is set, then it will continue to forward the message
in the same direction. However, in order to prevent looping, if another broken link is
encountered in the opposite direction the redirected message cannot be redirected again.
In that case, the message is simply dropped.

Smart Redirect or Jump Algorithm (SRJ):
This algorithm is a combination of the first two algorithms JA and RA. We define

as sibling DRN nodes to a particular DRN node x, the DRN nodes that have the same
parent DDN node as x. We also define as secondary sibling DRN nodes to x the DRN
nodes that have as parent DDN node the secondary parent DDN node (i.e. the DDN
node that is on the opposite side of the parent DDN node with respect to x) of x. In this
algorithm, each node contains information about the operational status of its sibling
and secondary sibling DRN nodes. Consequently, before dispatching the message, it
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calculates the total necessary energy it needs to reach its parent DDN node Ep
x and the

total energy it needs to reach its secondary parent Esp
x . It then dispatches the message

in the direction which takes the lower total energy to reach either the parent DDN or the
secondary parent DDN. Specifically, if Ep

x ≤ Esp
x then the message is sent towards the

parent DDN node. Otherwise, the message is sent towards the secondary parent DDN
node. This algorithm relies on the information in the node to reduce the total energy
consumed by the network for the transmission of the message. This information about
failure status of DRN nodes is cached by the DRN nodes from participations in previous
packet transmissions. More research is being conducted for the most efficient means of
gathering such information by the DRN nodes.

Table 1. Simulation Parameters

Parameter Value
Total Number of DDN Nodes 5
Total Number of DRN Nodes Per DDN Node 100
Total Number of BSN Nodes Per DRN Node 6
DRN Transmission Rate 2 Mb/s
Periodic Sensing Interval 10 s
DRN Data Packet Size 512 bytes
MAX JUMP FACTOR 3

4 Simulation

Simulation experiments were performed in order to verify the operation, and evaluate
the performance of the proposed framework and networking protocol. As indicated in
Table 1, the number of DDN nodes used in the simulation is 5, and the number of
BSN nodes per DRN node is 6. The number of DRN nodes per DDN node was varied
between 100, 120, and 140. The results are presented in figure 3. For the JA and SRJ al-
gorithms the MAX JUMP FACTOR is set to 3. All nodes are assigned their hierarchical
addresses according to the addressing scheme that was discussed earlier. In the simula-
tion, the BSN nodes send their sensed data to the their parent DRN node in a periodic
manner. Then, the DRN nodes use the networking protocol to route this information to
their parent DRN node. In order to verify and test the JA, RA, and SRJ routing proto-
cols and their ability to route the generated packets correctly to the DDN nodes using
intermediate DRN nodes, a number of DRN failures were generated using the Poisson
arrival distribution with a certain average arrival rate. The average arrival rate of the
DRN failures was varied in order to verify the addressing scheme and evaluate the ca-
pability of the routing protocol to overcome intermediate DDN node failures. As DRN
nodes fail, routing of the DRN packets to either the parent DDN node or the alternative
one in the opposite direction is done. When a DRN node fails, the three routing proto-
cols react differently to overcome the failures as specified earlier in the paper. In this
simulation, we are focusing on testing the correctness of operation of the protocols and
assessing their performance with respect to each other. In figure 3, the number of DRN
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Fig. 3. Simulation results. (a) NUM DRN PER DDN=100. (b) NUM DRN PER DDN=120. (c)
NUM DRN PER DDN=140.

nodes per DDN node was varied in order to study the impact of increasing the number
of DRN nodes per DDN node on network performance. The percentage of successfully
transmitted packets was measured as the DRN percentage failure rate (percentage of
DRN failures per month) was varied. As can be seen in all three parts of figure 3,
the percentage of successfully transmitted packets decreases as the percentage of DRN
failures increases. Also, it can be clearly seen that the SRJ algorithm provides the best
performance followed by the JA algorithm and the RA algorithm respectively. This is
expected since the RA algorithm does not try to jump over a failed DRN node, and
only tries redirecting the packet once. If it encounters another failed DRN node in the
opposite direction then the packet is dropped. The performance of the JA algorithm is
better than that of the RA algorithm. This is also expected since the JA algorithm allows
a DRN transmission to overcome failed nodes by jumping over them. However, if more
than maximum number consecutive failed DRN nodes is encountered, then the packet
is dropped without trying to go in the opposite direction, which might ensure successful
transmission of the packet. The SRJ algorithm offers the best performance since it con-
siders both directions and dispatches the packet only in the direction with the smallest
required energy. In addition to providing more alternatives for overcoming failed DRN
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nodes, the SRJ algorithm also ensures a smaller number of DRN failures due to battery
depletion which increases network lifetime and improves its performances.

Additionally, the results show that as the number of DRN nodes per DDN node
increases from 100 to 120, to 140, the percentage of successfully transmitted pack-
ets decreases for all three algorithms. For example, for the SRJ algorithm case, with
a percentage failure rate of 3 percent failures per month, the percentage of success-
fully transmitted packets decreases from 64.35 for DRN PER DDN = 100, to 49.72 for
DRN PER DDN = 120, to 37.04 for DRN PER DDN = 140. This decrease in perfor-
mance as the number of DRN nodes per DDN node increases is expected due to the
linear structure of the network. With the increased number of DRN nodes that a packet
has to use to reach the DDN node, the probability of encountering a more than max-
imum number of consecutive failed DRN nodes which prevents it from going further
increases. Therefore, when designing such a network, the number of DRN nodes per
DDN node must not be too large in order to ensure good network performance.

5 Additional Optimizations

This section presents some of the issues, observations, problems, possible solutions,
and optimizations that are being considered for current and future research this area.

5.1 DRN types of failures

Two types of failures of DRN nodes can be identified depending on the cause of the
failure:

– Normal-life DRN failures: These failures are due to the normal battery depletion of
the DRN nodes.

– Sub-normal-life DRN failures: These failures are due to the expiration of a DRN
node due to factors other than normal battery depletion from energy consumption.
Such failures can be caused by physical damage, environmental damage, a man-
ufacturing defect, a hardware or software problem, and so on. Such failures can
happen at any time and to any DRN node regardless of its position with respect to
the other nodes in the network. These failures can cause a black hole effect when
using certain routing protocols. These effects will be discussed in a later section.

5.2 Proportional depletions: the suspension bridge effect

One important observation that is noted is that the energy consumption is higher in
the DRN nodes that are closer to the DDNs. Specifically, the total energy consumption
in the DRN nodes is inversely proportional to the number of hops of that node to the
DDN nodes. This is due to the fact that as a node is closer to a DDN node, it will be
a part of a proportionally higher number of paths from farther nodes that are trying to
reach the DDN node. In other words, more farther nodes will use it as an intermediate
node send their messages to the DDN node. This means that assuming that all DRN
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Fig. 4. Illustration of the suspension bridge effect: the average expected energy dissipation of
DRN nodes according to their respective distance from DDN nodes.

node failures are due to normal-life failures, the DRN nodes that are within one hop of
the DDN nodes will fail first, followed by the DRN node within 2 hops of the DDN
nodes, then by the nodes within 3 hops and so on. If one is to plot the average expected
energy dissipation of DRN nodes (on the y-axis) versus distance (on the x-axis) we get
a suspension bridge-like figure where average expected energy dissipation of the one-
hop DRN nodes (one hop from the DDN nodes) is the highest, followed by the 2-hop
DRN nodes, and so on. figure 4 Shows an illustration of the average expected energy
dissipation requirements of DRN nodes according to their respective distance from the
DDN nodes. The figure shows that the closer a DRN node is to the DDN nodes the
higher its average expected energy dissipation requirements.

5.3 Possible remedies to the suspension bridge effect

Two possible solutions can be used to remedy the rapid expiration of the DRN nodes
closest to the DDN nodes.

Variable distance between DRN nodes: One solution would be to exponentially de-
crease the distance between DRN nodes as they get closer to the DDN nodes. This
decrease in distance would require them to spend less energy to hop to the next node on
the way to the DRN node. This will compensate for the higher number of transmissions
that this node must do being a part of more paths that go through it. The change in the
density of the DRN nodes can be done in such a way that the total energy consumption
of the DRN nodes is the same regardless of their proximate position from the DDN
nodes.

Variable initial energy capacity of DRN nodes: Another possible solution for this
problem is to simply equip the nodes closer to the DDN with higher initial energy
assuming. This solution is only possible if such feature or option is available with the
type of technology and product that is used to implement the DRN nodes.
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Fig. 5. An illustration of the black hole effect.

5.4 Depletions around a failed node: the black hole effect

Another type of effect can happen when a DRN node has a sub-normal-life failure.
Due to this type of failure’s unpredictable causes, it can happen to any DRN node at
any given location with respect the DDN nodes and at any time. If the routing protocol
that is used overcomes such a failure by jumping over the failed DRN node then this
requires a higher energy consumption for transmission from the two surrounding DRN
nodes. This means that the expected battery lifetime of these nodes is shortened. When
these two nodes fail due to their decreased battery lifetime, the live DRN nodes next
to them must now multiply their transmission power in order to overcome multiple
adjacent DRN nodes that failed, the original one and the one next to it. In turn this
will increase their energy consumption and cause them to fail when their batteries are
depleted. The DRN nodes that are next to the three failed DRN nodes will now have to
spend even more energy to jump over them, and so on. We name this process the black
hole effect. The initialled failed DRN node is compared to a black hole that causes other
adjacent DRN nodes to fail, which subsequently cause nodes adjacent to them to fail
and widening the diameter of the failed DRN nodes. This is comparable to a widening
black hole of failing DRN nodes with the initial failed DRN node at is center. This effect
is illustrated in figure 5. In the figure, DRN node 5 fails first, and starts the process
which causes the surrounding nodes to fail in sequence according to their proximity to
the initial failed node. In this case, the failure of node 5 is followed consecutively by
the failures of nodes 4/6, 3/7, and 2/8. This process continues until the number of failed
adjacent DRN nodes is so high that it cannot be overcome by the maximum transmission
range of DRN nodes. This results in partitioning of the linear network at this location.

6 Conclusions and Future Research

In this paper, an addressing scheme and routing protocol for linear structure wireless
sensor networks was presented. This architecture and routing protocol are designed to
meet the objectives of efficiency, cost-effectiveness, and reliability. The routing pro-
tocol is used to relay sensor information from the field nodes to a designated control
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center. The protocol has the features of increased reliability by overcoming interme-
diate node failures, maximizing individual node battery life as well as extending net-
work lifetime with minimal maintenance requirements. Simulation experiments were
conducted to test and evaluate the efficiency of the network protocol and underlying ad-
dressing scheme. Future work involves providing more detailed design and analysis of
the various aspects of the model, as well as further optimization of the routing protocol
and strategy. Security considerations will also be addressed and incorporated into the
design. In addition, more extensive simulation experiments will be conducted to eval-
uate the performance of the proposed model and its associated protocols under various
network conditions.
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Abstract. Networks with frequent and long duration partitions prevent common 

Internet protocols from working successfully. For protocols to work properly in 

these Delay/Disruption Tolerant Networks (DTNs), a new protocol layer was 

proposed that acts on top of the transport layer for the end-to-end exchange of 

messages (called bundles) taking advantage of scheduled, predicted, 

opportunistic or permanent connectivity. In this paper, we propose and evaluate 

a multicast extension to the DTN’s unicast PROPHET protocol. A multicast 

protocol is useful to reduce the number of copies of packets when they are sent 

to multiple destinations. We show by simulation that by using just one byte for 

transferring mobility information between nodes, a good clue about the region 

where mobile nodes are is given, which can be used by the multicast protocol to 

decide where to forward messages. Additionally, we show that if the number of 

contacts between nodes is above a minimum threshold, a pseudo multicast tree 

will exist, multicast works efficiently and message replications are minimized. 

Key words: Delay/Disruption Tolerant Networks, Connection Disruption, Multicast.  

1 Introduction 

Delay Tolerant Networks (DTNs) are networks that may experience frequent and long 

duration partitions. This occurs in situations in which no stable infrastructure exists 

that can guarantee permanent link connectivity. Examples of these situations are: 

military communications in the battlefield, deep space communications and rescue 

actions in catastrophe hit areas. 

The Internet protocols are not useful for DTNs because link disruptions are not 

properly handled, causing protocols to timeout and abort. The DTN Research Group 

(DTNRG), which was chartered as part of the Internet Research Task Force (IRTF), 

has proposed an architecture [1] and a communication protocol [2] (the Bundle 

Protocol) for DTNs. 

In DTNs, a message-oriented overlay layer called “Bundle Layer” is added. The 

Bundle Layer exists above the transport (or other) layers of the networks it 

interconnects. Application data units are transformed by the Bundle Layer into one or 

more protocol data units called "bundles", which are forwarded by DTN nodes 

according to the Bundle Protocol. To help routing and scheduling decisions, bundles 
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contain an originating timestamp, useful life indicator, a class of service designator 

and a length indicator. The Bundle Protocol includes a hop-by-hop transfer of reliable 

delivery responsibility, called bundle custody transfer, and an optional end-to-end 

acknowledgement. Persistent storage may be used in DTN nodes to help combat 

network interruption. 

The Bundle Protocol does not include a bundle routing protocol nor mechanisms 

for populating the routing or forwarding information bases of DTN nodes. These 

functions are left for protocol extensions or for other protocols. One of the important 

routing protocols in DTNs is Epidemic Routing [3], which works by flooding the 

network with the messages. Although it provides the optimal solution for DTNs as 

regards the delivery ratio and latency, it is very wasteful of resources. 

The PROPHET (Probabilistic ROuting Protocol using History of Encounters and 

Transitivity) protocol [4] is a routing protocol for unicast communication in DTNs. 

The PROPHET Protocol (DTN-PP) uses the history of encounters between nodes and 

transitivity to estimate the probability of nodes meeting and exploits the mobility of 

some nodes to bring messages closer to their destination. The DTN-PP is an 

alternative to Epidemic Routing with lower demands on buffer space and bandwidth, 

with equal or better performance in cases where those resources are limited and 

without loss of generality for scenarios where it is applicable. 

Multicast communications are used when data is to be sent efficiently and 

simultaneously to a group of destinations, creating copies of the data not in the 

source, but only as required by the paths to the destinations. Extensions to the Bundle 

Protocol for supporting multicast are defined in [5]. No multicast routing strategies 

are yet defined, just the basic mechanisms for supporting multicast. An overview of 

multicast models for DTNs is presented in [6], but no specific protocol is proposed. 

In [7], we proposed the Multicast over DTN-Prophet Protocol (MoDTN-PP) as an 

extension to DTN-PP for non-custodial multicast. Non-custodial means that the 

protocol will do its best effort to deliver messages. No node assumes custody for 

bundles being transmitted to the destination, so no special actions will be done to 

assure success. The probabilistic model from DTN-PP for node contacts was kept in 

MoDTN-PP. A pseudo-multicast tree mechanism was added to manage multicast 

groups.  

In this paper, we describe how indications of the location and direction of the 

moving nodes are introduced in MoDTN-PP to help forming a pseudo multicast tree. 

We show that DTNs can benefit with non-custodial multicast communications when 

certain requirements are respected. We demonstrate that if there are a minimum 

number of contacts between nodes, multicast works efficiently, minimizing the 

number of message replications done in the network. 

Section 2 of the paper summarizes the main aspects of probabilistic routing in 

DTN-PP. Section 3 provides an overview of the DTN-PP extensions for multicast. 

Sections 4 and 5 are dedicated to the simulation goals and results. Finally, section 6 

presents conclusions and further work topics.  
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2 The DTN Prophet Protocol Probabilistic Model 

DTN-PP uses the concept of probabilistic routing instead of epidemic routing, 

exploring the predictability of opportunistic contacts for message dissemination. In 

DTN-PP, the calculation of the delivery predictability is done in three parts as shown 

in the equations below. P(x,y) is the delivery or contact probability from node x to 

node y, which is used as a routing metric. 

 P(a,b) = P(a,b)old + (1- P(a,b)old
) × Pinit; 0 ≤ Pinit ≤ 1. (1) 

 P(a,b) = P(a,b)old
 × γ

k
; 0 ≤ γ < 1. (2) 

 P(a,c) = P(a,c)old + (1- P(a,c)old
) × P(a,b) × P(b,c) × β; 0 ≤ β ≤ 1. (3) 

Equation (1) is for probability update whenever two nodes meet: it will increase 

P(x,y) every time they meet, since nodes that contact frequently have a higher 

probability to exchange messages. P(x,y)old is the last previous calculation in node x. 

Pinit is an initialization constant that controls the rate of probability increase. 

Equation (2) lowers the P(x,y) probability as time passes, being used whenever the 

tables are updated. If contacts are rare, the probability should be reduced to reflect 

this. γ is an aging constant. k is the number of time units that have elapsed since the 

last time the metric was updated. 

Equation (3) expresses transitivity, as messages can go from “a” to “c” directly or 

via “b”. If “b” frequently meets “c”, then it is probably a good node for forwarding 

messages to “c”. β is a scaling constant that models the impact the transitivity should 

have on the delivery predictability. 

This probabilistic model was kept in MoDTN-PP. 

3 Multicast over DTN-Prophet Protocol 

MoDTN-PP adds multicast message delivery capabilities to DTN-PP. MoDTN-PP 

introduces the use of mobility information, which is an innovative point compared 

with DTN-PP. This means that MoDTN-PP can use the information of the node 

position and of its moving direction in addition to the estimate of the probability of 

contact between nodes from DTN-PP.  

3.1 Mobility Information Mechanism 

Contacting nodes need to exchange the following control information: 

− Contact probability of nodes which move in the same area; 

− Their own geographical position and the geographical position of the nodes they 

contacted; 

− Their moving direction and the moving direction of the nodes they contacted. 

199Non-Custodial Multicast Over the DTN-Prophet Protocol 



This additional information can be carried in just one byte. The convention used is 

as follows: 

− The two most significant bits carry the direction information; 

− The three following bits carry the x coordinate; 

− The last three bits carry the y coordinate. 

The moving direction of a node identifies the approximate direction the node is 

heading as the quadrant to which the node is moving to (identified with a number 

between 0 and 3). If the node is stopped or moving in the border between quadrants, 

then any quadrant may be reported. Of course, the moving direction can change, but 

this is not known beforehand. This relevant information is complemented with the 

approximate global position coordinates (referred to the total area), at the moment in 

which the node contact happens. 

With this method, the mobile's position and direction passed to a peer are not very 

accurate. However, for most situations it is enough to introduce efficiency in the 

system. Indeed, nodes can be always moving and connections are difficult. Their 

actual position cannot be delivered instantaneously to the entire network. When this 

information is propagated, it may become obsolete very fast, so it is not very 

important to be accurate. As a matter of fact, a system will be more cost-effective if it 

consumes fewer resources and just gives good clues about the region where a mobile 

node shall be found. In addition, unless mobile nodes have GPS (Global Positioning 

System), they may only know the region they are in by identifying some wireless 

access point in the neighbourhood or by getting their position from adjacent nodes. 

3.2 Information Exchanged During Nodes Contact 

When nodes establish contact, they exchange two types of information: routing and 

data. 

All the mechanisms related with unicast routing from DTN-PP were kept in the 

multicast extension. Nodes exchange a Routing Information Base Dictionary (Dict) 

that includes the address list used to make routing decisions for all known 

destinations. The mobility information in MoDTN-PP was added to this dictionary. 

Nodes also exchange their Routing Information Base (RIB), where contact 

probabilities are stored. 

After the exchange of Dict and RIB messages, bundles with data messages start to 

be exchanged. With the introduction of multicast traffic, multicast and unicast bundles 

are stored in separate queues. As a consequence of this option, multicast bundles are 

offered after the unicast bundles and are requested in the same order. With this 

method, unicast traffic has some kind of priority as compared with multicast traffic. 

Some small modifications were made to the DTN-PP state machines to stop 

sending periodic messages when there is no more useful information to exchange, 

saving energy. 

3.3 Pseudo Multicast Tree 

In traditional multicast, a well-defined tree is created whenever a group interested in 
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the communication is active. This tree connects all members of the multicast group to 

a point in the network. This point can be the source or another point called 

rendezvous point (RP). In the first case, the tree is called a source-based tree and in 

the second case it is known as a shared tree. 

For DTNs, such trees cannot be created permanently. Connections between nodes 

may have a very short duration, so an all-way active path from the source (or RP) to 

one or more destinations through a considerable number of nodes is not expectable. 

As a consequence, in DTNs, the concept of a multicast tree is broader. This pseudo 

multicast tree will be composed by one source (or RP) and a set of destinations with a 

set of intermediate nodes (mules) between them. Mules get data packets from sources 

- or RPs - or other mules and forward them to destinations points.  

When a node needs to join a multicast group, it uses the best of its neighbours to 

contact the group. The choice is made with a heuristic based on the conditions of 

neighbours as shown in Table 1. Every condition is evaluated based on the available 

information at the moment. The weight of every condition that is true is added. The 

neighbour that adds up more is selected. The weights were chosen to value 

connections as direct as possible to the source. This is the reason the largest weight 

(30) is for a direct connection to the multicast source. The second largest (14) is for a 

neighbour already contributing to the multicast tree operation. The third weight (10) is 

for a neighbour that can contact the multicast source with high probability. The forth 

weight (6) is to distinguish from the case where this probability is zero. The 

remaining conditions are for giving preference to good contacts with neighbours, to 

neighbours near the source, to neighbours moving near the source or to neighbours 

that can contact any member of the multicast group. The study of other parameters or 

heuristics was left for further work. 

Table 1. Criteria for selecting a neighbour for inclusion on the multicast tree 

Weight Condition of neighbour 

30 is the source of the group 
14 already serves as a mule 
10 has/can contact the source with P(x,y)>=0.7 
6 has/can contact the source with 0<P(x,y)<0.7 
4 is contacted with P(x,y)>0.7 
3 is near the source 

2 
moves towards the source, or 
neighbour and source go in the same direction 

1 can contact the targeted multicast group 

 

By adding some location information to the routing information exchanged, the 

nodes have a reasonable probability of knowing where the multicast source is. This 

helps to reduce the size of the pseudo multicast tree and optimizes the paths followed 

by messages. 

When the connection to the group fails, the group member searches in his pool of 

neighbours for another node that can provide this service. 
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3.4 Group Membership 

The group membership mechanisms of MoDTN-PP were previously described in [7]. 

A few control messages for dynamically managing multicast groups were added to 

the Bundle Protocol [2]. A JOIN message is used to join a multicast group. It will be 

propagated until reaching a group member, making the nodes in this path candidates 

to become mules. A LEAVE message may be sent to explicitly leave the group. 

Several timeouts exist to control the mechanisms and free resources when 

communication is no longer possible. Also, a new field for multicast mode usage was 

proposed in [8] to be added to the Bundle Protocol messages. This field carries the 

previous hop identity, which permits a node to determine the shortest path to the 

source. In this way, loops can be prevented. This field was also added to the MoDTN-

PP implementation.  

4 Simulation Conditions and Goals 

In order to evaluate MoDTN-PP, we had to recreate the conditions in which DTN-PP 

was tested. It is important to test MoDTN-PP in the same conditions in which 

DTN-PP proved to work well. In this way, it can both be observed if its performance 

was affected and if unicast and multicast modes perform satisfactorily. 

4.1 Test Scenario Definition 

Two scenarios used in the DTN-PP evaluation [9] were reproduced. The first scenario 

was generated using the Random Waypoint Mobility Model [10], which is a model 

commonly used by the scientific community, and the second scenario is based on the 

Community Model [9], which was originally created for DTN-PP tests. For the sake 

of the evaluation, the main parameters of the DTN-PP mobility models were 

preserved. This means that, for both cases, hereafter referred as Scenario_1 and 

Scenario_2, respectively, the parameters used and shown in Table 2 were strongly 

based on those defined in [9]. 

Table 2. Specifications of the scenarios 

Parameters Scenario_1 Scenario_2 

Area 1500 m × 300 m 3600 m × 1500 m 

Total number of nodes  50 50 

Speed 0 –  20 m/s 10 – 30 m/s 

Pause time 5 – 13 s 5 – 13 s 

Warm up period 500 s 500 s 

Message generation period 1980 s 3000 s 

Simulation duration 4500 s 11500 s 
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Parameters in Table 2 have literal meanings. “Area” represents the geographical 

area in which mobile nodes move; “Speed” indicates the limits between which the 

mobile speed varies and “Pause time” is the time range during which the mobile stops 

when it arrives at a new position. “Warm up period” represents the moment at which 

messages begin to be generated after the start of the simulation (the warm up period is 

needed to allow the DTN-PP delivery probabilities to have initial values). The 

message generation stops when the “Message generation period” is elapsed. 

Besides the differences between both scenarios shown in Table 2, there are other 

differences related to the mobility model used in each of the scenarios. In Scenario_1 

all nodes move randomly. The movement of each node starts by randomly selecting a 

new direction and position. As the node arrives at that position, it stops for a period of 

time randomly selected between 5 and 13 seconds. After that, it repeats the procedure 

to move to another place. The Community model has a different philosophy. 

Although the node, after arriving at a certain position, also stops for a period of time 

between 5 and 13 seconds, in this case the geographic area of Scenario_2 is divided 

into 12 sub-areas as in [9]. Each represents a community place. The last sub-area is 

the “Gathering place”. In each of the 12 sub-areas there is a community static node 

that helps message exchange between mobile nodes. Sub-areas from 0 to 10 are 

homes for the nodes. The number of resident nodes may vary from 3 to 6 in each sub-

area. Finally, node destinations are selected probabilistically as shown in Table 3. 

Selecting a destination means: if a node is at “Home”, 0.8 represents the probability 

of the “Gathering place” to be its next destination and 0.2 is the probability for the 

node to go elsewhere; in the same way, the probability for the node to go “Home” 

when it is “Elsewhere” is 0.9, and only 0.1 to move to another sub-area.  

Table 3. Destination selection probabilities 

From/To Home Gathering place Elsewhere 

Home - 0.8 0.2 

Elsewhere 0.9 - 0.1 

 

The reasons for creating a scenario such as the Community Model are given by its 

authors. In their own words, this kind of scenarios, where mobility can occur, 

involves human mobility in communities represented by villages and larger towns. 

Furthermore, towns themselves can represent the gathering place to and from which 

people resident in the surroundings move to work every day. Another rural example 

used for this gathering place model is a feeding ground where shepherd communities 

conduct animals with sensors attached to them. Indeed, projects like ZebraNet and 

other related to semi-nomadic Saami population of reindeer herders, in the north of 

Sweden, were inspired for seemingly realities. 

Other differences between the two scenarios are related to traffic. In Scenario_1 a 

message is sent every second from any node belonging to a subset of forty-five, as 

five nodes do not contribute for data traffic. If the message must be delivered in 

unicast mode, the source is selected randomly and the destination will be any node 

belonging to the remaining forty-four nodes. However, if the message must be 
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delivered in multicast mode, the message is only distributed to the other members of 

the group (in our case, 8 nodes). A ninth node acts as the multicast group source. Only 

one multicast group was active in the simulations. The group is identified by the 

association of two addresses: the source address and the group address. In Scenario_2, 

multicast messages have the same source and end-destinations as in Scenario_1. 

However, unicast is generated in a different way when compared with the first 

scenario. In Scenario_2, two randomly selected community static nodes send one 

message every ten seconds for static nodes located in other communities. Every time, 

five seconds later, two randomly selected mobile nodes send one message to 

randomly selected destinations. The number of multicast bundles was configured to 

be 54.7% of the number of unicast bundles in Scenario_1 and 53.8% in Scenario_2. 

These values ensure a significant proportion of multicast, but still keeping unicast 

traffic dominant. 

Finally, the parameter values used to test MoDTN-PP were kept exactly as in the 

original protocol scenarios. These parameters are defined in the protocol to calculate 

contact probabilities between nodes as seen in section 2. The parameter values used 

are shown in Table 4. 

Table 4.  MoDTN-PP parameters 

Parameter Value 

Pinit 0.75 

β 0.25 

γ 0.98 

4.2 Measuring Goals 

The main goals of the evaluation are to verify under which conditions multicast in 

MoDTN-PP works and to assess its performance as compared to unicast.  

Being wireless communication a subjacent goal, the evaluation criterion used is 

based on the wireless link range. Considering the link range used by many 

equipments operating in the wireless area, one hundred meters was selected as an 

average value: 60m and 160m limit the test interval. In this kind of simulation, the 

variation of the link range corresponds directly to the variation of the number of node 

contacts. This effect could be also achieved by varying the number of nodes in each 

simulation. In both cases, the number of opportunities for nodes to exchange 

messages is linearly related to the number of nodes or to their wireless link range. 

The performance is measured by the bundle delivery ratio (received 

messages/registered messages) and the average bundle delay.  

As a supplementary goal of the evaluation, it is also important to analyse how the 

multicast trees succeed, if they succeed, while the system works. Indeed, a starting 

point for this analysis is the fact that multicast trees cannot permanently exist in 

presence of multiple and frequent link disruptions. This means that it is not expected 

to have an end-to-end path that ties the multicast group source to all group members, 

through some intermediate nodes. This is a principle for DTN networks, and cannot 
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be ignored while trying to use the multicast mode. However, another system principle 

is that there are a large enough number of nodes that move. Moreover, there are 

regularities in these moves that facilitate encounters among nodes. Some sub-group of 

these nodes will maintain more or less longer contact as they move in a similar 

direction. If these same nodes are members of a multicast group, they can form a 

multicast tree branch acting as a bridge that paves the way for multicast bundles to go 

from a passing group member to another that casually contacts the opposite side of 

the branch. 

205Non-Custodial Multicast Over the DTN-Prophet Protocol 

5 Simulation Results 

The simulations were done on the ProphetSim simulator [11], whose implementation 

is based on OMNeT++, version 3.2p1, and uses the Mobility Framework, version 

1.0a6.  

For evaluation purposes, the two scenarios described in section 4 have been used. 

In the graphs below, each point represented is the average result of five simulations. 

The same simulation was used for generating the multicast and unicast data, so that 

performance can be compared. Fig. 1 shows the bundle delivery ratio as the ratio 

between received messages and sent messages. If the message is not delivered to all 

group members by the end of the simulation, it counts to the delivery ratio with a 

value equal to the ratio between the number of group members that received the 

message and the total number of group members. 

Fig. 2 shows the average delay for bundles to be delivered to their destination. This 

delay is an average delay for all destinations to which the bundles were successfully 

delivered within the simulation time. 

Fig. 3 shows the number of nodes grafted to the multicast tree in a randomly 

selected starting point (186s) and with a randomly selected period (800s). This 

number includes the members of the multicast group (source plus 8 destinations) as 

well as mule nodes that cooperate in the message transmission. 
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Fig. 1.  Bundle delivery ratio for:  a) Scenario_1; b) Scenario_2 
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Fig. 2.  Bundle delay average for:  a) Scenario_1; b) Scenario_2 
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Fig. 3.  Number of Multicast group members for: a) Scenario_1; b) Scenario_2 

5.1 Wireless Link Range Analysis 

The simulation results depend on the scenario characteristics. The results shown in 

Fig. 1 and Fig. 2 must be divided into three parts, according to the wireless link range, 

as the quality of a contact depends of signal propagation and contact duration: 

1 From 60m to 100m: here, unicast performs badly and multicast performs worse. 

This is because contacts are infrequent and their quality is not good. This can 

be better observed in Fig. 1-a) for wireless ranges below 100 m, where 

multicast performance quickly drops to a very low value. In these conditions, 

multicast tree branches and multicast operations have almost no opportunity to 

work. 

2 From 100m to 130m: both unicast and multicast perform well. Multicast 

presents better results for the bundle delay average. For this wireless link range, 

the number of contacts and their quality is good for both modes. It must be 

remembered that, generally speaking, the quality of these contacts are better 

than in the previous situation. In the simulation conditions, signal propagation 

is strictly related with link range; and the longer this range is, the greater is the 

duration of contacts between nodes.  

3 From 130m to 160m: in this case, it could be expected that the increased 

number of contacts would guarantee good conditions. However, multicast 

performance declines. In fact, as in the simulator implementation unicast 

bundles are offered first than multicast bundles, the number of unicast bundles 



is greater than multicast bundles and as the unicast bundles have no limits for 

replication in the simulator, the number of unicast bundle copies in the net 

becomes too large and multicast bundles starve. The quality of communication 

is, on average, the same as before, but it is not enough for multicast. Now the 

contact duration is not sufficient and the minimum number of contacting node 

pairs is not guaranteed for a significant number of mobiles. The large unicast 

bundle traffic even causes perturbations in the multicast tree. This can be 

observed in point 2586 s of Fig. 3-a), where the results for range 160 m are 

worse than for shorter ranges. This suggests that a scheduling mechanism that 

properly shares the bandwidth between unicast and multicast should be 

implemented. This was left for further work. 

5.2 Results 

The simulation results confirm that the use of multicast mode is advantageous. 

Moreover, Scenario_2 is positively thought to be more realistic than Scenario_1. It 

fits better to the human community activity, and it is here that multicast adds better 

quality of service. After achieving a sufficient number of contacts with quality, the 

bundle delivery ratio is the best in multicast. 

The bundle delay average for multicast is even better than for unicast as can be 

observed in Fig. 2. This can be explained by the use of mobility information for the 

multicast routing, while unicast routing just uses contact probability. The mobility 

information permits the pseudo multicast tree to have more direct connections, 

optimizing the paths and reducing delay. 

Figures 1 to 3 illustrate that multicast trees work in DTNs if the needed conditions 

exist: valuable contacts between nodes, with enough duration and communication 

possibility. Fig. 3 also shows that the effectiveness of the multicast tree is not 

proportional to the number of nodes grafted with the tree. Indeed, the multicast mode 

performs better in Scenario_2, despite the larger number of multicast members in 

Scenario_1. This happens because another factor affects the results. Indeed, the 

geographical position that crucial members occupy in the overall network is also 

important. A paradigmatic example is given by a node positioned in a strategic point, 

where many nodes pass towards multiple directions. This case represents privileged 

places where mules load, unload and exchange messages. 

6 Conclusion 

In DTNs, communication channels may fail repeatedly. They can do that for long 

periods of time. Considering such conditions, it might not seem realistic to try to use 

multicast trees to deliver messages in scenarios like these. We extended DTP-PP with 

a multicast mode, adding information with indications of node position and direction 

of movement to help forming pseudo multicast trees. 

The work presented here proves that the multicast mode can be used if a minimum 

of contacts between nodes exists. The use of position and direction information 
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proved to be a good routing metric, contributing to the existence of a pseudo-

multicast tree, which results in shorter message transfer delays. There are situations in 

which multicast can even perform better than unicast, as is the case of Scenario_2. 

This is justified by the use of nodes located in strategic points that can be crucial for 

the performance of communication. 

Multicast can improve DTNs efficiency, as it permits saving resources as the 

number of message replications is minimized in the network. Fewer replications mean 

that less processing capacities are needed, more memory and bandwidth are available 

and packets suffer less delay and loss. This adds a valuable contribution to the quality 

of service in DTNs as it does for other communication systems.  

The decision of offering unicast bundles first than multicast bundles proved to be 

unfair to multicast traffic when there are frequent contacts between nodes. This 

suggests developing a scheduling mechanism to share bandwidth fairly between 

unicast and multicast as further work. 

Some other further work topics are: testing other heuristics for building the pseudo-

multicast tree; determining the best values for the protocol parameters according to 

the mobility model or automatically; identifying to which realistic mobility models 

multicast is better adapted; and having a validation method for information exchanged 

between nodes. 
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Abstract. Many works related with mobile and ad-hoc networks routing 
protocols present new proposals with better or enhanced features, others just 
compare them or present an application environment, but this work tries to give 
another point of view. Why don’t we see the network as a whole and split it 
intro groups to give better performance to the network regardless of the used 
routing protocol?. First, we will demonstrate, through simulations, that 
grouping nodes in a mobile and ad-hoc networks improves the whole network 
by diminishing the average network delay and also the routing traffic received 
by the nodes. Then, we will show which one of the actual fully standardized 
protocols (DSR [1], AODV [2] and OLSR [3]) gives better performance to the 
whole network when there are groups of nodes. This paper starts a new research 
line and urges the researchers to think on it and design group-based protocols. 

Keywords: MANET, group-based topologies, network performance. 

1   Introduction 

The routing protocols in mobile and ad-hoc networks are divided into three types: 
proactive (which update the routing tables of all the nodes periodically), reactive 
(which maintain routing routes in their tables only when a node has to communicate 
with another node in the network) and hybrid (which are a combination of the other 
two types, taking the advantages of both types). There are many works in the 
literature that compare the performance of the routing protocols. The most compared 
protocols have been DSR and AODV. In references [4] and [5] we can see their 
comparison taking into account some parameters such as the packet delivery fraction, 
the average delay, the normalized routing load and the throughput consumed when the 
network load, the mobility and the network size vary. The work in reference [6] added 
the STAR protocol to the comparison and they measured the data delivery, the control 
overhead and the data latency. Reference [7] compared DSR and AODV with DSDV 
taking into account the average delay, the throughput and the control overhead with 
varied mobility. On the other hand, reference [8] compared DSR, AODV and TORA 
to analyze the control traffic sent, the data traffic received, the data traffic sent, the 
throughput, the retransmission attempts, the radio receiver throughput, the radio 
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receiver utilization, the average power, the radio transmitter utilization, the radio 
transmitter throughput, routing traffic received, routing traffic sent, number of hops 
and route discovery time. The paper in reference [9] compares the number of packets 
sent and the traffic sent by DSDV, TORA, DSR and AODV protocols in networks of 
50 mobile nodes. Other works compared 5 protocols such as the one presented in 
[10], where AODV, PAODV, CBRP, DSR and DSDV were compared taking into 
account the data packet throughput, the average data packet delay and the normalized 
packet overhead for various number of traffic sources. 

Current IETF standardized protocols are AODV [1], DSR [2] and OLSR [3]. None 
of the works aforementioned have compared them from the group-based topology 
point of view. We are going to analyze and study their performance when there are 
group of nodes in their topology.  

A cluster is made by a cluster head node, cluster gateways and cluster members. 
The cluster head node is the parent node of the cluster, which manages and checks the 
status of the links in the cluster, and routes the information to the right clusters. The 
rest of the nodes in a cluster are all leaf nodes. The size of the cluster is usually about 
1 or 2 hops from the cluster head node. Cluster-based networks are a subset of the 
group-based networks, because every cluster could be considered as a group. But a 
group-based network is capable of having any type of topology inside the group, not 
only clusters. We will take care of group-based topologies in this paper.  

The paper is structured as follows. Section 2 shows and analyzes the differences 
between DSR, AODV and OLSR protocols when regular and group-based topologies 
are used. The group-based topologies comparison is shown in section 3. Finally, 
section 4 gives our conclusions. 

2   Group-based topology performance 

2.1   Test Bench 

This sub-section presents the test-bench used for all the evaluated protocols. The 
number of nodes and the coverage area of the network have been varied. Each 
protocol has been simulated in 4 scenarios: (1) With fixed nodes, (2) With mobile 
nodes and failures, (3) With grouped nodes and (4) With grouped mobile nodes and 
failures. Each scenario has been simulated for 100 and 250 nodes, to observe the 
system scalability. Instead of a standard structure we have chosen a random topology. 
Figure 1 shows the 100 nodes topology (in a 750x750 m2 area) and Figure 2 shows 
the 250 nodes topology (in a 1 Km2 area). It has been obtained using the version 
Modeler of OPNET simulator [11]. Both topologies have been created using different 
seeds. Arrows indicate that nodes are mobile and change their position constantly. 
The green lines from each node (blue circles) indicate the node mobility. We can see 
that the nodes are inside a blue box. This box shows a wireless area and it has been 
used to delimit the mobility area of the nodes. In that area, a node can move randomly 
during the simulation. The physical topology doesn’t follow any known pattern. The 
obtained data don’t depend on the initial topology of the nodes or on their movement 
pattern, because all of it has been fortuitous. 
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Fig 1. Topology with 100 nodes. Fig 2. Topology with 250 nodes. 

We have created 6 groups for the 100 nodes topology, covering approximately, a 
circular area with a 150 meter radius each group. There are 16 or 17 nodes 
approximately, in each group. The number of nodes in each group varies because of 
the node’s random mobility. A node can change a group anytime. For the 250 nodes 
topology, we have created 12 groups, with 15 or 16 nodes per group approximately 
covering a circular area with a 150 meter radius each group.  

The ad-hoc nodes of the topologies have a 40 MHz processor, a 512 KB memory 
card, a radio channel of 1 Mbps and their working frequency is 2.4 GHz. Their 
maximum coverage radius is 50 meters. This is a conservative value because most of 
the nodes in ad-hoc network have larger coverage radius, but we preferred to have 
lower transmitting power for the ad-hoc devices to enlarge their time of life.  

We have forced node failures at t=200 sec., t=400 sec. and t=1200 sec. in each 
network, with a recovering process of 300 sec., to take measurements from the mobile 
nodes simulation when the physical topology changes.  

The MANET traffic generated by OPNET has been used as the simulations’ traffic 
load. We inject this traffic 100 seconds after the simulation starts. We have 
configured the traffic arrival with a Poisson distribution (with a mean time between 
arrivals of 30 seconds). The packet size follows an exponential distribution with a 
mean value of 1024 bits. The destination address of the injected traffic is random to 
obtain a simulation independent of the traffic direction. We have simulated the four 
scenarios for DSR, AODV and OLSR protocols. The results obtained are shown in 
the following sub-sections. 

2.2   DSR, AODV and OLSR in group-based topologies 

Figures 3 and 4 show the average delay of the DSR protocol in fixed and mobile 
topologies at the application layer. In figure 3 we observe that group-based topologies 
have an average delay close to 0.005 seconds regardless of the number of nodes in the 
network. In the regular network the delay has a value of 0.02 seconds for 100-nodes 
topology and of 0.03 seconds for the 250-nodes topology when the network 
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converges. In the case of the 100-nodes topology there is an improvement of 75% and 
it is better in the 250-nodes topology (an 83% of improvement). The topologies with 
mobility and errors (figure 4) shows that the average delays at the application layer 
are higher in the group-based topologies till the network converges. Although group-
based topologies present worse behaviour till 1300 seconds, when the network is 
stabilized, group-based topologies have an improvement around 5%. 

Then, we have compared the routing traffic received in the DSR protocol (figures 5 
and 6). Figure 5 shows that the traffic is quite stable due to the characteristics of the 
network. It is due to it is a fixed network without errors and failures. The traffic 
received in the 250-node topology is around 500 Kbits/s, but when we group the 
nodes this traffic decreases until 200 Kbits/s (a 60% of improvement). The value 
obtained in a 100-node topology (250 Kbits/s), is also improved when we group the 
nodes (100 Kbits/s), therefore there is a 60% of improvement. In figure 6 we observe 
a similar behaviour. In this case we conclude that when there are errors and failures in 
the 250-nodes topology the traffic fluctuates and is less stable (we can observe it in 
the intervals from 600 to 800 seconds and around 1200 seconds). We also observe 
that the instability is much lower in group-based topologies. 100-nodes topology has a 
mean value around 175 Kbits/s, while 100-nodes group-based topology has a mean 
value around 95 Kbits/s, so there is an improvement of 46%. On the other hand, 250-
nodes topology has a mean value around 400 Kbits/s, while 250-nodes group-based 
topology has a mean value around 180 Kbits/s, so there is an improvement of 55%. 

The average delay at the application layer in the AODV protocol can be seen in 
figures 7 and 8. Both topologies, 100-nodes and 250-nodes, give an average delay 
higher than 0.5 seconds when the network converges, but there are some peaks higher 
than 2.5 seconds. On the other hand, group-based topologies have a similar delay 
which is around 0.15 seconds. Group-based topologies improve the delay at the 
application layer in 70%. When the topology with mobile nodes is used, the 
simulation shown in figure 8 is obtained. In case of 250 nodes, there is a delay of 1 
second when the network has converged. The case of 100 nodes gives an average 
delay of 0.75 seconds approximately. When there are group-based topologies, the 
delay decreases to 0.25 seconds in both cases. There is an improvement of 75% for 
the 250-nodes topology and 67% for the 100-nodes topology. 
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 Fig. 3. DSR average delay at the application layer in 
fixed topologies. 

Fig. 4. DSR average delay at the application layer in 
mobile topologies. 
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Fig. 5. DSR routing traffic received in fixed 
topologies. 

Fig. 6. DSR routing traffic received in mobile 
topologies. 
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Fig. 7. AODV average delay at the application layer 
in fixed topologies. 

Fig. 8. AODV average delay at the application layer 
in mobile topologies. 

The routing traffic received for the AODV in each simulated topology can be seen 
in figures 9 and 10. We observe that the routing traffic received is independent of the 
mobility of the nodes. In figure 9 we can see that the routing traffic goes from 440 
Kbits/s for 250-node case to 250 Kbits/s when there are group of nodes (a 43% of 
improvement). In the 100-node case, it goes from 230 Kbits/s to 140 Kbits/s when it 
is a group-based topology (a 39% of improvement). When there are mobility and 
errors and failures (see figure 10), in the 250-node topology the values go from 440 
Kbits/s to 250 Kbits/s in the group-based topology (a 43% of improvement). We 
obtained 200 Kbits/s in the regular 100-node topology and 135 Kbits/s for the group-
based one (a 32% of improvement). 

In figure 11, the delay at the application layer simulated for the OLSR protocol 
using fixed topologies is shown. In the case of 250 nodes we have obtained a delay 
around 0.015 seconds, which has changed to 0.0035 seconds in the case of 250-nodes 
group-based topology (there is a 76% of improvement). In the case of 100 nodes, it 
has decreased from 0.005 seconds in the regular topology to 0.002 seconds in the 
group-based topology, so there is a 60% of improvement. When there is mobility and 
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errors and failures in the network for the OLSR protocol (see figure 12), we observe 
that the 100-nodes regular topology has a delay at the application layer of 0.007 
seconds when the network has converged, but there is a delay of 0.0025 seconds for 
the 100-nodes group-based topology (a 64% of improvement). In the case of 250 
nodes the improvement is around 60 %. We have obtained a delay of 0.005 seconds in 
the regular topology versus 0.002 seconds in the group-based topology. 

Finally, we have studied the behaviour of the OLSR protocol analyzing the mean 
routing traffic received (figures 13 and 14). The routing traffic received in the 100-
node fixed topology was around 180 Kbits/s, while in group-based topology has 
decreased to 70 Kbits/s, so there is a 61% of improvement. In the 250-node topology 
case, we appreciate that this traffic was approximately 300 Kbits/s, but there are 
values lower than 150 Kbits/s in the group-based topology (figure 13). So there is a 
50% of improvement. Figure 14 shows the results of a network with mobility and 
errors and failures. We have observed some fluctuations due to the failures and errors 
in the network, in both 100-node and 250-node topologies. Those fluctuations are 
minimized when we use group-based topologies. Improvements of 61% and 50% are 
obtained in 100-node and 250-node topologies, respectively.   
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Fig. 9. AODV routing traffic received in fixed 
topologies. 

   Fig. 10. AODV routing traffic received in mobile 
topologies. 
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   Fig. 11. OLSR average delay at the application 
layer in fixed topologies. 

Fig. 12. OLSR average delay at the application layer 
in mobile topologies. 
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Fig. 13. OLSR routing traffic received in fixed 
topologies. 

   Fig. 14. OLSR routing traffic received in mobile 
topologies. 

3   Group-based topologies comparison 

In order to make the comparison of DSR, AODV and OLSR using group-based 
topologies, we have used the same test bench used in section 2. This comparison will 
show us which mobile and ad-hoc routing protocol have better features for group-
based topologies.  

The average delay at MAC layer in fixed group-based topologies is shown in 
figure 15. All routing protocols have an average delay lower than 0.001 seconds when 
the network has converged in both 100-nodes and 250-nodes topologies. It shows that 
group-based topologies have a good behaviour. DSR protocol with 100-node topology 
has been the one with worst behaviour and OLSR in 250-node topology has been the 
best one. OLSR protocol has the same delay (around 0.001 seconds) for both 
topologies, 100-nodes and 250-nodes, approximately, and it is the most stable. Figure 
16 shows the simulation for mobile and errors and failures topologies. All protocols 
have a delay lower than 0.001 seconds when the network has converged. In this case, 
AODV protocol has the worst behaviour and OLSR protocol is the most stable. 

When the average throughput consumed in the fixed group-based topologies is 
compared (Figure 17), the protocol that consumes lowest throughput is the DSR 
protocol (90 Kbits/s in the 100-node topology and 170 Kbits/s in the 250-node 
topology). The protocol with the most stable throughput consumed is the OLSR 
protocol. When the network converges, both AODV and OLSR protocols have the 
same average throughput in the 100-nodes topology, but the OLSR protocol has the 
lowest convergence time. In case of having a group-based topology with mobility and 
errors and failures (see figure 18), the results are very similar to the previous ones. 
The protocol that consumes lower throughput is DSR. AODV protocol consumes 
lower throughput while the network is converging, but this throughput becomes very 
similar to the one given by OLSR protocol when the network converges. OLSR 
protocol is still the most stable. 



Then, we analyzed the protocols behaviour when there is MANET traffic. In fixed 
group-based topologies (see figure 19), the 250-nodes topology shows that the 
protocol with lower traffic is AODV (40 bits/s approximately) and the one with 
highest traffic is OLSR. In the 100-nodes topology all protocols have similar 
behaviour (between 160 bit/s and 180 bits/s). When the network has converged, we 
can consider AODV and DSR as the best ones and OLSR as the worst. When there is 
mobility in the group-based topology (see figure 20), the protocol with lowest 
MANET traffic in the 250-nodes topology is DSR protocol (80 bits/s approximately) 
and the worst is OLSR protocol. In the case of 100-node topology the one with lowest 
MANET traffic is DSR protocol and the worst OLSR. 

When we analyze the routing traffic sent in fixed group-based topologies (see 
figure 21) we observe that the one which sends more routing traffic is AODV 
protocol, (around 120 Kbit/s in the 250-nodes group-based topology and 56 Kbits/s in 
the 100-nodes group-based topology). OLSR protocol has the best behaviour. It is 
more stable than the other ones and it sends lower routing traffic than the others (64 
Kbits/s in case of the 250-nodes topology and 28 Kbits/s in the 100-nodes topology). 
When we analyze the mobile group-based topology (figure 22), although the routing 
traffic has decreased very few, the behaviour of the protocols is very similar to the 
fixed group-based topologies (Figure 21). AODV is the worst protocol because it is 
the one which sends more routing traffic to the network and OLSR is the most stable 
and the one which sends lower routing traffic to the network. The one which has 
worst stability in mobile group-based topologies is the DSR protocol. 

The routing traffic sent is obtained by measuring every node as a source and 
figures 21 and 22 give the whole routing traffic sent by all of them. However, the 
routing traffic received is obtained by adding the traffic received by all nodes. The 
routing traffic received in fixed and mobile group-based topologies is shown in 
figures 23 and 24 respectively. We can see that it is more than the double of the 
values obtained for the routing traffic sent. In fixed group-based topologies (see 
Figure 23) AODV protocol is the one that gives higher routing traffic received 
(around 250 Kbit/s in 250-nodes topology and 135 Kbits/s in 100-nodes topology). 
OLSR protocol is the most stable and the one with lower routing traffic received (145 
Kbits/s in 250-nodes topology and 70 Kbits/s in 100-nodes topology). When the 
mobile group-based topologies are analyzed (figure 24), AODV protocol is the one 
that has worst behaviour and OLSR is the most stable and the one that has lower 
routing traffic sent. DSR protocol is the most instable. 

Figure 25 shows the average delay at application layer in fixed group-based 
topologies. The protocol most instable and with higher delay in 100-nodes and 250-
nodes topologies is AODV protocol. It has peaks with more than 0.45 seconds and it 
is stabilized around 1700 seconds with a mean value of 0.15 seconds. DSR and OLSR 
are the ones with lowest delay. Figure 26 shows the average delay at application layer 
in mobile group-based topologies. DSR protocol is the one that has worst delay till the 
network converges. Then, when the network is stabilized, the worst is AODV 
protocol which has delays between 0.1 and 0.15 seconds. OLSR protocol gives the 
lowest delays. 

Then, we have compared DSR and AODV in some common reactive protocols 
features. In figure 27 the average number of hops in a path for fixed group-based 
topologies can be observed. DSR protocol has an average value of hops close to 5 in 
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the 250-nodes topology when the network has converged. The number of hops in the 
100-nodes topology is slightly lower. AODV has lower average number of hops 
(around 3.25 hops in the 250-nodes case and 2.75 in the 100-nodes case). The 
convergence time for the DSR protocol is quite lower than AODV, but it is more 
instable. In the case of mobile group-based topologies (see figure 28) the behaviour is 
similar as the previous one, so there is not any dependence on the mobility. 

Now we have analyzed the route request sent in reactive protocols for fixed and 
group-based topologies (figures 29 and 20 respectively). AODV protocol is the one 
with most number of route requests sent (860 approximately in 250-nodes topology 
and 330 approximately in 100-nodes topology). We have observed a relationship 
between the number of route requests sent in the AODV protocol and number of 
nodes in the topology. There is approximately a factor of 3.3. In the DSR protocol, the 
number of route requests sent is equal to 730 in the 250-nodes topology and 190 in 
the 100-nodes topology. Both, fixed and mobile, present the same behaviour. We 
have observed that the route request sent is the only parameter that gives worst values 
in group-based topologies than in regular topologies.  

Table 1 shows the best and worst protocols for all parameters analyzed. 
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Fig. 15. Comparison of average delays at MAC 
layer in fixed topologies. 

Fig. 16. Comparison of average delays at MAC 
layer in mobile topologies. 
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 Fig. 17. Comparison of average throughputs 
consumed in fixed topologies. 

   Fig. 18. Comparison of average throughputs 
consumed in mobile topologies. 
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Fig. 19. Comparison of average MANET traffic 
in fixed topologies. 

  Fig. 20. Comparison of average MANET traffic 
in mobile topologies. 
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Fig. 21. Comparison of routing traffic sent in 
fixed topologies. 

  Fig. 22. Comparison of routing traffic sent in 
mobile topologies. 

0 200 400 600 800 1000 1200 1400 1600 1800
0

50000

100000

150000

200000

250000

300000

350000

400000

R
ou

tin
g 

tra
ffi

c 
re

ce
iv

ed
 (b

its
/s

)

Time (s)

 DSR: 100 group-based nodes     AODV: 250 group-based nodes
 DSR: 250 group-based nodes     OLSR: 100 group-based nodes
 AODV: 100 group-based nodes  OLSR: 250 group-based nodes

0 200 400 600 800 1000 1200 1400 1600 1800
0

50000

100000

150000

200000

250000

300000

350000

400000

R
ou

tin
g 

tra
ffi

c 
re

ce
iv

ed
 (b

its
/s

)

Time (s)

 DSR: 100 group-based nodes     AODV: 250 group-based nodes
 DSR: 250 group-based nodes     OLSR: 100 group-based nodes
 AODV: 100 group-based nodes  OLSR: 250 group-based nodes

Fig. 23. Comparison of routing traffic received 
in fixed topologies. 

Fig. 24. Comparison of routing traffic received 
in mobile topologies. 
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Fig. 25. Comparison of the average delay at 
application layer in fixed topologies. 

Fig. 26. Comparison of the average delay at 
application layer in mobile topologies. 
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Fig. 27. Comparison of the average number of 
hops in a path in fixed topologies. 

Fig. 28. Comparison of the average number of 
hops in a path in mobile topologies. 
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Fig. 29. Comparison of the average number of 
route requests sent in fixed topologies. 

Fig. 30. Comparison of the average number of 
route requests sent in mobile topologies. 



Table 2. Comparison of mobile and ad-hoc routing protocols in group-based topologies. 

 Best in fixed Best in mobile Worst in fixed Worst in mobile 
Delay at MAC layer OLSR OLSR DSR AODV 
Throughput consumed DSR DSR AODV & OLSR AODV & OLSR 
MANET traffic AODV DSR OLSR OLSR 
Routing traffic sent OLSR OLSR AODV AODV 
Routing traffic received OLSR OLSR AODV AODV 
Delay at application layer DSR & OLSR OLSR AODV AODV 
Average number of hops in a path AODV DSR AODV DSR 
Route requests sent DSR AODV DSR AODV 

4   Conclusions 

We have simulated 3 MANET routing protocols with grouping nodes, to demonstrate 
that group-based topologies improve the network performance. The best improvement 
percentage has been the DSR protocol when the average delay at the application layer 
has been simulated. We have observed more improvement in fixed topologies when 
there are 250 nodes in the topology, but when there is a mobile topology, the 
improvement is higher in the topology with 100 nodes. When a routing protocol is the 
best one in a fixed group-based topology, it continues being the best one in the mobile 
group-based topology. On the other hand, we have observed that a routing protocol, 
which is the best (or worst) in a group-based fixed topology, could not be the best (or 
worst) in the mobile topology. The routing protocol that has appeared more as the best 
one has been OLSR and the one that has appeared as the worst one has been AODV. 
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63177 Aubière cedex, France

Abstract. Industrials have been increasingly interested in sensor and
actuator networks to monitor and control installations. The recent IEEE
802.15.4 standard has been developed to address vital issues of these
networks, such as limited battery power and low processing capabilities.
However, the standard does not meet all the requirements of industrial
networks. For example, only some of the IEEE 802.15.4 nodes save en-
ergy, and the delay for the computer running the monitoring application
to retrieve the sensor data or to activate an actuator is not bounded.
Our research on energy-efficient MAC protocol is divided into two parts:
Part A is the proposal of a flexible, synchronized tree-based MAC pro-
tocol called MaCARI and Part B deals with optimizations that can be
performed within each cell.
This paper focuses on Part A, that is, on the description of the MaCARI
protocol. MaCARI is designed to tolerate scheduled activities such as
sensor data retrieval and unscheduled activities such as complex rout-
ing. MaCARI achieves this flexibility by using a tree-based centralized
mechanism. We show the benefits of MaCARI by ensuring all nodes sleep
regularly and by proving that the maximum end-to-end delay is bounded.

Keywords: wireless sensor networks, IEEE 802.15.4, tree-based synchro-
nization, energy efficient MAC.

1 Introduction

With the advances in electronics, it is possible to build small, cheap, battery-
powered devices that can perform basic computations, sense the environment
and communicate in a wireless manner. Ideally, these devices could be deployed
at a low cost and organize themselves to form a network that monitors an area
of interest.

Recently, many research groups and industrials have focused on such wire-
less networks of sensors and actuators. Since these devices are often battery
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powered, it is a vital issue to reduce the energy consumption of all the network
elements (see [1] for a comparison on energy-efficient MAC protocols). The IEEE
802.15.4 standard [2] has been developed to address this problem, and has been
implemented on real sensors and actuators.

The OCARI project [3] is a joint project with industrial and academic part-
ners1, which goal is to develop and study protocols that can increase the lifetime
of a sensor and actuator network. The main scenario considered in the project
is the monitoring of an industrial environment such as a factory or a production
site. Such a network has the following characteristics: (i) it consists of no more
than 200 sensors and actuators, with low mobility (although most of the nodes of
the network are static, the propagation conditions in the environment constantly
change); (ii) every network element has a limited battery-power; (iii) communi-
cations between sensors (e.g., a temperature sensor), the monitoring computer
(which often is the decision maker) and actuators (e.g., an alarm bell) have a
bounded delay. In the context of the OCARI project, we developed a protocol
called MaCARI (MAC protocol for Ad-hoc Industrial Networks).

In this paper, we describe the MaCARI protocol. In a nutshell, MaCARI
divides the time into three periods forming a global cycle: (i) the synchronization

period allows all the network elements to be synchronized; (ii) the scheduled

activities period is dedicated to retrieving the values of the sensors and relaying
commands to the actuators; (iii) the unscheduled activities period can be used for
running sophisticated routing protocols or simply sleeping. These three periods
are shown on Fig. 1. In order to obtain the scheduling, we use a centralized
approach: a specific node is in charge of creating a tree that spans all the nodes
of the network. Synchronization beacons are periodically broadcasted along this
tree.

Fig. 1. MaCARI divides the time into three periods: a synchronization period between
T0 and T1; a scheduled activities period from T1 to T2; an unscheduled activities period
between T2 and the next T0. The first two periods constitute the tree-based activities.
The unscheduled activities are non tree-based activities and can be used for any routing
protocol.

1 The OCARI project is a partnership between EDF R&D, DCNS, INRIA, LRI,
LIMOS, One RF Technology and LATTIS with the support of the ANR (French
National Research Agency).
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Our contributions are three-fold. First, we merge the two solutions proposed
in the 802.15.4 standard in order to avoid direct and indirect beacon collisions.
Second, we reduce the energy consumption of the nodes by allowing all devices to
sleep. Third, our mechanism implements multi-hop communications with delay
guarantees.

This paper is organized as follows: first, we describe the 802.15.4 standard in
Sect. 2. Then, we present our protocol MaCARI in Sect. 3. We provide a detailed
description of the three periods, emphasizing more on the first two periods. More
details on the scheduled activities component are given in Part B of this paper
(please refer to [4]). After discussing some open issues in Sect. 4, we conclude
our work.

2 IEEE 802.15.4 standard

The IEEE 802.15.4 standard considers two types of devices: end-devices and
coordinators that are in charge of the end-devices. The MAC protocol supported
in the 802.15.4 standard has two operational modes: the non beacon-enabled

mode in which beacons are sent on request and no synchronization is required
between the coordinators and their children, and the beacon-enabled mode in
which each coordinator sends periodic beacon to synchronize the activity of its
children. Only the beacon-enabled mode allows energy saving, and is therefore
suited to our objectives.

2.1 Beacon-enabled mode

In this paper we are interested in the beacon-enabled mode in which the ac-
tivity of the devices follows the superframe structure shown on Fig. 2. Each
superframe starts with a beacon. There is an optional inactivity period between
two superframes. The duration of superframes and inactivity periods is speci-
fied with the SO (for superframe order) and BO (for beacon order) parameters
(0 ≤ SO ≤ BO ≤ 14) contained in the beacons:

{

SD = aBaseSuperframeDuration.2SO,

BI = aBaseSuperframeDuration.2BO,

where SD is the superframe duration, BI is the beacon interval, and the mini-
mum duration of a superframe is called aBaseSuperframeDuration, which is
equal to 15.36 ms.

During the superframe the children of a coordinator compete using slotted
CSMA/CA, defined in the 802.15.4 standard [2]. An optional mechanism that
offers Guaranteed Time Slots (GTS) is proposed by the standard but, to our
knowledge, it has not been implemented yet due to its complexity. GTS allow
end-devices to ask their coordinator for a time slot during which no other devices
can be active in the cluster. All the guaranteed time slots form the contention-
free period.
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Fig. 2. The 802.15.4 superframe starts with a beacon, is followed by a Contention
Access Period (CAP) during which the slotted CSMA/CA is used, and might contain
a Contention-Free Period (CFP) based on Guaranteed Time Slots (GTS) allocation. If
BO > SO, there is an inactive period that comes before the next superframe.

2.2 Cluster tree

The 802.15.4 standard has proposed to interconnect coordinators using a cluster

tree network, as shown on Fig. 3. A cluster is formed by a coordinator and all
its children (end-devices and other coordinators). The cluster tree is the union
of all the clusters. A PAN (Personal Area Network) coordinator is in charge of
allocating the addresses of the nodes on the tree. Details on how the cluster tree
is created can be found in the 802.15.4 standard.

However, the cluster tree network suffers from beacon frame collisions when
used in beacon-enabled mode. Two types of beacon frame collisions have been
identified by the Task Group 15.4b [5]: direct and indirect beacon frame col-
lisions. In both cases, two coordinators or more send their beacon frames at
approximately the same time. In the first case they are in the same transmis-
sion range of each other, while in the second case they cannot hear each other
but have overlapping coverage zones. The Task Group 15.4b has proposed two
solutions to avoid the direct beacon frame collisions, namely the time division
approach and the beacon-only period approach, and two solutions to avoid the
indirect beacon frames collisions, namely the reactive approach and the proactive
approach.

Solutions to direct beacon frame collisions. In the time division approach,
each coordinator has to choose a time interval in a major cycle to schedule its
own superframe that does not interfere with the superframes of its neighbors. An
implementation for this solution was proposed in [6]. In the beacon-only period
approach, all beacons are sent during a beacon-only period which precedes the
superframes, each coordinator chooses an empty slot to send its beacon so that
no beacon collisions occur.
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Critics have been made on these two approaches (see [7]):

– In the time division approach: (i) the duty cycles of each cluster are con-
strained and depend on the number of interfering clusters; (ii) communica-
tions between adjacent coordinators is not possible since their duty cycles
are separated in time.

– In the beacon-only period approach: (i) the GTS mechanism is no longer
possible since all the superframes are scheduled during the same time in-
terval; (ii) dimensioning the duration of the beacon-only period is complex
since it depends on the cluster tree, on the number of coordinators and on
the allocation of the beacon transmission slots.

Solutions to indirect beacon frame collisions. In the reactive approach,
an end-device experiencing beacon frames collisions notify its parent coordina-
tor. This notification is received by other coordinators in range, which change
their beacon transmission scheduling accordingly. In the proactive approach, the
goal is to avoid indirect beacon frames collisions before they happen. This is
achieved during the association procedure, that is, each time a new device joins
the network: all the devices in range notify the new device of the beacon trans-
mission time of their parents, in addition to their own beacon sending time for
coordinators.
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3 MaCARI protocol

In this section, we present in details the MaCARI protocol. As explained in
Sect. 1, MaCARI divides the time into three periods that form a global cycle.
The three periods are shown on Fig. 1.

Similarly to the 802.15.4 standard, we consider in MaCARI three types of
devices: the end-devices, the coordinators and a PAN coordinator. In addition
to its original role in the 802.15.4 standard, the PAN coordinator also performs
global synchronization, as explained in Sect. 3.1.

MaCARI is a tree-based protocol. It uses the cluster-tree proposed by the
802.15.4 standard. An example of a small network illustrating each cluster is
depicted on Fig. 3.

3.1 Synchronization period

The goal of the synchronization period, between T0 and T1, is to define the
global cycle by providing the same vision of a global time to all the coordinators
and end-devices of the tree. This synchronization allows all devices, including
the coordinators, to sleep and to wake up at predefined instants, sparing energy
while sleeping.

The main difficulty is to broadcast the synchronization in a multi-hop fashion,
which increases the error margins on time precision. A beacon is initiated by the
PAN coordinator and propagated along the tree by the other coordinators, until
it reaches all the devices of the tree.

To make sure that no collisions occur between beacons, the beacon trans-
mission time slot of each coordinator is predefined by the PAN coordinator and
included in the beacon itself. Figure 4 shows how beacons are propagated during
the synchronization period for the topology shown in Fig. 3.

By T1, all devices should share the same global time and have their internal
clocks synchronized. However, many sources of error affect this synchronization
mechanism and have to be taken into consideration [8].

– the processing time before sending the beacon varies with low-level interrup-
tions that schedule the microprocessor activities,

– the processing time after receiving the beacon varies for the same previous
reason,

– the propagation delay is dependent on the distances between the devices,
– the clock drift depends on the crystal of each device internal clock.

Three solutions have been proposed by the Task Group 15.4b to reduce the
error induced by these factors [5]. These solutions are based on estimating the
maximum duration that each source of error might be. They could be easily im-
plemented and included to our protocol, knowing that the distance separating
the devices does not exceed 15 meters in our context and therefore the propaga-
tion delay can be neglected. The technical details concerning this issue are out
of the scope of this paper.
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Fig. 4. The synchronization period is a successive transmission of beacons. The PAN
coordinator C1 initiates the beacon propagation with the beacon transmission schedule
(C1, C2, C3, C4). Ea

1 , Eb

1, C2 and C3 receive the beacon. According to the content of
the beacon, C2 is the next coordinator to propagate the beacon. C2 sends the beacon,
which is received by Ea

2 , Eb

2 and C4. Then, C3 and C4 propagate the beacon. By T1, all
the devices have received the beacon. The decision to turn to sleeping mode depends
on the duration of the waiting time before T1 or the scheduled beacon transmission.
For example, C1 could decide to sleep until T1, while C3 might not have time to sleep
before sending its beacon.

3.2 Scheduled activities period

MaCARI schedules the activities of the devices into several activity periods
between T1 and T2. Each activity period concerns a coordinator and its end-
devices, which form a star. The star is different from the cluster in that a star
contains only one coordinator.

The scheduling of the activity periods of the stars provides a specific activity
period to each star without interferences with the other stars (see on Fig. 5).
During this period, the coordinator communicates with the end-devices. To al-
low the coordinators to communicate with one another, the parent coordinator
is listening for the entire duration of the activity period of its children coordi-
nators. This creates common active periods between coordinators at the end of
the activity period of each child coordinator. The communications during the
common active periods are depicted with arrows on Fig. 5. When these two
coordinators communicate, all the end-devices of the child star are inactive.

Thus, the activity period of each star is composed of two parts: a first part
during which the coordinator collects the data from the sensors or pilots its
actuators, and a second part during which it can exchange data with its parent
coordinator.

Each coordinator manages the activity period of its star according to the
number of its end-devices and their levels of activity. The optional use of GTS
is ensured without the risk of collisions caused by communications from other
stars.
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More details on the intra-star activity is given in Part B of this paper [4],
including real measurements on Freescale components [9]. Note that we consid-
ered here that all the stars of the network were working during different time
intervals; simultaneous activity periods of stars is still possible, but out of the
scope of this paper.

Fig. 5. The scheduled activities period starts at T1 and ends at T2. According to the
content of the beacon, star of C4 is the first to be active. At the same time, coordinator
C2 is listening and waiting for C4 to finish communicating with its children and to
initiate a parent-child communication. The same procedure applies to the other stars.

The algorithm used by the PAN coordinator to compute the size of each
activity period depends on the traffic load of each star and on the application
type. In the example shown on Fig. 5, we assumed that each star has the same
traffic load, and the PAN coordinator therefore allocated the same activity pe-
riod to each star. The same assumption has been made for the parent-child
communications. Note that only the traffic with the highest priority uses these
parent-child communications. The remaining traffic is forwarded during the un-
scheduled activities period. As for the application type, we considered that the
network consists of more sensors than actuators. Thus, the activities are sched-
uled from the stars at the bottom of the tree to the stars at the top of the
tree (refer to Sect. 4.1 to see how this algorithm can be used to guarantee an
end-to-end delay).

3.3 Unscheduled activities period

The period of unscheduled activities, between T2 and the next T0, is designed to
allow the use of energy-efficient routing protocols. During this period, all the end-
devices are sleeping (their have already exchanged data with their coordinators
during the period of scheduled activities). MaCARI does not specify the activity
of the coordinators: they can either be asleep or active, according to the topology
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control algorithm [10] used by the routing protocol (refer to [11] for a survey on
routing protocols for wireless sensor networks).

The period of unscheduled activities can also be used as a contention access
period, where all the coordinators compete for the medium using a stochastic
mechanism such as CSMA/CA. Such a mechanism inherently uses simultaneous
transmissions, resulting in a good utilization of the channel bandwidth. However,
the access to the channel is probabilistic.

The advantage of having scheduled activities in one period and unscheduled
activities in another becomes apparent: messages requiring a bounded end-to-
end delay are relayed during the period of scheduled activities, according to a
path that could be non optimal; other messages can be routed during the period
of unscheduled activities using a potentially better path.

3.4 Advantages over the 802.15.4 standard

As explained in Sect. 2, the 802.15.4 standard suffers from direct and indirect
beacon frame collisions. In the context of our network specifications, MaCARI
solves these problems by:

– merging the two solutions that avoid direct beacon frame collisions,

– avoiding completely the indirect beacon frame collisions.

Unlike the beacon-only period solution:

– The synchronization period (the equivalent in MaCARI of the beacon-only
period) is well defined by the PAN coordinator, which knows all the coordi-
nators.

– Since the activity periods of the stars are separated in time, the use of GTS
is possible.

Unlike the time division solution, MaCARI allows communications between
neighbor coordinators. They can be either parent-child communications happen-
ing in the scheduled activities period between T1 and T2, or between any pair
of coordinators in range during the period of unscheduled activities, between T2

and T0. MaCARI does not solve the limitation on the number of clusters of the
time division solution. However, this number is limited in the industrial network
we focus on. Subsection 4.2 proposes a way to further reduce the impact of this
limitation.

In MaCARI, there is no indirect beacon frame collision, since all beacon frame
transmissions are predefined and no random choice is made for the sending time
of the beacon frames.

In addition, MaCARI allows the coordinators to save their energy by sleep-
ing during certain time intervals. This is not supported by the IEEE 802.15.4
standard.
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4 Discussion

In this section, we describe a feature of the MaCARI protocol, namely, how
it can be used to guarantee a bounded end-to-end delay. We also discuss how
simultaneous transmissions could be used to optimize the synchronization and
the scheduled activities periods.

4.1 Guaranteed end-to-end delay

In this part, we explain how high priority data can be relayed from a coordinator
to another during the scheduled activities period. Low priority data is relayed
during the unscheduled activities period. We prove that, under known traffic
conditions, we can guarantee a bounded end-to-end delay. In the context of
industrial networks, most sensors have a well defined data production, which is
taken into account while planning the scheduled activities.

Let us consider the network topology shown on Fig. 3. Figure 5 represents
the following scheduling of star activities (privileging communications from the
bottom of the tree to the root of the tree): (C4, C3, C2, C1), and let us assume
that sensor Ea

4
(Ei

j represents the i-th end-device of coordinator Cj) has to
communicate to C3. During the activity of star C4, Ea

4
relays its message to C4.

Part B [4] of this paper specifies different optimizations for intra-star activities.
C4 can relay the message to its father C2 which is listening. Later in the cycle,
it is the turn of star C2 to work. Towards the end of the activity period of star
C2, C2 can pass the message to its father C1, which is active. However, in order
to communicate to C3, C1 has to wait for a new global cycle to start. When it
is the turn of star C3 to work, C1 can relay the message of Ea

4 to its destination
C3 towards the end of the activity period of star C3.

From the scheduling (C4, C3, C2, C1), it can be seen that messages can be
relayed all the way up the tree to the root in one global cycle. However, each
time a message has to go down one level on the tree, the coordinator has to wait
for a global cycle.

The fact that messages can be relayed in one global cycle all the way up
the tree is due to the scheduling, which always schedules the activity period of
child stars before the activity period of the star of their parent. This is called an
upstream scheduling. The reverse scheduling, which always schedules the activity
period of the star of the parent before the activity period of the star of the child
is called a downstream scheduling, since it allows to go all the way down the tree
in one global cycle.

To achieve a bounded end-to-end delay, our idea consists of having an up-
stream scheduling and a downstream scheduling alternatively. Let us consider
the worst-case end-to-end delay from a coordinator Ci to a coordinator Cj . Co-
ordinator Ci has to send the message to the root, with a downstream scheduling
for the current cycle. When this cycle ends, the message has reached only the
father of Ci. Then, during the second cycle, the scheduling is upstream and the
message reaches the root of the tree. Finally, during the third cycle, the schedul-
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ing is downstream again and the message can reach Cj . It has taken three global
cycles to forward the data from coordinator Ci to coordinator Cj .

This assumes that during the scheduled activities period, the duration of the
communication between child and parent coordinators depends on the traffic
generated by all the end-devices. This is taken into account by the PAN coor-
dinator during the synchronization period, with the following constraint: each
time interval allocated to a star depends on its traffic conditions, and on the
position of the coordinator in the tree (coordinators close to the root have to
relay more messages).

4.2 Optimizations using simultaneous transmissions

It is possible to reduce the duration of the scheduled activities period by consid-
ering simultaneous non-interfering star activities. Simultaneous activities have
already been considered for intra-star communications (see the description of
SGTS in Part B of this paper). This approach could be extended and applied to
realize simultaneous star activities, taking into consideration the received power
(and not the transmission range).

It is also possible to reduce the duration of the synchronization period by
applying the same strategy. Also, if all the end-devices of a coordinator Ci receive
the beacon of another coordinator Cj , Ci does not need to broadcast its own
beacon.

5 Conclusions

In this part of the paper, we have presented a flexible, synchronized tree-based
MAC protocol called MaCARI. MaCARI divides a global cycle into three time
periods: the synchronization, the scheduled activities and the unscheduled ac-
tivities periods. End-devices and coordinators are both allowed to sleep during
these three periods, only to wake up and communicate during predetermined
time intervals. Thus, all the network devices are able to save energy.

The period of scheduled activities allows sensors and actuators to communi-
cate with their coordinator. Additionally, during the activity of a child coordi-
nator, the father coordinator is active. This allows guaranteed communications
between two adjacent coordinators on the tree, and therefore makes end-to-end
communications possible for high priority traffic. By scheduling alternatively up-
stream and downstream communications, MaCARI is able to relay frames from
one end of the network (e.g., a sensor) to another end of the network (e.g., a
monitoring application) in three global cycles or less.

The period of unscheduled activities allows the communications between co-
ordinators to be arbitrary (i.e., not respecting the tree structure).

Part A of this paper has focused on the synchronization and on the scheduling
of star activities. More details on the optimizations of the communications within
each star are given in Part B of this paper [4].
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Abstract. Industrials have been increasingly interested in sensor and
actuator networks to monitor and control their installations. The recent
IEEE 802.15.4 standard has been developed to address vital issues of
these networks, such as limited battery power and low processing ca-
pabilities. However, the standard does not meet all the requirements of
industrial networks. For example, only some of the IEEE 802.15.4 nodes
save energy, and the delay for a sensor to activate an actuator is not
bounded. Our research on energy-efficient MAC protocol is divided into
two parts: Part A consists in introducing a flexible, synchronized tree-
based MAC protocol called MaCARI and Part B deals with optimizations
that can be performed within each star.
This paper focuses on Part B, that is, on the intra-star MaCARI protocol.
Our proposal is an incremental protocol with different options which
increase respectively the previous one in terms of bandwidth and energy
saving. A hardware prototyping of the last option has been done in order
to validate our proposal.
Keywords: wireless sensor networks, IEEE 802.15.4, energy efficiency,
QoS, MAC layer.

1 Introduction

The OCARI project [2] aims to optimize the wireless communications for indus-
trial networks with sensors and actuators. One of the challenges of the project
is the proposition of a new Medium Access Control (MAC) layer. The physi-
cal layer used is the IEEE 802.15.4 PHY2450 [3] also used for ZigBee networks
[4]. OCARI network general topology is an ad-hoc mesh network, made of two
types of devices: coordinators (routers, i.e. Full Function Devices, or FFD, in

? The OCARI project is a partnership between EDF R&D, DCNS, INRIA, LRI,
LIMOS, One RF Technology and LATTIS with the support of the ANR (French
National Research Agency) [1]. LIMOS and LATTIS are in charge of the MaCARI
medium access control development.

 
 

Please use the following format when citing this chapter: 

Livolant, E., van den Bossche, A. and Val, T., 2008, in IFIP International Federation for Information Processing, Volume 264; Wireless Sensor 
and Actor Networks II; Ali Miri; (Boston: Springer), pp. 233–244. 



the IEEE 802.15.4 terminology) and end-devices (sensors, i.e. Reduced Func-
tion Devices, or RFD, in the IEEE 802.15.4 terminology). As in the 802.15.4
standard, an end-device must be associated to an unique coordinator. A coor-
dinator and its end-devices form a star topology. However, the coordinators are
free to communicate with others coordinators if they are in range with each
other (peer-to-peer topology). The general MAC-layer proposed by the OCARI
project is named MaCARI (MAC for oCARI) [5]. MaCARI relies on a beaconed
tree-based mechanisms between coordinators. This MAC layer organizes the de-
vice synchronization and the waking up/transmitting/receiving scheduling. The
temporal organization is divided into three parts [5] (Fig. 1).

Fig. 1. Global cycle with its three periods.

– A first period, named synchronization period (T0 − T1), broadcasts the syn-
chronization and the scheduling over the entire network.

– A second period, named scheduled activities period (T1−T2), is dedicated to
the tree-scheduled communications. In this period, each star has a timeslot
where no other star can transmit to strictly avoid collisions. The only devices
authorized to transmit are the devices of the concerned star (coordinator,
end-devices) plus the father coordinator of the star (tree topology). The
present article deals with the intra-star organization of this period.

– A third period, named unscheduled activities period (T2 − T0), where free
communication are possible by using CSMA/CA protocol for instance. In
this period, communications may not respect the tree topology. Devices can
communicate as soon as they are in the same radio range. The routing pro-
tocol proposed by the network-layer uses this period.

2 OCARI basic hypothesis

This section reminds the principal hypothesis of the OCARI project. These hy-
potheses induce some constraints to MaCARI and have a direct impact on di-
rections and optimizations proposed.
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– Each coordinator manages the activity period of its star during the dedicated
period it gets between T1 and T2. All end-devices are awaken and are waiting
for synchronization adjustment. Once the working period has passed, devices
may enter in doze mode, as detailed in the next sections.

– The PAN coordinator schedules the use of the medium for each star. This
slot enables intra-star communications without collision since the medium is
dedicated to a single star during the slot.

– During this period, we suppose that the only star authorized to transmit
data is the star which receives the PAN coordinator authorization. In fact,
we suppose that collisions are not possible with the others stars.

– Basically there are no direct communications possible between two end-
devices. End-devices can communicate with their coordinator thanks to the
indirect data transfer described by IEEE 802.15.4 standard [3]. We will see
in the next sections that this point can be improved in intra-star MaCARI
to optimize throughput.

– The OCARI project assumes a single transmit (TX) power level. A prelimi-
nary study [6] has shown that IEEE 802.15.4 transceivers do not save a lot of
energy by reducing TX-power (unlike WiFi, WiMAX or GSM transceivers).

– Two same star end-devices may not be in radio range with each others. Of
course, a star-coordinator must be in range of all its end-devices.

– Moreover, a star-coordinator may know all its end-devices: the OCARI net-
work is not a spontaneous self-organized network since the application im-
poses that each sensor is logically ”linked” to a particular coordinator. In
the OCARI aimed applications, sensors are previously defined and located
by the application-level.

– The propagation conditions are quiet stable.
– At last, we consider that devices (end-devices and coordinators) are not

mobile. The OCARI network does not permit mobility. At best, end-devices
may be mobile but stay in the star, since the protocol does not provide for
any handover mechanism.

3 Intra-star MaCARI

Our protocol proposition defines the MAC protocol inside the star when the FFD
(Full Function Device) is able to communicate by a beacon reception. During
(T1 − T2) (Sect. 1), the star owns a guaranteed medium access without collision
or interference risks against the other nodes of the OCARI network.

3.1 An incremental protocol: intra-star MaCARI options

We propose several MAC options (Fig. 2), from the simplest to the more complex,
as an incremental protocol depending on:

– Comparative performance analysis of these options (by simulation and/or
prototype metrology).
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– Maximum end-device number by star: indeed, a complex intra-star MaCARI
method could be useless if the star owns only a couple of end-devices.

– Quantity and kind of exchanged data: as previously, a complex intra-star
MaCARI method could be useless if each end-device only transmits a short
frame by minute. On the other hand, if end-devices transmit longer frames
with timed-constrained data, with a stronger periodicity, a MaCARI with
QoS is required. Such a method, deterministic and with QoS, could enhance
the energy saving issue.

– Prototype implementation feasibility and device architecture chose (type of
microcontroller(s), memory size, data exchange interfaces, etc.)

Fig. 2. Incremental MAC options.

3.2 Full slotted CSMA/CA beaconed by the FFD

The simplest intra-star method could be the slotted CSMA/CA one. Every com-
munication is beaconed between T1 and T2 during this kind of superframe (as in
IEEE 802.15.4 vocabulary). Each node uses the same distributed protocol. As
an end-device, a node can only exchange with its FFD. Data for end-devices are
transmitted by the FFD during a timeslot requested by the end-device. Concur-
rent accesses are avoided by the CSMA/CA method. This best effort MAC is
relevant for a few-loaded star in regards of the QoS requirements.

3.3 CSMA/CA + GTS (Guaranteed Time Slot)

The random characteristic of the CSMA/CA implies a collision risk between
two or more transceivers. In fact, quasi-simultaneous CCAs (Clear Channel As-
sessment) function calls by concurrent transceivers entail a collision. Without
acknowledgment response because of the data collision, each node uses a ran-
dom backoff time which could be unfortunately the same. In consequences, a new
collision might appear. This phenomenon has a small but non-null probability
to continue endlessly. The consequences of this could be insignificant for most
applications but could be disastrous when the submitted network load is impor-
tant. Indeed, the more frames to be transmitted, the more collisions, and the
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more frames to be retransmitted. A collapse phenomenon occurs which implies
a quasi-null efficient bandwidth. Delays are also increased. This fact could be
unacceptable for time-constrained applications.

This problem could be avoided by using, in each star, a specific access method
using a superframe with two periods: CAP (Contention Access Period) and CFP
(Contention Free Period). CAP uses only CSMA/CA. This period permits a
basic QoS for non-priority flow without temporal guarantees. This best effort
algorithm can be used for sporadic and unexpected flows. CFP uses dedicated
timeslots allocated by the FFD to its end-devices. These slots are named GTS
(Guaranteed Time Slot).

According to the application needs of each sensor, the end-device requests to
its coordinator a GTS allocation for the next superframe. If the minimal size of
the CAP is not reached, the FFD can allocate a new GTS. The CAP is reduced
accordingly. If an end-device does not use its GTS during a specific duration,
this GTS is automatically suppressed (timeout). The end-device must request
a new GTS attribution for next superframes. The IEEE 802.15.4 standard has
proposed this algorithm, but it is rarely implemented on commercial devices.

Two QoS levels for two different flow types are proposed. The first one for
time-constrained flows is associated with known needs. The second one for best
effort flows is associated with sporadic and unexpected data.

3.4 CSMA/CA + GTS with multiple reservation levels

The previous solution is an interesting option but its major drawback is the GTS
static allocation for each superframe. For example, one GTS by superframe could
be useless for a simple temperature sensor. It would be interesting to propose a
service differentiation according to communication needs of end-device applica-
tion. This intra-star MaCARI option proposition is based on special reservation
level named ’n’. A GTS(n) is dedicated to an end-device according to its peri-
odicity request:

– when n=0: for each superframe (as in IEEE 802.15.4 standard),
– when n=1: every two superframes,
– in the general case: every 2n superframes.

The principal advantage is the cohabitation of different guaranteed traffics
according to different sensors. It is also possible to choose a reverse allocation
principle. In a superframe a sensor could have more than one GTS. In this case,
the reservation level is n=1. However, the end-device must request several GTSs
in each superframe. The bandwidth allocated to such an end-device is increased.

The other advantage of this option is the power saving offered by this MAC
layer. A sensor can commute to doze mode, especially when this sensor is not
concerned by these superframes. If a temperature sensor has a high inertia,
its end-device can wake up only every 4 or 8 superframes for instance for a fast
and short temperature transmission. After this activity this end-device commute
in battery saving mode. In the classical IEEE 802.15.4 protocol, a wake up is
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mandatory every superframe for using a GTS. In our proposition, it is possible
to save timeslots with an optimized allocation only when it is necessary. This
option maximizes doze mode outside GTSs.

3.5 CSMA/CA + GTS(n) + PDS (Previously Dedicated Slot)

The principal drawback of the previous option (also in the IEEE 802.15.4) is re-
lated to the GTS request which is necessary done by the end-device in CSMA/CA
mode. This request mode is not fully deterministic because this random access is
non-guaranteed to obtain GTS which is guaranteed. For sensible sensor applica-
tions that need guaranteed access, we propose a new intra-star MaCARI option
based on PDS (Previously Dedicated Slot). A PDS is allocated to each specific
sensor that uses this high level of QoS. A PDS is in fact an preallocated GTS.
This PDS can be used by an end-device to transmit periodic data with high
QoS. The end-device can also use this PDS to request more or less GTSs. This
dynamic GTS allocation permits variation according to bandwidth and delay
needs.

To avoid an overload of the used bandwidth, a large ’n’ is associated to this
first PDS. A performance analysis [6, 7] shows that the bandwidth used for this
PDS is very short (0.78% for a PDS with n=3).

3.6 CSMA/CA + SGTS (Simultaneous GTS)

The last proposed option permits a large-scale OCARI network. In fact, if the
network is composed of a large number of devices, particularly for the intra-star
part, the congestion is highly probable if the sensors are numerous. The star
topology entails a bottleneck inside the range of the coordinator where every data
flows converge from end-devices. In some applications, two end-devices could
have to exchange data with each other. In this case, a centralize communication
via the coordinator can be damageable for the star bandwidth. Typically, a sensor
could directly send data to an actuator in the same star, and the actuator could
send back an acknowledgment. Both end-devices must be at radio range with
each other. This principle optimizes the end-to-end delay and reduces the load
of the coordinator.

Moreover, multiple simultaneous communications between end-device pairs
in the same star are conceivable under specific radio propagation conditions.
Received signal strength of pairs must be different enough in order for a receiver
to focus on its associated flow. The SGTS concept [8] consists in allocating the
same timeslot to multiple end-device pairs (simultaneous medium access without
collisions) (Fig. 3).

– (A) SGTS between end-device pairs
– (B) SGTS between [the coordinator and an end-device] and [an end-device

pair]

SGTS feasibility conditions are based on:
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Fig. 3. SGTS concept.

– A measure of received signal strength from each emitter. This measure must
be done in real time for every node which wants to using SGTS.

– A bilateral negotiation between nodes that want a simultaneous timeslot.
– A certain stability of propagation conditions.

For example (Fig. 3(A)) when E2 and E4 transmit data simultaneously, the
end-device E1 measures that the signal strength of E4 is lesser than the signal
strength of E2 with an additional margin. The coordinator (C) centralizes SGTS-
related data and organizes SGTS allocations to its end-devices.

The coordinator can be involved in a pair which negotiates a SGTS allocation.
In Fig. 3(B), C communicates with E1 while E4 communicates with E3. In
other words, a SGTS is allocated to C⇒E1 while an other SGTS is allocated to
E4⇒E3, only if radio conditions are satisfied (as described previously).

As a parameter, the signal strength can be adjusted to increase the number
of potential SGTS. In Fig. 4, E4 reduces its signal strength in order to reach
only its nearest neighbor E3. In this case, SGTS between E1⇒C and between
E4⇒E3 are possible.

The SGTS concept can be used for data frames without acknowledgments.
In the case of acknowledgment requirements, acknowledgments must apply the
same signal strength measurement and SGTS negotiation procedures. Thus, two
different methods can be used:

– Accept a SGTS only if propagation conditions are symmetric.
– Acknowledge data in a specific field of an other data frame associated to a

later SGTS.

A theoretical and metrological study on propagation conditions proved an
acceptable reception threshold for SGTSs without collision risks. A margin must
be respected to increase SGTS quality.
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Fig. 4. SGTS with a receiver FFD.

4 Preliminary study for SGTS concept validation

The concept of SGTS needs to be validated and the non-perturbation margin
has to be identified. The best way to validate this concept is the real hardware
prototyping. Therefore we have developed a prototype of a simple MAC-layer
and deployed a network based on a couple of Freescale IEEE 802.15.4 devices
[9]. This type of 802.15.4 devices is totally reprogrammable, which allowed us to
implement the SGTS functionality. This prototype also enables us to evaluate
the non-perturbation margin evoked in Sect. 3.6.

4.1 The prototype network and its topology

The prototype network is composed of five nodes: a star-coordinator (C) and four
end-devices associated (synchronized) to this coordinator. The network topology
and the superframe structure (frame scheduling) are respectively shown on Fig.
5 and Fig. 6.

For this case study, we consider that both E1 and E3 have obtained a GTS
and can freely use it to send data to another end-device (respectively to E2 in
slot #2 and to E4 in slot #3). Slot #4 is used by both E1 and E3. In this
study, the objective is to evaluate the non-perturbation margin, i.e. to measure
the number of collisions in slot #5. In order to evaluate the perturbation of the
other transmitter (E3 for E2 and E1 for E4), each coordinator listens to the
messages sent by the two nodes and gets the RSSI value during the slots #2 and
#3. The RSSI difference is calculated at the end of slot #3, only if both messages
from E1 and E3 have been received. In slot #4, the receivers E2 and E4 listens to
the medium. If they receive the expected message, the result is positive. If they
receive the message of the other device or if a collision is detected, the result is
negative.
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Fig. 5. Prototype topology.

Fig. 6. Message temporal scheduling.
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Note that on the devices used for this study, the transmit power can be
adjusted from -16 dBm to +3.6 dBm. This functionality enables us to implement
an automatic variation of the node transmitting power to increase the measure
range without moving the devices. Measures have been realized both into an
anechoic chamber (i.e. without any noise) and in a regular environment (i.e.
with noise).

4.2 Obtained results

The results showed on Fig. 7 prove that the SGTS concept works correctly
on a real prototype: two transmissions can be done at the same time without
interfering the other receiver. The signal strength margin is small. In fact, the
obtained results show that there is only a 6-7 dB window where the SGTS may
not be envisaged because of an important risk of collision. We can considerate
that a margin of 10 dB is safe.

Fig. 7. Obtained results with the SGTS study in regular environment.

5 Conclusion

MaCARI proposes a core based on beaconed slotted CSMA/CA and allows sev-
eral optional functionalities. The Figure 8 summarizes the five proposed options
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with their advantages and drawbacks. We plan to analyze the performance of
these additional functionalities in a real prototype and consider the results as
a reference. The option #2 (IEEE 802.15.4 GTSs) may propose a first level
of determinism. Unfortunately, there is no commercial implementation of the
GTS. This specific part has to be implemented first. The option #3, which re-
quires the option #2, proposes a higher QoS flexibility thanks to a mechanism
of service differentiation. Moreover, the energy-saving resulting of this option
was previously required by the OCARI project which aims to propose a MAC-
layer with energy-saving functionalities. Option #4 which is based on PDS also
requires options #2 and #3. It enables the higher level of determinism. Option
#5 plans to optimize the medium utilization between the network entities. In
fact, the 250kbps has to be shared in the best way. This last option may be
implemented without option #2, #3 and #4. Nevertheless the SGTS concept is
very interesting if it is used together with GTS(n) and PDS.

Fig. 8. Summary of the MAC options.
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Abstract. In this research, we have suggested the Localization Algorithm using
Probable Filtering Schema of RSSI without additional hardwares. The existing
method has been filtering with only average and feedback of received RSSI val-
ues. This method was not considering about the variation of RSSI when obstacles
are moving at indoor environment. In this research, we have suggested the proba-
ble filtering algorithm which is considered factors of errors at indoor environment
and we have demonstrated the superiority of this algorithm through the examina-
tion. It presents 14.66% and 11.65% improved accuracy than the existing filtering
algorithm.

1 Introduction

The localization technology is one of the key technologies to realize invisible technol-
ogy in the ubiquitous society. It is possible to make an active computing environment
by automatic sensing. It is also possible to give users the useful information naturally
without any recognition. Therefore, there are many localization technologies which has
been studying with various communication method.

Especially, LBS(Location Based Service), which used GPS(Global Positioning Sys-
tem) with the auto navigation system and mobile network based, is already used in
various fields and it has been developing indispensably[1].

Sensor network, one of the key technologies on ubiquitous computing, has been
studied with the development of ubiquitous computing technologies. The node local-
ization system has been particularly studied in various application fields for developing
technology and reducing errors of measurement. The applications which are based on
the local information of nodes are Home Automation, Preventing missing child system,
Preventing stranger system, Chasing the location of patient and doctor at the hospital,
Analysis of consumer preference at big market or department store, Preventing disaster
system and so on[4][5][6][7][8].

Generally, indoor localization system uses the RSSI(Received Signal Strength In-
dication) with ZigBee protocol in wireless sensor network. Because there are some ad-
vantages. It is possible to localize without additional hardwares. It is cheaper for setting
system, and it has wide application range. However, there are also some disadvantages
on RF such as diffraction, reflection, multi-path, and so on.

The localization system with RSSI could measure almost accuracy at indoor envi-
ronment where could get LoS(Line of Sight), while the RSSI values are not correct at
Non-LoS environment because of obstacles.
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In this research, we have suggested the RSSI filtering algorithm to reduce errors
when we localize at indoor environment and another filtering algorithm to accurately
localize without additional hardwares. We have been struggling to reduce errors of RSSI
at indoor environment because of obstacles by using those filtering algorithms.

2 Related research

2.1 General process of localization

There are five steps on processing of localization. Those are collecting of the location
information, converting of the location information, filtering, calculating of the location
value, and smoothing. Among these steps, it must involve collecting of the local infor-
mation, converting of the location information, and calculating of the location value.
There are processes about each step[9][10][11][12].

The collecting of the location information is performed between terminal node
and beacon node. The local information could be RSSI, ToA(Time of Arrival), or
AoA(Angle of Arrival). The variation of the location information is one of processes to
use on calculating of the location value. It could be converted using propagation model
into distance in terms of location information types. If the location information is RSSI,
it can use Friis’s propagation model. If it is ToA, it can use the propagation model which
is based on physics related with light of propagation.

Filtering is the process which is selecting the changed distance of the location infor-
mation for location calculating more accurately. There are Cell-ID, ToA, TDoA(Time
Difference of Arrival), AoA, and Fingerprint in the method of location calculating.
Smoothing is the process which reflects real-time location information, using a location
value of nodes which has been received before[2][3].

2.2 Characteristics of RSSI value

Generally, RSSI values are presented as equation 1 at outdoor environment where it is
guaranteed LoS. If the equation 1 is presented by graph on ideal environment. It will be
same as figure 1[13].

RSSI =−(10nlog10d +A) (1)

- n : signal propagation constant
- d : distance from receiver
- A : RSSI at indoor environment far from 1m

It presents the RSSI values at outdoor environment in 1m on figure 2. We could recog-
nize that it presents the distribution regularly, and it is distributed by bisymmetry based
on -11dBm.
However, there are great differences in received RSSI values at indoor environment
because of obstacles. The figure 3 presents the variation of RSSI values at outdoor en-
vironment in 1m. We could recognize that the RSSI values are not bisymmetry.
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Fig. 1. Ideal RSSI values (on equation 1, A=40, n=3)

Fig. 2. The variation of RSSI values in terms of received time at outdoor environment in 1m.

Fig. 3. The frequency of distribution curve of RSSI values at outdoor environment in 1m.
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2.3 General filtering method

There are two ways of filtering methods generally which are average and feedback.
The average filtering method is presented as equation (2). It has variable formation

that the RSSI value which has been received before is changed by another RSSI value
which has been received right after.

RSSIn =
1
n

n

∑
i=0

RSSIi (2)

- n : the number of received RSSI value
- RSSIn : the received RSSI value in round n
- RSSIi : the received RSSI value in round i

The feedback filtering method is presented as equation (3). It has the variable for-
mation with the RSSI value which has received before exchanges another RSSI value
which received right before.

RSSI = a ·RSSIn +(1−a) ·RSSIn−1 (3)

- RSSIn−1 : the received RSSI value in round n-1
- a : weigh constant(0 < a < 1,generally,a≥ 0.75)

The average and feedback filtering method could be available at outdoor environ-
ment when the LoS is guaranteed but, it has some problem at indoor environment which
illustrate lower accuracy because of obstacles environment which illustrate lower accu-
racy because of obstacles.

3 Suggested filtering method

The RSSI value can not be measured by obstacles accurately at indoor environment. If
the RSSI value which has lower accuracy uses in general filtering methods; average or
feedback filtering method, it could make big errors. In this research, we have suggested
the enhanced probable filtering method to obtain a higher accuracy than average or
feedback filtering method.

In figure 4, it illustrates to select the kmax among the measured RSSI values on the
suggested filtering algorithm. It can be separated into area A and area B. It could be the
higher accuracy RSSI value between transmitter node and beacon node in area A. But,
it could be received the lower accuracy RSSI value in area B because there is an error
by obstacles. The problems could improve the accuracy of RSSI values by removing
the error tolerance by obstacles and getting the average.

If there are errors by obstacles at indoor environment as figure 4, the average and
feedback filtering algorithm present big difference compared with ideal RSSI values
in figure 2. In this research, we have examined to get higher accuracy RSSI values at
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Fig. 4. The variation of RSSI values at indoor environment in 1m; it illustrates the RSSI values
with kmax of suggested filtering method

indoor environment with previous RSSI value of kmax and to remove the scattered form
of the area B in an accumulated distribution chart as figure 4.

The processes of execution are the first, to check the frequency table with received
RSSI values, second, to figure out the maximum constant, at last, to calculate the aver-
age from the maximum constant to the highest kmax. It comes under area A in figure 4.
The equation 4 illustrated the suggested filtering algorithm. The figure 5 is a flow chart
of suggested filtering algorithm.

RSSIk =

kmax

∑
k=1

nkxk

Nkmax

(4)

- xk : Data(RSSI value)
- nk : times
- nkxk : Data * times
- Nk : cumulative times
- kmax : maximum times
There is a disadvantage which keeps the frequency table on memory compared with

average filtering method but, it does not increase the complexity. The frequency table
doesn’t matter to operate sensor nodes because it is stored small amount of memory.
For example, if a frequency table has 50 RSSI values, it must need only approximately
50bytes.

4 Examination environment and result

4.1 Examination environment

We have examined the environment in corridor as figure 6. We considered some obsta-
cles such as walls and appliances. We set the sensor node on the 1.5m fixed body from
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Fig. 5. The flow chart of suggested filtering g algorithm

bottom. We repeated comparing and analyzing the received packets 50 times over 15m
because of the available communication range of ZigBee.

Fig. 6. Examination environment

4.2 Hardware and Firmware

We used the Nano-24 made by Octacom. co., ltd. These are sensor nodes which are
based on Nano-Q+ and it’s developed for education and development kit. MCU is AT-
mega128L used RISC structure. It supports an interior flash memory based on ISR(In-
System Reprogrammable), a 4Kbytes SRAM and a 4Kbytes EEPROM. It also supports
an exterior 512Kbytes flash memory and a 32Kbytes SDRAM. Nano-24 is made up of
four modules such as Main, Interface, Sensor and Actuator.Figure 7 show structure of
main module Among these, we used the main module which involves ATmega128L and
CC2420 as figure 8[14][15].

We did firmware porting on sensor nodes which we have developed except OS for
sensor node. The figure 8 presents the firmware structure. We optimized that it doesn’t
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Fig. 7. Structure of main module

Fig. 8. The structure of Firmware

depend on the OS. We also reduced the MCU resource consumption than TinyOS. For
example, we reduced flash memory about two times, SRAM about 1.45 times than
CntToLedAndRfm which is a RF LED testing program. We actually could reduce the
resource consumption which is a simple RF testing program without data if we regard to
CntToLedAndRfm. The efficiency of memory management could realize more flexibly
on transport layer and network layer with minimizing hardwares in further future.

4.3 Result of examination

The figure 9-11 present the received RSSI values on each time with suggested algo-
rithm from 1m-15m ideal values as it is farther and farther. It causes by obstacles such
as walls and appliances at indoor environment.

The figure 9-11 are the graph which is represented table 1 and 2. It presents the
comparing result with three kinds of filtering methods. The distance is a standard with
ideal RSSI values and it compares with the error of distance. The negative means that
the suggested filtering algorithm has lower accuracy, while the positive means that it
has higher accuracy in improving rate. It has similar accuracy with feedback filtering
method or more without in 2m. The reason is that it presented big improvement of error
rates because the last one has slight different value among received 50 RSSI values in
2m. It is the special case. In other case, it causes big errors than other methods. The
algorithm presents the highest accuracy in 4m.
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Fig. 9. The variation of RSSI value in 1-5m

Fig. 10. The variation of RSSI value in 6-10m

Fig. 11. The variation of RSSI value in 11-15m
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Table 1. Comparison of received RSSI value, Ideal, ERFS, Average and Feedback Filtering
scheme

Ideal ERFS Average Filtering Feedback Filtering
RSSI distance RSSI RSSI RSSI
-5.00 1 -13.00 -13.36 -12.99
-11.02 2 -18.35 -18.90 -17.19
-14.54 3 -20.83 -21.58 -21.30
-17.04 4 -22.78 -24.08 -24.36
-18.97 5 -20.63 -21.44 -22.15
-20.56 6 -22.88 -23.72 -24.35
-21.90 7 -22.64 -24.24 -21.80
-23.06 8 -24.70 -25.42 -25.49
-24.08 9 -28.84 -29.14 -29.16
-25.00 10 -33.94 -34.90 -34.95
-25.82 11 -26.34 -27.14 -28.96
-26.58 12 -30.35 -30.78 -30.89
-27.27 13 -25.00 -25.58 -25
-27.92 14 -24.96 -25.60 -25.30
-28.52 15 -33.34 -33.38 -33.75

Table 2. Comparison of conversion distanc, Ideal, ERFS, Average and Feedback Filtering scheme
and accuracy comparison of each other

Ideal ERFS Average Filtering Feedback Filtering Advance
RSSI distance conv. dis conv. err conv. dis conv. err conv. dis conv. err P/A(%) P/F(%)
-5.00 1 2.51 1.51 2.33 1.61 2.50 1.50 10.62 -0.22

-11.02 2 4.65 2.65 4.41 2.95 4.07 2.07 15.19 -28.95
-14.54 3 6.19 3.19 6.01 3.74 6.53 3.53 18.39 11.30
-17.04 4 7.75 3.75 8.01 4.99 9.29 5.29 31.04 38.51
-18.97 5 6.04 1.04 5.91 1.63 7.13 2.13 11.77 21.63
-20.56 6 7.83 1.83 7.69 2.62 8.45 2.45 13.18 10.29
-21.90 7 7.62 0.62 8.16 2.16 7.51 0.51 21.98 -1.50
-23.06 8 9.66 1.66 9.35 2.49 10.23 2.23 10.39 7.11
-24.08 9 15.99 6.99 14.35 7.06 17.17 8.17 0.78 13.11
-25.00 10 27.99 17.99 27.86 21.26 31.56 21.56 32.61 35.63
-25.82 11 11.67 0.67 12.79 1.79 15.77 4.77 10.19 37.33
-26.58 12 18.53 6.53 19.45 7.45 19.72 7.72 7.67 9.91
-27.27 13 10.00 3.00 10.69 2.30 10 2.99 -5.31 -0.05
-27.92 14 9.95 4.04 10.71 3.28 10.36 3.63 -5.41 -2.88
-28.52 15 26.14 11.14 26.24 11.24 27.41 12.41 0.66 8.48

P:ERFS / A:average filtering / F:Feedback filtering / conv.:conversion average adv 11.58 10.65
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It is the graph which compares with filtered RSSI values. We could recognize that
the suggested algorithm is closer to the ideal RSSI value than average and feedback
filtering method.

In the figure 12, 13, when the algorithm is applied to the ideal RSSI value and dis-
tance, we could find out improved accuracy because there are few conversion distance
errors than average and feedback filtering method.

Fig. 12. Comparing the suggested RSSI value

Fig. 13. Comparing distance error with converted RSSI

Lastly, when it compares with the average filtering method, it presents 32.16% im-
proved accuracy in 10m. It also presents 38.51% improved accuracy in 4m when it
compares with the feedback filtering method. It has 11.58% and 10.65% average im-
provement on each average and feedback filtering method.
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5 Conclusion

In this research, we have suggested RSSI filtering algorithm without additional hard-
wares. It improved an accuracy in distance estimation compared with existing average
and feedback filtering algorithm on the distance estimation system. Especially, we have
examined for the improvement of localization accuracy at indoor environment. It is sim-
ple so we could improve the localization accuracy on micromini sensor with low elec-
tronic power without additional calculation and complexity. We have demonstrated how
much it has been improved. We recognized that the result had improved the 11.58% ac-
curacy than average filtering method, 10.64% accuracy than feedback filtering method.
However, we didn’t consider about moving nodes. In addition, there is a disadvantage
increasing the packet between nodes for distance estimation. After this time, we could
study to improve the distance estimation accuracy, considering moving nodes and min-
imized increasing rate of packets.

Acknowledgement: This research was financially supported by the Ministry of Com-
merce, Industry and Energy (MOCIE) and Korea Industrial Technology Foundation
(KOTEF) through the Human Resource Training Project for Regional Innovation and
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Abstract. The reliability of communication can be enhanced by increasing the 
network connectivity. Topology control and node sleep scheduling are used to 
reduce the energy consumption. This paper considers the problem of 
maintaining k-connectivity of WSN at minimum energy level while keeping 
only a subset of sensor nodes active to save energy. In our proposed scheme, 
each node is assumed to have multiple power levels and neighbor proximity not 
exact location information is adopted. Firstly the network partition is attained 
by power based clustering, and next nodes are divided into equivalent classes 
according to the role of data forwarding to different adjacent clusters. Then 
Node Scheduling and Power Adjustment (NSPA) algorithm selects a subset of 
nodes with different power levels to construct the local minimum energy graph 
while maintaining network connectivity. If the number of intra-cluster nodes 
which have adjacent clusters exceeds a certain threshold, k-NSPA is employed. 
Finally, a k-connected topology can be obtained. The simulation shows that our 
scheme can obtain the redundant nodes while maintaining network k-connected 
and it is more energy efficient compared with previous work.  

Keywords: k-connectivity, power, clustering, equivalence 

1   Introduction 

Wireless sensor networks (WSNs) are being increasingly deployed in severe areas to 
monitor the environment [1, 2]. In these applications, the network must be maintained 
connected to ensure the availability and reliability of communication. WSNs systems 
always contain a large number of nodes, due to the distributed area is large and the 
environment around is complicated, changing the batteries to renew the node energy 
is not practical. So sensors are required to be redundantly deployed to accommodate 
unexpected failures and extend the network lifetime. If idle sensors are not asleep, 
then redundant node deployment does not necessarily improve the connected 
coverage time of the field. So an important challenge of WSNs is how to maintain 
network communication connectivity and utilize the redundant nodes to extend the 
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network lifetime. An important frequently addressed objective is to determine a 
minimal number of working sensors required to maintain the connectivity. Therefore, 
the network topology should be controlled by selecting a subset of nodes to actively 
monitor the field and putting the rest nodes into sleep. The existing researches on 
node scheduling [10-15] are mainly address the scheduling mechanism to maintain 
the connectivity under maximal power. There are many researches [3-9] on topology 
control to gain energy efficiency. We can combine node scheduling and topology 
control to realize energy efficiency while maintaining connectivity. Most proposed 
protocols for topology control and node scheduling assume that nodes can estimate 
their locations or at least the directions of their neighbors (e.g., [14, 15]). In this work, 
we focus on applications in which location is unnecessary and possibly infeasible. 
Thus, we need redundancy nodes check that are based on neighbor proximity rather 
than on locations. Location independent connected coverage problem researches [16, 
17] aimed at the relationship of neighbor set associated the node to achieve connected 
coverage. They are mainly based on the maximal power without energy efficient 
topology control, so they may not reach the energy efficient objective. Therefore, it is 
an appealing idea to make use of the neighbor proximity together with power 
topology control to provide network connectivity. 

The contribution of our work is introducing an energy efficient location-
independent k-connected scheme by multi-level power topology control and node 
scheduling relying on node equivalence relationship. It saves energy by turning off 
the forwarding units of nodes which are redundant for the desired connectivity by 
multi-level power control. The benefits of the proposed technique are twofold. First, 
the node clustering technology is adopted to get one hop connected clusters and its 
adjacent clusters; by the equivalent role they act in data forwarding to the adjacent 
clusters, the intra-cluster nodes are divided into some equivalent classes and the 
redundant nodes are found while maintaining required connectivity. Second, the 
energy efficient topology is constructed while maintaining k-connectivity by multi-
level power control without knowing node locations.  

The rest of this paper is organized as follows. Section 2 gives an overview of 
related work. In Section 3, the proposed clustering scheme and energy efficient k-
connected scheme are presented. Section 4 discusses the performance evaluation of 
the proposed scheme. Concluding remarks of our research are made in Section 5. 

2   Related Work 

Power control is quite a complicated problem. Kirousis simplifies it as a range 
assignment (RA) problem [3]. The objective of RA is to minimize the network 
sending power (minimize the total power of all the nodes) while maintaining network 
connected. RA problem could be solved in polynomial time in one dimension, 
but in two dimensions [4] and three dimensions [3], it is NP hard. Thus trying to 
finding the best result of the power control is not practical, but the feasible result can 
be given in special application level. The existing work is mainly based on reducing 
the sending power to prolong the network life.  

4( )O n

In COMPOW [5], all the sensor nodes adopt the same sending power to minimize 
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the network power while keeping connectivity. When the nodes are distributed 
uniformly, this algorithm shows good performance. But isolated nodes will lead to 
larger sending power for all the nodes. LUSTERPOW [6] improves that. It uses the 
minimal power not the common power to forward to next hop. CBTC [7] is based on 
direction while keeping connectivity. This kinds of algorithms based on direction 
require reliable direction information, thus need to be equipped with several antennae 
and high capability. DRNG and DLMST [8] are typical algorithms based on adjacent 
graph. The power control based on adjacent graph requires accurate location 
information. XTC [9] algorithm uses the receiving power intensity instead of the 
distance metric in RNG. It does not require the location information, but not practical 
in some extent.  

The sensor nodes coming into sleep status can save energy consumption. Kumar 
presents a simple sleep scheduling algorithm RIS [10], in which the node 
independently decides itself to go to sleep or not in some probability at the beginning 
of every period. Obviously, RIS requires strict time synchronization. MSNL [11] 
proposed by Berman views the node sleep scheduling problem as a maximal the 
network lifetime problem with coverage restricted. It also needs accurate location 
information and there may be many nodes coming into sleep at the same time. LDAS 
[12] without requiring location information presented by Wu is based on the 
fractional redundancy to schedule the nodes, offering the coverage statistical 
guarantee. HEED [13] is a typical Level based node scheduling algorithm, which 
realizes clustering by periodic iteration according to the residual energy and 
communication cost of intra-cluster. HEED adopts average minimum reach power 
(AMRP) as the communication cost when selecting cluster head, which offers a 
uniform clustering mechanism not like other clustering schemes. HEED realizes 
clustering independent of the network size and it integrates the lifetime, extendibility 
and load-balance into consideration ignoring the node distribution. It is executed 
independent of synchronization, but no synchronization leads to bad clustering quality.  

3   Network Partition and k-Connected Scheme 

We first introduce our system assumptions and then describe the proposed scheme for 
determining node redundancy. At last we construct k-connected energy efficient 
topology. 

3.1   System Model 

The assumptions are listed as follows: 
1) Nodes are randomly and redundantly deployed. They have similar batteries and 

energy consumption rates. And they have multi-level power which can be used to 
obtain the neighbor proximity achieved by checking whether the receiving power is in 
some bound or not, which means that the neighbor nodes will be sorted into multi-
level sets according to the power levels. The minimal power level is the required 
sending power for communication. 
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2) Nodes have omni-directional antennae and do not possess localization capability. 
Thus, node locations and relative directions of neighbors cannot be estimated. We 
adopt the antenna model as follows: Assume sensors transmit with a power sP , let the 
signal attenuation over space be proportional to some exponent γ of the distance  
between two nodes, times the antenna directivity gain G , (

d
1G =  for omni-directional 

antennae), that is, 2/r sP P lG d γ−= , with 2 5γ≤ ≤ , where c denotes a proportionality 
constant, and denotes the minimum required receiving power for communication. rP

Given connected graph G, try to construct a connected energy minimum graph H. 
For each node u, it will be assigned transmission power level, and our objective is to 
minimize transmission power while maintaining the network connectivity. Therefore, 
we need to construct H with as few nodes as possible to consume as low power as 
possible. We offer a distributed approximate algorithm to address this objective. 

3.2    Network Partition and Equivalence Classification  

In this subsection, we will introduce a distributed network clustering scheme to 
provide one hop connected clusters and the sorting of the multi-level neighbor nodes 
into several equivalent classes. The basic idea of clustering works as follows: First, 
virtual cluster head method is adopted. When neighbors initiate a link with the cluster, 
the reply will be answered by the virtual head. In the initiative stage, a few of nodes 
(called virtual cluster heads) spontaneously broadcast inviting messages to its 
neighbors at the lowest power level. Any neighbor node decides whether or not to join 
the cluster dominated set by that sponsor according to the receiving power. Then this 
set will send messages to its neighbors following a sequence of power levels in an 
ascending order. In this way, the set is enlarged bigger and bigger until each node has 
an ascription at last, then the clustering is finished.  

This strategy contains 3 kinds of messages: 1) “Hello” message which is used in 
initiating a cluster; 2) “Probe” message that is to ask for an ascription; 3) “Reply” 
message used for notifying others about its own response. 

A.  Multi-level Power Control Based Clustering and Adjacent Clusters Identification 
1） Initially, some sponsors start to establish the clusters. Each of them appoints itself 

as the virtual head and makes an identification of this cluster.  
At first, the virtual head broadcasts “Hello” message at the lowest power level , 

see the Table 1 (Formalization and Description). Referred to the typical antenna 
model as mentioned in section 3.1, the receiving power can be described as a function 
of sending power and distance, which is formulized as

0P

( , )r sP f P x= . Each neighbor 
whose receiving power is in will join into the cluster of this 
sponsor and is obtained. Then all nodes in will broadcast “Hello” message 
at sending power level (as shown in Fig.1). When the power level of all nodes in the 
cluster is increased from to , the range of new cluster will cover the range of 
original one and they follow an equation as

0 0 0[ ( , / 2), ( , 0))f P R f P
CD

iP

1 2i

0CDS 0S

1P

-1iP

i iR x R− + = , so 1)iR −(i ix R / 2= −

[ ( ,i if p x

. By the 
formula , node whose receiving power is in ( ,rP f P )s x= 1),iR −+ 1)]i iR −( ,f P  
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declares to join in this cluster and set the ascription cluster ID. Then is updated 
to . 

1iCDS −

iCDS

Table 1.  Formalization and Description 

NOTATION Descriptions 
m  Total number of levels adjustable for power 

( 0,1, , 1)i m= LiP iR −

−

 Sending power and Maximal communication range at  iP,
( 0,1, , 1)i m= L  Cluster dominating set at  iP
( 0,1, , 2,

1, , 1)
i m
j i m
= −
= + −

L

L
 

Maximal communication coverage set of  
iCDS

ijCDS

i

iSCD

( 0,1, , 1)i m= −L  Outspread range of at power  iCDS iPx
CDS

iC =

iG

,  maxCDS Final cluster dominated set and coverage set 

( 1, , )i kL  Adjacent cluster i    
( 1, , 1)i k= +L  Equivalent nodes set of a cluster 

 
All nodes in send messages to the neighbors at power leveliCDS jP , i j m< < , then 

is established. That is to say, i jCDS i j iCDS CDS− contains the nodes which are in the 
communication coverage of atiCDS jP but not belong to . means the 
neighbor set of based on power

iCDS i j iCDS−CDS

iCDS jP

CDS

control. Assume final cluster dominated set 
and coverage set as and x . relays messages via nodes in , 
so consists of nodes those relay packets to the adjacent clusters. Each 
node in will save this cluster ID as one of its adjacent clusters. 

CD
S

CDS−

S maCDS max − CDSCDS

1) / ,m i

maCDS x CD−

maxCDS
2） Each node checks up its cluster ID. If it finds that it does not belong to any 

cluster, it will broadcast the “Probe” message at the max power level Pmax . After 
a certain period, if no “Reply” message is received, it will choose a random 
number as its cluster ID and return to 1). 

3） When a node receives a “Probe” message, it will judge itself whether a virtual 
cluster head. If it is and its receiving power is in [ ( ,i i if p x R − P P+ 1( , )i if P R −  

/ ]m iP P , then it will respond to the sender. Otherwise, the “Probe” message will 
be discarded.  

During the process of clustering, if some clusters have nodes in common, the 
cluster which has the most nodes will continue, while others have to withdraw. So 
nodes in the common area are notified their cluster ID as the same as the biggest 
cluster. Nodes in smaller clusters not belonging to intersection set cluster ID as Null. 

B. Equivalence Classification 
After clustering, according to the forwarding communication function to different 

adjacent clusters, nodes are divided into many equivalent groups (as shown in Fig. 2). 
Assume there are n nodes in cluster A, and cluster A has ω  adjacent clusters, noted 
as adjacent cluster , jC 1 j ω≤ ≤ . Intra-cluster nodes are divided into groups like 1ω +
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1 2 1{ , , , , }G G G Gω ω+L . Nodes in the same group are equivalent according to forwarding 
role, noted as equivalent property. If node u in cluster A is in the coverage of adjacent 
cluster jC at the power level of jC , 1 j ω≤ ≤ , i.e. max ( ) ( )u CDS j CDS j∈ − , then ju G∈ , 
all the nodes in jG are equivalent as a role to relay packets to cluster . If node u in 
cluster A is not in the range of any adjacent cluster, i.e. 

jC

maxu CDS ( )j ( )CDS j∉ − , 
{1, 2, , }j ω∀ ∈ L , then , that is to say, node u will not be chosen as a relay node 

by any adjacent cluster. The nodes for relaying are all in
1u Gω+∈

1 2, , ,G G GωL .  
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Fig.1. Some correlative sets in clustering.  Fig. 2. The equivalent classes after node clustering 

3.3   Node Scheduling 

From the process of clustering, we can find that any node in the network will be 
classified into a cluster, and any two clusters do not have a node in common. 
Considering the process of cluster establishment, we can obtain that the intra-cluster 
nodes are one hop connected by using a method of induction. The new cluster 
dominating set is extended by extending transmission range to . Therefore they will 
be in each other’s range at . Now we consider some problems as follows:  

iR

iP

A. The Node Redundancy Problem 
Any node in intra-cluster, suppose iu G∈ , 1 i ω≤ ≤ , they are equivalent to relay 

messages to their adjacent cluster jC and in the transmission range of each other. If 
1iG > , it shows that there are redundant nodes in , so just turn off the redundant 

nodes and wake up them by node sleeping schedule later. Look at such an occasion 
where node u belongs to a few of equivalent groups, for example, . 
If u is turned on, all nodes like v G

iG

kG u
i jG GI ILIu G∈ k

i jG∈ −LUU U will be considered as redundant 
nodes, so turn them off. Denote adjacent clusters number of node u as index(u), i.e. 
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equivalent properties. What is optimal for energy saving is to turn on the low power 
level nodes those have the most equivalent properties. 

B. The Problem of Connectivity between Adjacent Clusters  
If a node u in cluster A is selected to be turned on, moreover iu G∈ , suppose u in 

the transmission range of adjacent cluster at power level , there will exist a node v, 
, such that node u and v are connected with each other at sending power level

iC jP

iv C∈ jP . 
If node v in adjacent cluster is turned on, nodes which are in the same equivalent 
group as v will be regarded as redundant nodes.   

C. The Problem of Power Asymmetry between Adjacent Clusters 
After node clustering, if two adjacent clusters A and B are in different sending 

power levels andAP BP , and there exist two nodes u A∈ , v B∈ , such that u and v can 
hear each other at power level or power levelAP BP , then choose the bigger bound 

 to guarantee that intra-cluster nodes can connect with each other.  A BP Pmax{ , }

Node Scheduling and Power Adjustment Algorithm (NSPA) 
Input: A set of sensor nodes with different power levels which are obtained by the 
network partition scheme and some clustering information, in which adjacent index 
denotes the equivalent properties of the node. 
Output: A connected energy-efficient graph H. 

NSPA Process //running by active nodes 
while (there are clusters without running this process)  

Sort the nodes according to adjacent index descending, noted as link L.  
Put the adjacent clusters’ ID in the set S. 

// find minimum nodes set connected with adjacent clusters 
S1： for the node u in the descending link L  

if (u.adjacent_cluster_ID element not in S) 
Delete the node from the link L and turn off u  

else  
Delete element in u.adjacent_cluster_ID from  S

L L next= →  
if ( S is Null)  break; 
for each node v in the link L 

Delete the node from the link L and turn off the node v 
// search the nodes in adjacent clusters connected with L 

for each node in the link  u L head→
for each cluster c in u.adjacent_cluster_ID 

Search v in c connected with u with the maximal adjacent index  
Set max{u.power-level, v.power-level} for u and v 
Sort the nodes except v by adjacent index in c descending, link C. 
Put adjacent clusters’ ID of c except the current cluster in the set S. 
Delete element in v.adjacent_cluster_ID from S 
View the cluster c as the current cluster and C as L, goto S1 

Return the active node set 
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Theorem 1: Given a redundantly connected graph G , topology H is connected after 
NSPA algorithm.  

Proof: The final topology of the network consists of many clusters and each cluster 
has its own adjacent clusters. If there exists one cluster does not have any adjacent 
cluster, then the original network is not connected. Suppose two adjacent clusters A 
and B, there exists a node u, ( )u CDS B∈ , and max ( ) ( )u CDS A CDS A∈ −

maxCDS CDS

. Node u in 
cluster B is a forward node for cluster A. If no such a node u exists, it shows that there 
is a cluster not in the transmission range of the other, so they are not adjacent clusters. 
Any cluster will connect to CD through relay nodes inS − . Because any 
two adjacent clusters are connected, the network topology cluster based is connected. 
Furthermore, those intra-cluster nodes can hear each other within one hop, so they are 
connected. By NSPA which turns off some redundant nodes, the cluster is in the 
communication coverage of any intra-cluster node and keeps the ability to relay 
messages to its adjacent clusters. Connectivity exists between any two of the clusters, 
so after node scheduling, the topology of network H is also connected. □ 

3.4   k-connected Algorithm 

During clustering, we add an exit condition into the clustering process that the 
number of nodes which has adjacent clusters in this cluster is no less than k. And we 
try to find the minimum power consumption for active nodes set while keeping the 
graph k-connected. After running Alg. NSPA, the localized active set is obtained. 
Suppose the set of intra-cluster nodes awake is X, if |X| k, the connectivity 
requirement is satisfied as proved in theorem 2, otherwise, in the cluster, choose at 
least k − |X| redundant nodes which have adjacent clusters and turn them on to meet 
the requirement of k-connectivity. Let Z denote the node set which is turned on. 
Assume E represents the nodes set which is turned on in adjacent clusters connected 
with Z, satisfying |E| k |X|. In order to reduce energy as much as possible, we wake 
up the nodes in adjacent clusters whose power is no more than the redundant nodes in 
current cluster. Meanwhile, wake up the nodes which are connected with them in 
adjacent clusters. 

≥

≥ −

k-connected Node Scheduling and Power Adjustment Algorithm (k-NSPA) 
Input: The output of NSPA and the redundant nodes set of every cluster 
Output: A k-connected energy-efficient graph H. 

k-NSPA Process 
while (there are clusters without running this process) 

if (|X| k)  return X ≥
Sort redundant nodes by the adjacent cluster power level ascending, link L. 
for node u in the descending link L  

z = z +1 // initializing z = 0 
   Turn on u and the appropriate nodes in E 
   if ( |X| and |E| kz k≥ − ≥ − |X|)  break; 

L L next= →  
Return the active nodes set 
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Theorem 2: After k-NSPA process, the network H is k-connected. 
Proof: Given a connected graph G, after the classification of equivalent groups, 

can hear any intra-cluster node within one hop. The number of intra-cluster 
nodes which have adjacent clusters is no less than k, so the number of intra-cluster 
nodes is no less than k. After running k-NSPA algorithm, the graph H obtained is a 
topology with some clusters. Any set with a number of k

u G∀ ∈

− 1 nodes in the graph, K 
, test the connectivity of H1H i k= ∈ ≤ ≤ −, }1i iu u{ | − K. In cluster A, assume X 

represents the active nodes set after Alg. NSPA, Z denotes redundant nodes set which 
will be turned on after Alg. k-NSPA. Suppose there are n nodes from K in cluster A, 
n k 1, it is obvious that |X Z≤ − + −K| . If n1≥ = k − 1, u X Z K∀ ∈ + − , if , then 
there exist some nodes in adjacent clusters which are connected to u ; if u , 
while represents the redundant nodes set which are turned on in adjacent clusters 
connected to Z, |E|≥ k |X|, then there exist some nodes in adjacent clusters which are 
connected to u. If n k 1, there exist nodes removed from other clusters, if these 
nodes are not in the adjacent clusters of the current cluster, the connectivity will not 
be affected, assume these nodes are in the adjacent clusters, if n

u X∈

2k

Z∈
E

−
< −

= − , then 
|X Z K| , it means removing a node from the adjacent cluster, because of 
|E| |X|, i.e. |E| + |X|≥ k, this node is connected with at most one node in
+ −

k≥
2≥

− X Z K+ − , 
therefore, there must exist a node in X Z K+ − connected with adjacent clusters; when 

, the same as above. 2n k< −
Above all, is still connected, so network H is k-connected. □ H K−

4    Performance Analysis and Simulation 

We evaluate the energy-efficient scheme through simulation. Assume that nodes are 
randomly and redundantly distributed in 100 × 100 square meters field. We focus on 
a snapshot during network operation where the energy of each node can be scaled in 
multi-level power. We assign the maximal power level of the nodes such that the 
transmission range of the nodes is all 30 meters and there are 6 power levels with 
different transmission ranges. Nodes have omni-directional antennae and do not 
possess localization capability, adopting the antenna mode described in section 3.1. 
Then we focus on the following metrics: (1) size of the active set for maintaining 
connectivity, (2) size of the active set for maintaining k-connectivity, and (3) energy 
consumption in each case. For simplicity, we do not simulate the energy costs 
associated with control messages during the equivalent nodes network partition. 

n

3.1   Connectivity and Active Set 

We choose 100n = , denote the active set as VA, after running the NSPA algorithm, 
there is only 24 nodes being active to maintain connectivity with different power 
levels, all the nodes in the communication range of VA. In this topology, we run the k-
NSPA algorithm to obtain the k-connected minimum energy graph with different sizes 
of active sets as shown in Fig.3. From the result we can obtain that only a subset of 
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the whole nodes are awake for forwarding, and |VA| increases along with value k 
which refers to the network connectivity. This scheme is different from the previous 
research on topology control schemes which adjust the power of each node and the 
node scheduling scheme in which the node controls the status of itself to be active or 
sleep by judging the information of itself or being controlled by the cluster head. 
After NSPA algorithm, we select a minimum nodes in multi-power levels to get the 
local minimum energy graph while maintain network connected. Increasing the 
network connectivity, high communication reliability can be enhanced. After k-NSPA, 
a k-connected topology may be obtained.  
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(a)  NSPA, 24VA =                     (b) 3-NSPA, 33VA =  

Fig. 3.  The active nodes set under k-NSPA algorithm with different k values. 
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Fig. 4.  The active set under k-NSPA 

algorithm in different topology 
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(c) 5-NSPA, 49VA =  
Fig. 3. (c) 

 

In Fig.4, we give the active set size of the cases with different node number and 
the different value . Each point in our results is the average of 10 experiments of 
different random topologies. The algorithm offers a method of how to gain a k-
connected graph from a connected graph by adding the condition the number of the 
nodes intra-cluster having adjacent cluster more than . And awake the sleep nodes to 
enhance the network connectivity. This is a requisite condition to obtain the k-
connected graph. 

n
k

k
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Fig. 5.  Energy consumption of NSPA and 
k-NSPA in different topology. 
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Fig. 6.  Energy consumption of our scheme, 
HEED and CLUSTERPOW. 

3.2   Energy consumption 

After the network partition and node scheduling, we can obtain the topology H. In our 
simulation, we assume the power level of the node as the proportion of energy 
consumption. The energy consumption is the total power levels of all the nodes. In the 
power level adjustment, select the nodes in these equivalent classes which can 
minimal the energy consumption locally. This algorithm is localized and distributed. 
We can obtain the localized minimum energy consumption, therefore achieving the 
approximate minimum energy graph which maintains the required network 
connectivity. The energy consumption increases as the network size and the network 
connectivity increase as shown in Fig.5. There is no node scheduling in COMPOW 
and LUSTERPOW. If the network is redundantly deployed, all the nodes keeping 
active leads to network disabled more early. So the energy consumption in these 
algorithms will be more than our scheme as shown in Fig.6. In the algorithm HEED, 
only node scheduling method is mentioned, there being no power control, in which all 
the nodes use the maximal power to send the packets. We compare the energy levels 
with ours, also shown in Fig.6. Obviously, our scheme is energy efficient. 

5    Conclusion 

This paper proposes a novel approach for topology control and node scheduling in the 
absence of location information. Our redundancy check relies on locally 
neighborhood proximity and equivalent classes by the association with the adjacent 
clusters. We incorporate our clustering scheme under multi-level power control and 
node scheduling into a distributed connected algorithm (NSPA). Next we add an exit 
condition in clustering, and then k-NSPA is employed, a k-connected topology may 
be obtained. Our scheme incurs low energy consumption and can significantly reduce 
the set of active nodes. Simulations show that the achieved energy efficiency by our 
scheme is significant to those achieved by some typical protocols. Although in the 
initial stages, such a location-independent k-connected scheme can be beneficial and 



effective for sensor applications that require high reliability and long lifetime of a 
specified sensor field.  
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Abstract. Wireless sensor and ad hoc networks are gaining a lot of attention in
research lately due to their importance in enabling mobile wireless nodes to com-
municate without any predetermined infrastructure. Routing protocol in wireless
sensor and ad hoc networks discover a multi-hop route between source and des-
tination nodes. This paper presents RAS: a Reliable routing protocol for wire-
less Ad hoc and Sensor networks. In the RAS protocol, increased reliability is
achieved by the maintenance of a reliability factor by the nodes. The value of
this factor is increased when nodes participate successfully in data transmissions.
This is determined through the use of positive and passive acknowledgements.
During the path discovery process, an intermediate node only extends the request
message to nodes that have a minimal reliability factor which is specified by the
source. Additional optimizations are included in order to increase the efficiency
and performance of the network.

Keywords: Mobile ad hoc networks (MANETs), wireless sensor networks (WSNs),
reliability, quality of service (QoS), routing.

1 Introduction

The lack of a fixed topology and central control in mobile ad hoc and sensor networks
poses a great challenge to the routing process in this environment. Particularly, when
the issue of trust is in question. Routing protocols designed for ad hoc networks such
as the Dynamic Source Routing protocol (DSR) [16], Ad hoc On-Demand Distance
Vector (AODV) protocol [17], Temporally Ordered Routing Algorithm (TORA) [14],
and many others [2][4][6][7][8][9][13][19][21][22] work very well under certain con-
ditions where nodes are trusted, they all behave correctly and there are no intruders or
malicious attacks on the network. However, we run into problems when we consider
the reality that not all nodes will be cooperative and there are no guarantees that any of
the nodes will be malicious. Routing protocols were investigated and modified and new
protocols were introduced to enhance the routing process in MANETs. Many of these
protocols provide some solution to parts of the problem.

To start, in [20] the authors argue that TCP is not suitable for ad hoc networks
and propose a new transport layer routing protocol ATP. This enforces our approach to
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providing routing at a higher level and allowing the applications to take control of the
process. Furthermore, the utilization of middleware to provide this type of functionality
is another viable approach. The study in [5] provides an overview of possible middle-
ware schemes and how some provide feasible solution to the ad hoc routing issues.
One way to increase reliability is by using regenerating nodes [11]. This approach to ad
hoc routing increases the reliability of packet delivery by allowing intermediate nodes
on the routing path to reconstruct packets and send them to the destination in case of
a problem. This reduces the traffic between the source and destination and speeds up
the recovery of lost packets. However, this scheme assumes regenerating nodes are al-
ways available and willing to do the job and does not account for selfish nodes. Yet
in many cases those nodes may not be able to do that because of their mobility, low
resources, high traffic or plainly because they are malicious. Another approach is using
a distributed multi-path DSR protocol for MANETs to improve QoS support for end-
to-end reliability [10]. The protocol forwards outgoing packets along multiple paths
based on specified end-to-end reliability requirements. As a result the packet will have
better chances of arriving at the destination; however, this introduces high traffic vol-
umes on the links due to the duplicate packets. An enhancement to DSR called DSR
with Connection-Aware Link-state Exchange aNd DiffERentiation is introduced [3] to
effectively collect and disseminate neighbor link states to nodes which may potentially
use them. Neighbors exchange link-state information as soon as a connection is es-
tablished using piggy-backed messages. This information speeds-up route discovery in
case of link failures. In addition fidelity is used to assess the cost of a link, so when a
new/alternate route has to be computed, the level of fidelity is figured into the link cost.
In another approach, a reputation-based system built on the use of state model [1] is
introduced to detect selfish nodes and encourage them to be cooperative by providing
benefits. The techniques also handle suspicious nodes that may behave selfishly and en-
courage them not to. While the authors in [12] combine the reputation-based technique
and the virtual currency to enforce cooperation between nodes. The combined approach
takes advantage of the fairness of the virtual currency mechanism, while maintaining
high cooperation levels based on the reputation approach. Another issue being inves-
tigated is trust. The authors in [18] introduce a mechanism to establish trust between
nodes based on their reputation. During the network lifetime, nodes gain reputation
value as they behave well and that allows other nodes to assess the reputation of their
neighbors and the nodes to be selected for the routes needed. This approach is mainly
useful to detect nodes that maliciously drop packets and allow nodes to avoid these ma-
licious nodes. Furthermore, the authors in [15] provide mechanisms to detect attacks
on the ad hoc network from selfish nodes and introduce a low-cost scheme to inform
others about the accusations. In addition, the approach provides an inference scheme
to back the accusations and allow nodes to make informed decisions on how to deal
with selfish nodes. Many of the approaches discussed here and in other research articles
target one main goal which is enhancing the routing process and maintaining reliable
communication over multi-hop ad hoc networks. Our approach provides reliable rout-
ing based on a reliability factor established and maintained by the nodes in the network.
The reliability factor is maintained by the nodes and is updated based on the success-
ful participation of nodes in previous data transmissions. Our protocol is based on the
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DSR routing protocol, and is on-demand. In addition, it is a distributed protocol. Un-
like other protocols such as the link-state-based ones, each node only has to maintain
topology and reliability information about its immediate neighbors and not the entire
network. These characteristics enhance the scalability and performance of our proposed
protocol.

The remainder of the paper is organized as follows. Section 2 presents the RAS
routing protocol, along with the associated data structures, messages, and algorithms.
Simplified and detailed examples are also provided. Section 3 discusses additional se-
curity issues and related future work in ad hoc and sensor networks. Finally, the last
section concludes the paper.

Fig. 1. A simplified example of the route discovery process.

2 The RAS Routing Protocol

This section describes the RAS routing protocol. It starts with a brief description of
the DSR-based routing process along with a simplified example. Next, the RAS routing
protocol data structures, messages, parameters, and algorithms are described along with
a detailed example that illustrates the routing process. The maintenance of the reliability
factor and data transmission process are described later.

2.1 A simplified overview of the DSR-based routing process

The protocol that is presented in this paper is based on the Dynamic Source Routing
(DSR) protocol. It is on-demand which makes it more scalable. Nodes do not need to
keep information about the entire topology and routes are only discovered as the need
arises. When a source node s wants to send data to another destination node d which is
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not within its transmission range. It will try to discover a multi-hop path to it. In order
to do that, node s broadcasts a request (REQ) message to all of its neighbors. Each of
the neighbors adds its ID to the accumulating path in the message and in turn forwards
it to all of its neighbors. This process continues until the REQ message reaches the des-
tination, which then unicasts a reply (REP) message back to the source. Upon receiving
the REP message the source updates its routing table and starts the data transmission
process.

A simplified example of the route discovery process is shown in Figure 1. In the
figure, node A is a source node that needs to send data to a destination node D. Node
A checks its routing table and realizes that it does not have a path to D. Consequently,
node A starts a route discovery process by broadcasting a REQ message to its neighbors
B and E. Nodes B and E, not having processed a REQ with the (s, d, ID) tuple, check the
information in the REQ message and realize they are not the destination and that they do
not have a path to D. Each of them forwards the REQ message to its neighbors except
for the node from which they received the request (i.e. A). This process continues until
the REQ message reaches the destination D. Node D then unicasts an REP message
with the discovered path A−B −C −D to A. Upon receiving the REP message, node
A updates its routing table and starts the data transmission process along the discovered
path.

2.2 The request message and associated data structures

In our protocol, the source sends the request message REQ (s, d, id, x, rmin, rmax,
rcum, PATH, NH, ) which contains the following fields:

1. s: ID of the source node.
2. d: ID of the destination node.
3. ID: Message ID. The (s, d, ID) triple is therefore unique for every REQ message

and is used to prevent looping.
4. x: The node ID of the host that is forwarding this REQ message.
5. rmin: The minimum value for the reliability factor required in the path from s to d.
6. rcum: The cumulative reliability factor the the path that is being discovered.
7. PATH : It contains the accumulated list of hosts, that the REQ message has passed

through.
8. NH : It contains the next hop information. If node x is forwarding this REQ mes-

sage, then NH contains a list of the next hop host candidates that satisfy the relia-
bility requirements for the path that is being discovered.

2.3 Application specific parameters

In addition to the parameters specified above, the application layer is able to specify
certain parameters that are used in the route discovery and communication process.
These parameters depend on quality of service (QoS) requirements of the application,
and are the following:
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– MAX NH : Maximum number of nodes in the NH list. This parameter is intended
to control the flooding of the REQ message during route discovery. If this number is
infinity, then the process reverts to normal flooding. Otherwise, if this number is set
to k, then only a maximum of k neighbors that satisfy the reliability requirements
can be selected as next hop for the REQ message.

– BACKUP PATHS: This is the maximum number of backup paths that can be
included in the routing table of the source node. If this number is 0, then only
the most reliable path is selected by the source and stored in its routing table.
Otherwise, if this number is more than 0, then the primary path along with up
to BACKUP PATHS discovered paths are stored in the routing table. The ad-
ditional paths can be used as backup in case of failure of the primary path. The
backup paths are stored in sorted order based on their path reliability factor.

2.4 An overview of RAS routing process

When an intermediate node y receives the REQ message from a node x, it checks if
it already processed this message which is uniquely specified by the (s, d, ID) tuple.
If it already processed this message, it drops it. This prevents looping. Otherwise, it
checks if it is the destination indicated in the message. If it is not, it checks its routing
table for a path to the destination with the required minimum reliability factor. If such
a path exists, it appends it to the PATH list and unicasts a reply REP(s, d, ID, x, PATH)
message back to the destination. If a path to the destination does not exist in its routing
table, it appends its ID to the PATH list in the REQ message and broadcasts the message
to all of its neighbors excluding x. The PATH list in the message is an accumulated list
of nodes that the REQ message has propagated through. This process continues until the
REQ message arrives at the destination node d. At that time, d unicasts a REP message
back to the source along the discovered path saved in the PATH list. When the source
receives the REP message, it updates its routing table with this information and starts
the data transmission process.

2.5 The algorithm at an intermediate node

Algorithm 1 presents the algorithm at an intermediate node in the RAS protocol. When
an intermediate node y receives a REQ message from a node x, it sorts all of its 1-hop
neighbors in descending order using their reliability factors rf [z], where z = 1..ny are
the 1-hop neighbors of y, and ny is their total number. Then, the node builds the next
hop list (NH) which includes a maximum of NH MAX 1-hop neighbors of y with re-
liability factors higher than or equal to the minimum acceptable reliability factor, rmin.
Afterwards, node y’s reliability factor, ry is added to the cumulative path reliability fac-
tor rcum which is included in the REQ message. Finally the REQ message is broadcast
to all of y’s 1-hop neighbors.

Upon the reception of the REQ message, each of the neighbors will in turn check
if its ID is in the NH list that is included in the received REQ message. If its ID is
not included then it drops the REQ message. Otherwise, it processes the REQ message
and continues its propagation until the message reaches the destination node which will
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Algorithm 1 The main algorithm at an intermediate node

When a node y receives a REQ message

Let ry be the reliability of y

let rmin be the minimum acceptable reliability factor of the path
let ny be the number of 1-hop neighbors of y.
let rf [z] be the reliability factor of node z.
let MAX NH be the maximum number of 1-hop neighbors that can be included in the NH
list
NH temp = φ

Sort all 1-hop neighbors of y in descending order using rf [z] as a key
for (z = 1; NH temp < MAX NH and z ≤ ny ; z = z + 1) do

if (rf [z] ≥ rmin) then
Add z’s ID to the NH temp list

end if
end for
rcum = rcum + ry

if NH temp �= φ then
let PATH temp = PATH | y

broadcast REQ(S,D, ID, rcum, rmin, rmax, y

PATH temp, NH temp) message
end if

then unicast a replay (REP) message back to the source along the nodes collected in the
PATH list to finish the path discovery process.

When and if the destination receives multiple REQ(s,d, ID) messages for the same
path uniquely specified by the (s, d, ID) tuple, it can take one of the following two
actions depending on the value of the application specific parameter MAX PATHS that
is defined earlier. If BACKUP PATHS is equal to 0 then, the destination selects
the path with the highest path reliability factor PRF=rcum/n, where n is the number
of intermediate nodes in the path (not including the source and destination nodes), and
unicast a REP message back to the source. Otherwise, if BACKUP PATHS > 0,
then the destination sends up to (BACKUP PATHS + 1) REP messages (if that
many have been discovered) back to the source which can use the path with the highest
PRF as the primary path and the other paths as secondary paths which can be used as
backup paths when the primary path breaks.

2.6 A detailed example

Figure 2 shows a detailed example that illustrates the route discovery process using the
RAS routing protocol between the source node A and the destination node G. In this
case, the required path to transmit the data has a minimum reliability factor rmin = 5,
and MAX NH = 2. The source node, A, starts by sorting its 1-hop neighbors, nodes P,
B, and S according to their respective reliability factors 10, 7, and 6. This information
is contained in its reliability table which keeps updated information about the reliability
factors of the node’s 1-hop neighbors. All of A’s neighbors meet the minimum require-
ment of 5. However, only nodes P and B are included in the NH list which can only
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Fig. 2. A detailed example of the route discovery process.

contain a maximum of two 1-hop neighbors (for this path, MAX NH = 2). The NH
list is included in the REQ message along with a cumulative path reliability factor rcum

of 0. Note that the source and destination nodes’ reliability factors are not included in
rcum because the cumulative reliability factor is meant to measure the reliability of the
intermediate nodes that will be used for data transfer along the discovered path. The
source and destination nodes need to send and receive the data and must be a part of the
final path by default regardless of their own reliability factors. Node A includes its ID
in the PATH list contained in the REQ message and broadcasts it to its neighbors.

In turn, when node B receives the REQ message, it sorts its 1-hop neighbors nodes
H, K, C, M, and J according to their respective reliability factors of 9, 7, 6, 4, and 3.
Only nodes H, K, and C meet the minimum requirement of 5, and only nodes H, and
K are included in the NH list, since NH MAX = 2. Subsequently, node B adds its ID
to the PATH list included in the REQ message along with the constructed NH list and a
cumulative reliability factor of rcum = 0 + 7 = 7 (0 is the current cumulative reliability
factor in the REQ message and 7 is the reliability of node B which will be broadcasting
the REQ message). When the REQ message is received by the 1-hop neighbors, H, K,
C, M, and J, each node will examine the NH list in the REQ message and check if its
ID is included. Only the nodes whose id is included in the NH list will process the REQ
message and try to propagate it further. The other nodes will simply drop the message.
Using the same process, node H will further propagate the REQ message to node I with
a cumulative factor rcum = 7 + 9 = 16 (node E with the reliability factor 2 < 5 will not
be included in node H’s NH list). Node I will send the REQ message to node G with a
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cumulative reliability factor of rcum = 16 + 11 = 27. Finally, the REQ message, arrives
at the destination node G with the discovered path A − B − H − I − G and a final
cumulative reliability factor of 27.

Similarly to what node B did, node P, having received the REQ message from node
A, will only include nodes N, and Q in its NH list along with a cumulative reliability
factor of 10. The REQ message propagates from Q to R but does not go further since
no further links exist out of R. The message also propagates from node N along nodes
T and O to the destination node G with a final cumulative reliability factor of 28, and a
discovered path which includes nodes A − P − N − T − O − G.

When the destination node G receives both REQ messages for the two discovered
paths, it divides each path’s final cumulative reliability factor with the number of nodes
in the path to calculate the normalized path reliability factor PRF = rcum/n. In this
case, the destination node G determines that the discovered paths A−B −H − I −G,
and A − P − N − T − O − G have normalized reliability factors of 27/3 = 9 and
32/4 = 8 respectively. Therefore it chooses the more reliable path A−B−H − I −G

with the higher normalized path reliability factor of 9. It then unicasts a REP message
back to the source node A along the discovered intermediate nodes in the PATH list to
inform it of the discovered path. When node A receives the REP message, it updates
its routing table with the discovered path and starts the data transmission process to
node G. In our example, it is assumed that BACKUP PATHS = 0. However, if
BACKUP PATHS > 0 then REP messages for both discovered paths would be sent
back to the source. The latter will then use the path with the higher reliability factor as
a primary path and saves the other discovered path in its routing table as backup path
that would be used if and when the primary path fails later.

2.7 Maintenance of the reliability factor

The reliability factor of a particular node z is a measure of its past performance in
being a part of successful data transmissions and it is maintained in the following
fashion. At network initialization, all reliability factors are assigned an initial value
INIT REL FACTOR. During normal network operation, once a path from the source
to the destination is discovered, the source updates its routing table and starts data trans-
mission along the discovered path through the intermediate nodes that belong to this
path. There are several different algorithms that can be used to maintain the reliability
factor:

Self maintenance of the reliability factor by the node: Each time a node success-
fully transmits a number of packets equal to REL FACTOR RESOLUTION

NUMBER to another node along the path it increases its reliability factor by 1. The
REL FACTOR RESOLUTION NUMBER is a constant set by the system ad-
ministrator to make sure the actual reliability factor does not grow too large and is only
incremented once for each predetermined number of successfully transmitted packets.
This policy of updating the reliability factor by the node itself has minimal overhead
and assumes no malicious nodes exist in the network. It is a policy designed to increase
the reliability of the future discovered paths and not to combat malicious intentions by
the nodes. Periodically, the reliability factor is automatically decremented by each node
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in order to keep this variable from overflowing while keeping the relative values of the
reliability factors in the nodes consistent.

Maintenance of the reliability factor by the acknowledgements: Using this policy,
the destination sends positive acknowledgments to the source. These acknowledgments
are cumulative and can be piggy backed with data transmissions in the case of a two-
way communication between two nodes in order to minimize overhead. the reliability
factor is incremented when an intermediate node that transmitted participated in data
transmission receives positive acknowledgements from the destination.

Maintenance of the reliability factor by 1-hop neighbors: Another strategy for main-
tenance of the reliability factor is that each node y maintains a reliability factor for
each of its n neighbors z1 - zn. This set of reliability factors for each of its neigh-
bors constitutes its a measure of the reliability of each of them in its view based on
their past performance in successful data transmissions. The reliability factor rf[z] in
node y is increased by 1 for each number of packets equal to REL FACTOR

RESOLUTION NUMBER forwarded by this neighbor. During the data transmis-
sion phase, when y forwards a data packet to a neighbor z which is not the destination
and is a part of the discovered path for that session, it listens to the subsequent trans-
mission by z to its successor node in the path. In this case, y is applying what is called
a passive acknowledgement process, which is also a

Maintenance of the reliability factor using link-based-acknowledgement: If z did
follow up and forward the packet to its successor node, then it is rewarded by increasing
its reliability factor in y. Otherwise, if z did not forward the data as it should, then it
is penalized by not increasing its reliability factor. Consequently, it is less likely to be
selected by y for forwarding REQ packets during future path discoveries. Therefore, it
is also less likely to be a part of future data transmission paths.

2.8 The data transmission process

Once the source receives the REP message from the destination, it updates its rout-
ing table with information of the newly discovered path and starts data transmission.
During the data transmission process, positive acknowledgments are sent from the des-
tination to confirm successful reception of packets. As indicated earlier, in order to
save bandwidth and minimize overhead, acknowledgments are cumulative and can be
piggy-backed with data messages that could be sent in the opposite direction from the
destination to the source during a two-way communication session. The acknowledge-
ments are used in the process of maintenance of the reliability factor at all of the nodes
involved in the data transmission path. In addition to the acknowledgement process,
the source node uses a time out timer named ACK REC TOT (acknowledgement
reception time out timer), which is initialize at the beginning of the data transmis-
sion phase to the value INIT ACK REC TOT . The timer is refreshed each time
an acknowledgment is received by the source. This indicates that the path to the des-
tination is still valid. If the ACK REC TOT expires, then the source retransmits the
unacknowledged packets. If the retransmitted packets are also not acknowledged, an-
other retransmission attempt is made, until a maximum number of attempts is reached
MAX RETRANS ATTEMPTS. At that time, the source assumes that the path is
broken and starts another path discovery process.
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3 Additional Security Issues and Future Work

This paper presented a reliable routing protocol for wireless ad hoc and sensor networks.
However, malicious nodes in the network may affect the operation and efficiency of the
proposed protocol. We identified four types of attacks that malicious nodes can gen-
erate. (1) The first type is related to the sniffing nodes. To do its attack, the malicious
node redirects the selected traffic so that it can perform traffic sniffing. The second
type is concerned with malicious nodes that attempt to attack the path discovery pro-
cess. The malicious node does not extend the request message to nodes that have the
minimal reliability factor specified by the source. Rather, the malicious node sends the
request message to nodes with less reliable factor. So that, the source node will later
use a non optimal path, hence damaging the efficiency and performance of the network.
(3) The third type is concerned with malicious node that attempt to block any traffic
that go through. Obviously, its reliability factor will decrease considerably, in the case
where the factor is maintained by other nodes, and consequently no path will include
that node. However, for a period of time, this attack may disturb the normal activities of
the network. (4) The fourth type is concerned with a malicious node that, at the begin-
ning, behaves as a very reliable node, in order to be included in the paths, and then the
node can carry an attack. In such a situation, the network performance may be consid-
erably affected since most traffic will go through the malicious nodes and consequently
a denial of service attack can take place.

4 Conclusions

In this paper a reliable routing protocol for wireless mobile ad hoc and sensor networks
was presented. The protocol provides increased reliability of communication by hav-
ing intermediate nodes extend the REQ message only to the more reliable neighbor
nodes using a reliability factor. The reliability factor is increased when nodes partici-
pate successfully during the data transmission process by using an acknowledgement
mechanism. Positive and passive acknowledgement mechanisms are used in the main-
tenance of the reliability factor. Different parameters are used to optimize and enhance
the routing process like reducing flooding during the path discovery phase, and the use
of backup routes for more timing critical applications with increased priority. In the
future, we intend to improve this protocol further by applying more techniques in opti-
mizing the selection of the next-hop neighbors. In addition, we intend to further study,
and analyze the performance of the protocol through simulation.
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Seymour, Nathaniel, 49
Shin, Seung-chan, 245
Sivakumar, S., 74

Tada, Harumasa, 161
Trabelsi, Zouheir, 269

Val, Thierry, 233
Villasenor-Gonzalez, Luis, 62

Wakabayashi, Mirai, 161
Wakamiya, Naoki, 173
Wakamiya, Naoki, 161

Xu, Hongli, 257

Yan, Lu, 137
Yanagihara, Kentaro, 173
Yu, Qian, 113

Zhang, Chang N., 113




