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Foreword

The subject of semiconductor science and technology gained importance in the latter
half of the twentieth century with the first stages studies of research on group I'V ele-
ments and ITII-V group binary compound semiconductors. Much of the early device
work concentrated on PbSnTe alloys, but this material had several problems related
to its high-dielectric constant. The III-V compound semiconductor with the narrow-
est gap was InSb (energy gap is 0.18 eV at room temperature) and was not suited to
the mid-wave or long-wave infrared ranges. To satisfy the demand of the infrared de-
tection technology, a narrow gap semiconductor alloy appeared in 1959, the ternary
alloy Hg;—CdTe based on HgTe and CdTe, from which narrower bandgaps can
be reached. By changing the composition value of x, it was possible to meet the
demands of infrared detectors in several important wave bands. Meanwhile, some
interesting physical properties appeared due to the narrower energy bandgap. It im-
mediately attracted intensive research attention. Professional discussions related to
this material appeared around 1976. In 1976, an international conference named
“Narrow Gap Semiconductors” was initiated. From then on, several other confer-
ences related to “II-VI Group Semiconductors” or “Narrow Gap Semiconductors”
have been held, for example, the conferences sponsored by NATO. The scale of ev-
ery conference was large so that their proceedings formed the basis of an important
branch of semiconductor science. During this rapid developmental process, several
proceedings and review papers related to this type of semiconductor were published.
To my knowledge, this book is the first international treatise which fully reviews the
research results of narrow gap semiconductors.

One of the authors of this book, Professor Junhao Chu, has made many contri-
butions to the field of narrow gap semiconductors. He is considered one of the most
suitable authors for a comprehensive book on narrow gap semiconductor physics.
He was invited to update the database of Hg-based semiconductors for the new
versions of “Landolt-Bornstein: Numerical Data and Functional Relationships in
Science and Technology” published in 1999 and 2008.

It has been my pleasure to read this book and the authors’ previous book
(“Physics and Properties of Narrow Gap Semiconductors,” Springer 2008) in de-
tail. They explore many research fields of HgCdTe, including basic crystallographic
properties and growth methods from early studies to present research, principles and
measurements of physical phenomena, and so on. Therefore, this book is not only a
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necessary reference for those who undertake research, teaching, and industrial work
on narrow gap materials, but also of value for those undertaking work related to all
semiconductors.

Prof. Ding-Yuan Tang
Member of Chinese Academy of Sciences
Shanghai Institute of Technical Physics, CAS



Preface

The physics of narrow gap semiconductors is an important branch of semiconductor
science. Research into this branch focuses on a specific class of semiconductor ma-
terials which have narrow forbidden band gaps. Past studies on this specific class of
semiconductor materials have revealed not only general physical principles appli-
cable to all semiconductors, but also those unique characteristics originating from
the narrow band gaps, and therefore have significantly contributed to science and
technology. Historically, developments of narrow gap semiconductor physics have
been closely related to the development of the science and technology of infrared
optical electronics in which narrow gap semiconductors have played a vital role in
detectors and emitters, and other high speed devices. This book is dedicated to the
study of narrow gap semiconductors and their applications. It is expected that the
present volume will be valuable not only in the understanding of the fundamental
science of these materials but also the technology of infrared optical electronics.
There have been several books published in this field in recent decades. In 1977, a
British scientist, D. R. Lovett, published “Semimetals and Narrow-Band Gap Semi-
conductors” (Pion Limited, London). Later, German scientists R. Dornhaus and
G. Nimtz published a comprehensive review article in 1978, whose second edi-
tion, “The Properties and Applications of the HgCdTe Alloy System, in Narrow
Gap Semiconductors,” was reprinted by Springer in 1983 (Springer Tracts in Mod-
ern Physics, Vol. 98, p.119). These two documents included systematic discussions
of the physical properties of narrow-gap semiconductors and are still important ref-
erences in the field. In 1980, the 18th volume of the series “Semiconductors and
Semimetals” (edited by R.K.Willardson and Albert C. Beer) in which very use-
ful reviews were collected, was dedicated to HgCdTe semiconductor alloys and
devices. In 1991, a Chinese scientist, Prof. D. Y. Tang, published an important ar-
ticle, “Infrared Detectors of Narrow Gap Semiconductors,” in the book “Research
and Progress of Semiconductor Devices” (edited by S. W. Wang, Science Publish-
ers, Beijing, p.1-107), in which the fundamental principles driving HgCdTe-based
infrared radiation detector technology were comprehensively discussed. In addi-
tion, a handbook, “Properties of Narrow Gap Cadmium-based Compounds” (edited
by P. Capper), was published in the United Kingdom in 1994. This handbook

vii



viii Preface

contains a number of research articles about the physical and chemical properties
of HgCdTe narrow-gap semiconductors and presents various data and references
about Cd-based semiconductors.

This book, “Device Physics of Narrow Gap Semiconductors,” is the second in
a two—volume sequence on narrow gap semiconductors. The first volume, “Physics
and Properties of Narrow Gap Semiconductors,” (Springer 2008), focuses mainly
on materials physics and fundamental properties. Both volumes describe a variety
of narrow gap semiconductor materials and revealing the intrinsic physical prin-
ciples that govern their behavior. In this book, narrow gap semiconductors are
presented within the larger framework of semiconductor physics. In particular, a
unique property of this book is its extensive collection of results of research de-
duced by Chinese scientists, including one of the authors of this book, although
the results are integrated into the larger body of knowledge on narrow gap semi-
conductor materials and devices. In organizing the book, special attention was paid
to bridging the gap between basic physical principles and frontier research. This is
achieved through extensive discussions of various aspects of the frontier theoretical
and experimental scientific issues and by connecting them to device-related tech-
nology. It is expected that both students and researchers working in relevant fields
will benefit from this book.

The effort was encouraged by Prof. D. Y. Tang. J. Chu is most grateful to
Prof. D. Y. Tang’s critical reading of the manuscript and invaluable suggestions
and comments. A. Sher is indebted to Prof. A-B Chen for invaluable suggestions.
The authors are also grateful to numerous students and colleagues who over the
years have offered valuable support during the writing of this book. They are Drs:
Y. Chang, K. Liu, Y. S. Gui, X. C. Zhang, J. Shao, L. Chu, Y. Cai, B. Li, Z. M.
Huang, X. Lii, L. He, M. A. Berding, and S. Krishnamurthy. We are indebted to
Professor M. W. Miiller for his careful reading of the English manuscript of Vol. 1.
The electronic files of the manuscripts were edited by Dr. H. Shen and Dr. X. Lii.

The research of J. Chu’s group as is presented in this book was supported by the
National Natural Science Foundation of China, the Ministry of Science and Tech-
nology of the People’s Republic of China, the Chinese Academy of Science, and the
Science and Technology Commission of the Shanghai Municipality.

March 2009 Junhao Chu
Arden Sher
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Chapter 1
Introduction

This is the second volume of a two-volume set describing the properties of narrow
gap semiconductors and devices made from them. The first volume entitled “Physics
and Properties of Narrow Gap Semiconductors” sets the stage for the present
volume. In the first volume most of the fundamental properties of the narrow gap
semiconductors, both theoretical and experimental, are developed, while in this
volume these fundamental properties are extended to those more specific to de-
vice physics. This volume contains extensive reviews of defects in semiconductors,
recombination mechanisms, two-dimensional surface gases formed in inversion lay-
ers, superlattices and quantum wells, and a variety of devices.

Chapter 2 begins with a theoretical study of defects, shallow and deep impurity
states as well as native point defects, and continues with an extensive treatment of
experimental methods to characterize these states. The methods deal with defect
concentrations resulting from different fabrication strategies, and their character-
istic states in the band gap and those that resonate in the conduction and valence
bands. The theory ranges from Green function methods based on a tight binding
model to more accurate ones based on density functional theory with full potentials
in the linearized muffin tin orbital approximation. Experimental methods that are
treated to determine defect concentrations and their energy states include neutron,
electron, and X-ray scattering; chemical techniques; and capacitance voltage, deep
level transient, admittance, transmission, photoluminescence, and frequency swept
conductance spectroscopes. These methods yield not only defect densities and their
states, but also their state band widths, and their impact on carrier populations and
lifetimes.

Chapter 3 focuses on recombination mechanisms. The mechanisms treated in-
clude both those that are intrinsic (Auger and radiative), and extrinsic (trap assisted).
Auger recombination arises from two principal mechanisms, denoted Auger 1 and 7.
Auger 1 is a mechanism in which an electron and a hole recombine with the excess
energy taken up by a second electron in the conduction band being excited into a
higher state. Auger 7 is a process in which the recombination energy excites an elec-
tron from the light hole band into an empty state in the heavy hole band. This process
is more important in p-type material, while Auger 1 is more important in n-type ma-
terial. Radiative recombination is one in which an electron and hole recombine with

J. Chu and A. Sher, Device Physics of Narrow Gap Semiconductors, Microdevices, 1
DOI 10.1007/978-1-4419-1040-0_1, (© Springer Science+Business Media, LLC 2010



2 1 Introduction

the excess energy taken up by the emission of a phonon. If the material has a direct
band gap the process can proceed by a vertical process since photons have almost no
momentum, but for an indirect band gap material the process must be accomplished
with the assistance of a phonon to conserve both energy and momentum.

Trap-assisted recombination is a theory treated by several people but the one
most quoted is Shockley-Read recombination theory. The simplest version of this
theory deals with a situation where there is a trap with a state in the band gap that
is neutral when it is empty and can accept a single electron so it is negative when
full. The theory starts from two continuity equations, one for the electrons and the
other for the holes. This provides two equations in three unknowns, the electron,
the hole, and the trap populations. In the Shockley-Read treatment they make the
so-called steady state approximation in which they assume that the rate at which the
electron and hole populations change is the same. This provides the third equation.
With this approximation, the problem is reduced to one that has a single relaxation
time that depends on the net trap population, the trap energy, the Fermi level, and
the temperature. This theory has been used extensively by many authors to treat a
variety of problems, so while it is an unjustified approximation it appears repeatedly
throughout the reminder of the book.

The third equation in a proper treatment, done here for the first time, is the charge
neutrality condition. It along with the two continuity equations forms a set of non-
linear first-order differential equations that can be reformulated as a second-order
nonlinear differential equation. The solutions to this equation have at least two expo-
nentials with different relaxation times. Special cases are treated that display details
clearly differing from those of the Shockley-Read approximate solutions. In view
of this development, while it is not done in this book, much of the literature of
trap-assisted recombination needs to be reformulated.

This chapter goes on to prescribe many experimental methods to measure the
various relaxation processes along with results. The measurement methods include:
optical modulation and infrared absorption, microwave reflection following pulsed
irradiation, decay of the photoconductivity, scanning photoconductivity to measure
the spatial variation of the decay, and the temperature dependence of these methods
to separate out the Auger, radiative and trap-assisted contributions to the decay.

Chapter 3 deals with two-dimensional electron gases (2DEG) systems. These
2DEG systems occur when the bias voltages in MIS structures are such that they
are in inversion, or even sometimes when they are in depletion. Then the potential
adjacent to the insulator has a sharp variation that allows quantum states to form in
the resulting potential well. Fixed charge in the insulator as well as slow and fast
defect states can effect these quantum states. All these possibilities are captured in
a theory of these quantum states. The theory of these 2DEG’s reveals their energy
levels and populations as functions of the spatial variation of the well, the effective
Fermi level, and the temperature. Experimental methods to measure the responses
of these states on both n- and p-type samples include: C-V spectroscopy, SdH os-
cillations as a function of magnetic field orientation and also the Fourier transform
of the oscillations, and cyclotron resonance. These measurements reveal the ground
state and some excited state energies of the 2DEG, as well as their populations, and
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broadening mechanisms. Finally there are experiments to explore the impact these
effects have on various devices, particularly those that depend on conductivity or
magnetoresistance.

Chapter 4 delves into effects arising from superlattices and quantum wells. The
band structures of superlattices composed of multiple layers of low-dimensional
materials depend on boundary conditions derived from envelope functions. The the-
ory treats interface states among materials that do not have a lattice match as well as
those that do. It also deals with superlattices in which at least one material has an in-
verted band structure, e.g. HgTe/CdTe. The influence of the presence of a magnetic
field is also treated. Once again a collection of experiments to explore the properties
of these materials are presented with an emphasis on the HgTe/CdTe superlattice.
Finally there is a section devoted to metal/semiconductor interfaces with blocking
contacts. The quantum Hall effect is also discussed in this section.

Finally, Chapter 5 begins by treating a collection of homo- and/or heterojunction
semiconductor alloy-based infrared detector devices ranging from photoconductors
to various photodiodes. Expressions for the responsivity (the ratio of the signal volt-
age to the incident radiative power), and the detectivity (the ratio of the signal to
noise voltages divided by the incident optical power, times a normalization factor
consisting of the square root of the product of the device area and the noise band
width) are deduced. Several parameters important to device performance are ex-
plored in some detail. These include the quantum efficiency (the ratio of the incident
photon flux to that actually absorbed by the device), all the different noise sources in
the various operating modes, and the operating temperature. Once again the results
of numerous experiments to explore these properties are presented.

Then a section is devoted to metal-insulator-semiconductor (MIS) structured de-
vices. Now the metal/semiconductor blocking contact Schottky barrier replaces the
p-n junction of the diode. This introduces some modifications to the factors influ-
encing the operating mode analysis, but they are minor. Once again both theory and
experiments are presented.

The next sections treats quantum well infrared photodetector (QWIP) based de-
vices as well as other QW structures. These devices consist of a periodic set of QWs
each imbedded in barrier layers. The quantum wells contain states trapped in them.
There are numerous operating modes that have been tried. Some function by ab-
sorbing photons that excite electrons from a bound state into the continuum where
they are collected because of an externally applied field. Others function by pho-
ton absorption exciting electrons from one bound state to another bound state from
which they progressively tunnel under the influence of an external field through a
succession of excited bound states until they are collected. There are two classes of
QWIP materials, those with a small conduction band offset, e.g., GaAs/AlGaAs and
InGaAs/AlGaAs, and those with a large conduction band offset, e.g., InAs/InGaSb
and InAs/InAsSb. But for both classes because of the selection rules for the absorp-
tion among two-dimensional quantum wells, only the component of the incident
radiation that is parallel to the interface is absorbed. This restricts the incident op-
tical system, and along with a requirement for low-temperature operation severely
limits the quantum efficiency of QWIPs. To some extent this failing is mitigated
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by quantum dots (QD) based detectors. Because QDs have three dimensional wells,
selections rules allow normal incident photons to be absorbed, and while they are
harder to fabricate they function better than QWIPs.

A subsequent section deals with quantum cascade lasers (QCL). They consti-
tute the first semiconductor lasers that are tunable over a wide range of wavelengths
from the near to the far infrared. The QCLs consist of a sequence of layers each con-
taining an injector and a QW. The large tunable range is accomplished by changing
the QW widths and/or their barrier heights. The materials used in QCLs are III-V
compound semiconductor alloys grown on GaAs or InP substrates. A number of dif-
ferent operating modes have been devised and tested that feature different alloys and
structures. A detailed evaluation of the benefits and disadvantages of these modes is
presented.

The final section treats single-photon detectors ranging from traditional pho-
tomultiplier tubes (PMT) that operate in the visible at room temperature, to QD
single-photon transistor (SPT) devices that operate in the FIR (175-210 um) at
~0.04 K. The general designation of this class of devices is avalanche photodiodes
(APD). The fundamental mechanism involved is avalanche gain produced from the
primary photoexcited electro/hole pair by further exciting them into hot electrons or
holes in a high electric field. Not only the signal but also the noise mechanisms are
treated. There are many modes of APDs that have been built from several materials,
including Si, Ge, and InGaAs/InP, and tested in the NIR. Some have been demon-
strated to operate at room temperature but function better at 77 K. Single-photon
avalanche diodes (SPAD) devices are called out for special attention. Coupled with
quenching circuits these devices detect single photon events with quenching times
of a few nanoseconds. Thus, they are suitable for digital communications applica-
tions. Finally, a new class of single-electron transistor (SET) APD devices made
from QDs in a high magnetic field has been demonstrated. The absorption is due to
transitions among Landau levels. They operate at very low temperatures (~0.04 K),
and function in the FIR (175-210 wm) in circuits that respond at frequencies above
10 MHz.

In sum, we hope that this detailed discussion and review of the extensive liter-
ature on the properties and device physics of narrow gap semiconductors fills an
important need. The literature on this subject as reviewed here is extensive, and
we believe the addition of some papers, previously published only in Chinese, adds
important aspects.



Chapter 2
Impurities and Defects

Investigating impurities and defects for any semiconductor material is an important
topic. Much research has been devoted to impurity and defect states in wide-gap
semiconductor materials. For the pseudobinary semiconductor alloy HgCdTe (mer-
cury cadmium tellurium (MCT)), which is a good material for preparing infrared
detectors, the investigation of its defects has a special significance. The behavior of
impurities and defects in HgCdTe has been discussed in many papers in recent years.
However, the research on impurities and defects of HgCdTe has encountered consid-
erably more complexity and difficulty than that encountered in other semiconductors
because of its narrow band gap, the low conduction band effective mass, the ease
with which Hg vacancies are formed, and complex with other native point defects
and impurities. Despite these difficulties, research in recent years have provided a
basic description of impurities and defects, and their diffusion and photoelectric
behavior in HgCdTe.

For the narrow gap semiconductor material HgCdTe, we need to know which
kind of impurities and defects exist in the material, their chemical composition and
electrical activity, if they are p-type or n-type, the magnitude of the impurity concen-
tration, the ionization energies of these defects, their impact on electrical and optical
properties, how to experimentally observe their properties, and how to theoretically
analyze their properties.

2.1 Conductivity and Ionization Energies of Impurities
and Native Point Defects

2.1.1 Defects

One of the major differences between real crystals and ideal crystals is that, in a real
crystal, there are many defective areas where the regular arrangement of atoms has
been destroyed. Defects result from many factors such as impurity atoms, growth
aberrations, e.g., dislocations or planar defects, point defects resulting in an excess
or a deficiency of some elements in the compound. The primary defects in an
HgCdTe (Swink and Brau 1970; Yu 1976; Bye 1979; Mirsky and Shechtman 1980;

J. Chu and A. Sher, Device Physics of Narrow Gap Semiconductors, Microdevices, 5
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Wang et al. 1984; Cheung 1985; Cole et al. 1985; Bubulac et al. 1985; Cai 1986;
Kurilo and Kuchma 1982; Datsenko et al. 1985; Rosemeier 1983; Petrov and Ga-
reeva 1988; Schaake 1988; Yu et al. 1990; Chen 1990; Dean et al. 1991; Shin
et al. 1991; Wang et al. 1992; Yang 1988) mainly derive from (1) intrinsic point
defects, e.g., vacancies, interstitial atoms, antisites, and complexes of these defects;
(2) impurities; (3) multidimensional structural defects, such as dislocation, grain
boundaries, and strains. Thus the geometry of lattice defects includes point, line,
planar and bulk defects.

Because of a Maxwell distribution of atomic kinetic energies during crystal
growth, some atoms always have a sufficient kinetic energy to leave lattice sites and
be excited into “interstitial” positions to create a “vacancy-interstitial” pair. This
pair can either be bound or unbound. When it is unbound it can be treated as the
“evaporation” of an atom from a lattice site into a remote interstitial position. This
special defect type is called a “Frenkel” defect.

Now we turn to another kind of defect. During growth or annealing “Holes”
may form on the surface of crystal and then diffuse into the interior of crystal. This
kind of defect is called “Schottky” defect. It is the absence of an atom on a lattice
site with the extra atom in the vapor phase. Thus for example, on the surface of a
HgCdTe crystal, a Hg atom may evaporate leaving a V, on the surface which then
diffuses into the interior of crystal, to form a “Schottky” defect. There is also the
possibility that the extra atom remains bound on the surface to cause the effective
thermal expansion coefficient to be larger than otherwise expected. Both “Frenkel”
and “Schottky” defects are caused by thermal motion within the crystal lattice. They
are called thermally induced defects. There are many other thermally induced native
point defects besides Frenkel and Schottky defects but these two are given special
attention because they are so common.

The densities of thermally induced defects are decided by the temperature of
crystal and the formation energies of defects. Let AU denote the formation energy
of a Frenkel defect, the work required to excite the atom from a lattice site into a
remote interstitial position. In general there are a number of nonequivalent intersti-
tial sites in the lattice, but usually one type of site has a much lower value of AUg
than the others. This is the site one identifies with the Frenkel defect. Let N and N’
be respectively the number of lattice sites and interstitials. Suppose at a temperature
T, n atoms have been excited from lattice sites to interstitial position to form a va-
cancy interstitial pair. If under this condition the system is in equilibrium there will
be a increase in the entropy. The system entropy S can be written as:

S =kg(n P’ +1InP) 2.1)

where kg is the Boltzmann constant, P’ is the number of 7 atoms distributed among
the N’ interstitial positions, and P is the number of n vacancies distributed among
the N lattice sites:

N’
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N!

P=—.
(N —n)!n!

2.3)

Substituting (2.2) and (2.3) into (2.1), and using Stirling’s formula (for a large value
of x, then Inx! 2 x(In x — 1)), we get:

S =kg{{[NInN — (N —n)In(N —n) —nlnn]
+N'InN'— (N —n)In(N' —n) —nlnn]} 2.4)

Also atoms jumping into interstitial sites leads to an increase of the internal energy
of crystal lattice:
AW = nAUg 2.5)
The thermal equilibrium condition occurs when the free energy FF = W — TS is a
minimum as a function of n:
oF (N-n)(N"—n)

— = AU —kgTln

. pe 0. 2.6)

This gives the result:

n=+/(N—n)(N"—n)exp (— AUr ) . 2.7

2kgT

Because both N > n and N’ > n, (2.7) can be written as:

AU,
n= NN exp (—2k ;) . 2.8)
B

The factor of 1/2 in the exponent in (2.8) is due to the existence simultaneously of
two kinds of defects in the crystal, interstitials and vacancies.
Similarly, we can analyze of the number of Schottky defects, with the extra atom

in the vapor phase, obtaining:
AU
n = N exp (— S) , 2.9)

kgT

where AU; is the formation energy of a Schottky defect.
Generally speaking, the formation energy of defect is temperature dependent.
Assuming the formation energies depend linearly on the temperature, then we find:

AUp = AUpo — T

AL,
( TF) = AUgo — aT, (2.10)

and
d(AUs)

T

where AUgg and AUs are the formation energies of defects at absolute zero, and o
and B are constants.

AUs = AUso — T

= AUsy — BT, @2.11)
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Substituting (2.10) and (2.11) into the expression for 1, leads to the results:

AU,
n = B/ NN exp (—2k ;) : (2.12)
B

and

AUs
n= BSNexp( kBT)' (2.13)
The values of Br and Bg can be approximated by fits to experiments. For all crystals,
both Br and Bg lie in the range 2-50. For HgCdTe crystals, F defects and/or S
defects form under different annealing conditions.

Besides thermal defects, there is another class of defects, irradiation-induced
defects. When a high-speed particle such as a neutron, an « particle, deuteron, frag-
ments of nuclear fission, y radiation, a high-energy electron, a high-energy ion, or
high-energy laser irradiates a crystal, it induces structural failures mostly in the form
of “Frenkel” defects. When for example, y radiation irradiates the crystal, secondary
photoelectrons and Compton electrons are produced which in turn induce structural
defects. These kinds of crystal defects generated by irradiation are named irradia-
tion defects. Irradiation defects are different from thermal defects. After irradiation,
irradiation-induced defects are unstable and the crystal is not in thermodynamic
equilibrium. When a crystal is annealed after irradiation, many irradiation-induced
defects will diffuse quickly to recombine.

When a massive neutral particle or charged high-speed particle irradiates a crys-
tal, elastic collisions will take place between the high-speed incident particle and the
atomic nuclei of the crystal. High-speed incident particles will cause the electrons
bound in atoms of the crystal to be excited and to ionize. Also, an incident high-
speed particle can induce a nuclear reaction leading to the activation of some atoms
within crystal. These atoms will become impurity centers. However at lower inci-
dent energies in semi-conductor crystals, the excitation and ionization of the valance
electrons are most prevalent.

When an elastic collision between a high-speed particle and the atoms of a crystal
takes place, elastic waves will form in the crystal to transform energy into the ther-
mal motion energy of the atoms. Ultimately this results in a structural failure of the
crystal. If the energy of the atoms at a lattice point exceeds a critical value Uy of the
formation energy of a defect in the crystal, it will result in the structural failure of
crystal lattice. Generally speaking, Uy needs to be two or three times that required
for atoms go from the lattice to an interstitial site. Because the binding energy of
most crystal atoms is ~10eV, the value of Uy is about 25eV. So for an irradiated
crystal, only those atoms with the energy U > Uy will form a Frenkel defect.

Now we introduce a kinetic energy parameter ¢ related to the kinetic energy of a
moving particle:

m
&= M, E, (2.14)
where m is the electron mass, M, the mass of the moving particle, E the energy of
the moving particle, and ¢ is the energy of an electron that has the same speed as



2.1 Conductivity and Ionization Energies of Impurities and Native Point Defects 9

the moving particle. When ¢ >> &; where ¢; is the excitation energy of a valence
electron, the majority of the energy of the incident moving particle will be expend
in the processes of excitation and increased ionization of the lattice ions, with little
of the energy expend in elastic collisions. If the values of the parameter ¢ approaches
&i, the processes of excitation and ionization become difficult and only elastic col-
lisions can take place, still resulting in the creation of elastic waves and structural
defects.

In an elastic impact process, there is approximately a proportional relation be-
tween the incident energy of the high-speed particle that results in a structure defect,
and the energy consumed in the crystal. This proportional relation depends on the
magnitude of the incident particle energy and properties of crystal. When an elas-
tic impact between an incident particle occurs in a crystal, the energy loss per unit
distance can be written as (Jones 1934; Mott and Jones 1936):

(dE) . 2nZ3Z3e*Ny . E
- —) =—In—, (2.15)
dx /. Myv? E*

where Z; and Z, are the atomic number of the moving particle and a static lattice
particle, respectively, Ny is the density of atoms in the crystal, v the velocity of the
moving particle, £ the energy of the moving particle, e the electron charge, M,
the mass of the static particle, and E* is given by the following expression:

2 li
4p2

E* = 0.618 (Zf/3 + Z;“) R, (2.16)

where R is the Rydberg constant which is equal to 13.6eV and p the reduced
mass between the moving particle and the static particle. Similarly, the energy ex-
pended by the high-speed particle to form structural defects per unit distance can be
written as:

. E4u?

. 2.17
Mp2 UMM, @17

(dE) _ 2mnZ3Z3e*No
dx defect

Then the ratio of the energy to form structural defects to the total energy lost is:

(dE ) | E 4u?
il nl =
dx defect __ Ud Ml M2
iE = i . (2.18)
- In —
dx /. E*
This ratio is about 0.5 for most crystals. According to (2.15), (2.17), and (2.18),
we can determine approximately the factors related to forming irradiation-induced
defects in crystals. These factors differ from each other for different crystals, and are
related to the atomic mass of the crystal. Jones (1934) deduced the energy threshold

for forming irradiation-induced defects in crystals with different atomic masses (see
Table 2.1).
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Table 2.1 The energy

! Crystal atom
threshold of a high-speed

particle for forming Atomic mass 10 50 100 200

irradiation defects in crystals Neutron-atom (eV) 75 325 638 1,263

with different atomic masses Electron-y ray (MeV) 0.10 0.41 0.65 1.10
o particle (eV) 31 91 169 325
Nuclear fission chip 85 30 25 27

The density N of defects induced by high-speed incident particles irradiating a
crystal can be written as:

LM 1073 (£ 4 (2.19)
=—— & +— n(— , .
Wy m ' M, Ug M1 M,

where the physical meaning of every parameter has been given above. Although
the above equations are based on a relatively simplified model, they still can be
employed as an approximate reference for analyzing the formation of irradiation
defects in narrow gap semiconductor materials.

In the discussion above, we have emphasized the thermal defects and irradiation
defects, but in real semiconductors, the most common defect is an impurity. Im-
purities derived from elements differing from those on the crystal also modify the
periodicity of crystal lattice and change the physical properties of crystal. Impurities
can have a great influence on the electrical and optical properties of semiconductors.
Impurity atoms can become donors or acceptors which influence the conductivity of
the crystal. They can form trapping centers or recombination centers which will in-
fluence the lifetime of minority carriers and so influence the electrical and optical
properties of a crystal.

2.1.2 Chemical Analysis of Impurity Defects
and their Conductivity Modifications

The technology involved in material growth and device fabrication often introduces
impurity defects into the material. The states of these impurities always determine
device characteristics. So, it is essential to understand the behavior of impurity de-
fects. Accordingly, impurity defect states in a crystal lattice can be divided into
shallow energy level, deep energy level, and resonant impurity defect states. Also
they can be divided into donors, acceptors, and traps. Each kind of defect will serve
as a scattering and/or a recombination center during transport to decrease the mo-
bility and lifetime of carriers. So, device performance will be influenced.

To prepare p-type, n-type, or p—n junctions in HgCdTe material, it is usually
doped intentionally. We can add the impurities into the material directly in the
growth process, make impurities diffuse into the material in a heat treatment process,
or employ ion implantation. In the case where the material is unintentionally doped,
the defects are either native point defects or residual impurities. People generally
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employ “7N” material (impurity densities <107 cm™3) to prepare HgCdTe devices.
However, despite growers best efforts impurities still exist in the grown crystals in
sufficient numbers to influence the properties of HgCdTe crystals (Pratt et al. 1986;
Shen et al. 1980). Analyzing the relation between the impurity content, after purifi-
cation, in the elemental materials used to prepare HgCdTe bulk crystal, and the ones
in the grown bulk crystals indicates that the impurity density is almost the same.
Generally speaking, the impurities found in HgCdTe bulk crystal are mostly derived
from the elemental Te, Cd, and Hg materials. However, when HgCdTe bulk material
is grown, the type and density of impurities also will be influenced by the quartz tube
in which it is grown because it contains Al, Te, Ca, Mg, Ti, Cu, and B impurities.

Most impurities in HgCdTe crystals are electrically active. Some impurities that
are not electrically active still induce deep levels in the band gap and as a con-
sequence will reduce the lifetime of minority carriers. Therefore, in the case of
unintentionally doping, the content must be limited not just for certain specified
impurities but for all of them.

Theoretically, we can judge if an impurity is an acceptor or a donor in a HgCdTe
semiconductor sample based on the atomic number of the impurity, its group num-
ber in the periodic table of elements and the sublattice on which it resides. Table 2.2
gives the results.

In fact, not all of the impurity elements listed in Table2.2 can be activated
in HgCdTe. To observe the electrical activity of a particular impurity element in
HgCdTe, it can be intentionally doped into the material. The carrier concentration
of sample then can be determined by measuring the Hall coefficient of the sample.
Then the doping concentration can be obtained from atomic absorption spectrome-
try. Knowing carrier concentration and doping concentration, we can find the degree
of electrical activity as a function of temperature of this kind of impurity.

Many authors have carefully investigated the degree of electrical activity for
many kinds of impurity elements. The results indicate that the elements In, I, CI, Al,
and Si are definitely donors, and the elements P, As, and Sb, are amphoteric being
donors if substituted on the cation sublattice and acceptors on the anion sublattice,
while the electrical properties of Li, Cu, and Ag are definitely acceptors.

Now we will discuss issues related to donor impurities. For example, in Hg; _,
Cd,Te (x = 0.20) crystals doped with In are n-type. The carrier concentration

Table 2.2 Impurity elements their possible roles on different sublattices and
in interstitial positions

group | 1I 111 v \'% VI VII VIII
donor
Possible role 8CCEPt0 acceptor _donor
o | I U Vi ¥ o ¥ e s
Li & B C N F Fe
Na Hg Al Si P Te Cl Ni
Ga Ge As Br
Element Cu In Sn Sh :
Ag Tl Pb Bi Mn

Au Ti v
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increases with an increase of the In concentration and the Hg partial pressure in
a heat treatment process. The carrier concentration is proportional to the square
root of the In doping concentration, and to the square root of the Hg pressure (Vy-
dyanath 1991). Only a fraction of the In atoms doped into HgCdTe crystals behave
as single donors when In atoms are heavily doped because In can combine with
Te to form In,Tes (Vydyanath et al. 1981). However, In atom impurities are fast
diffusers, their diffusion coefficient is about 5 x 10!* cm?/Vs at 300K (the activa-
tion energy is ~11eV) (Destefanis 1985). This limits the stability of p—n junctions
formed from In doping. A p—n junction can be formed when In atoms are introduced
into a p-type HgCdTe substrate by ion implantation. The electrically active n-type
defects caused by irradiation damage can be eliminated in an annealing process. In
this kind of process the junction depth is easy to control (Destefanis 1985, 1988;
Gorshkov et al. 1984).

As stated before, because the Hg—Te bond is weak, it is easy to form Hg vacan-
cies. Therefore, people have been motivated to study the interactivity between Hg
vacancies and other impurities. The In atom is a common impurity in HgCdTe. The
In atom is trivalent, and when substituted for Hg and Cd it is donor. But in higher
concentrations it becomes compensated. One of the potential reasons is that In com-
bines with Te to form In,Tes. The other reason is that In forms In-vacancy pair.
Hughes et al. have analyzed theoretically the possibility of forming an In-vacancy
pair (Hughes et al. 1991). They conclude an inactive In-vacancy pair will form when
the material is quenched from above 350 K down to room temperature. These In-
vacancy pairs can be eliminated if the material is annealed at the temperature of
160 K (Hughes et al. 1994) in an atmosphere with a high Hg partial pressure.

In is an element widely used to obtain an n-type-doped HgCdTe material. It is
a suitable element to dope bulk materials, as well as liquid phase epitaxy (LPE),
molecular beam epitaxy (MBE), and MOCVD film materials. However, because it
is a fast diffuser, the so-called memory effect in the process of doping in which the
raw In material having adsorption on the wall of growth tube or reactor, diffuses
into the prepared p-on-n junction to cause it to be graded (Gough et al. 1991; Easton
et al. 1991). To mitigate this problem Maxey et al. (1991), Easton et al. (1991), and
Murakami et al. (1993) turned to the element I as a dopant. The element I is a group
VII element which when substituted on the Te sublattice is a donor. Because I has
a relatively small diffusion coefficient very steep p-on-n junctions can be prepared.
I has and very weak “memory” effect. The element I is an adequate dopant not only
for inter-diffusion of multilayer films but also for direct growth of alloys.

When the electron concentration of an I-doped Hg,_,Cd,Te (x = 0.23) sample
is between 5x 1015 and 2x 10'® cm™3 at a temperature of 77 K about 20-100% of the
I is activated as donors. The carrier mobility of an I-doped Hg, _, Cd,Te (x = 0.23)
sample is greater than that of the same sample doped with In at the temperature of
20 K. The activated I doping concentration in a HgCdTe crystal is related to the Hg
pressure when diffusion doping is done. The higher the Hg pressure, the larger is the
I doping concentration. The element I forms compounds of (Hg,Cd)I, in a HgCdTe
crystal, to limit its electrical activity (Vydyanath et al. 1981; Vydyanath and Kroger
1982; Vydyanath 1991).
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Elemental O is very active, and it is easily doped into HgCdTe crystals in the
process of crystal growth. Because element O is a donor, the carrier concentra-
tion of an n-type HgCdTe crystal will increase when the concentration of O atoms
is high. The O atoms derived from the walls of a quartz tube diffusing into a
HgCdTe crystal can be obstructed when C atoms are deposited on the wall of quartz
tube. Consequently, the carrier concentration of an n-type HgCdTe crystal will be
decreased. Given this de-oxidation process the carrier concentration can be accu-
rately controlled in the range of 41 x 10! cm™> (Yoshikawa et al. 1985). Some
electrical parameters of an n-type Hg, ,Cdo.3Te crystal at 77 K obtained by this
method are as the follows: electron concentration <5 x 10'3 cm™3, electron mo-
bility ~4 x 10* cm?/Vs, a maximum minority carrier lifetime of ~74 jus. These
results indicate that the O atom is an important background impurity donor for
n-type HgCdTe crystals.

Group V elemental impurities are amphoteric, acting as a donor when occupying
the Hg and Cd cation sublattice, and acting as an acceptor when located on the Te
anion sublattice. For example, the As atom can be doped into a HgCdTe crystal by
high-temperature diffusion (Capper 1982) and ion implantation (Destefanis 1988;
Baars et al. 1988; Wang 1989; Ryssel et al. 1980). In an ion implantation experi-
ment, people found that As ions forms nonelectrically active charge compensation
complexes that do not migrate easily in HgCdTe crystals. However, some inactive
As atoms will be activated to be donor impurities when the material is annealed at
300K, and to be acceptors when annealed above 400 K. In HgCdTe crystals, the
electrical behavior of Sb atoms is similar to that of As atoms. The Sb atoms will
be acceptors when occupying the Te sublattice and be donors when located on the
Hg sublattice (Wang 1989). The electrical behavior of P atoms is relatively com-
plex. The P atoms, when the sample is held at high Hg partial pressure, are located
on interstitial positions or on the Te sublattice and become single acceptors. How-
ever, when the Hg partial pressure is low, the P atoms are located at on the cation
sublattice and are single donors (Vydyanath 1990, 1991; Gorshkov et al. 1984).

Next we discuss acceptor impurities. Cu atoms located on the cation sublattice
are single acceptors in HgCdTe (Vydyanath et al. 1981; Gorshkov et al. 1984).
Cu deposits in a cooling process when its concentration becomes high enough
to reach saturation. Since Cu deposits always collect around the positions of ex-
tended defects, one can observe these defects in HgCdTe as they are Cu decorated.
This method is destructive to materials. Later we will see that the Cu atoms are
derived from the walls of the quartz tube during growth. When the Cu content is
relatively high, it may become the most important background acceptor impurity.

The elements P, As, Ag, and Sb are all p-type impurities in materials grown
from the Hg-rich side of the existence curve, and their diffusion rates are relatively
slow (Vydyanath et al. 1981, Vydyanath 1991; Gorshkov et al. 1984; Wang 1989;
Ryssel et al. 1980). The elements P, As, and Sb have been used widely as the doping
agents to manufacture HgCdTe photovoltaic devices. Previous research indicates
that Sb-doped HgCdTe samples are more stable than the As-doped ones (Wang
1989; Capper et al. 1985).
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In HgCdTe crystals, Au atoms exhibit a low electrical activity, and almost do not
change the carrier concentration or the minority carrier lifetime. Often only 3% of
the Au are electrically active acceptors. But Au can be used to fabricate electrodes
at temperatures below 150°C (Capper 1982; Jones et al. 1983). Chu’s experimental
results indicate that the concentration of Au acceptors can reach 10'8 cm™3 (Chu
et al. 1992). They evaporated Au onto the surface of samples, then used a YAG laser
to irradiate the sample, followed by annealing at a temperature of 250°C for 20 h.
After the Au impurities diffused into the samples, a CV measurement was done on
the resulting metal-insulator—semiconductor (MIS) structure. They found that the
concentration of acceptors increases as diffusion progresses, finally reaching levels
of about 10'® cm™3. This indicates that Au exists in HgCdTe as an acceptor.

For most of the elements, the doping concentration N and carrier concentration
n lie close to the straight line N = n. However, the electrical activity of both Fe and
Au are very low. For Fe and Au atoms with the concentrations of about 10!7 cm™3,
their corresponding excited carrier concentrations are only about 10'> cm™3. Fur-
thermore, even when the concentrations of Fe and Au increase up to 108 cm™3, the
carrier concentrations are still ~101° cm™3, having saturated. The transition metal
elements, such as Fe, though they show little electrical activity in a HgCdTe crys-
tal, still can reduce the lifetime of the minority carriers markedly, and so are called
“lifetime killers” (Capper 1982, 1991). In the preparation of the raw materials and
subsequent growth of HgCdTe, extensive efforts are needed to control their impurity
content.

The electrical activity is different in Hg,_,Cd,Te crystals with different com-
positions. For example, the electrical activity of the Cl atom is only several percent
when the concentration is x < 0.3, while it is almost a 100% when x > 0.3. The As
and Sb atoms behave similar to that of Cl atoms (Capper 1991).

Approximately, the main group and the subgroup elements of group I and the
main group elements of group V are acceptors; and the subgroup elements of group
II, the main group elements of group III and VII are donors. Neutral impurities are
relatively complex. For example, for elements of group IV, the element Si behaves
as donor, while Ge, Sn, and Pb are neutral impurities, having a different behavior
than that anticipated. The anticipated conductivity of impurity elements is almost
consistent with those encountered in practical cases, but there are still some de-
viations. Table 2.3 lists the electrical behavior of 26 elements in HgCdTe crystals
(Capper 1991).

2.1.3 Theoretical Estimation Method for Impurity Levels

It is important to observe the ionization energy of impurity defects based on an
understanding of their impact on the conductivity. There are some rough empirical
expressions available to characterize the ionization energy of shallow impurities.
For an n-type HgCdTe material, measurements of the Hall coefficient indicate that
the ionization energy of a univalent donor is almost zero. For a p-type HgCdTe
material, the measurements indicate that an acceptors ionization energy increases
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Table 2.3 Electrical activity of impurities in HgCdTe crystals

Practical case

Anticipated SSR 11 LPE LPE MOVPE MOVPE MBE
Element Group behavior (Te) (Te) (Hg) (Te) (Hg) (Te) (Te)
H 1A A(m) A
Li 1A A(m) A A A
Cu 1B A(m) A A A A A
Ag 1B A(m) A A A A A
Au 1B A(m) A A
Zn 1IB I(m)D(i) D 1 1
Hg 1IB I(m)D(i) D
B JUIVN D(m) D D D
Al IIIA D(m) D D D D 1/D D
Ga 1A D(m) D D D D
In 1A D(m) D D D D D D D
Si IVA D(m)A(t) D D? D D
Ge IVA D(m)A(t) I D
Sn IVA D(m)A(t) I D? D
Pb IVA D(m)A(t) I
P VA A(t) I/A+A A I(A) A I
As VA A(t) I/A+ A A I(A) A I D/A
Sb VA A(Y) I I(A) A 1/D
Bi VA A(t) 1 D
(0] VIA D@I(t) D D
Cr VIB 1(t) 1
F VIIA  D(t) D D?
Cl VIIA  D(t) D (D)
Br VIIA  D(t) D (D)
1 VIIA  D(t) D D D (D)
Fe VIII I(m)D(t) I
Ni VIII I(m)D(t) 1

A acceptor, donor, / inactive, (m) = at the lattice point of metal, (t) = at the lattice point of
Te, (i) = at interstitial position, I(A) = impurity that needs to be activated by annealing at high-
temperature, I/D and D/A = different results obtained from that impurities are activated under
different conditions, (D) = donor in CdTe buffer layer, IT = ion implantation.

proportional to the composition x, and decreases proportional to the cube root of

the acceptor concentration, Nal/ 3 In the range, 0.2 < x < 0.24, the ionization
energy can be written as the following empirical formulas (Capper 1991):

A. When N, is in the range of 2.5-3.5 x 10'7 cm™3
E, = 91x + 2.66 — 1.42 x 107> N,/ (unintentionally doped), (2.20)
B. When N, is in the range of 0.8-2.5 x 10! cm™3

E,=42x 4+ 1.36 — 1.40 x 10_5Na1/3(intentionally doped). 2.21)
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The energy level of impurity defects also can be estimated theoretically. For the
group II-VI compound semiconductor HgCdTe, the anion Te has valance 6, and
the cations Hg and Cd have valance 2. Thus according the simple rules, if group
VII elements are substituted on the anion sublattice they are donors, and group V
elements are acceptors. Similarly, if group III elements are substituted on the cation
sublattice they are donors, and group I elements are acceptors. Generally, group V
elements substituted on the cation sublattice are also donors and group III elements
substituted on the anion sublattice are acceptors.

The energy released to the conduction band by a donor atom is called the ioniza-
tion energy Ej. The electron concentration n of the conduction band can be obtained
from Hall coefficient measurements. The electron concentration of the conduction
band is proportional to exp(—E;/kT). So E; can be obtained from the slope of the
measured curve, In(n) ~ 1/ T. However, for narrow gap semiconductors, the donor
ionization energy Ej to the conduction band is very small. So the error is relatively
large when Ej is determined by this method.

The ionization energy of any impurity in a semiconductor with shallow ioniza-
tion energy can be calculated in a simple effective mass theory. Generally, for a
semiconductor with a large dielectric constant and a small effective mass, the bind-
ing energy of a shallow donor impurity can be calculated by means of the effective
mass approximation (EMA) method. The physical picture behind this method is
that, a crystal is looked upon as continuous dielectric medium, a carrier moves like
free particle in this dielectric, the effective mass related to the energy band replaces
the free particle mass, and the binding potential of the impurity is controlled by the
dielectric constant of the host lattice. Assuming that the distance between an impu-
rity ion and a bound electron is 7, and £(0) is the static dielectric constant of crystal,
we get the interaction potential between single positive charge and the electron lo-
cated at the displacement r:

6'2

(2.22)
The electron can be regarded as one having an effective mass m™ that is moving in
a potential V(r). This hydrogen atom-like model can then be solved to deduce the

ground state energy or equivalently the ionization energy. The following equation is
obtained in the EMA:

e

o, 2
[—Zm*Vr - 4ns(0)r] ¥ (r) = Ey(r). (2.23)

32
Because the potential is spherically symmetrical, V2 = =— - The eigenvalues of

)
(2.23) are: "

En=—=5, (2.24)
n

where .4 .

m*e m 1
= = — RH, 2.25
2h2[4me(0)]2 mg €2(0) (2.25)
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and R* is called the equivalent Rydberg energy, with R being the Rydberg energy
of a hydrogen atom equal to 13.6meV. n is an integer, so (2.24) gives a series
of binding energy levels with the ground state being —R*. Therefore the ioniza-
tion energy is, E; = R™. For silicon, the effective mass is m* = 0.2m( without
considering the anisotropy of mass tensor, and the value of ¢ is 12, so one gets
E, = —0.0181/n%(eV). Then the binding energy of the ground state n = 1 is

E, = —0.0181eV = —FE;. For Hg,_,Cd,Te(x = 0.4), with m* = 0.04my,
e(0) = 15, then E, = —0.0024/n%(eV) or E; = 2.4meV. For the heavy
hole band, m* = 0.55myg, then E, = —0.0033/n%(eV) or Ey, = 3.3meV.

For Hg,_,Cd,Te(x = 0.2), with m* = 0.0lmy, (0) = 17.5, then we find
E; = 0.5meV.

For an electron bound to an impurity center, the extent of spatial wave functions
radius, a,, corresponding to “the nth Bohr orbit radius” of a hydrogen-like wave
function is: 26(0)

n<e
a, = (m*/mo)ao’ (2.26)
where aq is the first Bohr orbit radius of hydrogen, ag = 0.53 x 1078 cm. For a
group V donor in silicon, a; = 30 A, and for a donor in germanium, a; = 80 A.
For donors in HgCdTe, if m*/mgo = 0.04, ¢ = 15, then a; = 198 A. Therefore,
when an impurity concentration is very high, the electron wave functions bound to
impurities will overlap.

If an impurity is located in an interstitial rather than a substitutional position,
its energy levels may not follow the simple hydrogenic effective mass model of a
shallow impurity. Its energy levels may involve an impurity complex with its wave
functions overlapping neighboring atoms. Strictly speaking, even for a substitutional
impurity, its ground state wave function may be localized, so its binding energy can
not be calculated simply by using the effective mass model. In fact strictly speaking,
the electric potential of an impurities core can not be regarded as that of point charge,
and more complete approximation divides the region close to impurity into two
parts, an interior and an exterior region. In the exterior region, r > r., where r. is
the same order of magnitude as the distance to a nearest neighbor, an effective mass
model is approximately correct and the potential energy can be regarded as —e?/sr.
In the interior region where, r < r., the potential energy of the impurities atomic
core can be regarded as a §-function potential well. In this approximation the depth
of the §-function potential well is adjusted to fit the empirically determined binding
energy (Lucovsky 1965). Other theories have been used to explain the deviation of
the measured impurity binding energy from that calculated using the effective mass
model. For example, see the Green’s function method of Chen and Sher which also
applies to deep levels (Chen and Sher 1985).

Glodeanu (1967) proposed a theoretical method that can be used to calculate the
deep levels of impurities directly. He studied the bivalent substitutional impurities
that can forms two localized levels in band gap. He adopted a helium-like model to
approximate a single electronic energy band, and then calculated the deep donor and
acceptor levels of many impurities in GaAs and Si. Chen and Sher have warned that
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the deep levels are quite sensitive to the quality of the underlying band structures
of the host material, so this method can only be expected to produce approximate
results (Chen and Sher 1985).

For a donor with two valence electrons, the Hamiltonian operator can be written
as follows:

h2
e (VZ + V2) + V(r)) + V(rp) + Uegr(ry, 12), (2.27)

H=-

and the corresponding Schrodinger equation is:
HWY(r;,r2) = EVY(ry,r2), (2.28)

where V(r1) is a periodic potential which denotes the interaction between one of the
two electrons and the effective crystal field, similarly, V/(r;) is the periodic potential
of the other electron. The last term in (2.27) is an approximation to the difference
between the two electron Hamiltonian and its periodic part:

Z.e2  Z.e? e?

ery erp glry —ra|

Ueit(r1,12) = — (2.29)

The first two terms in (2.29) denote the interaction between the two electrons and the
screened positive charge Z. which is introduced to keep the crystal electrically neu-
tral. The last term is the electron—electron interaction that gives rise to correlations
and exchange.

In (2.28), the wave function takes the form:

1 . .
W(rr) = — Y c(ki.ko)Ueo(r)Ueo(r2) x exp(ik; - rp) exp(iky - 12),
NS ki.k>
) (2.30)
where U, is a Bloch function evaluated at the location of conduction band mini-
mum i.e., at k; = 0. In general, U, ¢ satisfies the following equation:

h2
[— e Vi + V(l‘l)} Uco(r1) = Ec,oUco0(r1), (2.31)

where €2 is the volume of the primitive cell, and N is the number of primitive cells.
If ¥ from (2.30) is substituted into (2.28), it reduces to a helium-like relation:

h? Ze?  Ze? e?
[_2m*(V12+V22)— e ]Fn(rl,r2)=EFn(7’1,V2)-
(2.32)

Glodeanu (1967) determined the energy using variational calculus to solve (2.32).
For F,(ry, r2), a trial function with the following form was chosen:

r1 £ry elry —ra|

2

z’ z' , h%e
Fu(ri,r2) = ol exp [—E(h + l’z)i| - withro =~ (2.33)
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Then two expressions for the ionization energy are obtained:

5 25
Ei=a [ngf — g Zen + ﬁ] ,and Ey = aZZ, (2.34)

where a is a parameter, a ~m™ /¢, and

5
7' = Zy— —. 235
7 16 (2.35)

For the impurities Cr, Cd, and Zn, the effective mass used is m* = 0.34my, A is an
acceptor, D is a donor.

Because it is difficult to determine the differences among impurity atomic cores
correctly, Z.g in (2.34) is regarded as an undetermined parameter chosen to min-
imize the quadratic sum of the relative error between the theoretical and the
experimental results. Table 2.4 shows the predicted theoretical ionization energy and
the experimental results in GaAs, Ge, and Si. The Z. is also listed. The reference
value of a donor level is the minimum of the conduction band, and the reference
value of an acceptor level is the maximum of valence band.

This is a relatively rough early method. It only provides an approximate estimate.

Swarts et al. (1982) calculated the energy state of vacancies in HgCdTe using a
Green function method. They used an empirical tight binding model truncated at
second neighbors. Hass et al. (1983), in a paper published at nearly the same time,
also used an ETB model truncated at second neighbors but they chose a different
parameter set. Both added a spin-orbit Hamiltonian and used impurity potentials
derived from the differences between atom term values of the impurity and the

Table 2.4 Ionization energies of deep levels of impurities in GaAs, Si, and Ge taken from theory
and experiments

E, E>
Theoretical Experimental Theoretical Experimental
Crystals Impurities Types Z.s  value value value value
GaAs Cu A 2 0.171 0.15 0.407 0.47
Si S D 2.145 0.206 0.18 0.447 0.52
Ni A 2.380 0.280 0.23 0.550 0.70
Co A 2515 0.328 0.35 0.614 0.58
Zn A 2428 0.297 0.31 0.573 0.55
Ge Se D 2275 0.138 0.14 0.285 0.28
Te D 2.195 0.124 0.11 0.262 0.30
Mn A 2475 0.177 0.16 0.322 0.37
Co A 2.815 0.249 0.25 0.431 0.43
Fe A 3.060 0.312 0.34 0.509 0.47
Ni A 2753 0.234 0.22 0.413 0.44
Cr A 2.580 0.068 0.07 0.123 0.12
Cd A 2735 0.079 0.06 0.138 0.20
Zn A 2.050 0.034 0.03 0.078 0.09
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Fig. 2.1 The energy levels of vacancies as a function of the composition x, circular dots denote
anion vacancies, and triangular dots denote cation vacancies

lattice atom for which it was substituted. They used the coherent potential approx-
imation to get the host alloy band structures. The defect energies were calculated
using a Green function method. The two calculations produced similar results. The
Swarts calculation indicated that the Te vacancy has an energy level in the band gap,
and one far above the conduction band edge. The energy level of a Hg or a Cd cation
vacancy lies very close to valence band edge in an ideal crystal model. If a Coulomb
interaction and lattice distortion corrections are taken into account, few energy lev-
els lie in the band gap. Figure 2.1 shows the calculated energy levels of vacancies
as a function of the composition x. This calculation does not predict the observed
behavior. A likely cause of the error lies in the starting host band structures and the
way the impurity potential is assigned. Unless they are close to correct the predicted
defect levels will not be correct (Chen and Sher 1985).

Kobayashi et al. (1982) also calculated the energy band structure of CdTe, HgTe,
and Hg, ¢,Cdo.16Te with an empirical tight-binding approximation Hamiltonian
truncated at first neighbors but with an extra s state added. They also used a Green
function method. They have determined scaling relations for each of the tight bind-
ing parameters of the host lattice to generate their band structures, and provided
rules for deciding on the defect potentials. Then, they calculated the energy levels
of sp3 bound defect states. In their calculations they have ignored the spin—orbit
interaction, the long-range Coulomb interaction outside of the central primitive cell,
the long-range part of the defect potential, and any lattice relaxation in the defects
surroundings. So, the problem was simplified with the nondiagonal terms of ma-
trix elements of defect potentials all set to zero. Also in the calculation no account
is taken of the electron—electron interactions. When the spin is ignored, the group
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point symmetry of the lattice is 7y, and the energy levels of the bound states which
take sp> as basis vectors are a onefold degenerate A; energy level (S-like state)
and a threefold degenerate T, energy level (P-like state). If the spin is taken into
account but the spin—orbit interaction is excluded, all the four of the above energy
levels become twofold degenerate levels. Furthermore, if the spin—orbit interaction
is taken into account, the above 7, energy level with sixfold degeneracy becomes
a I'; energy level with twofold degeneracy (P;/,-like state) and a I's energy level
with fourfold degeneracy (P3/,-like state). On the other hand, the 4 energy level
with twofold degeneracy is still twofold degenerate when the spin—orbit interaction
is included, namely, it becomes a I's energy level (S /,-like state) in the two-group
expression. These symmetry considerations change the secular equation for the de-
fect energy levels E to (Chen and Sher 1985):

1 —vaga(E), (2.36)

where « designates the symmetry of a local state, e.g., ['¢, ['7, and I's on an atomic
site of the zinc-blend structure, and g, (E) is the diagonal matrix element of the
host-crystal green function. g4(E) can be calculated from the partial density of
states (PDOS) by:

_ pa ()
ga(E) = E o de (2.37)
The PDOS is given by:
pale) = D las () §(e — enl0). (2.38)
nk

where ¢, (k) are the band energies of the host crystal and af (k) are the probability
amplitudes of the band states in the Bloch basis. The integrals in (2.37) over the
Brillouin-zone must be done numerically. Solutions to (2.36) give the energy levels
found by Kobayashi et al. for the substitutional impurities in HgCdTe, shown in
Figs.2.2 and 2.4.

Figure 2.2 shows the deep levels of Sy >-like states with I's-symmetry as a func-
tion of the alloy composition x when impurity atoms occupy cation-sites. The two
thick lines in Fig. 2.2 denote the energies of the conduction band minimum and the
valence band maximum, respectively. The energy levels of S;/,-like states for all
the impurities that occupy cation-sites in CdTe are shown on the right vertical axis
where many element symbols are labeled. The thin lines denote the energy levels
of the impurities in the band gap of Hg;_,Cd,Te(x < 1). The trends with alloy
composition x are shown only for selected impurities. The dashed curves indicate
resonant levels in the conduction band or the valence band. Figure 2.3 shows Pj ;-
like state and P3/,-like state deep levels as a function of the alloy composition x
when substitutional impurities occupy cation-sites. Figure 2.4 shows Py ,-like state
and P3/,-like state deep levels as a function of the alloy composition x when sub-
stitutional impurities occupy anion-sites (Te-site).
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impurity on anion-sites deep levels as a function of the alloy composition x

From these calculated results, we find that the deep levels have slopes dE/dx
somewhat smaller than dE, /dx. Thus, a defect on a cation site with level at E, /2
in CdTe would tend to remain near the center of the gap for a considerable range
of alloy compositions. Anion site defects have dE/dx values that are very small,
and so appear to be “attached” to the valence band. The results of Jones et al. (see in
Sect. 2.1.5) suggested that, for 0.2 < x < 0.4, the deep levels at £, /2 and 3E,/4 may
be due to a cation vacancy (presumably singly and doubly charged, respectively)
(Jones et al. 1982). This identification is inconsistent with this work where the cation
vacancies only exhibit levels in the gap that lie close to the valence band edge at
higher concentrations.

Because the conclusions deduced in the next paper to be discussed (Chen and
Sher 1985), points out inaccuracies of the Swarts, Kobayashi, and Hass results, we
will not elaborate further on the conclusions drawn form these papers. The sources
of the errors are the choice of host band structures and the method of choosing the
effective potentials to assign to the impurities.

The Hamiltonians used by Swarts, Kobayashi, and Hass are all ETB with short
range cut-offs. Swarts and Hass add a spin orbit Hamiltonian and Kobayashi an ad-
ditional s-state to the normal sp> hybrid basis. These Hamiltonians produce flawed
band structures that have band states that are among other things too broad, and in
some cases have secondary band gaps. The PDOS to which the impurity levels are
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sensitive are imperfect. To correct these defects, Chen and Sher (1985) employed
their orthonormal orbital (ONO) band structures. Their method of generating the
Hamiltonian consists of four steps.

1. It starts with four Gaussian orbitals per atom and empirical pseudopotentials
(Chen 1977), and computes the Hamiltonian matrix H (k) and the overlap S (k)
as was done by Kane (1976) and Chadi (1977).

2. The Gaussian orbitals are transformed into ONO’s, so H (k) is transformed into

Hy (k) and S into the identity matrix. The band structures calculated from Hy (k)

are accurate to within 5% of those done by more sophisticated means using the

same potentials.

A spin—orbit Hamiltonian in the ONO basis is incorporated.

4. To compensate for the effects of the truncated basis and the nonlocal potentials,
a perturbation Hamiltonian H; is added. H; has the form of a truncated ETB
Hamiltonian with parameters adjusted to fine tune the important band energies
and effective masses (Chen and Sher 1980, 1981a, b).

»

There are two major differences between this method and more traditional ETB
methods. (1) This method includes all the long ranged interactions so the high
Fourier components are present to properly reproduce sharp band curvature fea-
tures. (2) Proper wave functions are produced so predictions of other quantities, like
transport properties and lifetimes, are accurate.

The second ingredient to the impurity deep state calculation are the potentials, vy.
These potentials are set by the difference between the term values derived from free
atom atomic pseudopotentials of the impurity and the host atom that is replaced. The
potentials used by the different authors depend on the particular pseudopotentials
they used. However, none of them are completely trustworthy, because the effective
pseudopotentials of the atoms in the crystal differ from those of the free atom. Be-
cause of this uncertainty Chen and Sher did the deep level calculations for a range of
potentials around the free atom result. For CdTe they used potentials varying from
—0.5 to 2.0eV to test the sensitivity to these choices for different impurities. The
results are collected in Figs.2.5-2.8 and Table 2.5 for the four papers, (Chen and
Sher 1985) labeled a, (Hass et al. 1983) labeled b, (Swarts et al. 1982) labeled c and
(Kobayashi et al. 1982) labeled d.

These figures are plots of E vs. v for the ['¢, and I'; symmetry states for a variety
of impurities substituted on the Cd and Te sublattices. The vertical lines identify the
locations of the potentials v derived from the term value differences using the Chen
and Sher assignments. It is evident that there are substantial differences among the
deep state assignments from the four papers. Because the E vs. v curves depend
sensitively on the partial densities of states, which differ greatly among the four
approaches, these assignments also differ. To emphasize the impact of the choice of
v on these differences a list of E values is given in Table 2.5 for v and v 4 1 eV. The
E values deduced from v + 1 eV are denoted VE.

This paper emphasizes the uncertainties in the assignments of deep state energies
in various approximations so it is a bit disingenuous to discuss results. To illustrate
this point, consider the following examples: Table 2.5 has Li on a Te site with an
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Fig. 2.5 The E vs. v curves
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Fig. 2.8 The E vs. v curves
for the I'; states on a Te site
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Table 2.5 Defect energy levels E and changes V E due to a 1 eV change in the impurity potential
parameter. All energies are in units of eV. 1} stands for an ideal vacancy

Model a Model b Model ¢ Model d
Defect E AE E AE E AE E AE
I'¢ on Cd site
Ga 1.29 0.39 1.42 0.24 1.33 0.23 1.57 0.18
C —0.21 0.09 0.38 0.09 0.36 0.13 0.74 0.08
Si 0.67 0.30 1.02 0.10 0.93 0.19 1.27 0.15
P —0.19 0.11 0.39 0.09 0.38 0.08 0.75 0.08
(6] <—0.5 —0.02 0.02 0.04 0.01 0.32 0.02
Te —0.13 0.13 0.44 0.10 0.42 0.08 0.79 0.09
Cl <—0.5 0.06 0.03 0.10 0.02 0.41 0.04
Vo <—0.5 <—0.5 —0.30 —0.20
I'; on Cd site
C —0.02 0.37 1.32 0.22 1.59 0.20 1.39 0.19
Si 1.57 0.65 >2.0 >2.0 >2.0
P 0.16 0.38 1.48 0.26 1.73 0.23 1.52 0.21
(0] <—0.5 0.89 0.14 1.22 0.13 1.03 0.12
Te 0.48 0.55 1.60 0.29 1.88 0.23 1.66 0.24
Cl <—0.5 0.96 0.17 1.29 0.14 1.09 0.14
Vo <—0.5 0.00 0.21 0.06
I'¢ on Te site
Li 0.14 0.29 1.28 0.22 1.15 0.35 0.76 0.25
Cu <—0.5 0.54 0.42 0.12 0.52 0.03 0.32
I"; on Te site
Ag 1.89 0.32 1.26 0.22 1.21 0.23 0.99 0.20
Cd 1.66 0.34 1.11 0.26 1.05 0.26 0.85 0.22
Ga 0.98 0.49 0.61 0.33 0.55 0.32 0.40 0.30
Si —0.07 0.40 —0.11 0.36 —0.13 0.38 —0.38 0.72
Sn 0.28 0.47 0.15 0.31 0.13 0.24 0.02 0.28
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s level of 0.14 eV in Model a, so one may be tempted to relate it to the acceptor state
identified experimentally (Zanio 1978). However, this is not the hydrogenic acceptor
stare on a Cd site that one might expect. One might also want to assign the 1/3 and
2/3 gap states for the Te antisite p levels on the Cd site found from Model a as those
seen in experiments (Jones et al. 1982; Collins and McGill 1983). Because of the
large uncertainties in the calculation, these results should be regarded as suspicious
surprises rather than confirmations.

2.1.4 Doping Behavior

Berding et al. (1997, 1998c), Berding and Sher (1998a) were well aware of the
uncertainties in the deep state predictions of the earlier work. They set out to elimi-
nate the approximations responsible for these uncertainties and to advance the work
from the one that focused on the 0 K predictions to one that could deal with finite
temperatures and thus with realistic situations. In addition of their excellent band
structures, they calculated energies for impurities that are situated on relaxed sites.

Berding et al. (1997) have discussed the behavior of the elements of group IB
and IVA in periodic table as acceptor impurities in HgCdTe. By means of the
full-potential linearized muffin-tin orbital method (FP-LMTO method), they have
calculated approximately the electron total energy and localized energy level in
the band gap, and have calculated the temperature dependence of the concentra-
tion of impurities and grown-in defects. Details of these theoretical calculations can
be found in the articles of Sher’s group, for reference (See Berding et al. 1998c;
Berding and Sher 1998a).

The calculated results indicate that Cu, Ag, and Au occupy the cation vacancy
and are p-type dopants. The calculated results of Berding are shown in Fig.2.9,
which gives the acceptor concentrations for a 1017 cm™3 doping level of group I
impurities occupy Hg sites in HgCdTe at 500°C as a function of the Hg partial
pressure. 500°C is near to a LPE growth temperature. Figure 2.9 also shows the
concentration of Vi, as a function of Hg partial pressure in the range between 0.1
and 10 atm. The densities of Cu, Ag, Au, and Te occupying Hg sites, and, Cu or Ag
occupying interstitial positions are also presented. When 107 cm™3, Cu is present
~10"3 cm™3 occupy interstitial positions, and for Ag and Au, the interstitial den-
sities are smaller and are ~10'! and ~10'° cm™3, respectively. The LPE growth
temperature of HgCdTe is about 500°C. Following growth by LPE, materials are
often subjected to a low-temperature (200-250°C) anneal under Hg saturated con-
ditions to remove the as-grown Hg vacancies. For material equilibrated under these
conditions, 100% activation as acceptors is found for Cu, Ag, and Au, with the den-
sities of interstitial atoms being less than 101 cm™3 for all three. However, it is
impossible to prolong the annealing times infinitely so the slower diffusing species
may not reach their equilibrium.
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Fig. 2.9 Acceptor concentrations as a function of Hg partial pressure in HgCdTe at 500°C, near
to typical liquid phase epitaxy (LPE) growth temperatures, when the elemental group I impurities
occupy Hg vacancies

Figure 2.10 shows the results of concentration of the group V elements P, As, and
Sb, including as a function of the Hg partial pressure when they are substituted on
the anion and cation sublattices. From Fig. 2.10, we see that except at very high Hg
partial pressures the concentration of Asy, is greater than that of Asr, indicating
that As substitutes on Hg sites where it is a donor, more easily than on Te sites
where it is an acceptor. Sb behaves the same as As. Only when Hg partial pressure
approaches to 10 atm or more, does the concentration of Asr. and Sby. become
greater than that of Asy, and Sbye. But for P doping, the concentration of Pr. is
greater than that of Py, when the Hg partial pressure reaches only 1 atm. The group
V dopants are exhibit compensation at lower Hg partial pressures. After annealing
at a temperature of 240°C, the concentrations of P, As, and Sb occupying the anion
sublattice do increase, while those occupying the cation sublattice decrease, but
there is still quite a large concentration range were the materials are compensated
semiconductors, as shown in Fig. 2.11.

From above analysis, we see that, for the group V dopants in HgCdTe with LPE
growth on the Hg-rich side of the existence region, then the elements P, As, and Sb
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Fig. 2.10 Defect concentrations as a function of the Hg partial pressure in HgCdTe equilibrated at
500° C, near the LPE growth temperature, when some Te and Hg sites are occupied by P, As, and
Sb respectively

will occupy the Te sublattice and be acceptors. Then elements of P, As, and Sb will
occupy the Hg sublattice to become donors if the material is grown from Hg-rich
solutions. They are some what compensated at the extremes of the partial pressure
regimes. In order to get p-type dopants, it is best to grow HgCdTe by LPE from a
Te-rich solution and then anneal the samples at a temperature of 240°C. Besides,
when the materials are annealed for a long time at the temperature of 240°C, the
self-compensation behavior can be eliminated effectively.

In the following, we will discuss As-doped HgCdTe grown by MBE. The growth
temperature is about 180°C when HgCdTe is grown by MBE. Berding et al. de-
veloped a similar theoretical calculation for MBE growth (Berding et al. 1998c;
Berding and Sher 1999a, b), and discussed the amphoteric behavior of impurity As
in HgCdTe. The detail of theoretical calculation is found in Berding et al. (1998c)
and Berding and Sher (1998a). Though MBE growth is not an equilibrium process,
it can be regarded as equilibrium growth approximately, so the defect distribution is
near-equilibrium. The optimal temperature for MBE growth is 185-190°C, but can
be slightly lowered to 175°C to incorporate the As into the HgCdTe more effectively.
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Fig. 2.11 P, As and Sb defect concentrations on the anion and cation sublattice sites as a function
of Hg partial pressure for HgCdTe samples equilibrated at 240° C. The Hg vacancy and Te antisite
concentrations are also shown

Under the condition of Te saturated, that is to say, Py, = 1072 atm, much less than
1% of the As will be incorporated on the Te sublattice. On the contrary, almost all the
As occupy the Hg sublattice, and as shown in Fig. 2.12, 30-50% of the Asy, forms
a neutral complex bound to Vyg. From Fig.2.12 we can see that the concentration
of Aspg—VHg is only slightly less than that of Asy,. The remaining Asy, are donor
impurities. Therefore, when the concentration of As is relatively low, the materials
are p-type semiconductors because of the Vi, acceptors, then as the concentration
of As increases it becomes n-type with some compensating Vg, acceptors.

Specifying the Cd concentration to be x = 0.3 and the total As concentration to
be 101 cm™3, in their calculations Berding et al. presented the defect concentrations
as a function of Hg partial pressure at the annealing temperature of 220°C shown
in Fig.2.13. From Fig.2.13, we see that under a Hg saturated condition at a Hg
partial pressure is 0.1 atm almost 99% of As impurities occupy Te sites and therefore
are acceptors. Arsenic almost entirely occupies Hg sites when the sample is grown
at 175°C by MBE, and can transfer to Te sublattice sites through a sequence of
annealing steps ranging from 350 to 220°C.
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Fig. 2.12 Defect concentrations in HgCdTe as a function of the As concentration at 175° C in
samples grown by molecular beam epitaxy (MBE) under Te saturated conditions
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Fig. 2.13 Defect concentrations with As-doped HgCdTe as a function of the Hg partial pressure
at an annealing temperature of 220° C for a sample grown by MBE under Te saturated conditions

Berding et al. (1998c) have proposed a model for the arsenic transfer from the
cation to the anion sublattice. According to this model, in as-grown materials the As
atoms occupy cation sites and some of these Asy, atoms are bound to Hg vacancies
in the initial state to form neutral complexes, Asgg—Vpg. This Aspe—Vp, defect
complex will be present at high density in the as-grown material. The first step of
the p-type activation process is, Te — Vg, = Teyg + Ve, i.€., a Te atom transfers
from a Te lattice site into a cation vacancy site, creating a Te antisite, Tepg. The
second step permits, the V. to interact with the Asp,—Vye complex and the Asyg
transfers into the vacated Te site, forming a Ast. leaving behind a Hg vacancy, or
(Vug — Asgg) + (Ve — Teny) = Aste + (Vug — Teng). In the final step, the Vi,
vacancy and Tey, antisite form a bound neutral pair (Berding et al. 1995), which
diffuses to the surface where in picks up a Hg atom from the high partial pressure
Hg atmosphere to become a new HgTe molecule or the Teyg evaporates. Figure 2.14
shows the schematic process of the As atom transfer in the proposed model.
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Fig. 2.15 Defect concentrations as a function of temperature and Hg partial pressure in a possible
annealing process for Hg, ;Cd 3 Te

The above model describes the process through which an As atom transfers onto
Te site after annealing when it initially occupied a Hg site in the as-grown mate-
rial. Following this model, one can calculate the concentration of different kinds
of defects under different annealing condition, and can give advice about a proper
annealing process. Figures 2.15 and 2.16 show the calculated results. In Fig. 2.15,
the material starts from the MBE growth condition at 175°C, is heated to 220°C
under Te-saturated conditions, and is then subjected to increasing Hg partial pres-
sures from 107 to 10! atm while the temperature is held at 220°C. It can be seen
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Fig. 2.16 Defect concentrations as a function of temperature and Hg partial pressure in a higher
temperature annealing process for Hg, ;Cdg3Te

that the Ast. population sharply increases and the concentrations of the Asyg, and
the Asyo—Vy, complex sharply decrease. In Fig.2.16, starting from MBE growth
conditions at 175°C, the material is heated to 350°C under a Te-saturated condition,
and is then subjected to increasing Hg partial pressures from 1073 to 1 atm while
the temperature is held at 350°C; then the temperature is reduced to 220°C under
a Hg-saturated condition. Then the Ast. population rises to 108 cm™3, the Asy,
population goes to 10'® cm™3, and the concentration of the Vi, and the Asye—Vig
complex decrease to below 10! cm™3. For both of the paths in Figs. 2.15 and 2.16,
the Asyg population sharply decreases and the Ast. population sharply increases.
In the second process there is more thermal energy to surmount the activation bar-
rier to the transfer of the As atom from the Hg to the Te sublattice. At the same
time, there are sufficient vacancies present to promote the reactions in the annealing
process. In addition, in both processes one needs to traverse the phase field from Te-
to Hg-saturated conditions slowly enough to allow enough time for the As transfer
to occur before the Hg vacancies are depleted.

The above model has also been used to discuss HgCdTe with Li, Na, and Cu
doping by LPE growth. Berding et al. (1998b) have discussed the Hg,_,Cd,Te,
x = 0.22, by LPE growth, and calculated the Li, Na, and Cu defect density as
a function of the Hg partial pressure. They also treated these element’s behavior
in CdTe substrates. It was found that all three impurities are preferentially incor-
porate on the cation sublattice, where they are acceptors. Then keeping the Hg
partial pressure fixed, and reducing the temperature, the concentration of Li, Na,
and Cu interstitial atoms increases, while the concentration of substitutional impuri-
ties decreases. Under Hg-saturated low temperature annealing conditions, Li and Na
diffuse out of the CdTe substrate toward a HgCdTe layer because of a free energy
difference. Thereby, CdTe and CdZnTe substrates can be preannealed to reduce the
group I impurities greatly. Then the sacrificial HgCdTe layer is etched off leaving
a purified substrate behind. This substrate is then used to grow a group I element
free HgCdTe epitaxial layer by LPE. Details of the calculated results can be found
in Berding et al. (1998b).
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2.1.5 Experimental Methods

2.1.5.1 High-Frequency and Low-Frequency Capacitance
Measurement Principles

For a planar device semiconductor, generally speaking, a passivation layer or a
dielectric layer, as a protective film on its surface, is needed to promote the operation
of this class of devices. However, interface defect states are inevitably introduced.
These defect states will become carrier scattering centers, and will reduce the mobil-
ity and lifetime of carriers and the signal-to-noise ratio (SNR) of devices. Therefore,
it is necessary to detect and control these defect states, and the usual method is a
combination of high- and low-frequency capacitance measurements. The procedure
starts by photoengraving a metallic gate electrode on the insulating layer placed on
the surface of a semiconductor, to make a MIS structure. Then measure the high- and
low-frequency capacitance of this structure. From these measurements the distribu-
tion of interface defect states in the band gap can be deduced. Usually the interface
state energies are distributed continuously throughout band gap in what is referred
to a U-shaped distribution with its minimum near mid-gap, and the filled electron
interface state populations determined by the Fermi level.

As the surface potential of a semiconductor changes, the Fermi level at the in-
terface will change accordingly. Then the number of electrons filling the interface
states will change, resulting in an electron exchange between interface states and the
bulk semiconductor. When a direct current bias and alternating-current small-signal
are applied, the interface will charge and discharge as the surface potential changes.
The interface states produce a response to the changing surface potential equivalent
to a capacitance, Cg, called the interface-state capacitance. When the surface po-
tential change is dgj, the interface charge concentration will change by an amount
dQgs. So we have:

Cys = dQys/dys. (2.39)

For an MIS structure, the measured capacitance Cy, is the series combination capac-
itance of its insulating layer capacitance C; and the total interface capacitance, Cj;

(Co) ' =(C) + (C7 (2.40)

Since the time constant for the exchange of electrons between interface states and
the bulk is relatively long, the change of the interface state charge can keep up
with the variation of an alternating-current small signal only when the frequency
of alternating-current small signal is very low so it can contribute to the capaci-
tance. Then the measured capacitance Cy, is just Crg, and Cj consists of surface
depletion/accumulation layer capacitance, C; and an interface state capacitance, Cs.
When the alternating-current small signal frequency is very high, the interface state
charge can not keep up with the variation rate to exchange electrons with the bulk,
so does not contribute to the capacitance. Consequently, the measured capacitance
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Cy, is just Cyg, and Cy is only the semiconductor surface capacitance Cs, so we
can get:

(Cr) ™' = (G + (G + Co) 7, (2.41)
(Cup) ' = (C) '+ (C)7 (2.42)

Eliminating, Cs from (2.41) to (2.42), yields an expression for the interface state
capacitance:

Co = Ci x [(Ci/Cp — 1) = (Ci/Cur — )], (2.43)

Again from (2.39), the interface state density as a function of the surface potential
can be found:
Ng = Cgs/e (2.44)

Therefore, the interface state density can be obtained from the high- and low-
frequency capacitance spectra and (2.43) and (2.44). The energy level locations of
the interface states in the band gap can be obtained from an energy band potential
model of a two-dimensional electron gas and the low-frequency capacitance spectra
(Nicollian and Brews 1982).

As examples, now we will introduce the measured results of the density of states
of a ZnS/MCT, and an SiO/SiO,/InSb interface. MCT and InSb are made into
MIS structures, and their high- and low-frequency capacitance spectra are measured
(shown in Figs.2.17 and 2.18). The distribution of interface states was calculated
using the method mentioned above, and shown in Figs. 2.19 and 2.20. The parame-
ters of the samples, and the test condition are as follows: (1) an n-type Hg, _ ,Cd,Te,
x = 0.30, donor concentration Np ~ 1.7 x 10'* cm™3, an insulator layer thickness
of the ZnS is 200 nm, the area of metallic gate electrode is 0.002 cm?, the testing
temperature is 80 K, and the testing frequencies are 20 Hz and 10 MHz respectively;
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(2) an n-type InSb, donor concentration Np~2.0 x 10'*cm™3, insulator layer

thickness of SiO/SiO; is about 180 nm, the area of the metallic gate electrode is
0.00785 cm?, the testing temperature is 80 K, and the testing frequencies are 300 Hz
and 104 kHz, respectively.
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From Figs.2.19 to 2.20, we can see that the distributions of interface state
densities for the two kinds interfaces exhibit the usual “U” shape, the minimum
of the interface state density (located at about the middle of band gap) is of the
order of 10!'! cm™2. Further experiments and calculations indicate that there is a
fixed positive charge with a density 8.2 x 10!! cm? and a slow hole trap density of
~4.6 x 10'%cm? in the ZnS dielectric layer. There is also a fixed positive charge
density of 1.0 x 10" cm?, and a slow hole trap density of 2.4 x 10'? cm? in the
SiO/Si0; dielectric layer.

2.1.5.2 Deep Level Transient Spectroscopy

Deep level transient spectroscopy (DLTS) is an important method to determine
deep level energies and their response properties in semiconductors. This method
measures the temperature dependence of the admittance spectrum, or the temper-
ature dependence of the capacitance spectrum. At a given temperature, if a deep
level releases (or capture) carriers, the admittance will change. The principle is the
same as a measurement of the capacitance. A scanning DLTS spectrum at different
temperatures can separately detect all kinds of deep levels depending on their en-
ergy distributions in the band gap (each has a different DLTS peak). From the DLTS
peak locations and peak heights, one can obtain important parameters, such as the
energies of the deep levels, carrier densities, and the cross sections of the trapped
carriers. Detailed experimental methods and results are presented in Sect. 2.3.

2.1.5.3 Photoluminescence Spectroscopy

Photoluminescence (PL) spectroscopy is a measurement tool, that can be used not
only to deduce the conduction and valence band shapes and the exciton electronic
states in semiconductors, but also the energy shapes of the impurity defect states.
In a sense, the PL process is the inverse of the light absorption process. It can be
divided into three subprocess:

1. An external exciting light (or an external injection current, or irradiation beam)
excites carriers in the material, forming a nonequilibrium electron—hole pair dis-
tribution.

2. The nonequilibrium electron—hole pair reaches a relatively low energy state in a
radiative or a nonradiative recombination process.

3. The light generated by a radiative recombination process propagates within the
semiconductors.

Since any light emitted in the radiative recombination process will be reabsorbed
again during propagation (radiation trapping), photoluminescence can occur only
from the range of several electron diffusion lengths of the irradiated surface of a
semiconductor.
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Therefore, a PL experiment has certain limitations on the experimental technique
and material structures to which it can be applied. For relatively thick samples, the
PL detector should be placed above the irradiated surface of the semiconductor; and
for relatively thin samples, the PL detector can be placed at the back of the irradiated
surface. Furthermore, the surface perfection of the material is important because all
kinds of defect states, such as surface states and dislocations which may induce
nonradiative recombination, should be minimized. Otherwise, a PL experiment is
insensitive. The dynamics of the PL process can be judged by the measured peak
position of the spectrum and the curves’ shapes compared to those of a theoretical
analysis. Thereby, the impurity state density in a material can be deduced.

Using a PL spectrum to investigate impurities in HgCdTe materials encounters
a new difficulty, which is mainly due to the HgCdTe material properties. The band
gap width of HgCdTe is relatively small, and the ionization energy of donors is
only ~0.04 eV, hardly binding electrons and leading to the materials being in a
completely ionization state even at relatively low-temperatures. The PL spectrum
basically is in the wave length range of the mid- to far-infrared. In this range, the
responsivity of detectors is relatively low, and the background radiation is rather
strong. Furthermore, nonradiative recombination in HgCdTe is relatively fast, so a
PL signal is also small. All these factors degrade the detection efficiency of the PL
spectra, and the difficulty is bad especially for low alloy compositions. So, there are
few research reports about the PL of MCT, and they mainly concentrate on higher
alloy composition HgCdTe materials. To investigate small alloy compositions with
PL, employment of far infrared bands is necessary. This topic will be discussed
again in another section.

2.1.5.4 Photothermal Ionization Spectrum Principles

Since Lifshits et al. discovered the photothermal ionization phenomenon with a
semiconductor infrared-photoconductivity experiment in the 1980s, photothermal
ionization spectroscopy (PTIS) has been used widely to investigate the shallow
impurity behavior in semiconductors, especially for impurities in high-purity semi-
conductors. At low-temperature, impurity ionization can be divided into two steps:

1. The ground state of the impurity is excited by a photon to an excited state.
2. Then it ionizes into the conduction band to provide conductance (shown in
Fig.2.21).

Thus the photothermal ionization process combines the high-resolution of op-
tics with the high sensitivity of electricity, to provide a useful means to observe
micro-impurities in high-purity semiconductors. Obviously, PTIS has rigorous re-
quirements for experimental conditions. First, the temperature cannot be too high to
enable the impurity to stay in its ground state; second, the temperature also cannot
be too low so there are enough phonons to help the impurities ionize from the ex-
cited state into the conduction band. Furthermore, good ohmic contact electrodes
are required. It is difficult to investigate the shallow impurities in narrow-band
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gap semiconductors InSb and MCT using this method, because it is difficult to
fabricate sufficiently high-purity material. Furthermore, there are always distinct
band tails in these materials, so shallow impurity energy levels are slightly removed
from the band-edge. Under these conditions, localization can occur only at very low-
temperatures or by the application of very strong magnetic fields. Consequently, it
is hard to satisfy these rigorous experimental conditions. So this method is usually
only used to observe shallow impurities in high-purity GaAs, Si, and Ge.

2.1.5.5 Quantum Capacitance Spectrum Technology

The several of the experimental methods mentioned earlier can be used to inves-
tigate impurity defects with energy levels located in the band gap, but cannot test
for resonant defect states. In narrow gap semiconductor materials, many “deep” lev-
els caused by short-range interactions are located in the conduction band. These
“deep” levels interact with the continuum states in the conduction band, forming
resonant defect states. Generally speaking, it is comparatively troublesome to in-
vestigate resonant defect states, since it is hard to separate the resonant states from
continuum conduction band states. There have been many theoretical and experi-
mental efforts devoted to these aspects of the problem, such as the chemical trends
theory of sp3 binding of deep trap levels, the measurement of transport under pres-
sure, far infrared spectroscopy, etc. Here a new model for investigating resonant
impurity defect states will be established based on the capacitance characteristics of
narrow gap semiconductors.

Band bending on the surface of semiconductors can be investigated with a
capacitance—voltage (CV) measurement on MIS structures. For narrow band semi-
conductor MIS devices, quantization phenomenon can be found within the surface
inversion layer. A ground state sub-band quantization level is located at a position
Eo, which lies above conduction band minimum (shown in Fig.2.22). When the
magnitude of band bending is equal to Eg, that is when the conduction band mini-
mum bends below the Fermi level, the inversion layer channel still cannot be filled
by electrons. To the contrary, only when the energy band bending reaches E, + Ej,
i.e., when the ground state of the quantized sub-band lies below the Fermi level, can
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the inversion layer channel hold electrons. Therefore, the threshold voltage for the
inversion layer formation is retarded. If there is a resonant defect state between the
conduction band minimum and Ey, at Ex as shown if Fig. 2.22, it will be reflected
in the capacitance CV spectrum. If starting from the case of a flat band, with an
impurity state lying far above the Fermi level so that it cannot bind electrons, then
when the impurity state falls below the Fermi level because of energy band bend-
ing, electrons will fill the resonant defect energy levels. If the states’ density is high
enough, this kind of electron filling will influence the charging and discharging pro-
cess of the inversion layer and hence contribute to the capacitance. So, an extra peak
will occur in the capacitance spectra before the MIS structure inverts. Some relevant
information about the resonant defect state, such as its concentration, and the loca-
tion of its energy level, can be obtained from its peak position and peak amplitude.

When a resonant defect state is located at above E( and is an acceptor-type (see
ERr’ inFig.2.22), then ER’ also can be observed from a capacitance spectrum. Since
the trapping and release times of electrons from impurity defect states is usually
longer than that for continuum states, when an MIS device is inverted, the acceptor-
type resonant defect states will repel other electrons occupying continuum states
after it captures electrons, leading to a decrease of the number of electrons that con-
tribute to the capacitance. So, the rate of the capacitance increase slows, or even
decreases. With an increase of test frequency, the probability of resonant defect
states capturing electrons becomes smaller, and their influence on the capacitance
also gradually weakens. Thus information about resonant defect states, their con-
centrations, the location of their energy levels, and the lifetime of trapped electrons,
can be obtained from this frequency-conversion capacitance spectroscopy (FCS)
measurement.

2.1.5.6 Positron Annihilation Spectra for MCT

Positron annihilation spectra technology (PAT) was established based on the micro-
scopic distribution of positrons in solids being related to the interaction between a
positron and an ion core, as well as an electron. Since the thermal momentum of
a positron is almost zero, and a positron is a particle with a light mass and a posi-
tive charge, it will suffer a strong repulsive interaction with an ion core. Therefore,
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when positrons are in a perfect crystal, they are located mainly in interstitial sites
and can diffuse freely. Under this condition, positrons are free particles. When a
positron is in an imperfect crystal with a lattice vacancy, or in the vicinity of a dislo-
cation core, these defects will strongly attract the positrons since these vacancy-type
defects lack ion cores and electron redistributions will induce a negative potential at
such sites. So, positrons will tend to be in bound states around these sites. All the
positrons, whether they are in free or bound states, will be annihilated with elec-
trons. The densities of valence electrons in such defect sites is lower than that of
lattice atoms in a perfect crystal, so the probability of positron annihilation at defect
sites will be reduced, thereby leading prolonged lifetimes. The lifetime of positrons
in a perfect crystal lattice, is shorter. Thus the defects in crystal can be detected
quite sensitively with positron lifetime measurements. The measurement proceeds
as follows. A positron source 22Na releases a positron and at the same time, radi-
ates a y photon with energy of 1.28 MeV. This photon sets the zero of time. The
positron later annihilates with an electron in the sample after a time At releasing
two y photons each with energy of about 0.511 MeV. Measuring the interval At
between the 1.28 and a 0.511 MeV y photon, determines the lifetime of the positron
in the sample. This kind of technology has been widely used for the past 20 years to
study thermodynamics problems of hole-type defects in metals. In recent years, the
technology has been used to investigate defects in semiconductors, but was seldom
used to investigate defects in MCT. As an example, we will introduce measurement
results of a positron annihilation spectrum for a highly doped p-type MCT sample.

Choose a p-type MCT (x = 0.5) bulk material with a concentration of Nyp =
1.5 x 108 ¢cm™3, then do an anodic sulfurisation on its surface, cut the sample into
two pieces, fix them in a sample holder of the measurement system, and positron
an 22NaCl source on a site between two samples. The measurement system is a
fast capture positron annihilation lifetime apparatus made by the ORFEC company
with a resolution of 24 ps. The PAT spectrum of the sample is measured at room
temperature. Every measurement lasts ~8h, and records about 2 x 10° positron
annihilation events to build a spectrum. The system is scaled to a pair of single
crystal Si wafers, and the measurement results are fitted by universal Positronfit
software.

Figure 2.23a shows the PAT spectrum of the sample mentioned above at room-
temperature. Figure 2.23b shows the measured PAT spectrum of the same sample at
room-temperature after being stored at atmospheric pressure for 3-months. The fits
to the two spectral lines are shown in Table 2.6.

From Table 2.6, we find that there are three positron annihilation lifetimes ob-
served in the sample. They are 7; = 237 ~ 288+ 14 ps, 1o = 366 ~ 400122 ps, and
3 = 1,996 ~ 2,099 + 43 ps. Generally speaking, the number of measured lifetimes
reflects the number of possible defect species in the sample. Thus, we conclude
there are three kinds of trapping mechanisms in the measured sample. The results
of the second measurement following the 3-month interval are close to the original
values lying within the statistical error. This result may be caused by the anodic
sulfide stabilization, since an anodic sulfide can serve as a good CdS protective
film on the surface of MCT. It will especially enhance the stability of p-type MCT
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Fig. 2.23 The positron annihilation spectra technology (PAT) spectrum of a p-type HgCdTe
sample (a) and that for the same sample three months later (b)

Table 2.6 The results
obtained by fitting to the
positron annihilation spectra
technology (PAT) spectrum at
room-temperature

Lifetime of positron in ps and the relative intensity
of the apparent spectrum

The first measurement

Three months later

71
I
1%)
I
3
I3

237+ 14
42.75 £10.39
366 £ 16
52.82 £ 10.31
1,996 &+ 37
4.43 £0.12

253 £ 10
59.02 £ 8.92
400 + 22
37.9£8.83
2,099 + 43
4.07£0.12

materials. Gely et al. (1990) have measured the PAT spectra of p-type MCT with
different doping concentrations, and found that the positron lifetime r remains al-
most unchanged and is about 309 £ 1 ps almost independent of temperature, when
Nap > 1.709 x 10'¢ cm™3. Gely concluded that the lowest value of a positron life-
time is about 270 £ 10 ps in a perfect MCT crystal, which is very different from the
example mentioned above. With high p-type doping the measured positron lifetime
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71 is shorter than 270 ps. Evidently, 7, results from a near perfect CdS protective
film and on an MCT crystal. But because the thin CdS protective film thickness is
~1 pwm, and the positron penetration depth is ~0.3 mm, 7; results from a substan-
tial thickness of perfect crystal. Thus the new positron lifetime for a perfect crystal
is shorter than that of prior measurements, and we conclude that the earlier mea-
surements were made on slightly imperfect crystals. Second, the measured 7, is
about 30% larger than Gely’s value of 309 ps, a lifetime ascribed to Hg?>*t vacan-
cies. The measured 73 is very large, and results from positron annihilation on the
surface of the sample. This lifetime value and its intensity suggest this conclusion.
There are theoretical calculations indicating that positron annihilation on a surface
produces the longest lifetimes. Furthermore, the thickness of the surface layer is
very small so positron annihilation on the surface, would lead to the observed very
weak intensity.

2.1.5.7 Optical Hall Effect Measurements

For a p-HgCdTe sample with a concentration in the low range, Ny <5 x 10'> cm™3,
due to mixed conduction effects, one cannot deduce the acceptor concentration and
energy level from the usual temperature dependent Hall coefficient. At the same
time, in this range of acceptor concentrations the compensation from the residual
donor becomes important. Bartoli et al. (1986) introduced an optical Hall mea-
surement technology. They obtained acceptor concentrations, acceptor ionization
energies, and the compensation degree using results from fits to the measured opti-
cal excitations at low-temperature. The light source used in these experiments is a
variable temperature black body source when the implanted carrier concentration is
low, otherwise it is a 50 W continuous CO» laser light emitter when the implanted
carrier concentration is high. A chopped light device is used to yield a flat 25 ms
pulse. The optically excited carrier concentration found by a Hall coefficient mea-
surement is n, = 1/eR(B = 500G). The w,, — ny, curve can be obtained from the
mobility pn, = on/nme. oy, is the measured conductivity. The mobility of electrons
is limited by the concentration of charged scattering centers:

Nee ~ Na— + Np+ + p. (2.45)

At high-temperatures, the acceptors are all ionized and the hole concentration in
the valence band is p = Na — Np+, then we have N, ~ 2N,. While at low-
temperatures, the holes are frozen out, and p = 0, Nao- = Np+, so we have
Nee &~ 2Np+ (see Fig.2.24). Therefore, the mobility is very sensitive to impurity
compensation at low-temperature.

Setting x = 0.225 and for a sample thickness of 50 wm, Fig.2.25 shows a the-
oretically calculated curve of the electron mobility as a function of the optically
excited electron concentration for various donor concentrations Np. It can be seen
from Fig. 2.25 that the electron mobility as a function of the optically excited elec-
tron concentration is very sensitive to the donor concentration. Therefore, the level
of compensation Np can be obtained using Np as a parameter to fit the u —n curve.
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Fig. 2.25 The electron mobility as a function of the optically excited electron concentration and
the donor concentration

Figure 2.26 shows experimental dots for p,, ~ ny,, and a theoretically fitted curve
at a temperature of 11 K. Np is the only adjustable parameter when the fitting is
executed, and the result obtained is Np = 3.9x 10!° cm™3. After Np is determined,
the hole concentration and the donor ionization energy can be calculated from the
magnetic field dependence of the Hall data from the following formula:

p(p + Np)

N, A—p— N, D
where Np is already obtained, and N and E, are fitting parameters. Using a fit
to the calculated p ~ T~ curve, the measured the values of Ny and E, can be ex-
tracted. Both the measured and the fitted curves are shown in Fig. 2.27. The values of
fitting parameters are No = 6 x 10'> cm™3 and E, = 11 meV. The fitted result in-
dicates that a single acceptor, most likely Cu, is the impurity in the sample. To fit the
experimental p ~ T~! obtained from the magnetic field dependence of the Hall co-
efficient, if the optimal agreement cannot be obtained using a single acceptor model,

1
=5 exp(—Ea/ksT), (2.46)
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Fig. 2.26 The measured mobility (experimental dots) and a theoretically fitted curve at a temper-
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Fig. 2.27 The hole concentration as a function of the reciprocal temperature; the dots are the
experimental data, and the curve is a fitted result
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one can attempt to fit the experimental result using a double acceptor. So a distinc-
tion between single and double acceptor models can be deduced from the fitted
results. Thus the optical Hall measurement is an effective method to observe the
compensation degree, the acceptor concentration, and the acceptor ionization energy
in a p-type HgCdTe.

2.2 Shallow Impurities

2.2.1 Introduction

Figure 2.28 illustrates the relative energy level positions of impurity defects in
HgCdTe. The ionization energy is about 16 meV for the shallow acceptor level as-
sociated with the Hg vacancy, and its concentration depends on the density of the
vacancies. The measured ionization energy of the shallow acceptor level associated
with group V substitutional impurities on Te sites differs slightly from that of the
Hg vacancy.

There are energy levels that resonate with conduction band above and near to
the conduction band edge, which are the combination of Hg vacancies, Vyg, with
various impurity atoms or Te vacancies. In the band gap, deep levels are experi-
mentally found in the energy positions 3/4E,, 2/4E,, and 1/4E, above the top of
valence band. The origins of these deep states will be discussed presently. Mean-
while, there are also other native point defects; Cd vacancies, and Hg, Cd, and Te
interstitials, and antisite defects, as well as their compounds with other native point
defects and impurities. To identify the impact of these levels, theoretical studies
have been performed with first principals, tight-binding, and Green function meth-
ods. Experimental research has been carried out with various techniques, such as
CV spectroscopy, high-pressure transport, DLTS, optical capacitance spectroscopy,
far infrared spectroscopy, impurity cyclotron resonance (ICR), and far infrared pho-
toconductivity as well as conventional transport methods.

resonant levels
conduction band

shallow donor level
—_ 34 Eg

deep level —— 1/2 Eg

114 E,
shallow acceptor level

valence band

Fig. 2.28 Relative energy level positions of impurity defects in HgCdTe
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As was shown in Sect. 2.5.4 of Vol. I (Berding et al. 1993, 1994), the combination
of native point defects and impurities determine the electrical characteristics of
HgCdTe alloys. In this study first principal’s codes were used to determine the for-
mation energies and densities of various native point defects and defect complexes
in HgTe within the existence region as functions of the Hg partial pressure at three
important temperatures, 500, 185, and 220°C. The 500°C temperature is typical of
LPE growth, the 185°C is that of MBE growth, and 220°C is typical of a Hg sat-
urated annealing temperature following MBE growth. The highest densities are for
Vg vacancies, Tep, antisites, and a complex of the two Vg Tey,. Te vacancies, Ve,
while they have lower concentrations, also have important consequences on defect
migration. The Vy, is a shallow acceptor [possibly a double acceptor (Vydyanath
et al. 1981)], and its density dominates over most of the Hg partial pressure range.
However, at low Hg partial pressures where the V. density approaches that of the
VHg, the Vg Tey, complex density produces a state that resonates in the conduc-
tion band, and may exceed the Vp, density to cause the material to become n-type
as observed under these conditions. This conversion is most apparent at the lower
temperatures corresponding to MBE growth and Hg saturated annealing conditions.
For low impurity concentration material, at high Hg partial pressures the material is
observed to convert once again from n- to p-type. The donors responsible for this
conversion, called the “residual donors,” are unknown. They are present in highly
purified material, and never have been successfully identified with an impurity. It has
been speculated that they are due to a moderate concentration of VyeTey, frozen in
because this complex has a slow diffusion rate. This study was done on HgTe and its
relevance to HgCdTe alloys is only likely to correctly reflect their behavior at low
Cd concentrations. Also Vg, vacancies may become occupied by impurity atoms
and become deep levels or resonant states. In addition, defect damage caused by
ion implantation is also an interesting theme. All the impurities and defects affect
electrical parameters in grown HgCdTe crystals (Bartlett et al. 1980; Dornhaus and
Nimtz 1983; Capper 1989, 1991).

An n-type HgCdTe alloy, with a low carrier density and a high mobility as well
as a long minority carrier lifetime, is needed for a long-wave photoconductive de-
tector working at 77 K (Willardson and Beer 1981; Keyes 1977). The impurities in
HgCdTe have a critical influence on carrier lifetimes and mobilities. High impurity
densities induce numerous recombination centers in the material, which drastically
reduces the minority carrier lifetime. Ionization impurities and neutral impurities
scatter carriers and depress the mobility. Therefore, it is very important to reduce
the impurity density in HgCdTe crystals. Yet, to obtain photovoltaic devices with
stable electrical properties, the HgCdTe material needs to be intentionally doped.
A crucial step in fabricating HgCdTe focal-plane devices is to make p—n junction
arrays in the active region of HgCdTe, by using ion implantation (Wang et al.
1991), diffusion methods, or by in-situ doping during MBE growth. Typically In
ions are implanted, which manifest donor characteristics (Destefanis 1985; Schaake
1986; Vodop’yanov et al. 1982a, b), into p-type HgCdTe substrates to realize p—n
junctions. While Vy, are acceptors, they also are more effective scatters and life time
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killers than As-doped material, as long as the As can be placed on Te sites. Because
As is amphoteric and is a donor when substituted on a Hg site, in LPE growth to
locate it on a Te site it must be grown from the Hg side of the existence curve where
the Hg vacancy density is a minimum (Berding et al. 1997). MBE growth always
produces material at the Te side of the existence curve, and therefore as-grown, As
resides mostly on the Hg sites. To get it to transfer to the Te sites requires a complex
annealing procedure (Berding et al. 1998Db).

HgCdTe is a semiconductor material whose electrical properties are dominated
by alloy composition and native point defects. If in the intrinsic, or even extrin-
sic, region of HgCdTe material the minority carrier lifetime is mainly determined
by Auger recombination, the material is considered to be of high purity. For high-
purity HgCdTe, the electrical parameters depend on the composition and the density
of point defects associated with the stoichiometry deviation. Once the composition
is fixed, it is possible to control the density of point defects, and hence the electrical
parameters of HgCdTe crystals, by optimizing the heat treatment condition (Tang
1974, 1976). For high-purity HgCdTe bulk material, good agreement has been es-
tablished for electrical parameters between theory and experiment. In Figs. 2.29 and
2.30, composition-dependent electron density and mobility are illustrated for high-
purity n-type HgCdTe at 77 K (Higgins et al. 1989). It is clear that the electron
density is about 6-15 x 10'3 cm™3 and the electron mobility is 3—5 x 10° cm?/Vs.
Figure 2.31 depicts the lifetime of minority carriers as a function of temperature for
a HgCdTe sample (Kinch and Borrello 1975). The lifetime of the minority carriers
is approximately 4-6 s at 77 K.
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Fig. 2.29 Composition dependent carrier density of a high-purity n-type HgCdTe bulk crystal
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2.2.2 Shallow Donor Impurities

Because for low x values the band gap of Hg,_,Cd,Te is narrow, the donor
ionization energy is very small. For example, for a Hg,_,Cd,Te sample with
x ~ 0.2, its band gap energy is E, ~ 0.1eV, and correspondingly, for shallow
donors its ionization energy Ejq is only about 0.5meV. This small energy is very
difficult to deduce from a conventional Hall measurement. Shallow donor levels in
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Fig. 2.32 Magneto-transmission spectra of two n-type Hg,_, Cd, Te samples at different tempera-
tures (The arrows indicate two absorption peaks.) respectively. They are n-type doped with carrier
densities of 3 X 103 cm™3

HgCdTe usually nearly coincide with the bottom of conduction band, and hence it
is also impossible to investigate the impurity optical transition from its ground to
excited state using photothermal ionization photoconductivity spectroscopy, a tech-
nique that has had great success in studying high-purity Ge material. Indeed, it is an
interesting question to determine if the shallow donor levels can be separated from
the bottom of the conduction band. Therefore, it is meaningful to study the magnetic
freeze-out effect of the shallow donors at low-temperature. ICR facilitates this kind
of study.

Figure 2.32 depicts the conduction band electron cyclotron resonance spectra and
ICR for two Hg; _,Cd,Te samples in magnetic fields (Goldman et al. 1986). The
compositions of the samples are x = 0.204 and 0.224, and the thicknesses are 290
and 260 wm, and 6 x 1013 ¢cm?3, and carrier mobilities of 2.7 x 10° cmz/Vs and
1.2 x 10° cm?/ Vs, respectively, at a temperature of 77 K. The laser energy used is
10.44 meV. In these magnetic fields the conduction band electrons are quantized,
leading to the formation of a series of Landau levels. As the magnetic field grows
from 0, the energetic separation between the ground state Landau level, 0", and the
first excited Landau level, 17, increases. When the energy separation becomes equal
to the incident photon energy of the laser, a resonant absorption of the light takes
place, and results in an absorption peak in a magneto-transmission spectrum, which
is denoted as “CCR” in Fig. 2.32. Another absorption peak is also observed, that is
caused by the impurity electron transition from the ground to the first excited state,
and occurs at slightly lower magnetic field marked “ICR” in Fig. 2.32.

The energetic separation between the CCR and ICR is given by

AEg = (E110 — Eoo0) — (E1+ — Eg+). (2.47)
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This expression can be derived from:

d(Evt+ — Eot)

AEg =
dB B=Bccr

X (Bcer — Bicr) (2.48)

where E;; and Eg, represent the Landau levels of 17 and 0T respectively, and
are functions of B. It can be either theoretically calculated or experimentally eval-
uated. Experimentally, the absorption peaks will appear at different magnetic fields
if far infrared laser light with different energies, Aw, are used as the excitation
source. Figure 2.33a plots the relation between the values of Zw and B at which
the CCR and ICR absorption peaks occur. The curves are obtained using a Bowers—
Yafet model (Bowers and Yafet 1959) with the conduction band bottom effective
mass used as a fitting parameter. It is also possible to connect the experimental
points into two smooth curves for the two different composition samples. Then
d(Ey+ — Eyr)

dB B=Bccr
Bccr—Bicr, the energy difference A Eg of the two transitions is obtained. The re-
lation between B and A Ey is shown in Fig. 2.33b. The shallow impurity ionization
energy can be obtained by extrapolating the curves to B = 0, and is approximately
0.3 meV. The theoretical values for the samples of x = 0.204 and 0.224, on the
other hand, are 0.25 and 0.38 meV, respectively, according to an effective Rydberg
energy calculation.

the slope of the curves at B = Bccr is . By multiplying
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Fig. 2.34 Hall coefficients of an n-type InSb sample vs. temperature measured at different
magnetic fields

A similar magnetic freeze-out phenomenon was also observed in InSb at low-
temperature (Sladek 1958). In Fig.2.34, the Hall coefficients of n-type InSb are
plotted as a function of temperature from 10 to 1.6 K for different magnetic fields.
It is clear that as the magnetic field gets higher, the Hall coefficient shows a sudden
decrease above a critical temperature, which suggests a sudden reduction in the
carrier density. The reason is that the electrons in the conduction band freeze-out as
the donor levels deepen at the higher the magnetic fields. At a low-temperature, the
frozen-out electrons may be re-excited into the conduction band by an electric field.
Figure 2.35 illustrates such a case for n-type InSb in a magnetic field of 29 kilogauss
at a temperature of 2.45 K. A drastic decrease of the Hall coefficient occurs as the
electric field increases from zero to about 1 Vcm™!, indicating a rapid increase of
the carrier density in the conduction band as the electron distribution is heated by
the electric field.

Chen et al. have observed the magnetic freeze-out effect of donor impurities by
measuring the field-dependence of the electron temperature’s impact on the electri-
cal conductivity in HgCdTe (Chen 1990). The electrical conductivity shows a sharp
jump at higher magnetic fields that is attributed to impact ionization induced by the
electric field. Not surprisingly the higher the magnetic field, the larger the electric
field required to initiate the jump of the electrical conductivity. This occurs because
the magnetic-induced Landau level deepens as the magnetic field gets higher, result-
ing in an increase of the impurity ionization energy.

Zheng et al. have also studied the transport behavior of the electrons associ-
ated with localized shallow donor levels in wider gap Hg, 53Cdg.42Te (Zheng et al.
1994). The result is illustrated in Fig. 2.36. At zero magnetic field the data indicates
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no evidence for a magnetic freeze-out effect of the donor levels. In general, impu-
rity atoms are assumed to be completely ionized in HgCdTe at 77 K because the
donor levels are quite shallow, nearly degenerate with the bottom of the conduction
band. Therefore, the carrier density determined by measuring the Hall coefficient
of a sample at 77 K can be taken as the effective donor concentration Npy*. The
carrier density at any temperature can be easily calculated by using the relation
n; 2 = n(n — ND*). The Fermi energy can also be deduced from the distribution of
electronic states in the conduction band.

Figure 2.37 depicts the Fermi levels of Hg,_ . Cd,Te samples (x = 0.194) as
a function of temperature with different donor concentrations. It is clear that the
location of actual Fermi energy relative to the bottom of conduction band varies with
an increase of temperature from 77 to 300 K, and gradually approaches the intrinsic
Fermi energy as the temperature gets close to room temperature. The Fermi energy
is higher for higher effective donor concentration, and this effect is most significant
at low-temperature.
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Fig. 2.37 Fermi energy T T
levels of a series of HgCdTe
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concentrations. curve 1:
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curve 3: Np =
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2.2.3 Shallow Acceptor Impurities

Shallow acceptor levels in HgCdTe pose an interesting problem. For unintentionally
doped HgCdTe, the shallow acceptor levels observed are mainly due to Hg vacan-
cies. The energy position of Hg vacancy is usually experimentally determined. Scott
et al. (1976) have carried out Hall, far infrared transmission, and photoconductivity
measurements on p-type Hg,_,Cd,Te samples with x = 0.4 and doping concen-
tration p = 4 x 1015, and 1 x 10'7 cm™3. In the photoconductivity measurement,
a sharp peak occurs at 13.4 meV. In the far infrared transmission spectrum recorded
at 8K, a sharp absorption peak also appears at about 13.4meV (107cm™!), as
illustrated in Fig.2.38. This absorption peak was also evidenced in transmission
measurements (Shen 1994).

According to experimental electrical results, a simple relation can be established
between the shallow acceptor ionization energy and the hole density at 77 K (Scott
et al. 1976),

Eq = Eg—apy® (2.49)

where Eg ~ 17meV, o = 3 x 1078eV cm and py is the hole density at 77 K.
Similar results of Eg &~ 17.5meV, ¢ = 2.4 x 1078 eV cm have also obtained by
Hall measurements and corresponding fitting procedures (Yuan et al. 1990).

Li Biao et al. have published a direct experimental result for the Hg vacancy
energy level (Li et al. 1998) from a far infrared spectrum. For a thick sample, it was
found to be very difficult to separate the shallow acceptor levels from reststrahlen
spectra and two-phonon absorption bands, because the shallow acceptor energies
vary from 1 to 30meV (or equivalently, 10-250 cm™!), which are very close to
the reststrahlen spectra energies and two-phonon absorption bands. For a sample
grown by MBE or LPE, however, the thickness is very thin, making it possible to
investigate the shallow acceptor levels by far infrared absorption measurements. The
samples studied are 20-pm-thick undoped and Sb-doped materials prepared by LPE,
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and 10-pm-thick thin films prepared by MBE. The hole density falls in the range
1 x 1015 —7 x 10'® cm™3. The measured spectroscopic range is 20-250 cm™ 1.

Figure 2.39 shows typical far infrared transmission spectra measured at a tem-
perature of 4.2 K. The absorption peak marked with BSR is an feature related to the
beam splitter. Curve 1 is an absorption spectrum of a p-type HgCdTe (x = 0.285)
sample grown by MBE. It has an absorption peak, marked with Vyg, clearly seen at
92 cm™!, or equivalently at 11.4 meV. Curve 3 is a far infrared absorption spectrum
of a p-type HgCdTe (x = 0.37) sample grown by LPE. It has an obvious absorp-
tion peak, marked with Vi, at 86 cm™ L, or equivalently at 10.6 meV. Curve 2 is
the far infrared transmission spectrum of the LPE sample after an n-type conversion
annealing treatment. The annealing changes the sample from p-type to n-type. It is
clear that the absorption peak previously appearing at 86 cm ™! in curve 3, is missing
in curve 2. Further measurements indicate that the intensity of the absorption peak
does not show a drastic decrease as the temperature increases. All these findings
suggest that the absorption peak is not due to lattice absorption but are caused by
Hg vacancies.

Figure 2.40 illustrates the results of Hall measurements and integrated absorp-
tion intensities (IAI) as well as absorption pair-peak heights (PPH) for a p-type
sample prepared by LPE, and measured at different temperatures. From the Hall
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curve the ionization energy Ea and the concentration of the Hg vacancies Ny are
found to be 9.7 meV and 7.6 x 10'* cm™3, respectively. The ionization energy value
is close to the result obtained by absorption spectroscopy. It is clear that as tem-
perature decreases, the PPH and IAI increase and the hole concentration decreases,
indicating the presence of a carrier freeze-out effect. On the assumption that the
Hg vacancy concentration is proportional to the IAI, a relation can be deduced
(Klauer et al. 1992):

Jadv

—_ 2.50
avVHg In10 ( )

Cvy, =
where avyg is the absorption strength per Hg vacancy. From the Hall measurement,
itis deduced that Cyyy &~ Npy = 7.6x10'* cm™2, and from the absorption spectrum,
Joedv = TAT = 6x10% cm™2. Therefore, the result derived is ayye ~ 3.4x10712 cm.
This value is very important for estimating the positively charged vacancy con-
centration. For example, for the undoped MBE sample involved in Fig.2.39, the
vacancy concentration is estimated to be 3.8 x 10!# cm™3 by multiplying absorption
area with absorption strength per Hg vacancy, and is similar to the Hall data result,
5.5x 10" cm™3,

Figure 2.41 depicts the Hg vacancy ionization energies E of LPE grown p-type
and MBE grown n-type samples with different compositions. Obviously, most of
the samples manifest ionization energies around 10-12 meV, independence of the
composition. This value is close to the result obtained by Sasaki et al. (1992) on
MBE samples, and that by Shin et al. (1980) on LPE samples. However, theoretical
calculations suggest that the ionization energy of the Hg vacancy depends on the
forbidden band gap E. The discrepancy may be introduced by the influence of a
longitudinal compositional distribution, or an interface lattice mismatch, that affect
the acceptor levels of HgCdTe epilayers.

No absorption peak is observed from As impurities in As-ion-implanted HgCdTe
samples. The reason is that the As impurity is amphoteric leading to highly com-
pensated material with the As mostly residing on the cation sublattice where it
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Fig. 2.41 The Hg vacancy ionization energies E5 of HgCdTe LPE grown and MBE grown sam-
ples with different compositions, obtained from far infrared absorption spectra at 4.2 K
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is a shallow donor (Berding et al. 1997; Berding and Sher 1998a). For Sb-doped
Hg,_,Cd,Te (x = 0.39) samples prepared by LPE, besides the Hg vacancy ab-
sorption that appears at 87 cm™!, an additional absorption peak is at 83cm™!, or
equivalently, 10.5 meV, which is Sb impurity related. This is consistent with the re-
ported value of 11 meV for the acceptor level of Sb-doped Hg;_,Cd, Te (x = 0.22)
samples (Chen and Dodge 1986). Figure 2.42 plots the magneto-optical far infrared
spectra of acceptor states in HgCdTe at a temperature of 4.2 K. Due to the Zeeman
effect, the excited states of the Sb impurity and the Hg vacancy split in magnetic
fields. In Fig. 2.43, the Zeeman splitting is plotted as a function of the magnetic field.

The energy positions of acceptor levels can also be investigated by PL spec-
troscopy. Richard and Guldner et al. have performed PL measurements on
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Hg,_,Cd,Te samples (x =0.285) at a temperature of 18.6K by using a CO
laser as the excitation source. The excitation energy is 244.6 meV, and the power
is 140 mW. Recombination emission from the conduction band to acceptor lev-
els have been observed, with A = 3.2meV, E,—FE, = 202.7meV. Because
Ex = 14.3meV, we find £, = 217 meV.

Kurtz et al. (1993) have measured infrared PL spectra of Hg;_, Cd,Te samples
prepared by MOCVD (x = 0.216) and by LPE (x = 0.234), respectively, by using
a double-modulation (DM) technique. In Fig. 2.44, the PL spectra are depicted for
the samples before and after an annealing process. Before annealing, the PL peak re-
flects the recombination processes between the conduction band and acceptor levels,
and reveals several Hg vacancy acceptor levels. The band-edge PL peak is relatively
broad and appears at a higher energy. After annealing in a Hg atmosphere, the Hg
vacancies are removed and the PL peak reflects the luminescence of radiation from
conduction band to valence band recombination. The full-width at half-maximum
(FWHM) of this band-edge PL peak is relatively small, and appears at a higher en-
ergy. The Hg vacancy acceptor level is found to be 12 and 19 meV for Hg, _, Cd,Te
samples with x = 0.216 and 0.234, respectively.

From the measurements, the Hg vacancy acceptor level is found to lie in the range
of 10-15meV above the valence band edge and it moves down to the valence band
edge as the acceptor concentration increases. According to Scott the relationship is
Ea = 0 for N —3.2x 10'7 cm™3. Therefore, the PL peaks of the conduction-band
to acceptor levels are expected to show a blue shift with an increase of the acceptor
concentration.

Hunter and McGill (1981) have measured the PL spectra of two Hg,_ Cd,Te
samples with x = 0.32 and 0.48, and observed recombination emissions of the
conduction band to valence band, between acceptor levels, the donor to acceptor
levels, and among bound excitons and other levels. Both the line shape and the
intensity of the conduction band-valence band transition depend on the excitation
power. Figure 2.45 illustrates a PL spectra of a Hg, _ Cd,Te(x = 0.48) sample at



2.2 Shallow Impurities 59

Fig. 2.44 Photo- T T T
luminescence (PL) spectra 2|-1|90-7BCd0-22Te on GaAs_
of two HgCdTe samples
prepared by MOCVD (a) and
LPE (b), measured before and

after an annealing process

IMP, MOCVD
77K 1

:_ Before
r Hg-anneal

109 | ]
After Hg-anneal

08
I

PL Intensity (Arb.Units.) o

[ PV A y - ,.:
60 80 100 120 140 160 180 200
Photon Energy (meV)

LPE Hg,,,Cd, ,,Te on CdTe

0.23

-
N

77K 118

After Hg-anneal

sity (Rel. Units) o
& o

@ 0.6 Before Hg-anneal
Q 129
£ 04} \
T 02f

0 1
50 100 150 200 250
Photon Energy (meV)

Fig. 2.45 The PL spectra of T T T T T
a Hg 5,Cdg.4sTe sample PL spectra of Hg, ,,Cd, ,sTe

0.48
measured at 4.6, 9.3, 18.8 and pump: CW Ar* laser, 5 w/cm?
30K, respectively =
S 46K
£
°
2
‘@
§ ——[|—- 9.3K
£
|
o 18.8K
- 30K

0.48 0.50 0.52 0.54 0.56 0.58
Energy (eV)

different temperatures. The peak at the lower energy is due to the recombination
between the conduction band and acceptor levels for 7 > 10K, and between the
donor and acceptor levels at lower temperature. The peak at high energy corresponds
to the PL transition between the conduction and valence band, and the middle
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Fig. 2.46 The PL peak energy as a function of temperature for an Hg, 5,Cdg4gTe sample at
different temperatures

peak position is due to the transition with bound excitons (especially obvious at
T =9.3K). In Fig. 2.46, the PL peak energy is plotted as a function of temperature
for a Hg;_,CdyTe sample with x =0.48. It can be determined from the PL peak
energy that the acceptor ionization energy, Ex, is 14.0 & 1.5meV for x = 0.32 and
15.5 + 2.0 meV for x = 0.48. The donor ionization energy, Ep, is also obtained to
be 1.0 £ 1.0meV for x = 0.32 and 4.5 £ 2.0 meV for x = 0.48. The acceptor may
be an Au-substitutional impurity on a cation site or a cation vacancy.

The experimental acceptor ionization energy of an Sb-doped HgCdTe sample is
slightly smaller than that of the Hg vacancy. Chen et al. (1990) and Li et al. (1998)
reported a value of about 10 meV. Smaller values were also reported. For exam-
ple, Wang (1989) has studied a series of Sb-doped HgCdTe bulk crystal samples.
The samples became p-type after a conventional Hg-saturated, n-type anneal. The
Hg vacancy concentration is Sb independent, and can be deduced from the rela-
tion between the Hg vacancy concentration and the heat treatment, to be 104 cm=3.
Meanwhile, the p-type doping due to the Sb concentration is larger than 10> cm ™3,
The reason for the p-type characteristic of an Sb-doped HgCdTe sample after low-
temperature processing is that Sb atoms replace the Te in the lattice (Berding et al.
1997; Berding and Sher 1998a), or are in interstitial sites, where they are acceptors.

The Hall coefficient, electric conductivity, and mobility of the samples have
been measured. In the low-temperature ionization region the resistivity can be ex-
pressed as:

p ox T3/ 4e(Ea/2ksT) (2.51)

therefore, the slope of a In(pT3/%) — 1/T curve gives the acceptor ionization en-
ergy Ea. The acceptor ionization energies determined with this method are listed in
Table 2.7 for a series of Sb-doped Hg;_ ,Cd,Te samples.



2.3 Deep Levels 61

Table 2.7 The acceptor ionization energies of p-HgCdTe

Acceptor

type X E(meV) P(cm™3) Reference

Sb 0.36 6 3.2 x 10! Wang (1989)

Sb 0.21 7 6% 10'° Capper et al. (1985)

Sb 0.22 2 7.2 X 1016 Gold and Nelson
(1986), Chen and
Tregilgas (1987)

Sb 0.22 11 Chen and Dodge (1986)

Sb 0.39 10.5 7.6 X 1014 Li et al. (1998)

Vit 0.26-0.33 15-18 5x 10 Capper et al. (1985),
Chen and Tregilgas
(1987)

Vi 0.32-0.48 15 —10'° Hunter and McGill
(1981)

Vg 0.20-0.39 11.5 7.6 X 101 Li et al. (1998)

2.3 Deep Levels

2.3.1 Deep Level Transient Spectroscopy of HgCdTe

A deep level is an energy state located in the forbidden band near the center of the
gap that is produced by the short-range primitive cell potential of a defect center.
The defect can be due to an impurity, a native point defect, a complex of native
point defects, or a complex of a native point defect with an impurity. The deep level
can capture holes or electrons and hence acts as an electron/hole trap. It reduces
carrier lifetimes to affect device performance.

To study the deep energy levels of defects in bulk material, a junction space
charge technique is often adopted. The optical methods (Hall, PL, absorption, and
PTIS) have an obvious advantage of high spectral resolution, which is very helpful
for exact determination of the energy positions of defect levels. However, they can-
not determine accurate information about other electrical parameters impacting the
carrier density, and the capture and the emission rates. The junction space charge
method has a lower spectral resolution, about 10 meV, but it can be used to get
the absolute value of the electrical parameters. One major junction space charge
method effective in studying the deep levels in HgCdTe, is DLTS. Other experimen-
tal methods besides the DLTS, that can be used in the study of deep levels include,
admittance spectroscopy (AS), low-frequency conductance spectroscopy (LFCS),
and thermally stimulated current (TSC).

DLTS was first established in 1974 (Lang 1974). It is an effective method for
studying deep levels in semiconductors. With this method, different parameters can
be measured, which include the concentration of deep level traps (Nr), the energy
levels of the deep level traps (E}), the electron or hole capture cross section (o),
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the optical cross section (0°), the distribution of random traps in the diode junction
area (Nr1(z)), and the carrier emission rate of traps. One can also distinguish if the
trap captures majority or minority carriers. The schematic configuration for DLTS
is plotted in Fig.2.47.

Samples that can be measured by DLTS include a Schottky potential barrier
diode, an MOS device, or more generally any structure for which a depletion layer
can be established. For an n™-p photoelectric diode in reverse bias, the depletion
layer is mainly on the p side of the diode. The sample is placed in a variable-
temperature cryostat and its capacitance is measured with a fast capacitance bridge.
The sample is first set in reverse bias for a long enough time to ensure the equilibra-
tion of a depletion layer in the p region. In the depletion layer any carriers captured
in the traps are removed and thus the traps are initially empty.

Now two operations are performed. One operation is to apply a pulse signal with
its height being smaller than the reverse bias voltage, so that even at the pulse maxi-
mum the device is still in reverse bias, as illustrated in Fig. 2.48. Under the influence
of the pulse, some holes return to the depletion layer in the p region, while others
return after the pulse is over. A few holes will be captured in this process by the traps
in the depletion layer. The other operation is to apply a pulse signal with its height
higher than the reverse bias voltage. As the pulse reaches its maximum, the device
will be driven into forward bias, so that not only holes, but also electrons are swept
into the depletion layer of junction region. After the pulse, the holes/electrons will
be captured if there are corresponding traps in the region. Obviously, hole traps can
be detected in the first operation, while in the second operation the hole and electron
traps can be detected together. By combining the two operations, the behavior of the
electron and hole traps can be distinguished.

After the pulse, the electrons or holes trapped in the deep level traps can via
thermal excitation return to their equilibrium from the initial nonequilibrium con-
dition. This gives rise to a capacitance transient of the device whose response is
determined by the thermal emission rates of electrons or holes in the traps, the tem-
perature, and the location of the deep levels. Measuring the capacitance transients at
different temperatures leads to a determination of the behavior of the corresponding
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Fig. 2.48 A schematic of the capacitance transient change caused by the emission of the trapped
carriers

deep level traps. The capacitance transient of deep levels as a function of tempera-
ture is determined experimentally mainly by measuring the transients due to thermal
emission rates of the trapped electrons and/or holes, and is related to a space-charge
dynamical process of capture and thermal emission.

If the depletion layer of an n"-p junction lies on the p-region side, and is step-
like with the thickness W, then the junction capacitance can be expressed as:

Ae A2qe 1/2
Cl)=—=—————N , 2.52
© w (Z(Vbi + R) l) (232

where A is the junction area, V4; is the build-in electric potential of the junction, Vg
is the applied reverse bias voltage, and Ny = Na—Np is the net density of charge
centers in the p-type depletion layer. The maximum electric field |Fy,| across the
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junction is:
V._Q/C() _gNiW
|Fn| = o = = .
w w e
Since the electric field | Fy,| is normally very strong, the thermally excited carriers
will be swept out of the space charge layer very rapidly, and because the trap capture
rates are comparatively slow it is safe to assume that the swept-out carriers will not
be re-captured by the traps in this process.
The capture rates of electrons and holes can be expressed, respectively, as:

(2.53)

Ch = oy (vn) 1, (2.54)
Co = 0y (vp) . (2.55)
where 0, and o}, are capture cross sections, n and p the densities, and (v,) and (vp)

the average thermal velocities of electrons and holes. These average velocities are
determined by:

SkpT \ />

(vp) = (WBM) : (2.56)
SkpT\ /2

(va) = (m};) . (2.57)

where m* and mj, are the electron and hole effective masses. In thermal equilib-
rium, the thermal emission rate of each electron state is equal to the corresponding
capture rate. According to Boltzmann statistics, the emission rates for electrons and
holes are:

en = (0 (vn) /gn) Nee TAE/RBT) (2.58)
ep = (0p (vp) /gp) Nye TAE/KT), (2.59)

where g, and g, are the ground state degeneracy factors of the electron and the hole
traps, with g, = 4, and g, = 2, and:

AE = E. — E, (for electrons), (2.60)
AE = E.— E, (forholes). (2.61)

For a deep level trap that can capture and emit electrons and holes, the following
expression holds:

dN(1)
dr

= (Ch +ep) (Nt —N(t)) = (Cp +e.)N(2), (2.62)
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where Nt is the total defect concentration, N(¢) the defect concentration occupied
by electrons, and Nt—N the defect concentration occupied by holes.
By assuming
a=Cy+ep,=o0,{(vn)n+ep,

2.63
b=Cy+en=0y(vp) P+ en. (269

Equation 2.62 can be simplified further. For a trap filled with electrons at initial time
t = 0, thatis N(0) = Ny integrating (2.62) leads to:

(1 <0)

Nt
N@) = a Ny {1 + e[—(a+b)t]} (t > 0).

a+b

(2.64)

Correspondingly, for a trap filled with holes at the initial time ¢ = 0, the integration
becomes:

NG) 0 (t<0) 2.65)
t) = a . .
Nr {1 —elF@thdt (¢ 5 ¢
atb T{ e } ( )
For either of the two cases, one finds from (2.64) to (2.65) for t — oo:
N(t = 00) = -2 N (2.66)
— o0) = s .
a+b !

which is the highest occupied steady-state concentration of a trap that can be reached
for a given trap energy level.

Figure 2.49 presents the DLTS spectra of a p-type Hg;_,Cd,Te (x> 0.215,
Na=09.1 x 10" cm™3) photodiode (Polla and Jones 1981). The lower spectrum
was measured with the photodiode in reverse bias, Vg = 0.60V, and the applied

N,=9.1x10" cm- forward bias
= electron tra
":emission_1 82 us ( p)
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Fig. 2.49 DLTS spectra of a p-type Hg,.55Cdo215sTe photodiode, where single hole- and
electron-traps can be detected
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pulse voltage, Vpuise, is Vg + 0.50 V, with a pulse width of 5 us. It is equivalent to
the first operation mentioned above, and only the capture of holes is observed. A
hole—trap related absorption peak obviously appears at a temperature of 32 K, with
an emission time constant of 55 jus. The upper spectrum is a measurement for an ap-
plied pulse voltage of Vjuse = Vr +0.80 V. In this range of pulse times, the diode is
just in forward bias. And neither electrons nor holes can enter the depletion region.
Clearly an electron—trap related peak occurs at a temperature of 27 K, with an emis-
sion time constant of 182 ws. The peak will change its position on the temperature
axis with the pulse width that is either higher or lower with a spectrum illustrated
in Fig. 2.49. From (2.58) to (2.59), the reciprocal of the thermal emission rate is the
time constant (7), and both the (v,) and (vp> are proportional to 7''/2, while N, and

N, are proportional to T3/2, as shown in (2.67) and (2.68),

m*kBT 3/2
N. =2 < s 2.67
( 27 h? ) 07
m;fthT 3/2
Ny, =2 FF— . 2.68
oM ) .68)
Therefore, we have:
1 ke T)2m* —AE/ksgT
1 =, el e : (2.69)
To 2m2h3
and
(1eT?) oc AE kBT, (2.70)

It is obvious that by drawing a straight line in the In(t7?) — 1/kT coordinates,
the slope of the lines, AE = E. — E; or AE = E; — E, can be determined.
In Fig. 2.50, the corresponding curves are given for the sample shown in Fig. 2.49,
from which the hole and electron traps are determined to be at £, = E, 4+ 0.035eV
and £y = E. —0.043eV = E, 4 0.043 eV, respectively.

The traps will not have enough time to capture carriers if the injection pulse time
is very short. Meanwhile, most of the traps will not stop capturing carriers until
saturation is reached if a wide injection pulse is applied. This leads to an exponential
increase of the DLTS spectrum:

A(t) = Amax[1 — /D] (2.71)

Figure 2.51 depicts experimental results for an Hg; _, Cd, Te sample with x = 0.215
reported by Polla and Jones (1981).
Fort = 0, A(0) = 0; and for t = 00, A(00) = Ana is saturated. Therefore, one

finds: A 4
— At t
In (“‘—()) =__. (2.72)
Amax T
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For the hole traps, the expression is:

1

o = 0p ) p.

4 6 8 10 12
pulse width (us)

(2.73)

The In([Amax—A(#)]/Amax) ~t plot is a straight line, and from its slope, 7, =

(00 {vo) P)

s determined, which is the time needed to fill the traps fully. From
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the thermal velocity (vp) and the hole density p, the capture cross section o, can
also be obtained. Figure 2.52 depicts the experimental relation between In([Ay.x —
A(t)]/Amax) and ¢ for the sample shown in Fig. 2.50. It can be easily derived from
the slope that , and o, for the hole traps at 30 K are 7.9x1077 s and 3.1x107!7 cm?,
respectively; and o, for the electron traps is 2.1 x 10715 cm?. The capture cross sec-
tions of the traps are temperature independent.

Polla and Jones (1981) have employed this method in studying deep level
spectra of undoped and Cu- and As-doped samples. Figure 2.53 plots the DLTS
spectra of intrinsic Hg,_,Cd,Te(x = 0.39) and a Cu-doped one, respectively
(Jones et al. 1982). The hole density of the undoped sample is p ~ 1 x 10'® cm™3.
With an increase of the forward-bias voltage, the electron trap signal appearing at
150K disappears gradually, and the electron trap signal at 45 K get stronger. The
electron traps at these two temperatures suggest the assignments Ec—0.1eV and
Ec—0.24 eV, respectively. Under reverse bias, a trap at Ey + 0.28 eV shows up.
For the Cu-doped sample illustrated in Fig. 2.53b, two Cu impurity-related traps are
observed at 0.07 and 0.15 eV, respectively, above the top of the valence band. These
deep level locations are concentration dependent, and the dependence is shown in
Fig.2.54. For the undoped Hg,_,Cd,Te(x = 0.2-0.4) samples, the deep center
levels are located at Ey + 0.4E, and Ey + 0.75E, in the forbidden band, respec-
tively. The reported deep levels of CdTe are at Ey + 0.15eV and Ev + 0.36¢eV,
respectively (Zanio 1978), which are also depicted in the figure.
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Fig. 2.53 DLTS spectra of undoped and Cu-doped HgCdTe samples. The electron traps decrease
to zero at 150 K and increase with the forward-biased voltage at 40 K

The DLTS measurements also provide information on the electron and hole
capture cross sections of the deep level centers. For the undoped Hg,_,Cd,Te
(x =0.2~0.4) samples, the electron and hole capture cross sections are o, =
107> ~ 107" cm? and 0, ~ 107'7 ~107'8 cm? for the energy level at Ey +
0.4E,, and 0, ~ 1071 cm? and op ~ 10717 ~ 10729 ¢cm? for the deep level at
Ev + 0.75E,, respectively. For the Cu-doped Hg, _, CdTe(x = 0.39) sample, the
values are 0, & 10716 cm? and 0, ~ 10718 ~ 1071° cm?, respectively.

2.3.2 Deep Level Admittance Spectroscopy of HgCdTe

This technique is an important supplement to the thermal excitation current
spectroscopy, thermal excitation capacitance spectroscopy, frequency swept con-
ductance spectroscopy, and DLTS, and is suitable for narrow band semiconductors.
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It is used mainly to measure the change of admittance with temperature (Losee
1972, 1975) but also details of the interface structure between the insulator and the
active material (Tsau et al. 1986; Sher et al. 1983).

For an n"-p junction containing deep levels, the conductance Gr is:

Gr = [ey0”/(ej + ?)(N1/p)]Co, (2.74)

where Nt is the concentration of the deep levels; w the angular frequency of the
driven electric current; p the carrier density, and e, the hole thermal emission rate,
which is given by:

ep = q "oy (vp) NyelEvmE)/ksT], (2.75)

In this expression g (¢ = 4) is the degeneracy of the trap ground state, (vp) is the
average hole thermal velocity, o}, is the hole capture cross section, N, is the effective
density of states of the valence band, E), is the energy of the top of valence band;
E is the trap energy, Cy is the high-frequency junction capacitance determined by:

Co=cA/W, (2.76)
where ¢ is the dielectric constant of the semiconductor, A the area of the junction,
and W is the width of the depletion layer. When the deep level response can follow
the alternating signal, there is an additional capacitance Cr,

Cr = [ep/(e; + @*)])(Nr/ p)Co. (2.77)

The total capacitance of the junction C is therefore Cy + Cr.
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Fig. 2.55 The conductance as a function of temperature for a Hg 45sCdo30sTe photodiode
measured at different frequencies

If both the p and Cy change little with temperature, the temperature dependence
of the admittance is determined mainly by e,(7"). Gt will hence reach its maximum
when ¢, = .

1
GT|max = Ew(NT/p)CO (2.78)

If Co and p are obtained from C—V and Hall measurements, respectively, then Ny
can be deduced from (2.78). Changing w will produce a set of maximum values
occurring at different temperatures.

Figure 2.55 illustrates the relation between the conductance and the temperature
at different frequencies (Polla and Jones 1980a). The acceptor concentration Ny is
4.8 x 10'® cm™3. Each curve has a maximum, which corresponds to a temperature
determined by @ = e,(T). The thermal emission rate e,(7") is given by (2.75),
where (v p) is proportional to 71/2, and Ny is proportional to 7'3/2. Thus from the
relation:

w=e,= q_lap (VP)NVC[_(EV_El)/kBT] o Tze[(Ev_Et)/kBT], (2.79)

the slope of the In(w™'T?) ~1/kT curve is deduced to be AE = E, — E,, from
which the location of the deep level can be determined. In addition, it is obvious
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Fig. 2.56 The trap activation energy determined from the conductance peaks in Fig. 2.55. The trap
activation energy corresponds to a hole trap located at 0.16 eV above the top of the valence band

from (2.74) to (2.78) that C = Cy if ¢p(T}) << w, and C = Cy + (N¢/p)Cy if
ep(T2) >> w. Therefore, we find:

AC = (N¢/p)Co, (2.80)

where AC is the change of the junction capacitance between the temperatures 7;
and T3, and Cy is the high-frequency junction capacitance. The deep level concen-
tration N7 can therefore be obtained from (2.80).

From the slope of the straight line In(w™'7T2) ~ 1/kgT given in Fig.2.56, the
location of deep level is determined to be E,— E,, = 0.16eV. The capacitance
difference AC between the two capacitance plateaus at temperatures 77 and 7>
can be obtained from the capacitance-temperature curves measured at different fre-
quencies, leading to a determination of Nt =4.4 x 10 cm™3. From (2.75) the
hole capture cross section in the temperature range between 130 < 7" < 200K is
3x1071® cm?. For a sample with x = 0.219 and Ny = 9.1 x10'> cm™3, it has been
shown that Ny = 2.3 x 10" cm™3 and E, = E, + 0.046eV, and the hole capture
cross section is 7 x 10'® cm? in the temperature range between 74 < T < 98 K. By
using this technique, the hole density, its energy level, and the capture cross section
of any p-type HgCdTe alloy can also be determined.

Photon-modulation spectroscopy provides another pathway to investigate the
deep levels in HgCdTe. The method adopts a dc probe light beam of tunable wave-
length (E, < E,), and a modulated light beam at frequency w(hw > E,) but of
fixed wavelength, and employs a lock-in technique to probe the change of the emis-
sion rate (Al,/I,). The modulation spectrum, Al,/I, ~ E, is then obtained by
scanning E . Figure 2.57 shows a schematic of the experimental setup.
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(x = 0.238 and 0.307) samples

Polla measured the deep levels in Hg,_,Cd,Te(x = 0.24-0.37) samples
prepared by LPE using the photon-modulation spectroscopy method (Polla et al.
1982). The thicknesses of the samples were in the range between 15 and 40 pm.
They were placed in a variable-temperature cryostat. The pump light was from an
Ar™ laser set at a wavelength of 514.5 nm and had a light intensity of 8.7 W/cm?.
The modulation frequency was 500 Hz. A Ge:Cu detector was used to sense the
signal.

The modulation transmission spectra measured at a temperature of 94 K are de-
picted in Fig.2.58 for x = 0.238 and 0.307 samples, respectively. Three peaks,
labeled A, B, and C, are present for all compositions, and their energies are plotted
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in Fig. 2.59. The peaks correspond to three optical transitions, whose initial states
are shallow acceptor states (Scott et al. 1976), and their final states are donor-like
deep levels in the forbidden band. Peak A is a transition from an acceptor level to
a deep level (D1) in the middle of the forbidden band. Peak B is from an acceptor
level to the deep level at 3/4 E,. And Peak C is from an acceptor level or the valence
band edge to the conduction band. The alloy composition variations of these peaks
are given in Fig. 2.59, and a schematic of their positions are in Fig. 2.60.

From these results, the deep levels corresponding to the transitions of A and B
are located at Ey + 0.4E, and Ev + 0.75E,, respectively, which are consistent
with the Jones et al. results. It can therefore be concluded that these two deep levels
are universal in HgCdTe. They may be the cation vacancy related defect states; the
Kobayashi theoretical estimation which was mentioned in Sect. 2.1.

The DLTS method has also been used to measure the deep levels of Au-doped
samples that had no As dopants added. Cotton and Wilson (1986) have measured
the trap energy levels of these n-type Hg,_,Cd,Te(x = 0.3) ion implanted samples
with the DLTS method and found a defect-related trap energy level at £, —0.19eV
with a very low density, 5 x 1072! cm?. Chu using the DLTS method, has reported
an electron trap at £.—85meV for a Hg,_ Cd,Te(x = 0.313) sample prepared
by LPE.
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Huang et al. have systematically studied various deep levels of p- and n-type
Hg,_,Cd,Te samples with large Cd concentrations (Huang et al. 1988), and found
that:

1. Two deep level traps are observed due to residual impurities in an n-type
Hg,_,Cd,Te(x = 0.403) sample. They are acceptor-like electron traps locate at
0.3E; and 0.5, respectively, below the bottom of the conduction band. Their
electron capture cross sections are 1.1 x 107!7 cm? at 130 K and 1.0 x 10716 cm?
at 172K, and the concentrations are 0.61 Np and 0.072Np, respectively. The
n-type Hg,_, Cd,Te sample with x = 0.804 manifests similar results.

2. Two deep level traps are observed in an undoped p-type Hg,_,Cd Te
(x = 0.403) sample. They are donor-like hole traps locate at 55meV and
0.4E, above the top of the valence band, respectively. Their hole capture
cross sections are 1.0 x 1078 cm? at 90K and 7.3 x 1078 cm? at 250K,
and their concentrations are 0.29Np and 0.130Nap respectively. No deep level
traps are observed at 55 meV above the top of the valence band in this p-type
Hg,_,Cd,Te(x = 0.361) sample; only a deep level trap at 0.4 E, above the top
of the valence band is observed.

3. The Hg,_,Cd,Te samples grown by different methods have different types of
deep levels, and hence different trap densities and locations, which significantly
restrict the performance of the materials and detector devices.

2.3.3 Frequency Swept Conductance Spectroscopy

LECS is another powerful way to examine the interface and trap properties of
HgCdTe alloy to insulator contacts (Tsau et al. 1986). Unlike DLTS which is a
method that initially takes the sample well away from equilibrium and studies the
transient as it returns, the LFCS method applies a varying gate voltage and at each
voltage setting allows the sample to equilibrate. Then the frequency could be swept
from 10™* Hz to 10 MHz (Sher et al. 1983). At each frequency a 4 cycle sequence
is done and the signal detected with an automatically tuned lock-in amplifier. Each
4 cycle sequence is repeated at least 100 times to improve the signal to noise ratio.
This process is accomplished with two devices, a Solartron model 1250 that operates
from 10™* Hz to 10 KHz and an H-P model 4,061 A semiconductor testing system,
a frequency response amplifier that operates from 10 KHz up to 10 MHz. The low-
est frequency used in this experiment was 1072 Hz so there were eight decades of
frequency employed. When this method was applied to an Si/SiO, interface (Sher
et al. 1983) the usual U-shaped density of states observed in the band gap was de-
composed into conduction and valence band tails that were observed to hybridize
where they crossed near the center of the gap. In addition deep state traps were
identified and characterized.

This method was applied to a Hg,, ;Cdg.3Te sample with a 1,660 A thick Photox
SiO, layer deposited on its surface to form an MIS device structure (Tsau et al.
1986). The metal gate was made up of a thin 400 A thick layer of Ti, followed
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Fig. 2.61 The effective series capacitance vs. gate voltage for several frequencies

by 4,000 A of Au. The sample was n-type with a carrier concentration of ~6 x
10'* cm™3, and was held at 77 K during the measurements. Figure 2.61 is a plot of
the series capacitance C (nF/cm?) vs. gate voltage V' (volts) at different frequencies
ranging from 1 Hz to 4 MHz. Notice that the dielectric constant of the Photox SiO,
layer changes from 7.8 at 1 Hz to only 2.8 at 4 MHz. This brackets the 3.9 value
reported for a good SiO, layer, being higher at low frequencies where there are
ionic contributions, and lower at high-frequency because of voids in the layer.

Following the analysis method in Sher et al. (1983) an In Gp/w vs. Inw plot
is presented in Fig.2.62. Once the insulator capacitance is subtracted out the
equivalent circuit of the device response is well modeled as a parallel combination
of series capacitance/resistance combinations. The impedance is then given by:

Ci
=S —_ 2.81)
IZ 1 + w?7?
and G c
P iwT;
— = —_— 2.82
1) Z 1+ a)zt,.2 ( )

1
The voltages at which the peaks occur identify the location of states in the band
gap and the width the lifetime of those states. The lifetime is related to the effec-
tive series resistance R; of the ith branch through 7; = R;C;. Because the model
satisfies the Kramers—Kronig relations all the information resides in either the ca-
pacitance C, or the Gp/w relations. Actually both are used since there are times
when it is easier to extract information from one rather than the other. Because of
equipment difficulties the data taken between ~1 and 10 KHz is less reliable than
that in other frequency ranges, so that the results are shown as dotted curves.
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The variation of the surface potential with gate voltage is extracted following
the Berglund method (Berglund 1966; Sher et al. 1983). From the measured carrier
concentration at 77K, n = 6.2 x 10'%/cm?3, the intrinsic carrier concentration of
n; = 1.15 x 10°/cm?, a conduction band effective mass of m* = 0.0182, and a
valence band effective mass of m] = 0.55, one gets a Fermi energy Er = 0.226¢V.
Adding the surface potential ey yields a surface Fermi energy Ep, = 0.181eV.
The flat band voltage for this sample is —0.10 V. Subtracting out the work function
difference between Ti and x = 0.3 HgCdTe leaves a surface charge density-induced
potential across the insulator capacitance of Q, = 3 x 10° C/cm? for a surface
density of 2 x 10'° charges/cm?. Because the average atom density of this surface
is 3.2 x 10'* atoms/cm?, this corresponds to one charge every ~10* atoms.

Figure 2.63 is a plot of the surface density N vs. energy E relative to the valence
band edge (dot-dashed curve). The total surface density is obtained from the relation
Ny = C,/e where C, is given by (2.81). The other curves are:

1. A curve extracted from the data that has time constants t; in the range between
~1Hz and 1 KHz. All these data (dashed curve) all form a sequence of points
with continuously varying time constants as shown in Fig. 2.64. They are associ-
ated with the valence band tail.

2. A curve extracted from data that exhibits faster responses, between 10 and
100 KHz. These points (connected by a solid line) are associated with the con-
duction band tail. Their time constant variation is also in Fig. 2.64.

3. The remaining points connected by dotted curves, are the differences between
the total curve and the solid and dot-dashed curves. They are localized trap states
responses.
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Fig. 2.63 Interface densities at 77 K as a function of energy relative to the top of the valence band
edge. The curves are (a) the total interface state density curve obtained from C, at low frequency
(dot-dashed curve), (b) valence band tail curve obtained from the G,/w responses corresponding
to the time constant set t; (dashed curve), (¢) the conduction band tail curve corresponding to the
time constant set t3 (solid curve), and (d) the difference between the band tail curves and the total
capacitance curve corresponding to the localized trap states

Notice that the valence band tail extends further into the gap than the conduction
band tail so the usual U-shaped curve in this case has its minimum on the conduction
band side of the gap. This is to be expected because the valence band effective mass
is large compared to that of the conduction band. The integrated area under the
valence band tail from 105 to 185eV is ~3 x 10! states/cm?, which corresponds
to only one state every 103 surface atom.

The band gap of an x = 0.3 alloy at 77 K is Ec = 0.24 eV. The apparent conduc-
tion band tail actually extends ~0.15 eV above the bulk material’s conduction band
edge. This is possible because of the low conduction band effective mass. While the
density of states in the conduction band tail rises rapidly below Ec, it rises even
more rapidly above Ec.

The set of response times for the valence band states fall on a curve characteristic
of a Shockley—Reed center with a cross section of ~1.2 x 101> cm?. However the
conduction band tail responses do not follow such a curve and must be due to some
other mechanism.
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There are nine discrete states visible in Fig. 2.63. The origin of the four state clus-
ters between 0.12 and 0.15 eV is likely due to dangling Te bonds with the other three
bonds attached to either three Hg atoms, two Hg and one Cd, one Hg and two Cd,
or three Cd. The lowest peak for example has a height of ~7 x 10! states/eV - cm?
and a half width at half maximum of ~5meV. Thus it has contributing to it
~4x 10° states/cm?, or about one state per 10° surface atoms. The peaks are nearly
equally spaced with an average spacing of ~15meV. A theory (Casselman et al.
1983) suggests that the spacing between these micro-clusters should be ~25meV
in the bulk alloy. Small modifications are to be expected due to the fact that these
clusters are at an interface.

Since this is a one sample study there is no explanation for the other five discrete
states. It would require a multisample investigation in which systematic changes
were made to modify the defect structure. The main lesson from this study is that it
is an extremely powerful method that deserves to be used more.

2.4 Resonant Defect States

Though the usual DLTS can be employed in the study of semiconductor deep level
impurities and defects (Polla and Jones 1980b; Jones et al. 1981), it is, however,
powerful only to research the energy levels located in the band gap, but not to that of
resonant states. In narrow-band semiconductor materials, many levels introduced by
the primitive cell potentials of short-range defect centers are located in the valence
or conduction band. They are called resonant states because of their interaction with
the continuous energy band states. In the past several years, the resonant states in
HgCdTe have attracted a lot of attention. For example, a theory of chemical trends
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was presented for sp3-bonded substitutional deep-trap energy levels in Hg; _ Cd,Te
materials (x = 0-1) within the framework of the tight binding method (Kobayashi
et al. 1982) or more accurately by an LMTO method (Berding et al. 1993). Consider-
ation of the energies introduced by the different charge states of cation substitutional
impurity defect states were conducted in Hg;_,Cd,Te and detailed results of these
energies were given for neutral and single ionization states (Myles 1987).
Experimentally, the resonant states in Hg;_,Cd,Te can be investigated by
transport and optical methods. For example, Ghenim et al. have carried out pressure-
dependent transport measurements and found a resonant state energy level at
150 meV above the bottom of the conduction band with a concentration in the range
of 1.4-7.85x 10'7 cm™3 (Ghenim et al. 1985). Dornhaus et al. have suggested there
is a resonant state energy level at 10 meV above the bottom of the conduction band
by far infrared spectroscopy and transport techniques (Dornhaus et al. 1975). For
some narrow-band semiconductor MIS samples, resonant-state energy levels in the
conduction band have also been identified with C—V measurements. For example,
a resonant state was found at 45 meV above the bottom of the conduction band in
heavily p-type-doped Hg,_, Cd,Te (x = 0.21) (Chu 1988; Chu et al. 1992).

2.4.1 Capacitance Spectroscopy of Resonant Defect States

The C-V spectroscopy of semiconductor MIS structures can detect the band bend-
ing at a semiconductor surface (Sze 1969). Recently, Mosser et al. have found
electron quantization features in a surface inversion layer in a C—V study of narrow-
band semiconductors (Mosser et al. 1988). Due to the potential well caused by
surface band bending, the inversion layer electron energy is quantized, with a ground
state energy level at Eo, comparable to the band gap E,. Therefore, no quantized
energy level will be filled in the inversion layer until the bending energy reaches
E,, so that the conduction band edge becomes lower than the Fermi energy. How-
ever, if the bending energy reaches E, + Ej so the ground state level is lower than
the Fermi energy, the inversion layer states begin to fill. Therefore, the inversion
threshold voltage in a C—V curve is delayed, providing the possibility of yielding
evidence of the existence of resonant states between the bottom of the conduction
band and the ground state level.

The Hg vacancy is usually regarded as a shallow acceptor in p-type HgCdTe
(Zanio 1978). Its density is especially high in strongly p-type HgCdTe and the
opportunity for the vacancies being occupied by impurities is also larger. Theoret-
ical analysis predicts that many impurities located on cation sites form resonant
defect states in the conduction band Hg,_,Cd,Te samples with x in the range
of 0.165-0.22 (Kobayashi et al. 1982; Myles 1987). That compensates the mate-
rial and reduces N,-Ny. Figure 2.65 illustrates the band bending of a sample with
x = 021 and N, = 1.87 x 107 cm™3, in which E, = 86meV is the band gap,
Eo = 143meV is the zero-level energy of the electron subband, Ey is a resonant
defect state energy level above the bottom of the conduction band, Zy = 15nm is
the thickness of the inversion layer and Z4 = 48 nm is the thickness of the depletion
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layer. Figure 2.66 depicts energy positions of several substitutional impurities occu-
pying Hg vacancies according to a rough theoretical estimate of Kobayashi et al.
(1982) and another by Myles (1987) in an ideal capacitance spectrum. Obviously, if
the band bending makes the resonant energy level lie below the Fermi level, elec-
trons will fill this energy level. If the density of defect states is high enough, this
energy level will affect the charging and discharging processes of the surface inver-
sion layer and contribute to the surface capacitance C—V spectrum.

In the C—V spectrum of the HgCdTe bulk material fabricated into an MIS struc-
ture, an additional peak is observed in the region before the subband threshold
voltage. Calculations indicate the existence of a resonant state at 45 meV above
the conduction band edge. In the following, a preliminary discussion of the origin
of this resonant state is presented.

The samples used were slices of a solid state recrystallized, p-type Hg,_,CdsTe
with x values of ~0.22. They had been mechanically polished and etched in a 1/8%
bromine in methanol solution. The MIS structures were produced by first growing
~70nm of anodic oxide in a KOH electrolyte (0.1 N KOH, 90% ethylene glycol,
10% H,0) with a constant current density of 0.3 mA/cm?. An ~200 nm-thick ZnS
layer was then deposited onto the anodic oxide, and finally an Al gate electrode
was deposited. This kind of sample structure had a low interface trap state density
(<10° cm™2eV™'), and a small fixed positive charge (<10'2 cm™2) (Stahle et al.
1987).

Many C—-V measurements have been reported on MIS structures of narrow-band
semiconductors (Stahle et al. 1987; Beck et al. 1982; Rosback and Harper 1987).
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Using a differential capacitance method, the accuracy can be as high as 0.01 pF/V.
The experimental frequency is 233 Hz and the signal Upp is proportional to the
difference between the sample and a reference capacitor, C-Ci, as illustrated in
Fig.2.67. At a temperature of 4.2 K, the capacitance of the sample (C) is the series
combination of the sample insulation-layer capacitance (C;), and the semiconductor
surface-layer capacitance (Cs) (Sze 1969), which can be expressed as:

GCs
= —" (2.83)
Ci+ Cs
Investigated Hg, ,9Cep.21 Te bulk samples have an effective acceptor concentration
of 3—4 x 1016 cm™3. The capacitance spectra at 4.2 K show an additional peak be-
fore inversion occurs for all the samples with Na+ ~ 1017 cm™3. Figure 2.68 depicts
a typical C—V spectrum for a sample taking the anodic oxide and ZnS as dielectric
layers, in which Vi, and Vr are the flat band voltage and subband threshold voltage,
respectively. The regions V, < Vi, Vi, <V, < Vpand Vp < V, correspond to accu-
mulation, depletion and inversion regions, respectively. The lower curve in Fig. 2.68
is a surface conductance-voltage spectrum, which exhibits a drastic increase of the
surface conductance and surface capacitance at Vr, corresponding to the subband
threshold voltage. The flat band voltage Vj, is determined by the boundary between
the flat part of accumulation region and the steep part of depletion region in the
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C-V curve. To determine accurately Vy,, C—V, magneto-resistance oscillation, and
cyclotron resonance measurements are required. The Vg, in Fig. 2.68 is the energy
due to the band bending at which the bottom of the conduction band coincides with
the Fermi level. Because there is an additional peak located between the Vgg and
Vr, suggests that a resonant state lies above the conduction band edge. As the en-
ergy band bends, electrons will begin to fill in this energy level once the resonant
state’s threshold energy level falls below the Fermi level. Given this condition, an
increase in the surface capacitance occurs, adding to the contribution from the deple-
tion layer. The effect is equivalent to the addition of an extra surface depletion layer.

2.4.2 Theoretical Model

By fitting the capacitance spectrum, the energy level position and the density of
resonant states can be deduced. The surface capacitance per unit area of semicon-
ductors is defined as (Sze 1969):

_ 005
Ops

where ¢; is the surface potential. Qy is the surface charge density, which can be
written as:

Cg (2.84)

Qs = —e(Nxza + Nrzr + Ns), (2.85)

where zq4 is the depth of the depletion layer, zr the distance from the resonant state
energy level to the Fermi level, that is the resonant level lies energetically above the
Fermi level if zr > 0. NJ = Na — Nq — N is the effective acceptor concentration,
Npg is the density of resonant states, and Ns (cm™2) is the electron density in the
inversion layer. The surface potential of semiconductor material can be derived from
the Poisson equation (Sze 1969):

9>¢ P

B 2.86

072 c€o (2.86)
where p is the density of surface charges. Before the subband is filled, the distribu-
tion is given by:

—e(NY + Nr), (0 <z<zR),
p = _eN:’ (ZR < Z < Zd)v (287)
0, (z> zq).

Assuming that the Fermi level at 4.2 K is pinned to the bulk material acceptor level,
the total band bending is then:

e, = Er+ (Ey— En), (2.88)

where E, is the acceptor level, and E, is the band-gap energy, whose values can
be found from the literature (Scott et al. 1976; Chu et al. 1983; Yuan et al. 1990).
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E; is the Fermi energy relative to the conduction band edge. The effective acceptor
concentration is determined from the slope |K| of that part of the C—V curve
corresponding to the depletion layer (Rosback and Harper 1987), and is:

3
S (2.89)
cggeA? |K|

where A is the area of capacitor. From this relation, the surface capacitance of the
depletion layer in the region Vg, < Vy < VR is given by:

C eeo Ny ! (2.90)
=e . .
S 2 E,—E,+ E

And in the region Vg < V, < V7, the resonant state contributes, and the surface
capacitance is:

e,/?(zv: + Ny)
’ 2.91)

Cl = ,
S J(NF + Np)(Eg — Ea + Er) — Nx(E; — E, + Ex)

where Ef is the resonant state energy counted from the conduction band edge, and
can be deduced from the threshold voltage Vk of the resonant peak:

_CGR=V5p)?

Er = (E, — Ey). (2.92)

*
2eg9 X Ny

It is obvious from (2.90) to (2.91) that for V5 = Vi the band bending makes the
resonant state energy Er meet Ef, leading to a jump to the surface capacitance,
ACs = C§ — Cs, which is given by:

AC £0 ! « R (2.93)
=e _— . .
; 2 E;—E.+Ex JN;

The measured sample capacitance manifests a corresponding change,

C2ACs

AC = ,
(Ci+ €9 (C/ + Cs)

(2.94)

thereby adding a peak to the capacitance spectrum. The density of resonant defect
states Ng can be derived from AC together with (2.93) and (2.94),

Ng = AC; X [Nap x (Eg — Ex + Er)]"?/[e(ese0/2) /2. (2.95)
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Table 2.8 Energy locations and densities of resonant defect states

Insulating
Sample layer X Na*(10'7 cm™3) Nr (107 em™3) ER (eV)
3a Si0, 021 1.65 1.1 0.041
4a A.O. 4+ ZnS 0.21 1.87 0.9 0.045
5b A.O. 4+ ZnS 0.21 3.17 1.8 0.047
5b3 A.O. +ZnS 0.21 3.96 2.5 0.045

The density as well as the energy of resonant defect states can also be calculated
by fitting the C—V curve. In Fig. 2.68, the dotted curve is a theoretical fit. From the
best-fit one finds that Ex = 0.045¢V, and Ng = 9 x 10'® cm™3. Fitted results are
listed in Table 2.8 for several Hg,; _, Cd, Te samples with x = 0.21. The experimen-
tal results suggest that for the samples with No* ~ 107 cm™3 an additional peak is
always observable, while for the samples with lower N,*, e.g., about 10'® cm™3,

no additional peak can be detected.

2.4.3 Resonant States of Cation Substitutional Impurities

The origin of this type of resonant state possibly, is the defect state introduced by
oxygen occupying a cation site. Theoretical analyses indicates that the energy levels
of the neutral and single ionization states of an oxygen atom are located at 50 and
20 meV above the conduction band edge, respectively, for a Hg, 7Cdg 21 Te alloy
(Kobayashi et al. 1982). This result is similar to the C — V' experimental value. The
possibility of oxygen atoms occupying cation sites can be estimated qualitatively.
If the sample is exposed to air after annealing or etching, or in the process of an-
odic oxidation, oxygen atoms may occupy cation sites. This can lead to pollution of
the bulk material. In the standard Br—alcohol chemical etching process, the surface
damage is normally as deep as several tens of nanometers, and an activated Te-rich
layer at the surface is easily oxidized. Then oxygen atoms easily diffuse into the
bulk via a Hg vacancy assisted mechanism (Herman and Pessa 1985). In the an-
odic oxidation process, the surface oxygen concentration is about 50% (Stahle et al.
1987), thus a large number of oxygen atoms are present and combine with Hg, Te,
and Cd to produce the oxidized films. In this process, it is inevitable that some of
the Hg vacancies will be occupied by oxygen atoms.

It has been determined experimentally that the process of the replacement of
Hg vacancies with impurity atoms will not go on without limit, and saturates at a
probability, . Thus impurity atoms can only replace a part of the Hg vacancies. If
the total Hg vacancy density is N4, the number of Hg vacancies being replaced by
impurities, Ng, is then n/ N5y when the system reaches an equilibrium state. It was
deduced from the fitted results of several samples that 1 for oxygen is about 0.3-0.4.
According to this analysis, it is understandable why only for samples with high
initial Hg vacancy densities, is the additional peak observed. The absolute value of
the density of oxygen atoms replacing Hg vacancies in low initial density samples
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is low. While even for initially low Hg vacancy densities a jump of the surface
capacitance can be introduced, it is clear from (2.93) that:

Ny Na
l—n'

AC x (2.96)

This means for samples with low Ny, the jump in the capacitance is small and is
likely to be masked by interfacial and inhomogeneous effects. An additional reason
is that the threshold energy E¢ (near ER) of the ground subband state is smaller for
a sample with identical composition but lower N. This indicates that the inversion
threshold voltage Vr is close to Vi and the capacitance jump in inversion due to a
resonant state makes only a minor contribution that may not be detectable.

To investigate the mechanism further, the change of the defect state densities in-
duced by annealing is studied along with the impact of an Au doping treatment.
If the defect states are due to oxygen atoms occupying Hg vacancies, in a low-
temperature, Hg saturated annealing process the vacancies will be filled with Hg
atoms and the oxygen atoms will be driven out. Hence the density of resonant states
will decrease. On the other hand, if the p-type acceptor initially in the sample is
not a Hg vacancy but Au, the resonant state will not be detectable even if the initial
acceptor concentration is very high. If a sample, in which initially the resonant state
peak is obviously observed, is then exposed to a Hg saturated low-temperature an-
neal to reduce the impurity density and its C—V curve is measure again. According
to this model the resonant peak should be reduced. The sample is then doped with
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Fig. 2.69 Capacitance spectra of a Hg, 5oCdg 21 Te sample (N & 1.65 X 10!7 em™?) before and
after annealing, and after an Au doping process
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Au to make it an initially high p-type density sample again and the C—V measure-
ment is repeated. The results are depicted in Fig. 2.69. The top spectrum is that of
a HgCdTe/SiO, dielectric film sample (No* = 1.65 x 10'7 cm™2), which clearly
shows the resonant state peak. A theoretical fit indicates the density of resonant
states is ~1.1 x 107 cm™> and Ey is ~0.041eV. The middle spectrum is that
of the same sample after a 10h anneal at a temperature of 250°C. The acceptor
concentration is ~5.9 x 10'® cm™3 and the resonant state peak gets weaker. A the-
oretical fit suggests that the density of the Eg = 0.041eV resonant state reduces
to 4 x 10'® cm™3. The bottom spectrum represents the result after Au doping and
10h anneal at a temperature of 250°C. Following this process, the low-density
sample becomes a high-density one, ~6.95 x 10!7. However, no obvious reso-
nant state peak appears. A theoretical fit indicates that the resonant state density
is still 4 x 1016 cm™3. This illustrates that the resonant state does not depend on the
acceptor concentration but on the Hg vacancy concentration. It therefore suggests
that this resonant state originates from oxygen atoms replacing Hg vacancies and
that annealing can reduce or eliminate its influence.

2.5 Photoluminescence Spectroscopy of Impurities and Defects

2.5.1 Introduction

The optical techniques that can be used to explore the nature of impurities and
defects are generally comprised of PL spectroscopy, infrared transmission/reflection
spectroscopy, magneto-optical spectroscopy, and PTIS, among which the PL spec-
troscopy is deemed to be an important and fundamental one. PL spectra from
semiconductors offer information about not only intrinsic optical processes, but also
impurities and defects. In fact, it has been advanced to be a standard technique
for the study of semiconductor material properties (Gobel 1982). A PL measure-
ment generally requires almost neither special sample preparation nor complicated
instrumentation, and most importantly, it is nondestructive. It therefore attracted
wide attention in the last few decades, and as a consequence, a huge related litera-
ture was published in journals and conferences in the field of semiconductors and
low-dimensional systems. For wide bandgap semiconductors, PL spectroscopy is
usually a valuable tool for monitoring the quality of material growth, evaluating the
properties of heterojunction structures, and estimating indirectly the density of mi-
nority carriers and defects so as to predict device performance. However, PL study
of narrow-gap semiconductors was seldom performed, mostly due to the following
reasons:

1. A PL signal decreases dramatically with the energy gap, due to the enhancement
of the nonradiative Auger recombination process.

2. At room-temperature environmental thermal emission in the mid-infrared spec-
tral region is about 200 times stronger than the general PL signal.
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3. The solid state detects available for PL spectroscopy studies require a much
higher detectivity than photomultiplier tubes (PMT); and in the mid- and far-
infrared spectral regions, no PMT is available.

4. Disturbances from the absorption of atmospheric and optical materials is serious
in the mid- and far-infrared regions.

Thanks to the revolutionary progress made in computer science and technology,
Fourier transform infrared (FTIR) spectrometer-based PL techniques have been
developed. This significantly enhances the sensitivity and the spectral resolution
and therefore dominates the study of the PL processes in semiconductors in the
near- to mid-infrared. To extend the measurable spectral range to mid- and even
far-infrared, suppression of the environmental thermal emission became crucial.
This gave birth to the so-called DM-PL technique. Depending on the particular
choice of the “modulation,” the DM-PL technique may yield a measurement in the
mid- and far-infrared regions with a reasonable SNR and spectral resolution. This
makes DM a distinguishable technique relative to conventional PL. measurements.

Since the first PL data for HgCdTe was reported by Elliott et al. (1972) in 1972,
quite a lot HgCdTe samples with different Cd concentrations from 0.197 to 1 (CdTe)
have been characterized. However, apparent inconsistencies exist among the data as
well as its explanations, which most probably, stem from the following facts: (1) the
samples used by different authors’ groups were prepared by different methods and
hence were of different quality and (2) the inaccuracy of energy gap determinations
of HgCdTe is of the order of a few milielectron volts, which is the same order as
the exciton binding energies, making the uncertainty of the PL signal identification
even worse.

It was expected that a systematic PL spectroscopic study could be performed by
three different approaches (Tang et al. 1995): (1) starting from the high Cd con-
centration end (2) in the mid concentration limit near x = 0.4, or (3) at the low
concentration end near the range where IR applications are prevalent. At higher con-
centrations standard PL techniques are adequate, but as the concentration is lowered
it is necessary to go to DM-PL methods.

Generally, the PL signal from a high quality Hg,_,Cd,Te sample with Cd con-
centrations in the range of 1.0-0.7 are dominated by (1) nearly free but still localized
exciton transitions, (2) a bound localized exciton, and (3) phonon replicas of local-
ized or bound excitons. Meanwhile, the PL signal from Hg; _, CdTe samples with a
Cd concentration less than 0.26 appears usually as only a simple single peak. Due to
the small binding energy of a nearly free exciton and the transition oscillator strength
of low Cd concentration Hg; _,Cd,Te, it is usually difficult to distinguish whether
a peak is from a band-to-band transition or due to a free exciton. Furthermore, the
difference between the spectral line shapes of these two transition mechanisms is
so small, that a lineshape fitting process for the PL spectrum may not work well
(Tomm et al. 1990). Considering the exciton binding energy is very small in low Cd
concentration HgCdTe samples, as well as the weak Hg—Te bond that enables the
formation of defects and may introduce disorder fields to dissociate the excitons, the
PL peak at 4.2 K is quite possibly caused by a band-to-band transition. The local-
ization of excitons result from the alloy disorder-induced fluctuations of potential
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fields whose energy has been experimentally determined using thermally assisted
dissociation experiments to follow a x(1 — x) behavior. When x is around 0.5, the
energy takes on its maximum value which is as large as 10 meV.

2.5.2 Theoretical Background for Photoluminescence

In 1990, Tomm et al. (1990) reviewed systematically infrared PL in narrow-gap
semiconductors. In this section, the theoretical background will be briefly intro-
duced to further the understanding of the forthcoming materials.

The process of PL can be simply described as follows; when a light beam with
intensity /o and photon energy 2w > E, impinges on the surface of a semiconductor
with a band gap of E,, it penetrates into the sample and will be absorbed with
an absorption coefficient o far some distance below the surface. If the reflection
and/or scattering at the interface are ignored, the intensity is then reduced to I, =
Iy exp(—ax).

The absorption of these photons leads to a nonequilibrium carrier generation pro-
cess. In general, these photon-generated nonequilibrium carriers will relax rapidly
to the extremes of the conduction and valence bands, respectively, so as to reach a
minimum energy. This energy configuration can be described by a quasi-equilibrium
Fermi level distribution. The effective temperatures of electrons and holes are nor-
mally higher than the measured sample temperature due to a heating effect. The
process of carrier generation is faster than that of diffusion. Thus, the distribution
of the photon-generated nonequilibrium carriers is nonuniform, which leads to the
existence of diffusion to reduce the concentration gradients.

There are several recombination mechanisms inside the semiconductors and at
surfaces. For a constant excitation power, the nonequilibrium carriers will form
a quasistatic spatial distribution. In the case of a weak excitation, the lifetime of
these nonequilibrium carriers is basically independent of their concentration. If the
recombination of these carriers is realized by radiative recombination, the accompa-
nying photon emission is the PL process. The PL internal process results from three
different but interconnected processes: light absorption causing nonequilibrium car-
riers generation; diffusion of these carriers and radiative recombination of resulting
electron—hole pairs; and the propagation of the radiative recombination induced
photons in the sample and its subsequent emission from the sample (Shen 1992).

Because the PL process is due to a recombination process, it is necessary to
examine the different recombination process in HgCdTe materials. It is known that
there are both radiative and nonradiative recombination processes in narrow gap
semiconductors. Surfaces influence the whole recombination process. However, the
surface can be carefully treated before a PL. measurement so its influence is reduced
significantly to a point where it can be ignored. When the PL processes in HgCdTe
are analyzed, the features of narrow gap semiconductors must be taken into account.
The dielectric constant is large and the electron effective mass is small, resulting in a
very weak exciton binding energy. For example, for £, = 100 meV gap, the binding
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energy of a free exciton is only about 0.3 meV. (For the same reason a hydrogenic
donor impurity is shallow in HgCdTe.) Another remarkable feature of narrow gap
HgCdTe is the intensity of the Auger recombination process, which is an important
nonradiative process (Petersen 1970; Kinch et al. 1973; Pratt et al. 1983), and gets
stronger with a decrease of the band gap. The relation between the recombination
rate Rp and E, is given by:

Ra~ E;P, (2.97)

where S takes on a value between 3 and 5.5 (Ziep et al. 1980).

For n-type semiconductors, the energy released in an Auger-1 process, one in
which the recombination of an electron in the conduction band and a hole in the
valance band, is transferred to another electron so that its energy is increased to
conserve energy and momentum in the overall process. The lifetime of this Auger
recombination in n-type HgCdTe can be written as (Lopes et al. 1993):
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(2.98)

where n; is the intrinsic electron concentration, 7 and pg the thermal equilibrium
concentrations of electrons and holes, respectively, w is the ratio of the effective
masses of an electron and a hole, £, the high-frequency dielectric constant, E, the
band gap, kg the Boltzmann constant, and 7 is the temperature. | Fy F,| are overlap
integrals of Bloch wave functions, F; between the conduction and valance bands,
and F, between the conduction band edge and an excited conduction band state. The
product when fit to experiment is taken to have a value is in the range of 0.1-0.3.
However, in a recent paper where good band structures are calculated, it has been
shown that the product is not well approximated by a constant but depends on the
momentum k, the alloy concentration, and the temperature (Krishnamurthy 2006).

For p-type HgCdTe samples, just considering an Auger-1 process is not suf-
ficient, an Auger-7 process is also important (Lopes et al. 1993; Petersen 1983).
An Auger-7 process is one in which the recombination energy and momentum of an
electron in the conduction band and a heavy hole is taken up by the excitation of an
electron from the light hole subband to the heavy hole subband. The corresponding
lifetime is given by (Lopes et al. 1993):

2
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Casselman (1981) calculated the ratio y of T/iw and T/iu’ which is a function of
temperature and alloy concentration. For HgCdTe with a concentration x in the
range 0.16-0.3, at temperatures in the range 50-300 K, the value of y lies between
0.5 and 6. Specifically, for x = 0.22 and 0.3, y is independent of temperature and
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has a value of about 1.5 and 0.5, respectively. Combining these two mechanisms
together, the total Auger lifetime to of p-type HgCdTe is given by (Lopes et al.
1993):

TA1TAT

_ALTAT (2.100)
Al + Ta7

A =
Similar to the recombination processes in wide gap semiconductors, the Schockly—
Read process also exists in the nonequilibrium carrier recombination of narrow gap
semiconductors. It too is a type of nonradiative recombination. In this kind of recom-
bination process, nonequilibrium carriers recombine through a pathway provided
by deep impurity states and/or dislocations providing energy steps to enhance the
recombination probability. If the density of Shockley—Read centers is much lower
than the carrier concentration, the Shockley—Read recombination lifetime gy is de-
termined by (Lopes et al. 1993):
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where o0;, and o}, are the capture cross sections of electrons and holes, and v, and v,
are their thermal velocities, respectively. Er is the trap energy.

According to the calculation by Schacham and Finkman (1985), the inter-band
radiative recombination e lifetime is given by:
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and where e« is the high-frequency dielectric constant, m and m; electron and
hole effective masses, mq the mass of free electron, and kp is the Boltzmann
constant.
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For the nonequilibrium carriers in narrow gap HgCdTe, there are three main
recombination mechanisms: radiative, Shockley—Read, and Auger recombination.
These recombination mechanisms determine the lifetime of the nonequilibrium car-
riers. In the case of low injection, the relation between the corresponding lifetimes
(R, Ta, and tsr) and the lifetime of a nonequilibrium carrier in a material is:

11 11
— = — 4 —. (2.105)
T TA TR TSR

For a given density of nonequilibrium carriers in HgCdTe, the recombination can be
realized by a radiative recombination process or an Auger and/or Shockley—Read

nonradiative recombination processes. The radiation efficiency is the probability of
a photon emission in a radiative recombination, which is given by

I/IR_ 1

1y ®
TA TSR

n= (2.106)

Therefore when the excitation power is constant, the PL signal strength is deter-
mined by internal recombination mechanisms, and the corresponding PL spectrum
depends on a competition between internal radiative recombination and the other
nonradiative recombination processes. To enhance the PL signal intensity and
improve the SNR, it is necessary to suppress the probability of nonradiative re-
combination.

Now let us consider the major PL processes occurring near the band-edge of
HgCdTe. As is well known, HgCdTe has a zincblende cubic structure. The extremes
of the valence- and conduction-bands are in the center of the first Brillouin zone,
and it is therefore a direct-gap semiconductor. The optical properties, especially the
PL near the band edge, are mostly determined by the band edge structure. For a
direct-gap semiconductor, nonequilibrium carriers at the band edge can recombine
through

An inter-band transition (intrinsic transitions)

Free-exciton recombination

Bound exciton recombination

Radiative recombination of a free electron and a neutral acceptor (eA?) or a free
hole and a neutral donor (hD?)

5. A donor-acceptor pair combination.

el

For narrow-gap HgCdTe, possibility number 3 is the main contributor through
combinations of donor-bound exciton (D°X) and acceptor-bound exciton (A°X)
processes. These recombination processes are illustrated in Fig. 2.70.

However, not all the radiative recombination processes in Fig.2.70 will be ob-
served for a given set of circumstances. Under a similar excitation condition, the
PL spectra change with a sample’s temperature. For example, at high-temperature,
the direct band-to-band transition is always observable. But it is weak, even diffi-
cult to detect, at low-temperature. In the latter case the recombination through an
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Fig. 2.70 Radiative recombination mechanisms of nonequilibrium carriers near the band edge of
HgCdTe. (a) direct band-to-band transitions, (b) free-exciton recombination (FE), (¢) donor-bound
exciton recombination (D°X), (d) acceptor-bound exciton recombination (A°X), (e) donor—
acceptor pair recombination (D°A°), (f) free electron—neutral acceptor recombination (eA4°), and
(g) free hole-neutral donor recombination (1D°)

exciton or impurity generally dominates because impurity and exciton states have
large populations at low-temperature. The impurity assisted PL obviously changes
drastically with the type and density of impurities. The PL spectrum also depends
on the experimental conditions, such as excitation power. These conditions there-
fore provide a criterion for clarifying the mechanisms responsible for different PL
peaks (Schmidt et al. 1992a, b).

As mentioned before, the light emission process is related to the light absorp-
tion process. For the PL process in the case of equilibrium and quasiequilibrium,
the generation rate of photoelectron/hole pairs is equal to their recombination rate,
which is known as von-Roosbrock—Shockley relation. It can be written as:

nynj
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’_
) — nuhy

where Ry, is the spontaneous emission tr